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Introduction: Implantable Brain-Computer Interfaces (BCIs) have shown promising results in establishing 
alternative communication means for people living with a neurodegenerative disease. Previous studies on 
electrocorticographic (ECoG) signals have shown that increasing the number of contacts and their density 
can improve speech decoding [1] and synthesis [2] applications. Here, we present a pilot study to test the 
feasibility of synthesizing speech using the Layer 7 cortical interface (Precision Neuroscience) during an 
awake craniotomy for glioma resection in the left frontal lobe. Equipped with a total of 1024 contacts placed 
over ~1.5 cm2 of face motor cortex, we conducted an experiment in which the patient spoke single words 
aloud from a list of four after hearing them audibly through a loudspeaker in the operating room. Both neural 
and acoustic data were simultaneously recorded. 

Material and Methods: We developed a BCI system consisting of three components to (1) receive neural 
and acoustic data in real time and compute time-aligned high-gamma and acoustic features, (2) continuously 
train a transformer model on those incoming and accumulated features over time, and (3) decode the 
incoming signals using a continuously updating model. The transformer model maps high-gamma activity 
into linear predictive coding (LPC) coefficients and utilizes LPCNet to generate the acoustic waveform [3] 
which is directly written into the soundcard buffer for low-latency playback. 

Figure 1. Patient and synthesized speech from the first two minutes in the operating room. 

Results: Over time and with accumulating training data, the neural network started to output synthesized 
speech, at first very quietly, then more audibly. Figure 1 shows a snippet of the actual and reconstructed 
speech from the first experiment run, indicating that once enough trials have been seen during training, the 
model is capable of producing speech output at the time when the patient is speaking. Given the short period 
of time, both for training and data collection, all synthesized samples were not intelligible. 

Significance: These preliminary results demonstrate the feasibility of intraoperative speech synthesis, which 
could be used to verify an effective anatomical placement of the Layer 7 cortical interface in future 
applications as a fully implantable speech BCI. 
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