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Introduction: P300 brain-computer interfaces (BCIs) provide a means of communication for individuals

with severe disabilities by analyzing EEG responses to a series of stimuli [1]. A key challenge in

these systems is optimizing BCI-utility, a comprehensive metric that balances accuracy and speed while

incorporating the cost of error correction [2]. Methods such as dynamic stopping, which determines

when enough information has been collected, and dynamic stimulus selection, which determines the next

stimulus based on prior EEG responses, can potentially significantly improve BCI-utility. Meanwhile,

advances in reinforcement learning (RL) have demonstrated its potential to address complex decision-

making tasks in diverse domains, making it a promising approach for optimizing real-time BCI systems.

Methods: We propose a Bayesian model-based reinforcement learning (RL) framework that systemat-

ically optimizes both a dynamic stopping policy and a dynamic stimulus selection policy to maximize

BCI-utility. The BCI system is treated as an agent, with each stimulus representing a state. The state

consists of confidence scores for characters, calculated from classifier scores of previous EEG responses.

At each state, the agent decides whether to stop and predict the target character (dynamic stopping pol-

icy, π1) or to continue by selecting the next stimulus to present (dynamic stimulus selection policy, π2).

The dynamic stopping policy is implemented using an actor-critic algorithm. For stimulus selection, a

Gaussian process-based Bayesian model predicts changes in confidence scores resulting from the next

stimulus, guiding the agent to select the next stimulus that maximizes the expected BCI-utility. Figure 1

illustrates the workflow of this framework. Furthermore, the framework can effectively address online

implementation challenges, including the double-target issue and delayed EEG responses.
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Figure 1: Illustration of the reinforcement learning framework in P300 BCIs.

Results: The pro-

posed framework

was evaluated on

simulated datasets

with varying signal-

to-noise ratios (SNRs)

and validated us-

ing recorded EEG

data from a P300

speller study con-

ducted by the Uni-

versity of Michigan Direct Brain Interface (UMDBI) laboratory [3]. Simulations demonstrated that our

method significantly improved BCI-utility compared to benchmark methods across different SNR con-

ditions. On real participant data, the framework achieved approximately a 20% improvement in BCI-

utility while maintaining an accuracy of around 90% and reducing the time required per character. These

results highlight the framework’s ability to enhance BCI-utility by balancing speed and accuracy.

Conclusion: By integrating Bayesian model-based reinforcement learning, the proposed framework

demonstrates significant improvements in BCI performance.
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