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Introduction: Out-of-Distribution (OoD) detection methods are variations on Machine Learning (ML)

models that can detect when a sample is different from the data the model is trained on [1]. OoD is

minimally explored in BCI research [2], but it has the potential to make a BCI system that detects

problems and delivers corrective action. OoD detection may detect: variabilities that cause decreases

in performance, bugs in preprocessing that cause bad predictions, destructive artifacts that obfuscate the

signal, and even off-task neural patterns. Traditional ML would give arbitrary guesses in these cases.

The broad definition of OoD makes the effectiveness of general OoD-detection hard to measure. In

Computer Vision research this definition is worked out into established benchmarks covering a broad

range of causes. For evaluating universal OoD detection in BCIs we should define BCI-specific causes

that generate OoD data. This requires an employable definition for OoD specific to (EEG-based) BCIs.

Our aim is to create a dataset of a broad range of artifacts, variabilities and other problems that can

arise in BCIs that should be detectable by a good OoD detection system. At the 2025 BCI Meeting, we

will establish with the community a shared definition of what OoD data in BCIs really is. We will then

continue to develop a matching benchmark to evaluate various OoD detection methods.
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Figure 1: Leave-one-class-out OoD detection

works well on non-BCI datasets, but not for

four-class Motor Imagery.

Material, Methods and Results: As an example we consider a com-

mon OoD detection task called leave-one-class-out. Here, a model

is trained on C − 1 classes, and is tested on all C classes. It should

report high uncertainty for the excluded class, which would repre-

sent off-task behaviour as OoD. We previously presented results on

(non-BCI) datasets with various models, where the uncertainty is

higher for the excluded class. This allowed us to detect them with

AUROC scores between 0.65 and 0.98 [4]. However, in Fig. 1 we

show that in a within-subject four-class Motor Imagery classifica-

tion task [5] these methods fail with an AUROC score of ∼ 0.5.

Leave-one-class-out OoD detection is a moderately difficult OoD

detection task. Some large artifacts or bugs in preprocessing may be more easily detected, whereas

variabilities could be more difficult. A good and community-supported understanding of what OoD

detection can mean for BCIs is needed to construct proper benchmarks

Conclusion: OoD detection identifies when traditional ML methods may fail. However, it has a very

broad definition. To be able to work with OoD detection and advance the BCI field, our community

needs to define an agreed set of examples that are to be worked out into benchmarks. We aim to imple-

ment such benchmarks in an open-source repository using public datasets. We already have plans for

defining OoD data (including off-task behavior, movement artifacts, disconnected electrodes, hardware

and preprocessing differences, and cross-subject BCIs), but by getting input from the community we can

create a complete and appropriate benchmark. A definition of OoD will include a better understanding

of variabilities [6], which is an established need in BCI research.
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