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Introduction: Invasive recording mechanisms such as electrocorticography (ECoG) achieve high classi-

fication accuracy of motor imagery tasks, even for highly correlated signals as elicited by finger move-

ment. The focus of regaining control over fingers, i.e. post-stroke, is on rehabilitation, not substitution,

which makes electroencephalography (EEG) the preferred choice. However, EEG suffers from a low

signal-to-noise ratio (SNR), which causes significantly lower classification performance. When con-

sidering the low-amplitude neural signal of finger motor imagery in EEG, it is crucial to distinguish

between event-related neural activity and event-related noise activity. Channels are referred to as bad

channels, where erratic waveforms indicate an artifact-heavy recording. SNR can be increased when

those bad channels are interpolated to retain their information. The automatic detection of bad channels

has been based on a variety of statistical methods, such as standard deviation. Autoregressive model

(AR) assesses a given time series considering probable future values, where significant deviations from

these values are treated as artifacts [1].

Material, Methods and Results: The dataset was taken from [2] where 256 EEG channels were applied

contralateral to the handedness of each subject, where the left-handed subject (S1) was left out for sim-

plicity. Prior to bad channel detection, a bandpass filter (1-40 Hz) was applied. For a z-score greater than

6, as in [2], channels were determined as bad; for AR a threshold of 3 was applied. Bad channels were

interpolated, before common average referencing (CAR) and epoch creation. Features were extracted

with five component frequency band common spatial patterns (FBCSP), where one subject (S5) had to

be regularised at 0.01 post AR.

Conclusion: The findings in table 1 indicate that AR outperforms z-score in bad channel detection where

low SNR is precedent. As subjects 2 and 3 performed similar across AR and z-score, subjects with higher

variance and lower average with the z-score methodology improved significantly when applying AR.

These findings are congruent with previous research on AR for artifact detection and relevant to the cur-

rent focus on increasing classification accuracy.

Table 1: Classification parametrics of S2-5 comparing z-score and AR model for artifact detec-

tion.

Subject Method Acc.(%) A. Dev.(%) Prec.(%) P. Dev.(%)

2 Z-Score 92.4 8.8 94.1 6.9

2 AR 93.5 7.4 94.7 6.1

3 Z-Score 93.7 9.5 94.8 8.2

3 AR 93.3 8.4 95.3 5.6

4 Z-Score 66.1 16.5 75 15.7

4 AR 85.4 12.1 88.9 10.1

5 Z-Score 71.2 16.8 76.3 23.1

5 AR 77.4 16.9 81 16.3
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