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ABSTRACT: Electroencephalographic signals are repre-
sented as multidimensional datasets. We introduce an en-
hancement to the augmented covariance method (ACM),
exploiting more thoroughly its mathematical properties,
in order to improve motor imagery classification. Stan-
dard ACM emerges as a combination of phase space re-
construction of dynamical systems and of Riemannian
geometry. Indeed, it is based on the construction of a
Symmetric Positive Definite matrix to improve classifi-
cation. But this matrix also has a Block-Toeplitz struc-
ture that was previously ignored. This work treats such
matrices in the real manifold to which they belong: the
set of Block-Toeplitz SPD matrices. After some manip-
ulation, this set is can be seen as the product of an SPD
manifold and a Siegel Disk Space. The proposed method-
ology was tested using the MOABB framework with a
within-session evaluation procedure. It achieves a simi-
lar classification performance to ACM, which is typically
better than — or at worse comparable to — state-of-the-art
methods. But, it also improves consequently the compu-
tational efficiency over ACM, making it even more suit-
able for real time experiments.

INTRODUCTION

In electroencephalography (EEG) based Brain Computer
Interfaces (BCI), state-of-the-art algorithms are often
built on Riemannian distance based classification algo-
rithms [[1]. The basic idea underlying these methods is to
treat the spatial covariance matrix (SCM), extracted from
the EEG signal, as an element of the Riemannian mani-
fold of Symmetric Positive Definite (SPD) matrices [2]].

A recent extension of this work was obtained by using
the Augmented Covariance Method (ACM) [3]. ACM
relies on the concept of phase space reconstruction of dy-
namical systems to create an "ACM matrix" (also called
ACM) that contains not only an average spatial represen-
tation of the signal but also a representation of its evo-
Iution in time. Consequently, the amount of information
contained in this ACM matrix is increased w.r.t. the stan-
dard spatial covariance. As the ACM matrix also turns
out to be an SPD matrix, it can be classified using the
same Riemannian framework that was so successful for
SCMs. However, it also possesses a structural property
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of being Block-Toeplitz, that is, a block matrix with con-
stant blocks over all diagonals. Recently, an approach
has been proposed to better deal with such Block-Toeplitz
SPD matrices [4], with applications in diverse fields such
as audio processing or radar signal analysis [5]].

The idea of this research is thus to endow the smooth
manifold of Block-Toeplitz SPD matrices with a Rieman-
nian metric, thus allowing the ACM matrix to be treated
within its true manifold membership. It is actually pos-
sible to treat the Block-Toeplitz SPD matrix manifold as
the product of an SPD manifold and a Siegel Disk Space,
after applying an appropriate conversion of the blocks of
the ACM matrix into the Verblusky coefficients [6].

This approach provides a new — more specific — metric
to use for BCI classification algorithms. The strength of
the approach lies in its ability to deconstruct the mani-
fold into its constituent elements: the Symmetric Posi-
tive Definite (SPD) manifold and the Siegel Disk Space.
By discerningly analyzing each component within its re-
spective geometrical domain, this method significantly
alleviates the computational demand traditionally asso-
ciated with the ACM methodology. The resulting algo-
rithm achieves performance that is, at worst, comparable
with state-of-the-art BCI algorithms, and often provides
quite better results (on par with those of ACM). However,
it distinguishes itself by achieving this at substantial re-
duction in computational costs and carbon footprint com-
pared with standard ACM.

The new — Siegel metric based — pipeline was tested and
validated against several state-of-the-art algorithms (Ma-
chine Learning (ML) and Deep Learning (DL)) on several
datasets for motor imagery (MI) classification using sev-
eral subjects and on a right versus left hand task with the
MOABB| framework [7]], and a within-session evaluation
procedure.

MATERIALS AND METHODS

The EEG signal is represented as a multivariate time se-
ries X € R?*T where T represents the total number of
sampled data points, and d indicates the number of elec-
trodes used in the EEG recording. Since this paper fo-
cuses on MI task, we split the EEG signals into smaller
sections known as epochs, each representing a snapshot
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of brain activity during various tasks or mental states.
The core aim of our research is to develop a method that
can accurately identify the specific task or mental state
associated with these EEG epochs.

The space of SPD matrices is composed by square real
symmetric matrices that are positive definite, and this
space form a smooth manifold that can be equipped with
a Riemannian metric [1]]. This space is defined as

SPD,; = {M € R | x"Mx > 0 Vx e R/\{0}} (1)

ACM [3] extends this methodology by combining it with
the phase space reconstruction (PSR) approach that is
grounded in the Takens theorem [§]. The ACM matrix
thus obtained contains spatial and temporal information
of the signal and remains an SPD matrix that can be clas-
sified using the same Riemannian metric that was so suc-
cessful for SCMs. This enrichment with temporal fea-
tures of the information extracted from the signal allows
for an improvement of classification performance.

The idea of using Takens theorem is based on the idea
that time series obtained from experimental observations
that capture only a fraction of the complex dynamics of
the underlying system, can nonetheless be utilized to re-
construct the system’s full dynamical behavior. This is
achieved using a uniform embedding procedure: con-
sider a time series s(n) created thought a measurement
process, the PSR technique generates a point sg(n) of a
D-dimensional space constructed as

sg(n) = [s(n),s(n—1),....s(n—(D—1)7)]T (2

where 7 is a positive integer called the embedding delay
and D is the embedding dimension. sg(n) € R” is an
uniform embedding of the original phase space.

The ACM matrix (see Fig. [I) is obtained by expanding
the original EEG signal using the PSR approach with an
embedding dimension p to get a new dp X T time se-
ries, parameterized by the fixed delay 7. The Augmented
Covariance Matrix I'y,, is defined as the autocovariance
matrix of this new time series:

Iyb, I, T,
I b, I, -
Taug = I I Io -- 3)

Iyt T'po T'ps

where I’ is the standard spatial covariance matrix and
I'; is the lagged covariance matrix of the original signal
with a delay of it and I_; = 7. As an autocovariance
matrix, Iy, is symmetric and positive by construction. If
not definite, it can be regularized [9]], so that we consider
it as SPD in the remainder of this article. But, the ACM
matrix also has a specific Block-Toeplitz structure, with
blocks of dimension d x d [5]. More formally, I'4,, be-
longs to the space B, of Block-Toeplitz and SPD ma-
trices i.e., SPD matrices of size dp x dp with constant
blocks of size d x d along all diagonals. This opens up
new possibilities for enhancing the ACM formulation by
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mapping the ACM matrix to the most suitable geometric
space that fully captures both its Block-Toeplitz and SPD
natures.

The blocks of the matrix Iy, have been demonstrated to
belong to a specific mathematical space [4]

[ieDy Dy={McC>|I-MM>0} (4)

with M = JM# J where J denotes the anti-diagonal ma-
trix and  is the conjugate transpose operatoﬂ This
space has no known Riemannian structure but, by im-
plementing a minor adjustment to the coefficients, it is
possible to ensure their belonging within the domain of
the Siegel disk [6l[10], defined as

Q;eSD; SDy={MeC | 1-MM” >0}. (5)

The coefficients that have undergone such modification
are also known as Verblunsky coefficients [6].
The transformation allow the following conversion,

Byx, — SPDy x SD5 ™!

(6)
1—‘/-\Lig = (FO,Q],...,QP,I)-

Consider the initial matrix I'4,, decomposed in its con-
stituent blocks (I, ...,I',—1). The initialization of the re-
cursive transformation is set to Py = I'y. The subsequent
coefficients are computed with

—1/2
1

Qi =L PRy —M)K, 7

with [ =0,...,p—1 and

Ll = PO_(rh"‘7I_‘Z)f‘17_]1(r17“'>r‘l>H
K, = Po— (%, .00 (T, ... . T
M, = ([y,...,0)0 @y, .. "

where I';,_; denotes the sub-matrix of I'4ug obtained by
keeping only its first / — 1 rows and columns. This trans-
formation operates recursively, enabling the foundational
blocks of the I'4,, matrix to be transformed into square
matrices that are positioned within the domain of the
Siegel Disk.

The smooth manifold of By, is thus identified as a Kih-
ler manifold [4]], on which is possible to define a Kihler
potential ® [11}|12]], computed as:

D(Laug) = —log(det(Taug)) — log(me) (8)

After applying some decomposition properties of the de-
terminant of I'4,,, it is possible to compute the metric of
the manifold simply as the Hessian matrix of the Kihler
potential

ds* =ptrace (P, 'dPoP, ' dPy)

p—1
+ ¥ (p—wace ((1-0f') ' dgy (1-0f'e)) ' dgf)
=1

€))

1A > B when A — B is a positive definite matrix.
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Figure 1: Schematic illustration of the BT-ACM + TG + SVM methodology. The presented example uses only 3 electrodes (in red on
the top left plot). The measurement process of the original dynamic system is thus a 3-dimensional time series. The process then begins
with the extraction of epoch signal representing left and right hand tasks. We then use the phase space reconstruction process to obtain
a dynamic system equivalent to the original one (selection of hyper-parameters are made via grid search using the nested approach).
In this figure, we see an embedding corresponding to p = 3 and 7 = 10). The BT-ACM matrix is computed as the autocovariance of
this high-dimensional time series. Subsequently the main blocks are converted in Verblunsky coefficients. Then, each component is
mapped to the tangent space using the appropriate Riemannian manifold computations and vectorized. The final step is the application

of an SVM-based classification algorithm.

The first term of Equation (9) is identifiable as the metric
for the SPD, space. The other term represents the met-
ric for the Siegel disk space SD, repeated p — 1 times,
i.e. the space of Block-Toeplitz SPD matrices is equipped
with a product Riemannian metric over SPD; x S]I)Id’_l.
The resulting algorithm (depicted in Fig. [1) using this
new metric using SVM on the tangent space is called BT-
ACM+TS+SVM: Block-Toeplitz Augmented Covariance
Matrix (BT-ACM) with Tangent Space projection (TS)
and SVM classifier.

Using fixed hyper-parameters p and 7, the PSR approach
expands the signal (p and 7 will subsequently be care-
fully chosen using a grid-search procedure). The spatial
autocovariance matrix of the expanded signal is obtained
using regularization through the Oracle Approximating
Shrinkage Estimator (OAS) [9]. After the Verblunsky
transformation, each component is mapped to the Tan-
gent space using the Logarithmic map of each specific
manifold. The final classification step is obtained with a
Support Vector Machine (SVM) algorithm.

Dataset and Evaluation procedure: To validate the
proposed methodology, we use open accessible datasets
available from MOABB [7]]. We selected 3 datasets with
a total of 70 subjects. All the information regarding the
considered datasets are presented in Tab. [I]

Table 1: Dataset considered during this study.

Dataset subjects | channels | sampling rate | trials/class | Epoch (s)
BNCI2014001 [13 9 22 250 Hz 144 [2, 6]
BNCI2014004 14 9 3 250 Hz 360 [3.7.5]

Cho2017 [15 52 64 512 Hz 100 [0, 3]

The duration of each epoch within our study is inten-
tionally aligned with the task conditions’ length, which
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is subject to variation across the datasets employed. On
each dataset, we applied a standard band pass filter proce-
dure for the Motor Imagery task, in the frequency range
of 8 to 32 Hz.

We use a Within-Session (WS) evaluation procedure as
provided in MOABB. This means that our analysis works
on each session separately. The implementation is based
on a Nested Cross-Validation methodology [16], struc-
tured with an outer loop of 5-Fold Cross validation and
a inner one composed by a 3-fold Cross Validation. We
use statistical tests provided by MOABB to confront the
different pipelines, i.e., based on a t-test [[17] for datasets
with less than 20 subjects, or a Wilcoxon non-parametric
signed-rank test [|18] otherwise.

The state-of-the-art pipelines used in this research con-
tain both Machine Learning (ML) and Deep Learning
(DL) methods. Detail of the pipelines are listed in Tab. 2}

For DL pipelines, we used a standardization step that
normalizes every channel to have a zero mean and unit
standard deviation. Additionally, we employed a re-
sampling procedure to ensure that each architecture in-
tegrates a temporal filter aligned with the state-of-the-
art techniques’ implementations. This procedure was
added in order align to the state-of-the-art implementa-
tion and avoid the need of redoing hyper-parameter tun-
ing. The DL pipelines are using a Sparse Categorical
Cross-Entropy loss function and a standard Adam opti-
mizer using 300 epochs and a batch size of 64. To avoid
overfitting, we used an early stopping procedure with a
patience parameter of 75.

RESULTS
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Table 2: Pipelines considered in this study are organized into two distinct sections within the table: the first part is dedicated to the
traditional classical ML pipelines, while the second part focuses on DL pipelines for MI.

EEGNet 8 2 [22

Standardized and resample EEG signal at 128Hz

Pipeline Feature Extraction Classifier

CSP + LDA [19 Common Spatial Patterns (CSP) with OAS covariance estimator Optimized Shrinkage LDA

MDM |1} Spatial Covariance using OAS Mean Distance to Mean (MDM)

FgMDM [1 Spatial Covariance using OAS Minimum Distance to Mean with geodesic filtering (FgMDM)
TS + EL [20] Spatial Covariance using OAS mapped to TS Optimized Elastic Network (EL)

TS+ SVM [1 Spatial Covariance using OAS mapped to TS Optimized SVM

ACM + TS + SVM |[3] ACM with Sample Covariance Estimator mapped to TS Optimized SVM

BT-ACM + TS + SVM (Proposed) | BT-ACM with Sample Covariance using OAS mapped to each respectively TS | SVM

ShallowConvNet [21] Standardized and resample EEG signal at 250Hz Convolutional Neural Network (CNN)

DeepConvNet [21] Standardized and resample EEG signal at 250Hz CNN

CNN with architecture EEGNet

In this section, we describe the results obtained for the
Right vs Left hand classification task.

Table 3: Performance (AUC) of Right hand vs Left hand classi-
fication. The table contains the results over all subjects (average
plus or minus standard deviation).

Pipeline BNCI2014001 | BNCI2014004 | Cho2017
CSP+LDA 0.82+£0.17 0.80+0.15 0.71£0.15
MDM 0.82+0.15 0.78£0.16 0.63+0.14
FgMDM 0.87+£0.12 0.79+0.15 0.73+£0.13
TS+EL 0.86+0.13 0.80+0.15 0.76 = 0.14
TS+SVM 0.87+0.14 0.79+£0.15 0.75+0.14
ACM+TS+SVM 0.92 £ 0.10 0.83+0.15 | 0.74+0.15
BT-ACM+TS+SVM | 0.89+0.11 0.83+0.14 | 0.76 = 0.14
ShallowConvNet 0.86+0.14 0.72+£0.18 0.74+£0.15
DeepConvNet 0.824+0.16 0.72+0.19 0.724+0.13
EEGNet 0.77+£0.19 0.70+0.20 0.67+0.16

The various approaches of this study are compared in
Tab.[3] A detailed picture of the results and the statistical
significance of these results is provided in Fig. [2]
Overall, our method scores the best in 2 datasets -
BNCI2014001 and Cho2017 - and obtains similar per-
formance with respect to ACM+TS+SVM and TS+EL
respectively for the third dataset. Across other datasets
evaluated, our approach consistently delivers results that
closely rival those of other leading algorithms, with a
marginal performance deviation of no more than 1% in
the AUC score with the only exception of BNCI2014001
dataset (where only the more costly ACM+TS+SVM
does better).

Moreover, a comprehensive analysis across multiple
datasets underscores a statistically significant perfor-
mance enhancement achieved by BT-ACM+TS+SVM
compared to all considered algorithms, with the sole ex-
ception of TS+EL, where the outcomes are remarkably
similar (Fig. 2] (a) and (d)). This evidence collectively
affirms the superiority of our method, not only in achiev-
ing high-performance benchmarks, but also in maintain-
ing competitive results across different datasets.

We further explored the carbon emission and the compu-
tational time. To perform this analysis, we have run all
the algorithms on the same hardware, a Dell C6420 dual-
Xeon Cascade Lake SP Gold 6240 @ 2.60GHz. Further-
more, in order to conduct a fair comparison, we consid-
ered ACM+TS+SVM and BT-ACM+TS+SVM with the
same number of parameter to optimize, i.e. we opti-
mize the order and the lag of the augmentation proce-
dure in the range [1 — 10] without any optimization of
the SVM parameter. Fig. ] (b) shows the timings and
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estimated carbon footprint for both the ACM+TS+SVM
and the BT-ACM+TZ+SVM pipelines over the dataset
BNCI2014001 composed by 9 subject over 2 sessions.
The carbon footprint was estimated using Code Car-
bon [23]] and expressed as gCO2 equivalent emission.

DISCUSSION

Our analysis across multiple datasets demonstrates (see
Fig. ] (a)) that the BT-ACM+TS+SVM algorithm not
only competes with but frequently surpasses the perfor-
mance of current state-of-the-art methodologies. The
only exception to this trend is when compared to the
TS+EL algorithm, where our results are statistically in-
distinguishable (Fig. [2] (d)). Despite their close relation-
ship, the BT-ACM+TS+SVM algorithm shows a signif-
icant (even if small) superior performance compared to
the ACM+TS+SVM algorithm (Fig. [2|(c)).

We also noticed an improved stability over changes of
the SVM parameter, which thus does not need to be op-
timized as we did in the TS+SVM and ACM+TS+SVM
cases (see Table2).

In addition to its improved classification performance,
the BT-ACM+TS+SVM algorithm also exhibits signifi-
cant advancements in computational efficiency. The dif-
ference in computational time is statistically significant
as we pass from a mean time of (94.58 +2.62)s for
the ACM methodology to (79.71 4-0.80)s for the BT-
ACM+TS+SVM approach. The results have the same
level of statistical significance for the carbon emission.
Note that the comparison is done using the same num-
ber of parameters. The fact that we did not optimize the
SVM regularization parameter is not the reason for this
improvement.

It is also noteworthy that the ACM methodology exhibits
a significant variability in computational times across
different sessions and subjects, indicating a fluctuation
in performance consistency. In contrast, the BT-ACM
approach demonstrates enhanced stability, showcasing a
more uniform and predictable computational time.

CONCLUSION

Throughout this research, we focused on the uses of
the Block-Toeplitz Augmented Covariance matrix (BT-
ACM) for Motor Imagery classification. This methodol-
ogy extends the current ACM by comprehensively utiliz-
ing the Block-Toeplitz properties of the BT-ACM matrix.
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Figure 2: Results for Right vs Left hand classification, using WS evaluation. Plot (a) provides a combined meta analysis (over all
datasets) of the different pipelines. It shows the significance that the algorithm on the y-axis is better than the one on the x-axis.
The color represents the significance level of the difference of accuracy, in terms of t-values. We only show significant interactions
(p < 0.05). Plots (b) summarizes the computational time and carbon footprint of ACM+TS+SVM vs BT-ACM+TS+SBM. Plots (c),
(d) and (e) show the meta analysis of BT-ACM+TS+SVM against respectively ACM+TS+SVM (Grid), TS+EN, DeepConvNet. We
show the standardized mean differences of p-values computed as one-tailed Wilcoxon signed-rank test for the hypothesis given as title
of the plot. The gray bar denotes the 95% interval. * stands for p < 0.05, ** for p < 0.01, and *** for p < 0.001.

This approach transforms the classification challenge, en-
abling a distinct analysis within the separate domain of
SPD and Siegel Disk matrices.

This procedure achieves performance generally superior
to the state-of-the-art, or at worst comparable. But, the
improvement over the standard ACM is not only in terms
of ROC-AUC but also in terms of significant reductions
in computational costs and carbon emissions.

An interesting future exploration emerges from the fact
that we are not using directly the property of the blocks
contained in the BT-ACM matrix since the metric does
not belong to any known manifold. In order to treat the
problem, we were forced to use the Verblusky coefficient
transform that introduces possible errors and complica-
tions. This means that it might be interesting to develop
the mathematical framework for the direct treatment of
such BT matrices.
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