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ABSTRACT: The authors have proposed an auditory
brain-computer interface (BCI) based on stream segrega-
tion which detects users’ selective attention to one the
multiple segregated streams. In this system, several odd-
ball sequences with different frequency bands were pre-
sented to users. To detect the target stream, this system
needed to wait for the arrival of deviant stimuli in odd-
ball sequences. In this study, auditory steady-state re-
sponse (ASSR) was utilized to achieve a higher infor-
mation transfer rate (ITR) system. Two streams con-
sisting of sinusoidally amplitude-modulated (SAM) tones
were presented to subjects, and they were requested to
attend to one of the two streams. From the results of
the electroencephalogram (EEG) measurement experi-
ment, it was found that the user’s selective attention en-
hanced ASSR corresponding to the modulation frequency
of SAM sounds in the target tone stream, and the target
stream which subject paid attention to was detected at an
average accuracy of 0.77. The best accuracy was 0.92. It
was concluded that an auditory BCI based on stream seg-
regation utilizing ASSR is feasible, and it provides high
performance and practical BCI options to users.

INTRODUCTION

Brain-computer interfaces (BCIs) provide their users
communication and control channels without using
brain’s normal output channels of peripheral nerves and
muscles [1]. Since Vidal et al. [2] proposed electroen-
cephalogram (EEG) based noninvasive BCI, it has at-
tracted interests by a number of researchers.
Among BCIs, reactive BCI detects a stereotypical brain
response elicited by sensory stimuli presented to users
[3]. To date, a number of studies on visual-based BCI
have been conducted since it is easy to present visual
stimulus to users with a precise time resolution. As the
visual modality is the most important sense in daily life,
users can not do anything else when they use such visual-
based BCIs. On the other hand, as auditory BCIs do
not rely on visual modality, they might not disturb users’
daily activities during operations.
The authors have proposed an auditory BCI based on
stream segregation. Stream segregation is one of the il-
lusory phenomena in auditory perception, on which mul-
tiple tone sequence with different frequencies which are
alternately presented in time tend to be perceived as mul-

Figure 1: Schematic diagram of auditory stream segregation

tiple segregated sound streams. For example, when two
kinds of sounds that have different frequencies (A and
B) are presented alternately in time (ABABAB...), such a
sound sequence can be perceived as two segregated sound
streams (AAA... and BBB...) (Fig. 1) .
The authors have proposed an auditory brain-computer
interface (BCI) based on stream segregation which de-
tects users’ selective attention to one the multiple segre-
gated streams [4, 5]. In these studies, two different odd-
ball sequences perceived as segregated streams were pre-
sented to one ear of subjects, and they were requested to
pay attention to one of the streams. It was shown that the
target stream of selective attention could be estimated by
detecting ERPs (event-related potentials) including P300
component which was elicited by the deviant stimuli em-
bedded in the target stream. The authors proposed 2-class
[4, 5], 3-class [6], and 4-class [7] BCI systems based on
auditory stream segregation.
The feature of the auditory BCI based on segregation is
that it operates in the frequency domain of the incoming
monaural sound. As human auditory system have a rich
capability to perceive pitch and melody of the sounds as
well as location and movement in three dimensional au-
ditory space, it is expected that such a system could en-
hance conventional auditory BCIs.
However, since such an auditory BCI detects P300 re-
sponses to the deviant stimuli in the oddball sequence
perceived as stream, the system needs to wait for the de-
viant stimuli to detect the target of selective attention. As
the frequency of the presentation of the deviant stimuli is
low in oddball sequences, the average response time for
P300 detection is long and it causes lower information
transfer rate (ITR).
Therefore, in this pilot study, an auditory BCI system
based on stream segregation without using oddball se-
quences was proposed and tested. In this proposed sys-
tem, instead of P300 components, auditory steady-state

Proceedings of the
9th Graz Brain-Computer Interface Conference 2024

10.3217/978-3-99161-014-4-007

CC BY
https://creativecommons.org/licenses/by/4.0/deed.en

This CC license does not apply to third party material and content noted otherwise.

Published by
Verlag der Technischen Universität Graz

35



(a) Experiment 1

(b) Experiment 2

Figure 2: Time chart of presented stimuli used in Experiment 1
(a) and Experiment 2 (b)

Figure 3: Schematic diagram of SAM tone and intermittent
SAM tones. For viaualization, the following parameters are
used: tone (carrier) frequency 25 Hz, modulation frequency 5
Hz, duration of intermittent SAM tone 0.5 s. Red line shown in
the upper figure is an envelope of the amplitude modulation.

response (ASSR) was used to detect user’s selective at-
tention to the segregated stream. ASSRs are elicited by
temporally modulated auditory stimulation, such as an
amplitude-modulated (AM) tone [8].
After starting the presentation of a sustained AM tone,
EEG or magnetoencephalogram (MEG) rapidly entrains
to the modulation frequency and phase of the stimulus
[8]. Lopez et al. [9] reported that ASSR is modulated by
selective attention and can be utilized as a BCI paradigm.
If ASSR is elicited by segregated AM tone streams and
is modulated by selective attention, P300 component can
be replaced by ASSR as a new identifier of the target of
selective attention on auditory BCI based on selective at-
tention. And it is expected that the target of the users’
attention can potentially be detected in a shorter time pe-
riod than our proposed system [4, 5].
In this paper, the results of two experiments are shown.
Experiment 1 is a preliminary experiment to confirm AS-
SRs elicited by the intermittent tones can be observed and
detected. And in Experiment 2, the feasibility of the au-
ditory BCI based on stream segregation utilizing ASSR
was investigated.

EXPERIMENT 1:
ASSR TO AMPLITUDE-MODULATED
INTERMITTENT TONE SEQUENCE

Objective: In the previous studies [4–7], sequence of
intermittent short sounds perceived as segregated streams
were presented to subjects. To apply ASSR to such an
auditory BCI, it is required that ASSR is elicited by a se-
quence of intermittent short sound. However, it is general
to measure ASSR by presenting long lasting AM tones to
subjects, and whether ASSRs are evoked using intermit-
tent short sound stimuli has not been evaluated. Hence,
in Experiment 1, the ASSRs to amplitude-modulated in-
termittent sound stimuli were evaluated as a preliminary
experiment.

Methods: Three males participated in this experi-
ment. The subjects sat on a comfortable chair in a
soundproofing electromagnetically shielded room, and 9-
channel EEG (F3, Fz, F4, C3, Cz, C4, P3, Pz, and P4)
were recorded with passive Ag-AgCl electrodes (Easy-
cap, Easycap GmbH, Germany). Reference and ground
electrodes were placed on the right and left ear mastoid,
respectively. EEG signal was amplified and recorded
with an biosignal amplifier (BrainAmp MR plus, Brain
Products, Germany) at a sampling frequency of 1000 Hz.
Before sampling, bandpass filter (0.1–100 Hz) was ap-
plied to the recorded data.

Fig. 2(a) shows the time chart of the tone sequence pre-
sented to subjects in Experiment 1. Sequence of tones
(duration 180 ms) was presented to subjects, and they
were requested to listen to the presented tones. The stim-
ulus onset asynchrony (SOA) was set to 400 ms.

The length of a trial was 35 s. Frequency of each tone
was set to 987.767 Hz (musical pitch B5). The first 25
tones (10 s) were pure tone without amplitude modula-
tion, and the following 75 tones (30 s) were sinusoidally
amplitude-modulated (SAM) tones (schematic diagram is
shown in Fig. 2). Two kinds of modulation frequency (37
Hz or 43 Hz) were tested in different trials.

All stimuli were generated by MATLAB (Mathworks,
USA). Tone stimuli were presented to subjects’ left ear
by an audio interface (Fireface 802, RME, Germany) and
headphones (HDA200, Sennheiser, Germany).

MATLAB (Mathworks, USA) and EEGLAB [10] were
used for analysis. The recorded EEG signal was bandpass
filtered at 20–150 Hz.

The data of 30 s during which SAM tones were presented
(colored red in Fig. 2(a)) was analyzed by the follow-
ing way. Additionally, EEG data with removing gaps
(EEG data during presentation of each SAM tone was ex-
tracted and concatenated, total duration 13.5 s) was also
analyzed and results were compared.

EEG signal was segmented into 5 s intervals with an over-
lap of 4.5 s. Then, canonical correlation analysis (CCA)
was applied to the segmented data. The reference signal
Y( ft) was set as follows.
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(a) Using the whole period of EEG data

(b) Using the EEG data with removing gaps

Figure 4: An example of the time courses of the power spectrum value of CCA canonical variables at 43 (red) and 37 Hz (blue) (Subject
A). Top row: results of analysis using the whole period of EEG data (30 s) . Bottom row: results of analysis of EEG data with removing
gaps (13.5 s). The results when this subject was presented SAM tones modulated at 37 Hz (left) and 43 Hz (right) are shown.

Y( ft) =


sin(2π ftt)
cos(2π ftt)
sin(4π ftt)
cos(4π ftt)
sin(6π ftt)
cos(6π ftt)

 t =
1
fs
,

2
fs
, · · · , Ns

fs
(1)

where, fs is the sampling frequency, Ns is the number of
samples of the 5 s segmented data, and ft ∈ {37,43} Hz
is the target frequency to be detected by CCA, since SAM
tones were modulated at 37 or 43 Hz. Fast Fourier trans-
form (FFT) was applied to canonical variable obtained by
CCA, and the time course of the power spectrum value at
each target frequency ft was obtained. If the target fre-
quency to be detected is fd , corresponding power spec-
trum value if FFT power spectrum of canonical variable
using reference signal Y( ft) at frequency ft .

Results: Fig. 4 shows the time courses of the power
spectrum value of CCA canonical variables at 37 and 43
Hz of Subject A.
In Fig. 4 (a), the results of analysis using the whole pe-
riod of data (30 s) are shown. And the responses during
the time range when subjects were presented intermittent
sounds were discarded are shown in Fig. 4 (b).
When the data from the whole trial was analyzed, there
was no clear difference between the power spectrum val-
ues of CCA components at two modulation frequencies

(Fig. 4 (a)). However, the CCA power values at cor-
responding modulation frequency were increased if the
segments when the sounds were delivered to this subject
were concatenated and analyzed (Fig. 4 (b)). The same
tendencies were also observed on the other two subjects,
however, the time course of the power spectrum values of
CCA components were varied across subjects.
As a result, despite the short length of each SAM tone
(180 ms), ASSRs were evoked while the stimuli were
played. Thus, it can be concluded that intermittent short
tone can also evoke ASSR. It was also confirmed that
the power of ASSR corresponding to the modulation fre-
quency of presented tones was increased, and it could be
observed clearly if the data was analyzed when the data
during the presentation of each intermittent sound was
extracted and concatenated.

EXPERIMENT 2:
DETECTION OF SELECTIVE ATTENTION
TO SEGREGATED STREAM OF SAM TONES

Objective: In this experiment, tone sequence of SAM
tones, which were perceived as two segregated tone
streams, were presented to subjects, and pattern classifi-
cation to detect subjects’ target of selective attention was
estimated offline. This experiment aimed to evaluate the
feasibility of the auditory BCI paradigm based on stream
segregation utilizing ASSR.
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Figure 5: An example of the power spectrum of the CCA canonical variable on 37 and 43 Hz, and time courses of the power spectrum
value at 37 (blue) and 43 Hz (red) which a time windows of 20 s (Subject B). Results when the subject pays attention to and Stream 1
(modulation frequency 37 Hz) and Stream 2 (43 Hz) are shown in left and right column, respectively.

Methods: Eight male subjects (aged between 21–23)
participated in this experiment. The subjects sat on a
comfortable chair in a soundproofing electromagnetically
shielded room, and 64-channel EEG (Fp1, Fp2, AF7,
AF3, AFz, AF4, AF8, F7, F5, F3, F1, Fz, F2, F4, F6,
F8, FT9, FT7, FC5, FC3, FC1, FCz, FC2, FC4, FC6,
FT8, FT10, T7, C5, C3, C1, Cz, C2, C4, C6, T8, TP9,
TP7, CP5, CP3, CP1, CPz, CP2, CP4, CP6, TP8, TP10,
P7, P5, P3, P1, Pz, P2, P4, P6, P8, PO7, PO3, POz, PO4,
PO8, O1, Oz, and O2) were recorded with passive Ag-
AgCl electrodes (Easycap, Easycap GmbH, Germany) .
Other conditions for measurement were the same as in
Experiment 1.

Two kinds of SAM tones, 987.767 Hz (musical pitch B5)
pure tones amplitude-modulated at 37 Hz and 440 Hz
(musical pitch A4) of pure tones amplitude-modulated at
43 Hz were used. The duration of the tones was 180 ms.
Fig. 2(b) shows the time chart of the sequence used in
this experiment. The stimulus onset asynchrony (SOA)
was set to 200 ms. All stimuli were presented to sub-
jects’ left ear by an audio interface (Fireface 802, RME,
Germany) with headphones (HDA200, Sennheiser, Ger-
many). The length of a trial was 70 s, and the subjects
were requested to pay attention to the instructed stream.
The unmodulated tones were presented for the first 10 s.

MATLAB (Mathworks, USA) and EEGLAB [10] were

used for analyses. The recorded EEG signals were band-
pass filtered in a range of 20–150 Hz. The data of 60
s during which SAM tones were presented was used.
Based on the result of Experiment 1, EEG data during
gap period was removed and concatenated before analy-
sis. To find the optimal length of the window for analysis,
four window lengths (5, 10, 15, and 20 s with the overlap
of 4.5 s, 9.5 s, 14.5 s, and 19.5 s, respectively) were used
for segmentation. Then, CCA was applied to the seg-
mented data. The same reference signals as Experiment
1 were used.

The subjects’ target of selective attention was estimated
with linear discriminant analysis (LDA). Two features
(the power spectrum of CCA canonical variables at 37
and 43 Hz) of each data segment were used for classifica-
tion. The classification accuracy was evaluated by 5-fold
cross-validation.

Results: Fig. 5 shows an example of the result from
Subject B. The power spectrum of the CCA canonical
variable on ft = 37 and 43 Hz, and time courses of the
power spectrum value at 37 (blue) and 43 Hz (red) which
a time windows of 20 s are shown. It was shown that the
CCA canonical variable at the modulation frequency of
the attended stream was larger than that of the unattended
stream. On 5 subjects out of 8, the same tendency was ob-
served. However, like in Experiment 1, the time course
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Table 1: Classification accuracy for each length of time window.
Subject 5 s 10 s 15 s 20 s

A 0.65 0.64 0.72 0.73
B 0.69 0.72 0.82 0.92
C 0.66 0.70 0.73 0.84
D 0.56 0.65 0.77 0.83
E 0.56 0.63 0.67 0.80
F 0.64 0.62 0.70 0.68
G 0.55 0.58 0.68 0.72
H 0.57 0.54 0.57 0.62

Average 0.61 0.64 0.71 0.77

Figure 6: An example of the feature distributions with 20s of
the time window (Subject B)

of the power spectrum values of CCA components were
varied across subjects.
Table 1 shows the classification accuracy for each length
of time window. When 20 s time window was used, the
average accuracy reached 0.77. Fig. 6 shows the fea-
ture distribution of the data from subject B using 20 s
time window. Feature vectors of the two classes were
distributed differently in feature space and could be dis-
criminated by linear function.

DISCUSSION

When subjects paid attention to one of the streams con-
sisting of SAM tones, ASSR at modulation frequency
was increased, and the subjects’ target of selective atten-
tion to the stream could be detected with high accuracy
by the machine-learning approach. It was proved that the
auditory BCI based on stream segregation utilizing ASSR
is feasible. Compared to the previous study which detects
P300 component by using oddball sequence as presented
tone stimuli, the ASSR-based paradigm doesn’t need to
wait for the deviant stimuli to be presented. Furthermore,
it does not require the precise timing of stimulus onset,
while the oddball-based paradigm requires accurate tim-
ing of stimulus onset. Therefore, it is expected that an
ASSR-based BCI using stream segregation can realize
higher ITR with a simple setup.
In this pilot study, classification accuracy was below 0.7
when the length of time window to observe power spec-

trum of CCA canonical variable was 10 s (Table 1). Be-
cause it was needed to observe EEG data for the width
of time window, power spectrum values could not be cal-
culated at the beginning of the data (on offline analysis
in this study, power spectrum values were lacked for half
width of the time window at the beginning and at the end
of the EEG data. See Figs. 4 and 5).
Two different target frequencies ft could be discriminated
by relative power spectrum values of ASSR at corre-
sponding the the modulation frequencies (37 or 43 Hz)
of SAM tomes (Fig. 6). It was shown that the val-
ues of the feature vector (i.e. power spectrum value of
CCA canonical variable at two modulation frequencies)
changed over time during attending to the target segre-
gated stream (Figs. 4 and 5), and it was different between
subjects. Such phenomenon might reflect the temporal
change of the degree of attention on each individual sub-
ject.
However, to improve both classification accuracy and
ITR, optimization of feature extraction of EEG using
CCA is required. This is left for the further study.

CONCLUSION

An auditory BCI system based on stream segregation of
SAM tone sequence was proposed and tested. In this pro-
posed system, instead of P300 components[4–7], ASSR
was used to detect user’s selective attention to the seg-
regated stream. It was found that the power spectrum
of ASSR at the modulation frequency of the target SAM
tone stream is increased by selective attention, which is
perceived as segregated streams by stream segregation.
This result shows that an auditory BCI based on stream
segregation utilizing ASSR is feasible.
With this approach, the target stream can be estimated
without waiting for special stimuli (e.g., deviant stimuli
in oddball sequence), and it can achieve high ITR in prin-
ciple. Furthermore, as opposed to an ERP-based system,
precise timing of stimulus presentation is not required,
and it is beneficial for making the system simpler. In
principle, it will lead the auditory BCI based on stream
segregation to high-performance and more practical and
offers users more options for auditory BCIs.
Further investigations on feature extraction and optimiza-
tion of presenting auditory tone stimuli are needed to im-
prove the performance of the present auditory BCI sys-
tem.
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