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INTRODUCTION 

This volume contains 32 selected papers presented at the 13th International Seminar 

‘Numerical Analysis of Weldability‘, held from September 4th to 7th, 2022 at Schloss 

Seggau near Graz, Austria. As always, this location provided an inspiring environment 

encouraging friendly and intensive discourse between scientists and engineers. The 

conference stood up to its reputation as one of the most important forums in the science of 

welding. The meeting was organized by the Institute of Materials Science, Joining and 

Forming (IMAT) of Graz University of Technology, and the working group 

‘Mathematical Modelling of Weld Phenomena’ of Commission IX of the International 

Institute of Welding (IIW). 

The unique tradition of publishing (all articles refereed, typeset and edited in 

uniformity; each article is required to be comprehensive in its content) could be 

maintained also for this edition to serve the welding community as reference literature. 

The continuity of the previous twelve volumes, Mathematical Modelling of Weld 

phenomena 1 – 12, has therefore been preserved thanks to the monumental efforts of the 

Seggau team of IMAT. Special thanks goes to Bettina Schreiner-Fößl, who was in charge 

of the entire work of coordinating the peer review as well as Isabella Knollseisen for 

assisting her in the layout creation and editing procedure in a highly ambitious manner. 

Volume 13 is again published by Verlag der Technischen Universität Graz and all papers 

have a DOI and are available open access. 

The 2022 seminar was attended by 69 delegates coming from 12 countries participating 

in both, oral sessions and poster presentations in the following sessions: 

 

I  Additive Manufacturing 

II   Arc Welding, Melt Pool, Solidification 

III  Artificial Intelligence 

IV  Laser and Electron Beam Welding 

V   Residual Stresses and Distortion 

VI  Microstructural Modelling in Weld Metal and Heat Affected Zone 

VII  Cracking Phenomena and Hydrogen Effects 

VIII  Modelling Tools and Computer Programs 

IX  Solid State and Friction Stir Welding 

X  Special Joining Processes 

 

The most important observations of this seminar were the fact that modelling 

approaches in the meantime penetrate many fields of application in welding and recently 

in additive manufacturing. It helps to solve complex tasks and optimize the welding 

processes and materials used. By this, it helps to enhance the safety, reliability and 

economy of welded structures. This was impressively shown by many authors who in 

addition could verify the calculation results by experimental investigations.  

 

The 2022 IIW Kenneth Easterling Best Paper Award was won by the paper "A 

numerical study on the suppression of a detrimental weld pool profile in wire feed laser 
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beam welding by magnetohydrodynamic technique”, Xiangmeng Meng, Antoni Artinov, 

Marcel Bachmann, Ömer Üstündağ, Andrey Gumenyuk and Michael Rethmeier. This 

paper has been valued by an international committee as the best contribution made over 

the four years proceeding on the advancement of knowledge or practice in respect of 

mathematical modelling of weld phenomena. 

The next International Seminar ‘Numerical Analysis of Weldability’ will take place 

from September 21st – 24th, 2025 at Schloss Seggau.  

 

Christof Sommitsch, Norbert Enzinger and Peter Mayr 

Graz, July 2023 
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OBITUARY: UNIV.-PROF. I.R. DIPL.-ING.  

DR. MONT. BRUNO BUCHMAYR 

We say goodbye to a great person, friend, scientist and visionary, who passed away on 

February 8th, 2021, at the age of 66 after a brief and severe illness caused by a Covid 19 

infection.  

Bruno Buchmayr, born in Leoben in 1954, studied materials science at what was then 

the Montanistische Hochschule in Leoben and graduated in 1980. During his studies, 

Bruno Buchmayr already worked as a student assistant at the Institute for Applied 

Mathematics. After completing his studies, he worked on his dissertation in the field of 

Materials Science under the guidance of Professor Hellmut Fischmeister, his role model. 

During that time, I delivered guest lectures from the industry at the Montanuniversität 

Leoben (University of Leoben). Even as a student, he caught my attention with his 

outstanding performance. That was the reason why I invited him to join me as an assistant 

at the Institute for Materials Science and Welding Technology (IWS) when I was 

appointed to Graz University of Technology in 1982, to assist me in building up the 

institute. It turned out to be a stroke of luck for my institute, as he worked there for 19 

years, achieving remarkable success, until his appointment as a professor of Metal 

Forming at the Montanuniversität Leoben. 

Through his profound expertise developed during his education, his intellect, talent, 

dedication, and openness to new ideas, he was fully engaged right from the beginning. 

Buchmayr was particularly enthusiastic about applying the new insights of 

mathematical modeling of complex physical and thermodynamic processes using 

emerging computer applications in the field of Materials Science and Welding 

Technologies. He aimed to translate these findings into practical applications. He gladly 

shared his enthusiasm and knowledge with his master and doctoral students at the 

institute, encouraged and openly supported them. He significantly contributed to the 

professional success of these young team members, many of whom have made 

outstanding careers in academia and industry.  

His high level of commitment to research and teaching at TU Graz was marked by 

exceptional developments: In 1988-1989 he received the opportunity for a guest stay at 

McMaster University in Hamilton, Ontario Canada, as part of an FWF-Erwin Schrödinger 

scholarship. In 1991, he habilitated in Materials Science and Welding technology at Graz 

University of Technology. In the same year, he also initiated and led a highly successful 

Christian Doppler Laboratory for “Computer Modelling of Materials Science and Process 

Technologies” which ran until 1998. 

In 1997 he was appointed as an associate professor and deputy director at the Institute 

of Materials Science, Welding and Forming. Furthermore, he also played a crucial role in 

the establishment of competence centers such as the Materials Center Leoben (MCL) at 

Montanuniversität Leoben and the Virtual Vehicle Research Center (vif) at Graz 

University of Technology. In both centers, he was appointed a key researcher. 

Bruno Buchmayr was one of the pioneers in the field of computer-based modeling of 

materials and welding technologies in production and in use. His research activities are 
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documented by many presentations at scientific conferences worldwide and more than 

250 publications. The book he wrote "Computers in Materials and Welding Engineering: 

Application of Mathematical Models" is one of the most widely read works in this field.  

In 2002 his textbook “Material and Production Technology with Mathcad Modeling and 

Simulation in Application Examples” was published. The results of his research are 

characterized by highest scientific quality and additionally show, and this is particularly 

characteristic for Bruno Buchmayr, a significant potential for implementation in the 

complex manufacturing environment. The software he developed for thermomechanical 

rolling, which was implemented at VA-Stahl Linz and VA Draht Donawitz, was decisive 

for the great success of the Austrian steel industry. His collaboration in the development 

of cored wire electrodes for Böhler Welding made a lasting contribution to the success of 

this company.  

This list can be continued at will. The so-called WEZ calculator he developed is 

legendary. It was the world's most complete software program for assisting welding 

engineers in their difficult questions of mastering the weldability. 

On February 1, 2003, Bruno Buchmayr was appointed Professor of Metal Forming at 

the Montanuniversität Leoben. He continued his scientific focus and successfully linked 

the areas of simulation, material behavior and design in the field of forming technology. 

Bruno Buchmayer was always eager to work on future topics. For example, he brought 

3D printing for metals to the Montanuniversität Leoben and tried to anchor digitization at 

the Montanuniversität. He continued to work there in a goal-oriented and successful 

manner with great sustainability. 

His scientific achievements have also been recognized by a large number of awards 

and honors, such as the Hans-Malzacher-Prize of the EHÖ (ASMET), Prof. Masubuchi-

Shinsho Corp. award of the American Welding Society, Franz-Leitner-Prize of the EHÖ 

(ASMET), ASM European Lecturer, Fellow ASM, Research Award of the Province of 

Styria 1998. 

However, Bruno Buchmayr`s commitment went far beyond the scientific activities at 

the university and he was also a key driving force and important initiator in the public life 

of the City of Leoben. For his many efforts for the City of Leoben, Bruno Buchmayr was 

awarded the Golden Medal of Merit of the City of Leoben. 

From the list of his achievements alone, it is clear how successful and impressive his 

work in the fields of materials science, welding technology and production has been. The 

Austrian research landscape and industry has lost a researcher and scientist who is 

recognized and respected far beyond its borders. 

Bruno Buchmayr was a visionary but always calm, reserved, even modest person who, 

despite his successes, was very disciplined and professionally extremely demanding and 

step by step went his own way. He was extremely correct, helpful, profound, religious and 

for many a very good friend and mentor.  

He was always a role model because of his manifold activities. The Austrian Welding 

Community will always keep an honorable memory of him.  

All our deepest sympathy and sincerest condolences go to his wife Gabi and his family. 

Em. Univ.-Prof. Dipl.-Ing. Dr. Horst Cerjak 

Co-founder and honorary chairman of "Numerical Analysis of Weldability" 
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HIGH-FIDELITY NUMERICAL MODELLING 

OF COLD SPATTER FORMATION DURING 

LASER POWDER BED FUSION OF 316-L 

STAINLESS STEEL 

M. BAYAT*,1, J. H. HATTEL* 

*Technical University of Denmark (DTU), Building 425, Kgs. 2800 Lyngby, Denmark 
1Corresponding author 

DOI 10.3217/978-3-85125-968-1-01 

ABSTRACT 

Spatter and denudation are two very well-known phenomena occurring mainly during the laser powder 

bed fusion process and are defined as ejection and displacement of powder particles, respectively. The 

main driver of this phenomenon is the formation of a vapor plume jet that is caused by the vaporization 

of the melt pool which is subjected to the laser beam. In this work, a 3-dimensional transient turbulent 

computational fluid dynamics model coupled with a discrete element model is developed in the finite 

volume-based commercial software package Flow-3D AM to simulate the spatter phenomenon. The 

numerical results show that a localized low-pressure zone forms at the bottom side of the plume jet and 

this leads to a pseudo-Bernoulli effect that drags nearby powder particles into the area of influence of the 

vapor plume jet. As a result, the vapor plume acts like a momentum sink and therefore all nearby 

particles point are dragged towards this region. Furthermore, it is noted that due to the jet’s attenuation, 

powder particles start diverging from the central core region of the vapor plume as they move vertically 

upwards. It is moreover observed that only particles which are in the very central core region of the 

plume jet get sufficiently accelerated to depart the computational domain, while the rest of the dragged 

particles, especially those which undergo an early divergence from the jet axis, get stalled pretty fast as 

they come in contact with the resting fluid. In the last part of the work, two simulations with two 

different scanning speeds are carried out, where it is clearly observed that the angle between the 

departing powder particles and the vertical axis of the plume jet increases with increasing scanning 

speed. 

 

Keywords: Spatter, Denudation, Discrete Element Method, Computational Fluid Dynamics, L-PBF, 

Additive Manufacturing 

INTRODUCION 

Metal additive manufacturing (MAM) processes are capable of manufacturing very 

complex metallic components, which are near-to-impossible to make via the current 

existing conventional processes such as milling and casting. MAM are broadly classified 

into three primary groups of directed energy deposition (DED), powder bed fusion (PBF) 

and sheet lamination processes, according to the ASTM standard [1]. Nevertheless, DED 
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and PBF have received much more attention from both industrial sectors and academia 

thanks to DED and PBF’s high degree of freedom and at the same time their inherent 

complexity, respectively. 

One of the main issues of MAM processes (since we will only focus on DED and PBF, 

we will use the term MAM to refer to these two processes, henceforth, we will use MAM) 

is their complexity which is mainly due to the coexistence of a plethora of dependent 

interactive physical phenomena. These physical phenomena cover a long list ranging from 

melting, solidification, evaporation, ablation, laser-material interaction, absorption, the 

Marangoni effect, capillarity and evaporative recoil pressure occurring at meso-scale [2] 

to micro-scale phenomena such as dendrites’ growth and nucleation, epitaxial grain 

growth and solid state phase transformation [3], [4]. Furthermore, all these physical 

phenomena occur within a very short timeframe in the order of sub-milliseconds [5] and 

therefore MAM processes, especially the PBF processes, are highly prone to instabilities. 

Therefore, any inaccurate selection of input process parameters could potentially lead to 

defects in the final components and such defects could simply disqualify the sample for 

the end users.  

Over the past few years, advanced numerical simulations have been increasingly used 

to determine a process window comprising selected input process parameters with two 

ultimate goals of obtaining a defect-free component and unraveling defect formation 

mechanisms [6]–[8]. These models could be categorized based on several criteria such as 

length-scale [9], fidelity level and the involved physics [10] and type of coupling between 

these physics [11]. 

One of the two most complicated physical phenomena in PBF (mostly in LPBF) 

processes are spattering and denudation which are defined as the ejection of powder 

particles near to the melt pool and then their follow-up unwanted displacement in the 

vicinity of the scan tracks [12]. Compared to the colossal amount of research 

contributions that are dedicated to conduction- or transport-based melt pool simulations, 

there have been perhaps less than a dozen papers on the modelling of spatter and 

denudation [13]. Masmoudi, Bolot and Coddet. [14] attempted to simulate the vapor 

plume formation (the main driver of the spatter and denudation phenomena) via adding a 

mass source term in their model. Bidare et al. [15] made a somewhat more advanced 

finite element-based 2-dimensional model by taking the thermal aspects of the LPBF 

process, namely the laser heating effect via a Gaussian heat flux, into consideration and 

they found the vapour jet’s velocity magnitude based on the Knudsen layer’s approach. 

Recently, Bitharas et al. [16] extended this model to 3 dimensions. However, in the same 

manner as both the two earlier-mentioned works [14], [15], powder particles were not 

explicitly modelled in these simulations. Li and Tan [17], [18] developed a more 

advanced model and besides simulating the vapor plume via a continuum-based approach, 

they modelled particles’ motion via the Lagrangian particle tracking method. 

Nevertheless, they only simulated a limited spatial domain with few powder particles 

under 2D axisymmetric assumptions.  

In this work, we aim to understand the underlying mechanisms behind the spatter 

phenomenon and its relationship with the denudation of the powder layer via advanced 

numerical simulation. Therefore, we have developed a coupled finite volume (FVM)-

based computational fluid dynamics (CFD) model coupled with the discrete element 

method (DEM) in the commercial software package Flow-3D, using the AM module. The 
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CFD model solves coupled partial differential equations of continuity, Raynolds Average 

Navier-Stokes (RANS), conservation of kinetic energy, conservation of dissipation of 

kinetic energy and finally, heat transfer. The DEM model solves equations of motions as 

well as the energy balance equation, based on a lumped thermal body assumption, for 

every individual powder particle while taking the interaction of powder particles and their 

collision into account. In the following section, we will go through the modelling details 

and assumptions for the CFD-DEM model and then we will explain and discuss the 

results and we will show how different choices of input process parameters can affect the 

powder dynamics in LPBF. 

NUMERICAL MODEL 

In this section, first, we will go through fluid and particles’ motion and heat transfer 

equations and then we will describe the details of the computational domain and the 

added boundary conditions.  

GOVERNING PHYSICS: FLUID AND PARTICLE MOTION 

Fluid flow motion 

The coupled partial differential equations (PDE) of continuity, time-averaged Navier-

Stokes, , conservation of kinetic energy and finally, conservation of dissipation of kinetic 

energy are jointly solved to find the pressure and velocity field vectors in the 

computational domain belonging to the gas phase. Continuity and the Navier-Stokes 

equations are given below [19] 

𝜕𝑢𝑖
𝐹

𝜕𝑥𝑖
= 0,       (1) 

𝜌 [
𝜕

𝜕𝑡
𝑢𝑖
𝐹 +
𝜕

𝜕𝑥𝑗
(𝑢𝑗
𝐹𝑢𝑖
𝐹)] = −

𝜕𝑝

𝜕𝑥𝑖
+ 𝜌𝑔𝑖 +

𝜕

𝜕𝑥𝑗
(𝜎𝑖𝑗 + 𝜏𝑖𝑗) + 𝛷𝑖 ,  (2) 

and ui
F (m.s-1) is the fluid velocity vector and ρ (kg.m-3) is fluid’s density and the two 

last terms inside the divergent operator, σij (Pa) and τij (Pa) are viscous and turbulent 

stress tensors and the last term in equation (2) is the source term expressing external 

volumetric forces. However, in this work it is assumed that the sum of forces exerted on 

the fluid domain by the moving powder particles is negligible. 

𝜎𝑖𝑗 = 𝜇𝑓 (
𝜕𝑢𝑖
𝐹

𝜕𝑥𝑗
+
𝜕𝑢𝑗
𝐹

𝜕𝑥𝑖
),       (3) 

𝜏𝑖𝑗 = 𝜇𝑡𝑢𝑟𝑏 (
𝜕𝑢𝑖
𝐹

𝜕𝑥𝑗
+
𝜕𝑢𝑗
𝐹

𝜕𝑥𝑖
) −
2

3
𝜌𝑘𝛿𝑖𝑗 ,      (4) 

𝜇𝑡𝑢𝑟𝑏 = 𝜌𝐶𝜇
𝑘2

𝜀
,        (5) 
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where μf (Pa.s) and μturb (Pa.s) are fluid and turbulent viscosity, respectively [20]–[22]. k 

(m2.s-2) is the turbulent kinetic energy per unit mass for the host fluid, expressed in 

equations (4) and (5) and ε (m2.s-3) is the dissipation rate of k (m2.s-2). 

𝜌 [
𝜕

𝜕𝑡
𝑘 +
𝜕

𝜕𝑥𝑗
(𝑢𝑗
𝐹𝑘)] =

𝜕

𝜕𝑥𝑗
[(𝜇𝑓 +

𝜇𝑡𝑢𝑟𝑏

𝜎𝑘
)
𝜕𝑘

𝜕𝑥𝑗
] + 𝛱 − 𝜌𝜀   (6) 

𝜌 [
𝜕

𝜕𝑡
𝜀 +
𝜕

𝜕𝑥𝑗
(𝑢𝑗
𝐹𝜀)] =

𝜕

𝜕𝑥𝑗
[(𝜇𝑓 +

𝜇𝑡𝑢𝑟𝑏

𝜎𝜀
)
𝜕𝜀

𝜕𝑥𝑗
] +
𝜀

𝑘
(𝐶𝜀1𝛱 − 𝜌𝜀𝐶𝜀2),  (7) 

𝛱 = 𝜏𝑖𝑗
𝜕𝑢𝑖
𝐹

𝜕𝑥𝑗
.       (8) 

Equations (6) and (7) are transient PDEs of conservation of turbulent kinetic energy 

and rate of change of turbulent kinetic energy, respectively. 

Particles’ motion dynamics 

The transient motion of the powder particles is described in the Lagrangian framework 

and found via solving the following particle force balance equation using DEM [23] 

𝑚𝑝
𝑑2𝑋𝑖

𝑑𝑡2
= 6𝜋𝜇𝑓𝑅𝑝(𝑢𝑖

𝐹 − 𝑈𝑖
𝑝
) + 𝐹𝑖
𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛 +𝑚𝑝(1 −

𝜌𝐹

𝜌𝑝
).  (9) 

R (m) and mp (kg) are spherical particle’s radius and mass, respectively. Xi (m) and Ui 

(m.s-1) are displacement and velocity vector of particles, in equation (9). The first term on 

the right hand side of equation (9) is related to viscous drag forces due to the particle-fluid 

interaction and the second term expresses forces due to particles’ collisions, while the last 

term is related to the combined buoyancy-gravity effect. 

𝐹𝑖
𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛 = (∑𝑘𝑒𝑓𝑓𝑋𝑖

𝑟𝑒𝑙 + ∑𝜂𝑒𝑓𝑓𝑈𝑖
𝑟𝑒𝑙)    (10) 

keff (N.m-1) and ηeff (N.m-1.s-1) are effective spring and damping coefficients and 

superscript (.)rel stands for relative motion. And finally and after all the fluid-induced as 

well as collision forces are calculated, the location of every individual powder particle is 

determined via 

𝑑𝑋𝑖
𝑝

𝑑𝑡
= 𝑈𝑖
𝑝
       (11) 

GOVERNING PHYSICS: HEAT TRANSFER  

The host fluid and powder particles transfer heat to each other and their temperature gets 

updated after every increment. Transient PDE of heat transfer in 3 dimensions is solved in 

the hosting fluid domain to find the temperature field for the chamber gas, whereas 

transient zero dimension heat balance, derived based on the lumped thermal assumption, 

is solved for every individual powder particle to find their temperature. Contrary to the 

one-way coupling between the fluid flow motion and particle dynamics, where fluid-
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induced viscous drag forces are added on powder particles, two-way thermal coupling is 

implemented in this paper, and this takes place via convection heat transfer. 

Fluid heat transfer 

The transient temperature field in the fluid domain is determined by solving PDE of 

heat balance in the host fluid domain 

𝜌𝑐𝑝 [
𝜕𝑇

𝜕𝑡
+
𝜕

𝜕𝑥𝑗
(𝑢𝑗
𝐹𝑇)] =

𝜕

𝜕𝑥𝑗
(𝑘
𝜕𝑇

𝜕𝑥𝑗
) +
∑ℎ𝑃−𝐹𝐴𝑒𝑓𝑓(𝑇𝑝−𝑇)

∀𝑐
,   (12) 

where cp (J.kg-1.K-1) and k (W.m-1.K-1) are specific heat capacity and thermal conductivity 

of the fluid in equation (12). The last term in equation (12) is volumetric heat source due 

to heat transfer from powder particles to the fluid domain within a cell volume Ɐc and hP-F 

(W.m-2.K-1) is the convective heat transfer coefficient which is determined by [24] 

𝑁𝑢 =
2ℎ𝑃−𝐹𝑅

𝑘
= 2 + 0.6𝑅𝑒0.5𝑃𝑟0.33.    (13) 

Re (-) and Pr (-) are Reynolds and Prandtl numbers in equation (13).  

Particles heat transfer 

The transient temperature of individual powder particles are found via the following 

equation [25], [26] 

𝑚𝑝𝑐𝑝
𝑝 𝑑𝑇𝑝

𝑑𝑡
= ℎ𝑃−𝐹𝐴𝑒𝑓𝑓(𝑇 − 𝑇𝑃),     (14) 

and cp
p
 (J.kg-1.K-1) is the specific heat capacity of powder particles. Moreover, in this 

work the radiation heat transfer is ignored since it is believed that convection is the main 

mechanism of heat transfer to the particles due to the very high velocity magnitude of the 

vapor jet plume. 

COMPUTATIONAL DOMAIN AND BOUNDARY CONDITIONS 

Fig. 1 shows a front and a side view of the fluid domain. The impact of the vapor plume is 

modelled with a moving momentum source with an upward velocity of 100 m.s-1 which is 

an average of the previous experimental observations [27], [28]. Furthermore, the 

momentum source has a fixed temperature of 3000 K, which is close to the boiling 

temperature of 316-L stainless steel. For such explicit representation of the evaporation 

plume, it is not possible to involve certain input process parameters such as laser power 

and the beam size, as the thermal impact from the laser beam is already taken into account 

by the initial temperature of the jet. 



Mathematical Modelling of Weld Phenomena 13 

12 

 

Fig. 1 Two different views of the computational domain for the fluid domain. The vapor 

plume is simulated by a moving momentum source with a prescribed temperature of 3000 K. 

The overall size of the computational domain as also shown in Fig. 1 is 5.00 mm by 

6.00 mm by 3.00 mm and the CFD cell size is set to 45 µm and this leads to 989121 cells 

with an aspect ratio of very close to unity. According to Fig. 1, powder particles are 

initially set inside the fluid domain at a certain distance from the bottom wall boundary 

condition. In total 15000 powder particles with four different sizes of 20 µm, 29 µm, 30 

µm and 35 µm are set inside the fluid domain. The top boundary condition is set to 

continuative and this allows both the host fluid and particles to exit the domain. The rest 

of the boundary conditions are set to symmetry and this is valid as long as the region of 

interest where high velocity gradients occur, is at a relatively far distance from these 

boundaries. Details of the employed thermo-physical properties and the implemented 

process inputs are listed in Table 1. 

Table 1 List of a number of input parameters and thermo-physical properties. 

Property Unit Value Property Unit Value 

ρair Kg.m-3 1.225 cp,air J.kg-1.K-1 718 

ρsteel Kg.m-3 7900 cp,steel J.kg-1.K-1 804 

kair W.m-1.K-1 2.346E-02 µair Pa.s-1 1.78E-05 

ksteel W.m-1.K-1 28 Jet speed  m.s-1 100 

vscan m.s-1 0.3, 0.5 Jet diameter  m 2.00E-04 

RESULTS AND DISCUSSION 

Fig. 2 (a) and (b) show two snapshots from the top view of the powder layer morphology 

right before the scanning step and at 0.008 seconds during the scanning step, respectively. 

One can notice in Fig. (b) that the initial local powder layer arrangement is disrupted due 

to the fluid dynamics impact of the moving vapor plume. 
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Fig. 2 (a) and (b) are two snapshots taken at an x-y plane parallel to the powder layer plane 

before and 0.008 seconds after the start of the scanning process. (c) Shows a magnified view 

of (b) where detailed powder particles' movement along with their velocity magnitude and 

directions are shown. 

It is furthermore observed in both Fig. 2 (b) that a small region in the immediate wake 

of the vapor plume and on the powder layer, is striped of powder particles. This is 

because a noticeable fraction of the powder particles adjacent to the vapor plume’s track, 

is pulled outwards along the z axis and as a result of the viscous drag force imposed by 

the high-velocity upward plume in those regions, see Fig. 2 (c). One can also clearly see 

in Fig. 2 (c) that a portion of particles possess vertically-upward velocities and this in 

essence creates a localized low-pressure region that to some extent and by some 

simplifying assumptions, is formed due to the Bernoulli effect. This pseudo-Bernoulli 

effect in turn, acts like a momentum sink in the local areas in the vicinity of the vapor 

plume. This could be better understood as, according to Fig. 2 (c), all the nearby powder 

particles are pointing towards this momentum sink area.   

Fig. 3 shows the particles’ temperature contour as well as their instantaneous 

trajectories colored with particles' velocity magnitude from the front view. 
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Fig. 3 Front view of the ejected powder particles due to the plume movement. Powder 

particles are colored by their respective temperature while trajectory colors show their 

magnitude at 0.007 seconds. 

Based on Fig. 3 it is noted that although the vapor plume is vertically upwards, powder 

particles which are impacted by this jet, eject at an angle of approximately 26 degrees 

right in the zone where the vapor plume is active. At the same time, it is also observed in 

Fig. 3 that particles’ divergence angle increases with an increase in their distance from the 

plume. This could be attributed to the jet attenuation that typically occurs when a jet is 

ejected into the nearby resting fluid. To better clarify this growing divergence of the 

escaping powder particles, contours of the velocity magnitude of the vapor jet and at two 

vertical locations of 200 µm and 2000 µm from the powder bed are shown in Fig. 4 (b). 

According to this figure, it is noted that due to the impact of the neighboring static fluid 

on the vapor plume, the jet’s maximum velocity magnitude is decreased while at the same 

time, its area of influence is widened, underlining the jet’s momentum attenuation. 

Therefore, the powder particles that are directly impacted by the vapor plume, obtain 

dominantly-vertical but diverging velocities and this leads to their divergence from the 

vertical direction. Interestingly, it is furthermore noted that those particles which are in 

line with the central core region of the jet, keep their vertical velocity since there is no 

noticeable radial velocity at this very core region. 
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Fig. 4 (a) Temperature contour of powder particles along with contours of vapor plumes 

temperature at two vertical distances of 200 µm and 2000 µm from the powder bed. (b) 3D 

velocity magnitude contours of powder particles and 2D velocity contour of the jet at 200 µm 

and 2000 µm from the powder bed. 

The powder particles also transfer heat with the fluid and according to Fig. 3, it is 

noticed that the maximum powder particles temperature rises to about 772 K. This 

temperature rise is a result of strong convection between the jet and particles. According 

to the blow-up part of Fig. 3, only a narrow region of the powder bed undergoes an 

observable temperature change and this is ascribed to the low thermal conductivity of the 

powder bed, which is in essence caused by imperfect point contacts with high thermal 

resistance between particles. Moreover, in the same manner as observed before, the 

maximum temperature of the plume also declines as the jet moves further inside the 

nearby resting fluid. 
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Fig. 5 Side view of the departing particle - particles are colored with their temperature and 

particle velocities are colored with particles' velocity magnitude. 

Fig. 5 demonstrates a side view of the spattering effect and it is clearly seen in this 

figure that those particles which move inside the central core of the plume’s jet, are 

accelerated to a maximum velocity of 4.2 m.s-1, which is primarily vertical. When the 

plume moves along the scanning direction, those particles which were initially inside the 

core region, gradually lose their velocity due to the damping effect of the drag force of the 

resting fluid. One can see that at a distance of about 2 mm behind the central core of the 

jet, powder particles are stalled and undergo the so-called entrainment effect. 

 

Fig. 6 Contours of fluid and particles temperature along with fluid's streamlines colored with 

velocity magnitude at (a) 300 mm.s-1 and (b) 500 mm.s-1 

Fig. 6 (a) and (b) show contours of fluid and particle temperature from the side view 

for scanning speed of 300 mm.s-1 and 500 mm.s-1, respectively. The lines in this figure are 

streamlines that are colored with fluid’s velocity magnitude. Based on Fig. 6, it is clearly 

noted that particles are ejected at an angle from the zone where the plume is formed. This 

angle is about 16o for a lower scanning speed of 300 mm.s-1 and 28o for 500 mm.s-1 
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scanning speed. The main reason behind this change of ejection angle with respect to the 

vertical plume jet is, as mentioned earlier, the fact that particles which are inside the 

central core of the jet, move almost vertically upwards. Therefore, the faster the 

translational speed of the plume, the shorter will be the vertical thrust of the powder 

particles. A very similar trend has also been observed in the in-situ online monitoring of 

the L-PBF process of 1.4404 stainless steel in [29] where it is shown that by increasing 

the scanning velocity of the laser beam, the jet angle deviates further from the 

perpendicular line normal to the build table. In this scenario, fewer particles will possess 

high vertical velocities at higher translational speed of the plume. To better understand 

this effect, one can go to the extreme case and imagine a static plume where the particles 

will move primarily parallel to the jet direction, thus, there will be no deviation between 

the jet and the ejected particles.  

Furthermore, one can see in Fig. (a) and (b) how high-temperature powder particles 

that enter the fluid region behind the jet, locally affect the temperature field in the wake of 

the plume. Moreover, since the interaction time between particles and the jet is shorter at 

higher scanning speed, particles will have lower temperatures at higher scanning speeds. 

CONCLUSION 

In this work, a coupled particle-fluid dynamics numerical simulation of the L-PBF 

process is developed to study the spatter phenomenon and its resulting denudation. The 

model is developed in the commercial software package Flow-3D using its AM module 

and is made of two parts, a CFD model that simulates the heat and fluid flow conditions 

of the fluid phase, and a DEM model that predicts particles' motion dynamics as well as 

their thermal conditions. The modelling results demonstrate that the fluid dynamics 

impact of the high-velocity vapor plume jet creates a localized low-pressure zone near the 

plume location and this leads to a pseudo-Bernoulli effect that drags nearby powder 

particles inside the jet plume and then these particles will be lifted upwards due to the 

very high viscous drag force from the high-speed jet. As a result of this, a local denuded 

zone will form in the wake of the plume location. Furthermore, it is noted that the linear 

momentum of the jet starts becoming dampened as the jet comes into contact with 

neighboring static air. This will then lead to a diverging flow and as a result, powder 

particles also diverge from the central core of the vapor plume. These particles then 

quickly lose both their temperature and velocity as they get in contact with the resting 

static air. Moreover, two cases with scanning speeds of 300 mm.s-1 and 500 mm.s-1 were 

simulated and it is observed that the angle between ejecting powder particles and the 

vertical plume jet increases from 16o to 28o, mainly because in the latter case, particles 

have shorter contact with the jet and therefore have lower acceleration compared to the 

ejecting particles in the case with 300 mm.s-1. 
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ABSTRACT 

Laser Powder Bed Fusion (L-PBF) is a Metal Additive Manufacturing (MAM) technology which offers 

several advantages to industries such as part design freedom, consolidation of assemblies, part 

customization and low tooling cost over conventional manufacturing processes. Electric coils and 

thermal management devices are generally manufactured from pure copper due to its high electrical and 

thermal conductivity properties. Therefore, if L-PBF of pure copper is feasible, geometrically optimized 

heat sinks and free-form electromagnetic coils can be manufactured. However, producing dense pure 

copper parts by L-PBF is difficult due to low optical absorptivity to infrared radiation and high thermal 

conductivity. To produce dense copper parts in a conventional L-PBF system either the power of the 

infrared laser must be increased above 500W, or a green laser should be used for which copper has a 

high optical absorptivity. Increasing the infrared laser power can damage the optical components of the 

laser systems due to back reflections and create instabilities in the process due to thermal-optical 

phenomenon of the lenses. In this work, a multi-physics meso-scale numerical model based on Finite 

Volume Method (FVM) is developed in Flow-3D to investigate the physical phenomena interaction 

which governs the melt pool dynamics and ultimately the part quality. A green laser heat source and an 

infrared laser heat source are used individually to create single track deposition on pure copper powder 

bed above a substrate. The effect of the dissimilar optical absorptivity property of laser heat sources on 

the melt pool dynamics is explored. To validate the numerical model, experiments were conducted 

wherein single tracks are deposited on a copper powder bed and the simulated melt pool shape and size 

are compared. As the green laser has a high optical absorptivity, a conduction and keyhole mode melting 

is possible while for the infrared laser only keyhole mode melting is possible due to low absorptivity. 

The variation in melting modes with respect to the laser wavelength has an outcome on thermal gradient 

and cooling rates which ultimately affect the mechanical, electrical, and thermal properties. 

 

Keywords: Pure Copper, Laser Powder Bed Fusion, Finite Volume Method, multi-physics 
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INTRODUCTION 

MAM technologies provides advantages such as low part weight, high design freedom, 

part customization and low volume production hence it has gained a lot of attention in the 

last decade from the aerospace, medical and automotive industries [1]. L-PBF is one of 

the seven Additive Manufacturing technologies where the working principle is based on 

spreading a micron-size metal powder on a build plate and using a laser as a heating 

source to consolidate the powder layer at selected locations according to the sliced CAD 

geometry. After melting the powder bed, the build plate is lowered by a specific distance 

and the next layer of powder is coated and melted by the laser. This powder coating and 

selectively melting steps are repeated in a layer-by-layer fashion which finally leads to a 

3D part metal part produced at the end of the process [2]. L-PBF technology also has its 

disadvantages such as build orientation dependent anisotropy, difficulty in removal of 

support structures [3] and part defects such as pores, un-melted zones, delamination, 

warping and residual stresses [4]. 

L-PBF also many process variables [5] that can affect the final part quality to various 

degrees and must be optimized to produce a defect-free part, which makes finding the 

optimal process parameter window for a new material or alloy expensive and time-

consuming using a trial-and-error experimental approach. To reduce the experimental cost 

and increase efficiency of developing a process window for a new material, a fundamental 

understanding of the thermal-fluid flow phenomena in the melt pool is important. The 

melt pool is an elementary unit of a 3D printed component, hence any defects formation 

mechanisms at this scale should be explored. To understand the thermal flow phenomena 

inside the melt pool experimental in-situ methods such as X-ray imaging, Dynamic X-ray 

tomography, Schlieren imaging, Optical imaging, Ultrasonic testing, Acoustic Emission 

Spectroscopy, Optical Emission Spectroscopy, Optical Tomography, Optical Coherence 

Tomography, Pyrometry and Infrared Imaging are available [6]. However, technologies 

like X-ray imaging can only be used for single laser track deposition due to their working 

principle and cannot be implemented in an industrial L-PBF machine. Most of the 

methods need to be calibrated as they detect a defect signature and not do not observe the 

actual defect. Hence, physics-based melt pool scale L-PBF numerical methods have been 

developed to simulate the process so that defect forming mechanisms at different regions 

of the process window could be identified and new process parameters can be acquired 

faster for new materials at a relatively low cost. In the meso-scale model, along with the 

temperature and flow fields, defects such as lack of fusion voids with un-melted powder 

and gas pores can also be captured [7], [8].  

Pure copper produced by L-PBF, however, is a challenge due to copper’s intrinsic 

thermo-electrical properties which make the material appealing for thermal and electrical 

applications. High thermal conductivity which is desired in cooling devices hinder the L-

PBF processing as the deposited thermal energy from the laser is rapidly conducted away 

from the melt pool and hence less heat is accumulated to melt the material [9]. In 

addition, the low optical absorptivity of pure copper to infrared laser (1060 nm – 1080 

nm) which is commonly used in state-of-the-art L-PBF machines [10] creates an issue as 

a low effective laser energy is deposited in the powder bed leading to un-melted zones 

and unstable melt pools. To overcome this challenge, the laser power of the infrared laser 

in these machines is increased above the standard 400 W. However, by utilizing a high 
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laser power, the reflected radiation can damage the optics in the laser guiding optical 

system of the L-PBF machine affecting the lifetime of optical components [9]. To tackle 

these issues green laser source (515 nm) is used in a new generation of L-PBF as copper 

and other metals like silver, titanium and steel have a higher optical absorptivity at this 

wavelength [11].  

In this work a numerical meso-scale model of the L-PBF process is developed for pure 

copper where green and infrared heat sources are used individually to consolidate a single 

track on a powder bed. To validate the numerical model, experiments under similar 

conditions were conducted where the solidified melt pools shape and size are used as 

validation metrics. After validation, the process parameters for the green laser simulation 

case are altered to change the melting mode from conduction to keyhole thus showcasing 

the robustness of the model in a different processing mode. Finally, the single-track green 

laser model is extended to a multiple layer single track model and the numerical results 

are compared to experiments for validation. 

NUMERICAL MODEL 

In this work, an FVM framework is used to develop a Computational Fluid Dynamics 

(CFD) based high fidelity model which includes physics such as thermal and mass 

transfer, melting and solidification, evaporation, thermal capillarity, surface tension and 

ray tracing multiple reflections. A Discrete Element Method (DEM) model is used to 

generate a powder bed consisting of individual discrete spherical shaped powders whose 

Particle Size Distribution (PSD) is obtained from the experiments. To reduce the 

complexity of the model further and increase the computational efficiency some 

assumptions were made and are listed below: 

• The fluid in the melt pool is a Newtonian incompressible fluid. 

• The flow in the melt pool is laminar and viscous. 

• No gas phase is present above the powder bed and this region is treated as void 

where no temperature, velocity and pressure field calculated. 

• The solidification model is linear, and the temperature interval between the 

solidus and liquidus temperature is 2° K. 

• A Gaussian heat source with multiple reflection ray-tracing algorithm is 

implemented. 

• The powder particles are perfectly spherical. 

• Powder spattering is not captured during the melting process. 

• The phase change from liquid to vapor is solved explicitly affecting the flow and 

temperature fields.  

Deviation from the set process parameters such as thermal lensing phenomenon [12] in 

the optical system, the gas crossflow over the powder bed and interaction of the vaporized 

by-products with the incident laser is not captured by the model and these effects can be 

captured by using other sub-models. The multiple physics involved in single track L-PBF 

processing of is shown in Fig. 1. 
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FLUID FLOW AND HEAT TRANSFER 

The numerical model solves for the temperature and velocity field of the molten metal-

induced by the laser heat deposited in the powder layer and substrate. For the fluid flow 

the Navier Stokes equations of continuity and momentum are solved to obtain the velocity 

and pressure fields during the laser melting process as shown in Eq. (1) and Eq. (2) 

respectively [8] 

∇⃗⃗ ⋅(�⃗� )=0        (1) 

ρ [
∂

∂t
(�⃗� )+�⃗� ⋅∇⃗⃗ (�⃗� )]= -∇⃗⃗ p+∇⃗⃗ ⋅ [μ (∇⃗⃗ �⃗� +∇⃗⃗ �⃗� T-

2

3
∇⃗⃗ ⋅�⃗� )]

-
Kc(1-f

l
)

2

Ck+f
l
3 �⃗� -ρg⃗ β(T-Ti)

    (2) 

Here V (m/s) is the velocity vector and p (Pa) is pressure. The second term on the right-

hand side of Eq. (2) represents the forces caused by viscous stresses and the third term is 

the solidification drag force due to the formation of a mushy zone. KC (kg/m3s) and Ck (-) 

are the constants used for solidification drag forces and they are typically in the order of 

106 and 10−4, respectively. The last term in Eq. (2) accounts for the buoyancy effect. In 

this work the flow is assumed to be incompressible and hence to model the buoyancy 

force, the Boussinesq approximation has been used where β (1/K) is the thermal 

expansion coefficient. The fluid flow is coupled with the heat transfer using the energy 

equation as shown in Eq. (3) 

ρ [
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l
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Where h (kJ/kg) is the specific enthalpy of the metallic phase, and the subscript ‘ref’ 

stands for the reference state from which the enthalpy is evaluated. fl  (-) is the liquid 

fraction function defined in Eq. (5), which for simplicity is approximated by a linear 

function of temperature in the solidification interval and ΔHsl (kJ/kg) in Eq. (4) is the 

latent heat of fusion. Here the liquid fraction varies linearly between the solidus and 

liquidus temperatures.  

For the material properties such as density, thermal conductivity and specific heat 

capacity in the solidification interval, the values are calculated by using the liquid fl  (-) 

and solid fractions fs  (-) as shown in Eq. (6), (7) and (8). 
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Where the subscript 's’ refers to solid and ‘l’ refers to liquid.  

To track the interface between the void and the metal phases, a Volume of Fluid (VOF) 

method is used. The free surface is captured using Eq. (9) where the value of the scalar F 

(-) varies between zero to one. 

∂

∂t
(F)+∇⃗⃗ ⋅(FV⃗⃗ )=0 (9) 

Intermediate values of F indicate an interface between these two immiscible phases. In 

this work, the calculation for the gas phase is not included because an assumption is made 

that the gas flow has an insignificant impact on the melt flow characteristics. Hence, the 

gas phase is treated as a void with no fluid and thermal properties are assigned to these 

cells.7 

INTERFACIAL FORCES 

One of the driving forces in the melt pool is the thermo-capillary effect also known as 

Marangoni effect which occurs due to the variation in surface tension of the molten metal 

with temperature. To account for this phenomenon in the model, a shear stress is defined 

on the free surface of the melt pool, which causes the molten pool to widen with 

increasing temperature in the case of a negative surface tension gradient and deepen when 

the gradient is positive [13]. The change of surface tension with temperature for pure 

copper is shown in Table 1 and is a linear function. Here the surface tension gradient is 

active between the liquidus and evaporation temperature, where the metal is in a complete 

fluid state.  

In L-PBF, a micron size laser heat source is used to melt the powder and hence very 

high temperatures near the boiling point can be achieved leading to localized vaporization 

where the metal changes its phase from liquid to vapor. This metal vapor phase in turn 

generates a pressure on the surface of the melt pool, creating a depression zone. This 

pressure is denoted as recoil pressure and is accounted for in the model as a pressure 

acting perpendicular to the free surface without implicitly modelling the liquid to vapor 

phase transition. In summary, the recoil pressure, Marangoni shear force, and surface 

tension are all acting on the free surface and the force balance at the metal-void interface 

is expressed by Eq. (10).  

FV/F=  [Precoil+σ.κ]n⃗  + [∇⃗⃗ T-n⃗ (∇⃗⃗ T.n⃗ )]
dσ

dT
  (10) 

  

The second term on the right-hand side of Eq. (10) is the Marangoni shear stress and 

dσ/dT (kg.s2.K-1) represents the dependency of surface tension on temperature and acts 

tangential to the free surface of the fluid. Precoil  (Pa) is the pressure acting normal to the 

free surface of the melt pool when temperatures are near the boiling point of the metal and 
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κ (m-1) is the curvature of the free surface of the fluid, whereas ‘n’ denotes the normal 

direction to the interface. 

The recoil pressure in the first term Eq. (10) can be expanded and is shown in Eq. (11). 

Precoil(T) = 0.54Patm e
[

ΔHlv

Cv(γ-1)
(

1
Tg

-
1
T
)]

   (11) 

 

Where, Patm (Pa) is atmospheric ambient pressure, γ is the specific heat ratio, ΔHlv (kJ/kg) 

is the latent heat of vaporization and Tg is the vaporization temperature. 

 

Fig. 1 Multi-physics phenomena in the laser-material interaction zone. 

RAY TRACING HEAT SOURCE 

The heat source in the model is a laser spot with a predefined diameter that traverses 

along the powder bed with a particular scanning speed. This laser spot generates an input 

heat flux into the computational domain and has a Gaussian distribution around the center 

axis of the laser beam according to Eq. (12). 

 

q
laser 
'' (x,y)=

2P

πR2
e

(-
2((x-xlaser )

2+(y-y
laser 
)

2
)

R2 )

 
(12) 

Where P (J/s), R (m), xlaser (m) and ylaser (m) are laser power, laser beam spot radius, x 

coordinate and y coordinate of the initial laser position. When the laser is traversing in a 

straight line in the x-direction, y is equal to 0 and x is equal to v .t, where v is laser 

scanning speed and t is time. The laser heat flux is discretized from a continuous Gaussian 

distribution according to the mesh size. The size of the cell determines the discretization 
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of the laser heat flux as well as the number of rays being generated. The incident rays 

from the laser undergoes multiple reflections on the melt pool surface and upon every 

interaction of the ray with the molten metal, the energy of the reflected ray is reduced by a 

certain amount depending on the optical absorptance value. More details on the ray-

tracing algorithm applied in L-PBF can be found in the previous works by the author 

group [8]. 

DOMAIN AND BOUNDARY CONDITIONS 

The discrete powder layer for the CFD numerical model is obtained by implementing the 

DEM where each powder particle is modelled as a sphere and the powder motion is 

governed by Newton’s second law. The DEM modelling is based on a Lagrangian 

framework where the Hertz-Mindlin contact model is used to capture the collision 

between particles. In this work, a deposition method is usually denoted as the ‘rain-

drop’ method is used wherein powder particles are dropped from the top of the 

domain on the bulk/substrate region [14]. The bottom and the side face of the domain 

are treated as walls and the particles are hence trapped inside the numerical domain. 

The ‘rain-drop’ is extremely computationally efficient, as compared to modelling the 

actual powder deposition process in a L-PBF system where a roller or a spreader is 

used to deposit thin powder layers. The DEM simulation is halted as soon as the pre-

determined powder layer thickness is obtained, and later the powder particles 

deposited are exported to the CFD model. The particle size distribution (PSD) of the 

powder used in the DEM model is obtained from size measurements of the copper 

powder used in the experiments. 

 

Fig. 2 Framework for single laser track simulation model including powder bed and substrate 

(a) computational domain with boundaries (b) discretization of the domain with uniform quad 

mesh. 

The size of the numerical domain is 1250 μm x 600 μm x 400 μm for the single-track 

models. The substrate/bulk region is 250 μm thick and a powder layer thickness of 100 

μm is deposited over it as shown in Fig. 2(a). The prescribed laser scanning direction is 

also shown to be along the x-direction. To reduce computation time, the numerical 

domain is halved at the laser beam center along the x-z plane and a symmetry boundary 
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condition is applied.  The substrate thickness was increased in simulation cases where the 

melt pool interacts with the bottom of the domain. The material assigned to the powder 

bed and substrate is pure copper and the thermo-physical properties used in this work is 

shown in Table 1. An adiabatic condition is applied at bottom and the side walls of the 

domain while the top surface is assigned as a pressure outlet. The thermal boundary 

condition applied on the exposed top surface of the melt pool and is expressed by Eq. (13) 

and is also shown in Fig. 2. 

-k
∂T

∂n⃗ 
 = εσrad(Tamb

4 -T4) + hamb(Tamb-T) - q
laser 
'' + qvap      (13) 

where, ɛ (-) and σrad (W/m2/K4) represent the emissivity and Stephan-Boltzmann constants 

respectively, hamb (W/m2/K) represents convective heat transfer coefficient, q’’ laser (W.m-

2) is the laser heat flux and qvap is the heat loss due to vaporization. The region which is 

150 µm in height from the top surface of the bulk region is assigned as a void, so the 

movement of the free surface interface can be tracked. Fig. 2(b) shows the discretized 

computational domain with cubic mesh cells which are 5 µm in size. The cell size is 

selected based on a mesh independency study, wherein an optimized mesh size is 

obtained that is a compromise between numerical accuracy and computational efficiency. 

Table 1 Thermo-physical properties of pure copper 

Parameter Symbol Value Units 

Density at Room temperature ρ 8920 kg/m3 

Viscosity µ 0.41 kg/m/s 

Liquidus Temperature Tl 1357 K 

Solidus Temperature Ts 1355 K 

Boiling Temperature Tb 3220 K 

Latent heat of Fusion ΔHsl 0.206 .106 J/kg 

Latent heat of Evaporation ΔHlv 4.69 .106 J/kg 

Ambient Convective heat transfer hamb 80 W/m2K 

Surface tension gradient γ -0.000286 kg/s2/K 

Surface tension at liquidus temperature σ 0.1304 kg/s2 

Surface emissivity ɛ 0.1 - 

It should be noted that pure copper has no solidification interval but to capture the 

release of latent heat during the melting process, a 2 °K solidification interval is added in 

the model. It is assumed that the numerical result will be insignificantly affected by using 

such a narrow solidification interval. 

RESULTS AND DISCUSSION 

GREEN LASER SINGLE TRACK DEPOSITION 

For the green laser heat source numerical model two sets of process parameters are 

selected for validating the numerical accuracy. The first set of process parameters creates 
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a conduction mode melting during laser scanning due to a low Volumetric Energy 

Density (VED). VED (J/m3) can be defined by the Eq. (14) [15]. 

𝑉𝐸𝐷 = 
𝑃

𝑣. 𝑑. 𝑡
 (14) 

where P is the laser power (W), v is the scanning speed (mm/s), d is the laser beam spot 

size (µm) and t is the powder layer thickness (µm). VED condenses all the important 

process parameters into a single parameter. The second parameter set has a high VED 

value which causes a keyhole mode melting. The process parameters used in these two 

cases is shown in Table 2. 

Table 2 Process parameter for single track green L-PBF numerical model 

Process Parameter Low Energy Density High Energy Density 

Power (W) 485 768 

Scanning Speed (mms-1 ) 500 500 

Beam size (μm) 150 150 

Powder layer thickness (μm) 100 100 

VED (J/mm3) 65 103 

After solving the numerical model, a 2D melt pool contour is extracted at a location 

along the laser scanning direction where the melt pool has attained a pseudo-steady state 

i.e., the melt pool size and shape do not vary. The location where the melt pool contour is 

extracted in each case depends on the value of VED and with a high VED this location is 

shifted further away from the laser's initial position as it takes longer for the thermo-fluid 

conditions in the melt pool to stabilize and reach a pseudo-steady state. Therefore, for the 

high VED case, the melt pool is validated at two locations, 3mm and 7mm away from the 

start of the single track. The experimental results are taken from the work of [16] where a 

similar green laser system is utilized when compared to the laser system used to 

manufacture the single-track thin wall structure investigated in future sections. The PSD 

of the pure copper powder used for the DEM modelling for the green laser numerical 

model was also taken from the same work to maintain consistency. The 2D melt pools 

from the simulation model and experiments are qualitatively compared in Fig. 3 where the 

model predicts accurately the melt pool shape and size for both melting modes. The 

measured melt pool dimensions are shown in Table 3 along with the calculated error % 

which is the difference between the simulation and experimental result. In the numerical 

result, the melted and non-melted regions is defined as the regions of the metal phase that 

underwent phase transition from solid to liquid during the laser melting process. 
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Fig. 3 2D melt pool contours from the numerical model compared to experiments [16] for (a) 

VED = 65 J/mm3 at 7 mm from the beginning of the single track (b) VED = 103 J/mm3 at 3 

mm from the beginning of the single track (c) VED = 103 J/mm3 at 7 mm from the beginning 

of the single track. In the 2D contour, the non-melted region is indicated in blue, and the 

melted region is indicated by red and green when the VED is 65 J/mm3 and 103 J/mm3 

respectively. 

Table 3 Comparison of melt pool sizes from experimental and numerical results for single 

track green L-PBF process 

Source Location 
VED 

(J/mm3) 

Melt pool 

width (µm) 

Error in 

width (%) 

Melt Pool 

depth (µm) 

Error in 

depth (%) 

Experiment 
1 65 

183 
 

107 
 

Simulation 200 -9 102 5 

Experiment 
1 

103 

238 
 

245 
 

Simulation 256 -8 237 3 

Experiment 
2 

214 
 

222 
 

Simulation 256 -20 237 -7 

The simulated melt pool matches very well with the experiments and this because the 

numerical model accounts for all three major physical phenomena occurring in the melt 

pool during the L-PBF process as explained earlier. The error in the melt pool depth and 

width can be accounted to the assumptions and simplifications made in the model to 

successfully compute the melting and solidification process of the powder bed. Melt pool 

height was not used as a metric to validate the numerical model due to powder spattering 

and entrainment phenomenon omitted in the model. The 3D temperature contour at time = 

1.8 µs for the two process parameters selected is shown in Fig. 4 along with the location 

where the pseudo-steady 2D melt pool contours were extracted for validation. It should 

firstly be noted that both selected process parameters can consolidate the powder layer 

successfully without any defect formation such as un-melted zones and gas pores. A VED 

of 65 J/mm3 creates a shallow U-shaped melt pool with a small melt volume due to less 

heat energy from laser as shown in Fig. 4(a). At the low VED setting, heat is rapidly 

dissipated away from the melt pool and hence the dominant heat transfer mechanism is 
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conduction due to the intrinsic high thermal conductivity of copper. A VED of 103 J/mm3 

creates a deep and wide melt pool as shown in Fig. 4(b) due to the combining effect of 

high optical absorptivity to green laser radiation and multiple reflection in the deep vapor 

depression. The keyhole shaped vapor depression is created due to the rise in local 

temperature above the boiling point and due to this geometry, multiple laser rays are 

trapped inside the keyhole due to the multiple reflection (Fresnel absorption) 

phenomenon, thereby increasing the absolute absorptivity. Hence, a larger melt pool is 

created and the energy coupling efficiency between the laser and the powder bed is 

increased. The width of the partially melted powder zone on the edges of the melt pool is 

small and has constant width when the VED is 65 J/mm3 when compared to when the 

VED is 103 J/mm3 thus indicating better stability in the conduction melting mode. Hence, 

green laser process parameters with VED ~ 65 J/mm3 should be implemented in melting 

the contours to reduce surface roughness and increase the dimensional tolerance of the 

part. The process parameters with VED ~ 103 J/mm3 can be implemented in the bulk 

regions where larger melting zones for each laser scan track is desired to increase the 

productivity without forming pore defects.  

 

Fig. 4 3D temperature contour plots of during single track L-PBF process at time1.8 µs when 

(a) VED = 65 J/mm3 (b) VED = 103 J/mm3 along with 2D melt pool contours at 5 mm from 

the laser initial position. In the 2D contour, the non-melted region is indicated in blue, and the 

melted region is indicated by red and green when the VED is 65 J/mm3 and 103 J/mm3 

respectively. 

The optical absorptivity for the green laser is 40% and is implemented as an input 

parameter in the green laser heat source model [17], [18]. 

INFRARED LASER SINGLE TRACK DEPOSITION 

Like the green laser model, an infrared laser model is developed for a single-track L-PBF 

process. However, due to the low optical absorptivity of copper to infrared radiation, the 

process parameter window for successful melting of the powder bed is narrow. It is 

difficult to obtain conduction dominant U-shaped melt pools by using an infrared laser 



Mathematical Modelling of Weld Phenomena 13 

32 

 

unlike the green laser heat source showed in Fig. 3(a). Therefore, a single parameter set 
which produces keyhole melting mode was selected for validation and the parameter 

values are shown in Table 4. 

Table 4 Process parameter for single track infrared L-PBF meso-scale numerical model 

Process Parameter Values 

Power (W) 540 

Scanning Speed (mm/s ) 500 

Beam size (μm) 45 

Powder layer thickness (μm) 100 

The calculated VED for the selected process parameters is 240 J/mm3, which is more 

than twice the value of the energy density implemented in the green laser simulation 

model. This is due to a selection of a smaller laser beam spot size which is a third used in 

the green laser model.  For validating the model, an experimental result from the work of 

[19] was chosen where an infrared laser was used for consolidating the powder bed. Like 

the green laser model, a 2D melt pool contour is taken at a location along the laser 

scanning direction where the melt pool attains a pseudo-steady state. For the simulation 

case, a mesh size of 5 µm was used as the size of the computational domain and the 

powder layer thickness were similar to the single track green laser model. The 2D melt 

pools contour from the simulation model is compared to the experimental results and is 

shown in Fig. 5(a). The numerical model predicts the melt pool shape accurately for the 

selected process parameter. The melt pool dimensions of the simulated and experimental 

results are shown in Table 5 along with the calculated error %. 

 

Fig. 5 (a) 2D melt pool contours from the meso-scale numerical model compared to 

experiments [19] for VED = 240 J/mm3 at 5 mm from the beginning of the single track. In the 

2D contour, the non-melted region is indicated in blue, and the melted region is indicated by 

red color. (b) 3D temperature contour plot at time1.8 µs when VED = 240 J/mm3 along with 

2D melt pool contour at 5 mm from the laser initial position. 
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Table 5 Comparison of melt pool dimensions from experimental and numerical results for 

single track infrared L-PBF process 

Source 
Melt pool width 

(µm) 
Error in width (%) 

Melt Pool depth 

(µm) 
Error in depth (%) 

Experiments 103 
 

147 
 

Simulation 124 -21 147 0.4 

The error in the melt pool width is four times the mesh size used and therefore it can be 

accounted to the assumptions made in the numerical model. Along with the other multi-

physics phenomena included in the numerical model, recoil pressure and the multiple 

reflection heat source accurately deposits thermal energy into the powder bed especially 

when a high VED is implemented, which is shown by less than 1% error in the melt pool 

depth. At high laser powers, the vapor depression formed on the surface of the melt pool 

traps the laser radiation increasing the energy coupling efficiency. For an infrared laser, 

when the laser power is reduced the local temperature in the melt pool is decreased which 

leads to smaller and shallower melt pool without a keyhole shaped depression zone. 

Furthermore, the amount of laser ray trapping in the melt pool is reduced resulting in 

decrease in the energy coupling efficiency and absolute absorptivity. When the absolute 

absorptivity is the low, the melting mode is conduction dominated which leads to melt 

pool instability and increase in un-melted zone. There for infrared laser heat sources, 

successful consolidation of a powder bed can only be achieved in keyhole melting mode. 

For the validated model, the optical absorptivity of the infrared laser is 12% and is 

implemented as an input parameter in the multiple reflection ray-tracing model. 

The 3D temperature contour for the VED values selected for the single-track L-PBF 

processing is shown in Fig. 5(b) along with a 2D melt pool contour when the melt pool 

attains a pseudo-steady state. When implementing a VED = 240 J/mm3, a keyhole melting 

mode is obtained and due to the multiple reflection effect, the energy coupling is 

increased thus leading to an increase in the melt pool depth and ultimately melt pool 

volume. The low optical absorptivity of 12% increases the dependence of the energy 

coupling efficiency solely on the multiple reflection phenomenon which becomes 

significant at high laser powers due to formation of a keyhole. Processing at such high 

VED leads to the formation of keyhole induced porosity seen in Fig. 5(b) in the solidified 

region due to instability in the depression zone. Comparing the melt pool depth of an 

infrared heat source with a VED = 240 J/mm3 and a green heat source with a VED =103 

J/mm3, it is predicted that the green laser creates a deeper melt pool even with a bigger 

laser spot size is used. 

GREEN LASER THIN WALL DEPOSITION 

The validated single track green laser model in the previous section is extended to a 

multi-layer single track L-PBF model. In this model framework, the CFD and DEM 

solvers are one-way coupled to form a thin wall structure. The framework is similar to the 

work done in previous work done by the author’s group and is explained in [8]. After 

melting a single track using the CFD solver, the powder bed is allowed to cool to room 

temperature (300°K). Later the consolidated powder bed is exported in CAD format from 
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the CFD solver to the DEM model and is assigned as a solid region. In the DEM solver, a 

powder layer is deposited by the ‘rainfall method’ over the solidified single track and the 

remaining un-melted powder regions. The new powder layer along with the solidified 

single track is imported into the CFD model and a single track is consolidated on the new 

powder layer. Therefore, in such a way ten single tracks are consolidated one above other 

along with the un-melted powders powder bed. 

To validate the model, a thin wall feature which is made from multiple layers of single-

track deposition is printed using a Truprint 1000 green edition L-PBF system. The thin 

wall feature is scanned using an industrial ZEISS XRadia 520 Versa X-ray CT instrument 

which was operated at 160 kV with a HE6 filter and a 4X objective. After scanning the 

thin-wall feature, the generated 1601 2D tomograms were filtered using appropriate de-

nosing algorithms and later reconstructed into a 3D volume which was used for 

conducting thickness measurements. The process parameters used the print the thin wall 

on the L-PBF machine is shown in Table 6. The PSD used in the DEM model was 

obtained from the pure copper powder measurement done using Malvern Panalytical 

Mastersizer 3000 which is based on laser diffraction principle. 

Table 6 Process parameters used to print thin wall structure 

Process Parameters Values 

VED 135 J/mm3 

Laser type Continuous wave 

Powder layer thickness 30 µm 

Laser beam spot size 200 µm 

Instead of scanning the entire thin wall feature, a small portion of the wall is scanned at 

a higher resolution with a voxel size of 3 µm and exposure time of 18 s. The spatial 

resolution is higher when compared to scan of the entire thin wall which generated a 

voxel size of 9 µm and an exposure time of 4 s was used. With a larger voxel size intricate 

features such as the micron size copper powders sintered to the side surfaces cannot be 

accurately resolved. The wall thickness measured from the X ray-CT is compared with 

the numerical thickness calculated from the 2D temperature contours. Temperatures 

above 1025°K [20] are assumed to cause powder sintering to the sidewalls after a single 

laser track is scanned on the powder bed. The numerical thickness is measured after each 

layer deposition and therefore ten wall thicknesses are measured and the measured 

location after each layer deposition is shown in Fig. 6. A 2D plane perpendicular to the 

laser travel direction is located at the center of the laser beam axis during each layer 

deposition where the temperature field during each layer deposition. The wall thickness is 

measured after each layer deposition and the thickness is determined based on the width 

of the temperature iso-line 1025°K which is the sintering temperature of copper powder. 

10 thickness measurements along the build direction were obtained from the X-ray CT 

data and the distance between the measurement location is equidistant as shown in Fig. 7. 

The thickness measurements from the numerical model and the experiments are shown in 

Table 7 along with the calculated error %. 



Mathematical Modelling of Weld Phenomena 13 

35 

 

 

Fig. 6 3D temperature contour during the deposition of a single track in each layer at t = 3 µs. 

An inset image with each layer deposition depicts a 2D temperature contour on a plane 

located at the center of the laser and the width of heat affected zone is measured. 
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Fig. 7 Wall thickness measured at a 2D cross-section obtained from X-ray CT at 10 locations 

equidistant from each other. 

Table 7 Comparison of wall thickness from experimental and numerical results for single 

track multi-layer green L-PBF process. 

Location Numerical thickness (µm) Experimental thickness (µm) Error % 

1 389 340 -14 

2 400 461 13 

3 404 452 11 

4 404 390 -4 

5 404 420 4 

6 390 452 14 

7 418 332 -26 

8 412 226 -82 

9 452 398 -13 

10 434 496 12 

Average 411 ± 19 397 ± 76 -4 

From Table 7, the error % in the predicted wall thickness from the numerical meso-

scale model has an average value of 4% which is accurate and acceptable. However, at 

some locations the error % is quite high and this is due to the randomly packed powder 

bed used in the numerical model.  Therefore, it is shown that the meso-scale numerical 

model can be used to predict the actual thickness of thin-wall structures consisting of 

single-layer depositions accurately. 
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CONCLUSION 

In this work a high fidelity meso-scale L-PBF model is developed for pure copper based 

on FVM method in Flow-3D. Green and infrared laser hear sources were used 

individually to consolidate the pure copper powder bed deposited over a substrate. The 

single-track simulation model was validated by comparing the numerical results with 

experiments where the melt pool shape and size were the quality metrics. The green laser 

heat source could generate a larger melt pool as compared to the infrared heat source at a 

lower VED as the absorptivity is higher in the former. In addition, a thin wall structure 

consisting of single tracks deposited over each other was simulated using a coupled 

DEM-CFD model and the results were compared with experiments. Wall thickness was 

used as a quality metric to validate the multi-layer single track model.  

Therefore, a green laser is an efficient heat source for processing pure copper in an L-

PBF system wherein both conduction mode and keyhole mode melting are possible while 

with an industrial standard infrared laser only keyhole melting mode is achievable at high 

laser powers leading to process instabilities. 
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ABSTRACT 

The development of microstructure during Wire-Based Additive Manufacturing (WAM) is of major 

interest for the Additive Manufacturing (AM) industry. The resulting geometry, mechanical properties, 

and quality of WAM parts are directly affected by the process conditions. Numerical simulations of 

WAM processes can predict and optimize the process settings (heat input, thermal conditions, e.g., by 

pre-heating, …) and therefore speed-up the trial-and-error phase of the manufacturing process (first time 

right). The WAM process can be considered as a welding process accompanied by continuous heat-

treatment processes (during the build-up of walls the heat source is reheating and even partially 

remelting existing layers multiple times), the formation of the microstructure mainly depends on the 

temperature evolution in the part. Two modes of microstructure development are considered: grain 

nucleation and growth during solidification and growth/recrystallization in the solid phase. To compute 

grain size considering the interplay of nucleation and growth during solidification, the Interdependence 

(ID) model is used. Based on the initial grain size distribution, chemical composition, inoculant 

particles, among other influence factors, the evolution of the microstructure and hot cracking 

susceptibility during the cooling and reheating cycles of an AM process can be calculated. Both models 

have been implemented into the Finite Element (FE) solver LS-DYNA®. Depending on the current 

element temperature either of the two grain morphology models are activated. Here, the evolution of the 

microstructure including the hot cracking susceptibility during the manufacturing of wall structures is 

presented. The results obtained from the calculations are compared and validated against our experimental 

trials. A good agreement between the measured and calculated grain size could be obtained. 

  

Keywords: welding, WAM, microstructure, grain size, solidification 

INTRODUCTION 

Additive manufacturing (AM) development activities have increased dramatically during 

the last few years. There are several reasons for this major interest from industry and 

academia. Especially in sectors such as aerospace, medical and tooling industries, the 

following advantages are of interest [1]: 

• AM processes have in general superior mechanical properties in comparison to 

cast counterparts, 
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• AM enables manufacturing of complex 3D geometries often obtained by 

topology optimization and integrating structures with recesses and additional 

functionalities such as cooling channels, 

• potential reduction in weight due to optimized material usage and/or expensive 

light metals such as high-performance aluminum or titanium alloys and therefore 

reduced CO2 emissions, 

• near net shape manufacturing (depending on the process), 

• reduction in scrap material compared to forming and/or machining processes, 

• improved properties due to extreme solidification conditions resulting in unique 

microstructure [2], 

• engineering of microstructure during AM processing [2], 

• and many more. 

Due to the different requirements for different fields of applications, there is a 

multitude of additive manufacturing methods on the market today. Powder based additive 

manufacturing methods for metals can maintain very strict geometrical tolerances and 

therefore high surface quality requirements. However, part size is usually restricted by the 

AM machine. Most laser-based systems additionally have a maximum build rate in the 

range of 70-100 cm³/h and a limited build volume in the range of 40 x 40 x 40 cm³ [1,3]. 

Metal deposition techniques such as laser metal deposition (LMD) and the wire additive 

manufacturing (WAM) only have very little restrictions on the build size and have the 

highest build rates of all AM techniques [1]. It is also possible to use graded and hybrid 

materials by feeding different filler materials simultaneously. However, in terms of 

geometrical tolerances and surface roughness, these methods are inferior to most powder-

based methods. The surface roughness ranges between 10 Ra and 200 Ra but the build 

rates can be up to 300 cm³/h [1]. 

Whenever large components and a high throughput are favored, WAM is a good 

choice. This is one of the reasons why WAM is used in this publication. Since wire-based 

AM processes are in principle welding processes (either using laser, plasma or as in the 

presented case electric arc) they are thus susceptible to certain defects. Metals which can 

be processed by WAM need to have good weldability to avoid cracks during 

solidification. 

In addition to titanium and steel, an increasing research activity is visible regarding 

high-performance aluminum alloys for WAM applications. Due to the key role of 6xxx 

series alloys for the automobile industry, the implementation of compatible WAM 

feedstock wire is of major interest [5]. Especially Al-Mg-Si alloys of the 6xxx series, 

however, show a tendency for hot cracking [4-6]. Hot Cracking is caused by the 

predominant tensile stresses in the mushy zone due to shrinkage and its interaction with 

liquid feeding [7]. Liquid feeding has been visualized for steel by Agrawal et al. [8] using 

in-situ microscopic methods. Since hot cracks originate in the final state of solidification 

in the semisolid region due to localized applied load, the modelling of the mechanical 

behavior is of utmost importance [9]. The localized load or even strain or strain rate can 

occur due to constrained thermal contraction and the density change from liquid to solid 

[9]. Liquid feeding can compensate for the shrinkage during cooling at low solid 

fractions. The higher the solid fractions, the more difficult the interdendritic feeding 

becomes and the higher the chance for hot cracks to occur [9]. Voids can then nucleate 
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and grow into cracks under a certain applied load [9]. There is also a considerable 

influence of the alloy composition, especially for aluminum alloys. The interaction 

between nucleants and solutes was investigated by Easton and StJohn [10, 11]. The 

Interdependence Theory links grain formation and nucleation selection [12, 13]. 

In addition to the solidification conditions, WAM processed materials are characterized 

by the process-intrinsic heat treatment [14]. These heat treatment processes affect solid-

state precipitation reactions and thus mechanical properties [15]. In aluminum alloys, this 

thermal treatment additionally results in grain coarsening reactions [15]. The main focus 

of this paper is therefore to model the grain coarsening behavior during AM processing on 

a part-scale using Finite Element (FE) methods. 

MATERIAL MODELLING 

To ultimately model the grain size distribution and the susceptibility for hot cracking 

effects after WAM processing, several numerical methods need to work together. In this 

work grain formation is calculated by the Interdepence Theory (ID, [12]) while solid-state 

grain growth is considered using a static recrystallization (ReX) and grain morphology 

model [16]. The mechanical behavior in the solid state is covered by a dislocation 

density-based flow stress model [16]. The hot cracking susceptibility is calculated based 

on the critical strain rate and given by a dimensionless indicator based on the minimal (in 

plane) strain rate. 

Finally, the welding process is covered by a special heat source and element activation 

technique. 

INTERDEPENDENCE THEORY (ID) 

The ID model [12] considers the formation and growth of new grains as depending on the 

chemical composition of the alloy, the average distance, number and efficiency of 

activated inoculant particles, the effect of constitutional supercooling regeneration, 

critical nucleation undercooling on varying inoculant diameters, interface growth velocity 

and growth restriction factor, among others. The ID links together the nucleation and 

growth during the initial transient, demonstrating that the nucleation, growth, and 

activation or inhibition of neighboring heterogenous substrates depends on the growth 

restriction factor and the growth required to establish constitutional supercooling, 𝑥𝐶𝑆, the 

diffusion length, 𝑥𝑙𝐷, and the average distance between potent inoculant particles, 𝑥𝑛, 

[12]. For a given inoculated alloy, the grain size can be computed as the sum of these 

components, by  

𝑑𝑔 = 𝑥𝐶𝑆 + 𝑥𝑙𝐷 + 𝑥𝑛,      (1) 

These lengths depend on material and process parameters and, as such, link the material 

response to the process conditions. The terms 𝑥𝐶𝑆, 𝑥𝑙𝐷, and 𝑥𝑛 are computed by the 

following equations, 
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𝑥𝐶𝑆 =
𝐷𝑙𝑧∆𝑇𝑛

𝑣𝑄
,       (2) 

𝑥𝑙𝐷 =
4.6𝐷𝑙

𝑣
(
𝑐𝐿−𝑐0

𝑐𝐿(1−𝑘)
),      (3) 

𝑥𝑛 =
1

√𝑓𝑁𝑣
3  .       (4) 

where 𝐷𝑙 is the liquid diffusion constant, ∆𝑇𝑛 is the nucleation temperature computed by 

Greer’s Free Growth model [17], 𝑣 is the solidification velocity, 𝑄 is the growth 

restriction factor [18], 𝑐0 and 𝑐𝐿 are the nominal alloy composition and the maximum 

liquid composition at the interface, 𝑘 is the partition coefficient, 𝑁𝑣 is the volume density 

of inoculant particles in 𝑚−3, and 𝑓 is the relative efficiency of the inoculant. This model 

has seen broad application to explain nucleation and growth of grains in several alloy 

systems, including aluminum alloys. To compute the morphology of grains, the grain size 

is compared to the secondary dendrite arm spacing, 𝜆2, computed by,  

𝜆2 = 5.5[𝑀 ∙ 𝑡𝑓]
−𝑛,      (5) 

where 𝑡𝑓 is the freezing time, obtained from the process model and assumptions about the 

mush (see the hot cracking section below), 𝑛 is a known material constant between 0.3 

and 0.5, and 𝑀 is computed from the Gibbs-Thomson coefficient and the value of the 

growth restriction factors at 𝑓𝑠~0 and 𝑓𝑠~𝑓𝑒𝑢𝑡𝑒𝑐𝑡𝑖𝑐, respectively 𝑄0,𝑗 and 𝑄𝑓,𝑗, by [19], 

𝑀 =
𝛤

∑ (𝑄0,𝑗−𝑄𝑓,𝑗)/𝐷𝑗
𝑛
𝑗=1

𝑙𝑛 [
∑ −𝑄𝑓,𝑗/𝐷𝑗
𝑛
𝑗=1

∑ −𝑄0,𝑗/𝐷𝑗
𝑛
𝑗=1

]      (6) 

HOT CRACKING MODEL 

A modified Rappaz-Drezet-Gremaud hot tearing model is used [20] to compute the 

critical strain rate which is compared to the calculated strain rate in the FE simulation. 

This model computes the critical strain rate for an alloy solidifying with an equiaxed 

morphology by considering the ability of the viscous liquid above a growing field of 

grains to feed the diminishing mush, sufficient to offset solidification shrinkage. This 

critical strain rate, 𝜀�̇�𝑟𝑖𝑡𝑖𝑐𝑎𝑙 , is computed by,  

𝜀�̇�𝑟𝑖𝑡𝑖𝑐𝑎𝑙 =
𝑑𝑔
2

180(1+𝛽)𝐵𝜇𝐿2
(𝑝𝑚 −

4𝛾

𝜆2(1− √𝑓𝑐𝑎
3 )
) −

𝜈𝛽𝐴

(1+𝛽)𝐵𝐿
    (7) 

where 𝛽 is the solidification shrinkage, 𝜇 is the viscosity, 𝑝𝑚 is the metallostatic pressure, 

𝛾 is the liquid-void surface tension, 𝑑𝑔 is the secondary dendrite arm spacing (or the 

equiaxed grain size), 𝜈 is the solid front isotherm velocity and 𝐿 is the length of the 

mushy zone. The term 𝑓𝑐𝑎 is the solid fraction where adjacent grains coalesce at the final 

moments of solidification. The terms, F, A, and B, are computed over the mush length 

from the temperature at the coherence solid fraction, 𝑇𝑐𝑜(𝑓𝑐𝑜), where strain can be 

communicated across the mush and the temperature at coalescence 𝑇𝑐𝑎(𝑓𝑐𝑎), by  
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𝐴 =  𝛥𝑇−1 ∫
𝑓𝑠(𝑇)
2

(1−𝑓𝑠(𝑇))
2

𝑇𝑐𝑜
𝑇𝑐𝑎

𝑑𝑇      (8) 

𝐵 =  𝛥𝑇−1 ∫
(1−𝑓𝑠(𝑇))

2
𝐹(𝑇)

(1−𝑓𝑠(𝑇))
3

𝑇𝑐𝑜
𝑇𝑐𝑎

𝑑𝑇     (9) 

𝐹 =  𝛥𝑇−1 ∫ 𝑓𝑠(𝑇)
𝑇𝑐𝑜
𝑇𝑐𝑎

𝑑𝑇     (10) 

𝛥𝑇 = 𝑇𝑐𝑜 − 𝑇𝑐𝑎 .      (11) 

The solid fraction versus temperature curves, 𝑓𝑠(𝑇), are computed by Scheil calculation of 

solidification obtained from JMatPro (Sente Software, UK) [21]. All basic thermophysical 

properties are obtained from this calculation. 

FLOW STRESS MODEL 

As already mentioned in the introduction, hot cracking, but also solid-state grain growth, 

needs a certain localized load to be promoted. To model the response to mechanical 

loading, a flow stress model was implemented in the context of FE methods. The so-

called mean dislocation density material (MD²M) model is based on capturing the 

localized evolution of mean dislocation density depending on strain, strain rate and 

temperature. In the case of Additive Manufacturing (AM), the loading originates from the 

restricted thermal contraction due to the mechanical clamping of the substrate in AM 

processes. This is also one of the main sources for residual stresses which subsequently 

influence the hot cracking susceptibility.  

The constitutive stress-strain model is commonly written as a sum of an initial yield 

(threshold) stress, 𝜎𝑦, and a strain-dependent part, 𝜎𝜌. The latter might be described in a 

power law form or by using an internal state parameter-based model. In present work we 

will follow a Kocks-Mecking approach [22,23], which is based on an evolution of the 

dislocation density 𝜌: 

𝜎 = 𝜎𝑦 +𝑀 ∙ 𝑏 ∙ 𝐺 (𝛼√𝜌 +
1

𝛿
)      (1) 

The second part in Eq. (1) represents the strain dependent part (𝜎𝜌). During deformation, 

the material substructure with a mean sub-grain size (𝛿) is formed influencing the third 

part of Eq. (1) and is inversely proportional to √𝜌. Variables and parameters in Eq. (1) 

and the following equations are summarized in Table 1. The change in the mean 

dislocation density by deformation at temperature, 𝑇, with a strain rate, �̇�, might be 

described as a superposition of dislocations production and their annihilation [24-27] as 

following: 

dρ

dt
=
M√ρ

b∙A
φ̇ − 2B

dann

b
ρMφ̇ − 2CD

Gb3

kBT
(ρ2 − ρeq

2  )    (2) 

While the first term corresponds to the increase in dislocation density, the last two terms 

describe the recovery process by spontaneous annihilation and thermally activated 

dislocation climb.  

  



Mathematical Modelling of Weld Phenomena 13 

44 

 

The first recovery process happens when two dislocations with antiparallel Burgers 

vectors come to a critical distance, 𝑑𝑎𝑛𝑛, while the second one is thermally activated and 

controlled by self-diffusion along the dislocations, 𝐷. 

Furthermore, equation (2) contains three calibration parameters (A, B, C). A is a 

material constant depending on the purity, B is associated with the number of activated 

slip planes and C considers the solute trapping [24]. For simplicity, however, these 

parameters are normally tuned using the experimental stress–strain curves. 

GRAIN MORPHOLOGY MODEL 

The calculation of the developing microstructure is mainly based on the simulation of 

grain/subgrain growth and is implemented in the second part of the MD²M model. Here, a 

distinction is made between the grain growth of already existing grains δG from the melt 

and recrystallized grains δrex. The growth of existing grains is described by the following 

expression: 

dδG

dt
= 2 ∙ MGB ∙ (

3∙𝛾

𝛿𝐺
+ 𝑃𝐷 − 𝑃𝑍)      (3) 

In a similar manner, the recrystallized grains 𝛿𝑟𝑒𝑥 can grow according to: 

dδrex

dt
= 2 ∙ MGB ∙ (𝑃𝐷 − 𝑃𝑍) ∙ (1 − 𝑋),      (4) 

and the subgrain size 𝛿𝑆 evolves due to: 

dδ𝑆

dt
= 2 ∙ M𝑠𝑢𝑏 ∙ (𝑃𝐷 − 𝑃𝑍) ∙ (1 − 𝑋).     (5) 
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Table 1 MD²M model variables and physical constants used in Eqs. (1-5). 

Description Variable name Values Units 

Taylor factor for fcc textures M 3.06 [-] 

Length of the Burgers vector b 28.6 [nm] 

Boltzmann constant 𝑘𝑏 1.381E-23 [J K-1] 

Diffusion coefficient in solid state 𝐷𝑠 calculated [m2 s-1] 

Temperature dependent shear modulus G(T) calculated [Pa] 

Grain size (𝛿0
𝐺), 𝛿𝐺 calculated [m] 

(Initial) grain size (e. g. from casting) 𝑑𝑔 calculated [m] 

Flow stress (y… yield) 𝜎, 𝜎𝑦 calculated [Pa] 

Dislocation density (eq…equilibrium) 𝜌, 𝜌𝑒𝑞 calculated [m-2] 

Accumulated dislocation density 𝜌𝑔 calculated [m-2] 

Stored energy (in microstructure)  𝑃𝐷 calculated [Pa] 

Mobility of grain and subgrain boundaries 𝑀𝐺𝐵, 𝑀𝑠𝑢𝑏 calculated [m2 s kg-1] 

Zener pressure (in grains, subgrains) 𝑃𝑍,𝑃𝑍,𝑠𝑢𝑏 [16,17]  calculated [Pa] 

Recrystallized fraction 𝑋 calculated [-] 

Critical distance for spontaneous annihilation 𝑑𝑎𝑛𝑛 calculated [m] 

Subgrain size (eq…equilibrium) 𝛿𝑆, 𝛿𝑒𝑞
𝑆  calculated [m] 

Grain/Subgrain boundary energy 𝛾, 𝛾𝑆 calculated [J m-2] 

Alloy specific parameters 𝛼, A, B, C, K calculated [-] 

Plastic strain 𝜑 calculated [-] 

Local strain rate �̇� calculated [s-1] 

Temperature T calculated [K] 

Time, time step 𝑡, 𝑑𝑡 calculated [s] 

NUMERICAL WELDING MODEL 

When all the models are run together in one framework, welding processes of 

considerable part sizes can be investigated in detail. Firstly, the elements of the current 

layer were inserted by the SAM (Simulation of Additive Manufacturing, [28]) framework 

in a quiet state. The welding process was then simulated by the LS-DYNA® solver using a 

Goldak [29] heat source. When the heat source passed over the quiet elements, element 

activation occurred depending on the element temperature. Similar to the *MAT_CWM 

[30] implementation (CWM ds for Computational Welding Mechanics) in LS-DYNA®, a 

user-defined variant was implemented for the mechanical case. Between start (𝑆𝑚𝑒𝑐ℎ) and 

end temperature (𝐸𝑚𝑒𝑐ℎ), mechanical properties such as Young’s modulus, Poisson ratio, 

yield stress and thermal expansion coefficient were linearly scaled from “ghost” to 

realistic values (see Fig. 1 (a)). The main reason for writing a user-defined variant of 

*MAT_CWM was to combine all the above models together (see Fig. 2), which is only 

possible by applying a user-defined material model. For the activation of the thermal 

material properties, conventional *MAT_THERMAL_CWM, implemented in LS-

DYNA®, was used. 
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Fig. 1 Application of the quiet element method for temperature results (a) and diagram 

showing the thermal and mechanical activation procedure (b) 

Here again, thermal properties such as specific heat, thermal conductivity, among 

others, were linearly scaled between “ghost” and realistic values. Temperature dependent 

curves were used for the thermal and mechanical properties which were not calculated. 

During the mechanical element activation process (between 𝑇𝑚𝑒𝑐ℎ,𝑆 and 𝑇𝑚𝑒𝑐ℎ,𝐸), 
interdependence and hot cracking models were activated. To correctly consider the 

contraction of the cooling material after solidification in combination with the MD²M 

model, the activation procedure for the user-defined mechanical CWM model was 

modified. 

 

Fig. 2 Diagram showing the implemented models and the most important 

variables/parameters 
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Since the expansion of the material during heating could lead to generation of 

dislocations even during the “melting” of the material drop, 𝑇𝑚𝑒𝑐ℎ,𝑆 and 𝑇𝑚𝑒𝑐ℎ,𝐸 were 

defined in such a way that element activation could only happen during the cooling of the 

molten material (see Fig. 1 (b)) in the mechanical case. The activation of the thermal 

material properties happened during heating (which is the standard implementation in LS-

DYNA®) between 𝑇𝑡ℎ𝑒𝑟𝑚,𝑆 and 𝑇𝑡ℎ𝑒𝑟𝑚,𝐸. The contraction of the solidified material led to 

plastic deformation and thus the production of dislocations due to residual stresses. 

Based on the chemical composition, inoculant particles, among other influence factors, 

the initial microstructure was calculated by the interdependence model during the cooling 

of the molten material. In areas where the material was already solidified, the grain 

morphology was further described by the grain growth model which was adapted for AM 

applications by LKR. When the welding process (including a certain holding time 

between layers) was finished, the LS-DYNA® simulation was finished too and a new 

layer (already pre-meshed) was inserted by the SAM framework. After finishing the 

preparations for the new run, the SAM framework restarted the thermo-mechanical 

simulation again. This process was repeated until the pre-defined number of layers (48) 

were produced. The relationship between the models and how they are connected is 

illustrated in Fig. 2. 

SIMULATION MODEL SETUP 

The setup for the simulation model of a simple wall structure was designed in a way to 

closely resemble the real setup in the workshop (see Fig. 3). 

 

Fig. 3 Model setup for the WAM simulation of a single wall 

Due to the importance of the thermal conditions during WAM processing, the fixture 

and the welding table were considered as well. In that way, the heat flux into the fixture 

and the welding table could be taken care of. A combination of convection and radiation 

was used to set the boundary conditions for the model. Due to the large range of 

temperatures, the values for convection and radiation were combined into a temperature 

dependent curve for the convection boundary condition including the effect of radiation 

[31,32]. This combined approach allows to use °C in the model whereas LS-DYNA® asks 
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for K when using radiation. The user-defined material models internally convert °C from 

the model in K. 

The heat transfer coefficient (HTC) for the thermal contact between the different 

parts/materials is hard to define since it depends on temperature, pressure and surface 

roughness. The HTCs used in this model are based on a correlation of temperature from 

experiments performed with the same setup and numerical simulations thereof. An HTC 

of 1000 Wm-2K-1 was used for the thermal contact between substrate and fixture, whereas 

perfect thermal contact conduction was defined between the fixture and the welding table. 

To achieve a suitable interlayer temperature, two preheating runs were performed by 

moving the heat source over the substrate without adding material. This is a procedure 

which is also performed in the experiments and helps to reduce the heat loss into the 

whole setup. 

A mechanical surface to surface contact was used between substrate, fixture, and 

welding table. The connection between the individual layers was implemented by using 

common nodes between the elements of the existing and the new layer. 

RESULTS AND DISCUSSION 

In the following section we will discuss first the experimental and afterwards the 

simulation results. The experiments were performed by the project partner RHP-

Technology GmbH. The simulation work was performed by LKR using a Linux-based 

cluster and the commercial LS-DYNA® FEM solver with implemented user-defined 

material models as described in the section Material Modelling. The build-up process was 

simulated for 48 layers up to a height of 91.5 mm. 

EXPERIMENTAL RESULTS 

By using a plasma metal deposition (PMD) process, RHP produced a wall by welding 

several layers atop another until a wall was generated (see Fig. 4).  

 

Fig. 4 Wall samples made from nano-treated 6061NT material 
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Micrographs of two positions of a section through this wall are given in Fig. 5. A very 

homogeneous distribution of very fine grains could be found as shown in Fig. 5 (a) and 

(b).  

 

Fig. 5 Optical Micrographs of pos-2 (a) and pos-3 (b) from Barker etched 6061NT wall 

samples 

The final grain sizes which could be found from the micrographs are in the area of 0.01 

to 0.1 mm diameter. 

 

Fig. 6 Optical Micrograph of bottom (a) and top (b) in Barker etched 6061NT wall samples 

Minor voids at the bottom near the interface between substrate and wall are visible in 

Fig. 6 (a). At the top of the wall (Fig. 6 (b)), the microstructure is still void-free and 

shows grains of approximately 0.03 mm. 

NUMERICAL RESULTS 

Similar to the experimental procedure, the simulation started with two pre-heating runs. 

Using only the torch (or the Goldak heat source in the simulation), substrate, fixture and 

welding table were preheated to reduce the heat loss for the first layer and to help get 

good bonding between the welding material and the substrate (see Fig. 7). 
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Fig. 7 Initial temperature distribution of the whole setup after pre-heating 

The already pre-activated elements of the substrate were heated during pre-heating to 

reduce the heat loss during welding. When the first layer was connected to the substrate, 

the heat loss due to the shared nodes between first layer elements and substrate elements 

was thus reduced by the pre-heating. 

 

Fig. 8 Plastic strain distribution after welding of 48 layers including time for cooling 

The plastic strain distribution due to the contracting material during cooling is given in 

Fig. 8 and shows plastic strains near the bottom part of the wall. 

The resulting dislocation density distribution due to the plastic strain and temperature 

is given in Fig. 9. The A, B and C parameters for modelling the stress-strain behavior for 

the specific alloy was found by curve fitting using the flow curves of 6061NT for several 

strain rates and temperatures. 

 



Mathematical Modelling of Weld Phenomena 13 

51 

 

 

Fig. 9 Distribution of dislocation density after welding of 48 layers including time for cooling 

When the temperature during cooling falls below a critical temperature, the 

Interdependence model starts calculating the initial grain size coming from the melt. The 

distribution of initial grain size for 48 layers is illustrated in Fig. 10.  

 

Fig. 10 Grain size distribution from the interdependence model after welding of 48 layers 

When the material is fully solidified, the grain morphology model calculates the grain 

size evolution during cooling and re-heating. The resulting grain size distribution after 

welding of 48 layers can be found in Fig. 11. There is a good agreement for the final grain 

size between experiments and simulations.  
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Fig. 11 Grain size distribution from the grain morphology model after welding of 48 layers 

The resulting distribution of residual stresses shows higher values near the wall edges 

and in general at the bottom and in the base plate (see Fig. 12). 

 

Fig. 12 Distribution of residual stress in the substrate with the first 48 layers 

Finally, the hot cracking model continuously calculates the hot cracking susceptibility. 

As can be seen in Fig. 13, the probability for hot cracking is especially high near the 

edges of the walls. With increasing wall height, the critical strain rate grows from the 

edges in the direction of the center of the wall. 
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Fig. 13 Hot Cracking susceptibility for a wall of 91.5 mm height 

CONCLUSION 

In the here presented first results from the thermo-mechanical WAM process model, 

several models could be successfully implemented and coupled to calculate the macro- 

and microstructure results from the molten material until the failure of the part due to 

distortion, residual stress and the hot cracking susceptibility. Although further testing and 

calibration are necessary, reasonable results could already be obtained. Proper validation 

is also still pending and the application to different geometries and alloys is also a major 

question. Further tasks are a mesh and timestep sensitivity study in order to reduce the 

calculation times. With implicit timesteps of 0.25 s for the welding simulation, the fully 

coupled model takes approximately one 3 hour 15 minutes for a representative layer using 

4 nodes on a Linux cluster with 16 cores each. 
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ABSTRACT 

Wire and Arc Additive Manufacturing (WAAM) is a promising solution to produce complex shapes 

with low buy-to-fly ratio outperforming conventional subtractive manufacturing methods. Generally, 

this approach relies on robot programs that define the printing path based on a set of pre-defined process 

parameters. To obtain a net shape WAAM part, the printing path requires controlled bead shape 

estimation in the preprocessing step. Unlike trial-and-error approach, numerical simulation tries to 

determine the bead shape by solving coupled physical problems such as fluid dynamics (CFD) and heat 

transfer. In this work, a numerical tool was deployed to predict single and multiple bead formation given 

three key process parameters: the wire feed speed, torch travel speed, and voltage. Calculations were 

performed using ER-90S steel alloy as a printing wire and compared to experimental measurements 

printed using a MIG/MAG process. As a result, prediction of dimensional features such as the bead 

height (BH) and width (BW) showed a good agreement with the experiment. Furthermore, the effect of 

the process parameters was investigated and a parametric study was performed to establish a process 

guideline that feeds the robot printing strategy. 

 

Keywords: WAAM, MIG/MAG, Bead shape prediction, Process optimization, ER-90S. 

INTRODUCTION 

WAAM technology is gaining more and more research focus as a promising 

manufacturing solution characterized by its flexibility to produce large parts with 

relatively complex shapes as well as its high deposition rates of 1-10 kg/hr [1]. This 

technology consists of a Directed Energy Deposition (DED) process that applies an 

electric arc on the base material surface to melt a feeding wire and generate deposition 

patterns. To perform accurate and reproducible deposition process, robotic tools are 

generally relied upon where a Computer Aided Manufacturing (CAM) program defines 

the deposition trajectory and the corresponding process parameters. This pre-processing 

step needs to be consistently built-up because a slight deviation between the CAM model 
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and the part-to-print geometry can alter critically the deposition quality [2] and, thus, 

increases the risk to worsen its structural integrity. Therefore, ensuring the fidelity of the 

deposition path to the real geometry during deposition is an essential step to demonstrate 

a successful robotic WAAM program and a reproducible defect-free printed part. This 

challenge attracts the main attention of several researchers who proposed multiple 

methods to control geometrical accuracy, (i) thermal field measurement [3, 4], (ii) process 

control based on passive-vision sensing [5], and (iii) model predictive control (MPC) [6]. 

Nevertheless, the experimental methods are labour intensive and require higher process 

cost, apart from the implementation complexity. To overcome these problems, some 

researchers relied on predictive analyses tools to control the bead shape.  

Among predictive models, artificial intelligence and physics-based solutions attracted 

several researchers. Xue et al. [7], Hu et al. [8] and Karmuhilan et al. [9] presented 

predictive models based on Artificial Neural Network (ANN) and genetic algorithms to 

optimize the initial weights and thresholds of the network linking the welding process 

parameters and the weld shape and, thus, provide more accurate predictions of the bead 

shape. Their methods, although giving relatively low prediction errors, require significant 

effort in building up an extended experimental database, which can be quite costly. 

Physics-based models consist generally in solving the thermal problem at the contact 

between the feeding wire and the substrate. Consequently, the bead shape starts forming 

progressively during the mixing step and its control is controlled by the thermophysical 

parameters such as the surface tension and the solidification path. The material deposition 

at the heated zone is tracked via a coupling with a fluid dynamic model [10]. These 

models showed generally a strength in tracking the thermophysical parameters evolution 

during the building process and thus, building complete knowledge of the deposition 

mechanism. However, some improvement in the coupling method is necessary to reduce 

the computational cost. 

In this work, a physical-based model was utilized to simulate the single bead shape 

formation considering the material’s thermophysical properties. The model couples 

conventional heat transfer equation with fluid compensation model to assess the thermal 

field and bead shape formation, respectively. Furthermore, a set of experiences were 

performed within this work to validate the simulation part. Once validated, the effect of 

the process parameters on the bead geometry was studied.  

EXPERIMENTAL PROCEDURE  

The ER-90S welding wire was utilized as a deposition wire for the Conventional Gas 

Metal Arc Welding (GMAW) process (also known as MIG/MAG). A structural ASTM 

A36 hot-rolled plate with dimensions of 10x80x200 mm3 was considered as the base 

plate. The general deposition characteristics are given in Table 1.  
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Table 1 Deposition process parameters for the ER-90S material 

Wire diameter 1 mm 

Bead-on-plate length 150 mm 

Contact tip to work distance 10 mm 

Shielding gas  18% CO2 + 82% Ar 

Shielding gas flow 15 l/min 

The experimental procedure to parametrize the welding beads for a Wire and Arc 

Additive Manufacture (WAAM) process (and then HF-WAAM) and evaluate the weld 

bead geometry as a function of the wire feed speed (WFS), travel speed (TS), and voltage 

(U) variables involved the deposition of beads in 15 different combinations, defined by a 

Box-Behnken Design of Experiments (DOE). As this work aimed to reproduce the 

geometrical characteristics of the beads, 2 repetitions of the DOE central point were 

excluded, and then, 13 experiments were analysed and are presented in Table 2. The 

process used a Pro MIG 3200 power source with a constant voltage dynamic 

characteristic, which lead to a fixed arc length during deposition, and a Pro MIG 501 

control unit. An in-house 3-axis moving table was used to position the plates where the 

deposition occurred.   

Table 2 Description of the plan of experience 

 

Variables 

Experiments 

1 2 3 4 5 6 7 8 9 10 11 12 13 

WFS (m/min) 3 7 3 7 3 7 3 7 5 5 5 5 5 

TS (mm/min) 240 240 480 480 360 360 360 360 240 240 480 360 480 

U (V) 21 21 21 21 18 18 24 24 18 24 24 21 18 

After deposition, the beads were cut in three different positions along the weld bead, 

always neglecting 30 mm of the extremes to avoid possible negative effects regarding the 

lack of electrical arc stability. They were grinded, polished, and etched with Nital 2% to 

evaluate the geometrical aspects, under the output average parameters BW (bead width), 

BH (bead height), CA (contact angle), and P (penetration), shown in  

Fig. 1. Figures of the cross-section were obtained using an Olympus CP21 optical 

microscope and adjusted using the image software Adobe Photoshop C26. The 

measurements were performed using the license-free software ImageJ. The deposition 

rate (DR) and arc energy (AE) were also calculated from the measured data of voltage 

and current, acquired by an Arduino automation system, and mass before and after 

deposition obtained with a precision scale.  
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Fig. 1 Bead macrography with a detailed description of geometrical parameters; BH: bead 

height, BW: bead width, CA: contact angle and P: penetration depth  

NUMERICAL PROCEDURE 

The physical model presented in this work is implemented in a software developed by ISF 

Aachen for the numerical simulation of the weld seam shape and the temperature, 

designed originally for GMAW of steel and aluminium [11]. The model description is 

similar to that shown in reference [12] where some assumptions were made to propose a 

good cost-accuracy trade-off. The simplified approach is now 2.5D, instead of a full 3D 

approach in [12], where the weld pool geometry is solved at the cross-section and the 

third dimension is computed by linear extrusion along the x direction Fig. 2. 

 

Fig. 2 Schematic presentation of the single bead printing process (GMAW) [12] 

Three main sub-models are included in this tool and the corresponding main factors are 

given in Table 3. 
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Table 3 Present implemented sub-models and their corresponding parameters 

Sub-model Parameters 

Heat source 
heat conduction in wire, Ohmic heating, contact resistance, anode, 

cathode and arc column, electromagnetic force 

Heat flow 
cathode, drop and arc heat sources, T-dependent material 

properties, Latent heat of fusion, Influence of non-flat surface 

Free surface  
Arc pressure distribution, gravitation, mass balance, melting 

isotherm as boundary condition 

The different sub-models are interacting as described in Fig. 3. To speed-up the 

calculations, a weak coupling was applied between the sub-models enabling less iterations 

to compute the bead geometry and the heat flow. Consequently, some reverse effects such 

as the influence of the surface deformation on the processes inside the arc are not 

considered in this tool. 

 

Fig. 3 Sub-models interaction for the simulation of the bead shape formation [11] 

The coupling of the sub-models shown in Fig. 3 is done in an iterative way 

following this procedure: 

(i) Calculation of arc heat, wire melting, droplets heat and mass  

(ii) Calculation of heat source distribution 

(iii) Calculation of mass source distribution  

(iv) Calculation of heat transfer 

(v) Extraction of liquid area  

(vi) Calculation of weld pool surface deformation 

(vii) Mesh transformation 

Within the same iteration, the average weld pool is assessed by solving the arc-droplet-

wire part model (i) in the transient where the heat transfer ((ii)..(iv)) and the weld seam 

((v)..(vii)) sub-models are solved in a quasi-steady-state.    

The heat transfer is assessed via heat conservation equations given for (1) conductive 

and (2) convective transfers. The two equations are solved using the discrete differences 

and discrete volume methods, respectively. The sum of the two solutions at the same time 
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gives the effect of the two process concurrently. The effects of electro-magnetic force, 

gravitation and surfaces forces are included in the discrete volume equivalent of the 

momentum conservation algorithm that is defined together with a continuum conservation 

algorithm to capture the changing in the discrete volume positions. 

𝜕(𝜌ℎ)

𝜕𝑡
= div( 𝑔𝑟𝑎𝑑𝑇) + 𝑄      (1) 

𝜕(𝜌ℎ)

𝜕𝑡
= div(ℎ𝜌�⃗� )       (2) 

In Eqn. (1) and (2), ℎ denotes the enthalpy, T: temperature; 𝜌: density; 𝑄: arc heat input; 

: thermal conductivity; �⃗� : velocity of the convective heat transfer. 

The weld pool/seam is computed by solving the Computational Fluid Dynamics (CFD) 

problem in a quasi-steady state regime using the Lattice-Boltzman approach [13]. The 

fluid flow compensation method is used for this purpose to compute the droplet mass and 

velocity at the contact with the arc weld seam considering these effects:  

o The flow from cathode area (Fig. 4-(a)); 

o The effect of the droplet moving in the droplet effect area (Fig. 4-(b)); 

o The effect of surface forces in the back area of the weld pool. 

•  

Fig. 4 Fluid flows in the weld pool derived from (a) cathode areas and (b) droplet impulse 

RESULTS AND DISCUSSION 

The bead morphological parameters summarized in Fig. 1 are important input parameters 

to use in the CAM program. For instance, the bead height (BH) represents the first layer 

height to be considered in the part slicing step whereas the bead width (BW) parameter is 

used to define the best overlapping to be applied for an optimal layer build-up [14]. 
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SINGLE BEAD SIMULATION 

It is important at this step to notice that the model translates the input process parameters 

into an equivalent heat source equation known as the double ellipsoid Goldak equation 

[15]. The shape, given in Fig. 5-(a), shows the seam front and gear ellipsoidal forms that 

are representing the heat distribution during the building process. An example of the 

obtained temperature map is given in Fig. 5-(b) confirming the approximation of the 

double-ellipsoidal heat shape. The different parameters of the Goldak equations are 

predicted and presented in the appendix (Table 4). 

(a) 

 

(b) 

 

Fig. 5 (a) double ellipsoid Goldak equation (b) Temperature distribution during the weld 

seam formation 

The obtained results are given in Fig. 6 for three parameters: the bead height (BH), the 

bead width (BH) and the contact angle (CA). For the bead height, the obtained values are 

ranging between 1.7mm and 4.1mm depending on the input process parameters which are 

controlling the heat input. Compared to the experimental measurements, the result 

showed acceptable prediction errors (average ~17%). For the bead width, results show 

values varying from 2 to 11 mm. Compared to the experimental results, a higher 

prediction error was obtained (average ~ 29%). Finally, the contact angle values are 

comparable to the experimental values within an error range of 21%. The deviations from 

the experimental results can be explained by the assumptions that were applied to the 

mathematical model and are more pronounced on the BW and CA parameters. In this 
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scope, the analyses of the effect of each process parameter on BH and BW mainly could 

help to explain the origin of these deviations. This task is made in the following section. 

 

Fig. 6 Comparison of the predicted (black dots) and experimental (red dots) bead shape 

parameters 

The predicted thermal cycles corresponding to the different experiments are shown in 

Fig. 7. These profiles were extracted at the centre of the bead for each experiment. 

Nevertheless, there was no experimental measurement provided to validate this result, 

work on progress.    

 

Fig. 7 Local temperature profiles at the centre of the bead for all the experiments 
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EFFECT OF THE PROCESS PARAMETERS  

The results introduced above consist of a validation step that will be followed by a 

sensitivity analysis of process parameters (TS, WFS and U) to inspect their influence on 

the bead shape parameters. Results are given in Fig. 8. These results show a clear non-

proportional effect of the torch travel speed versus the bead height and width. This can be 

explained by the fact that increasing the TS decreases drastically the arc heat input 

leading to a smaller bead shape. For the other parameters, there is no clear effect on the 

bead geometry.  

 

Fig. 8 Effect of WFS, TS and U parameters on BH, BW and HI of the ER-90S material 

CONCLUSIONS 

Physical modelling helps not only by making fast predictions of the bead geometrical 

parameters but also by tracking the interaction between the different phenomena 

coexisting during the printing. In this paper, the focus is made on the bead geometry 

because of its importance as an input to the robotic WAAM program. The simulated bead 

height represents the layer thickness whereas the bead width is crucial to define the best 

overlapping inter-beads. The simulation results for the bead height showed acceptable 

results in the range of ±20% compared to the experimental measurements. Furthermore, 

the parametric study showed the importance of the torch travel speed to control the bead 

shape via the control of its heat input. Similar investigations of other materials can 

generate a helpful guideline to control the bead shape and, thus, the printing process with 

higher quality.  
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MATHEMATICAL SYMBOLS AND UNITS 

WFS: wire feed speed (m/min) 

TS: travel speed (mm/min) 

U: voltage (V) 

BW: bead width (mm) 

BH: bead height (mm) 

CA: contact angle (°) 

P: penetration (mm) 

DR: deposition rate  

AE: arc energy AE (kJ/mm)  

T: Temperature (°C) 

h: enthalpy (J/m3) 

𝜌: density (kg/m3) 

𝑄: arc heat input (J/mm) 

: thermal conductivity (W/(m⋅K)) 

�⃗� : velocity of the convective heat transfer 

APPENDICES  

Table 4 Predicted parameters of the Goldak equation 

Experience 1 2 3 4 5 6 7 8 

Qf(W) 3983 2579.7 998.65 2245.1 1313 2673.2 849.49 2673.2 

Qr(W) 2235.9 998.57 646.94 2412.8 520.44 1657.2 874.11 1657.2 

af(mm) 0.8 0.8 0.4 0 0 0.4 0 0.4 

ar(mm) 15.2 13.2 6.4 14.8 6.4 14 7.6 14 

bf(mm) 4.8 3.6 2.36 3.2 2.4 3.2 2.83 3.2 

cf(mm) 5.59 1.44 0.32 1.37 0.48 1.36 0.77 1.36 

Q(W) 6218.9 3578.3 1645.6 4657.9 1833.5 4330.4 1723.6 4330.4 

ff 1.28 1.44 1.21 0.96 1.43 1.23 0.99 1.23 

fr 0.72 0.56 0.79 1.04 0.57 0.77 1.01 0.77 

br(mm) 4.8 3.6 2.36 3.2 2.4 3.2 2.83 3.2 

cr(mm) 5.59 1.44 0.32 1.37 0.48 1.36 0.77 1.36 

 

  

https://en.wikipedia.org/wiki/Watt
https://en.wikipedia.org/wiki/Metre
https://en.wikipedia.org/wiki/Kelvin
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Experience 9 10 11 12 13 

Qf(W) 2143.1 1782.4 1636.5 1615.2 6047.1 

Qr(W) 777.62 1064.3 1130.4 1134.8 1851.3 

af(mm) 0.8 0 0.4 0 1.2 

ar(mm) 9.2 9.6 11.2 8.8 17.6 

bf(mm) 3.6 2 5.6 3.2 4.8 

cf(mm) 1.27 0.82 1.3 0.52 2.42 

Q(W) 2920.7 2846.6 2766.8 2749.9 7898.4 

ff 1.47 1.25 1.18 1.17 1.53 

fr 0.53 0.75 0.82 0.83 0.47 

br(mm) 3.6 2 5.6 3.2 4.8 

cr(mm) 1.27 0.82 1.3 0.52 2.42 
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ABSTRACT 

This paper presents a model of deposition rate in gas metal arc welding (GMAW). Some aspects of this 

model are also helpful to understand related processes such as MCAW, FCAW, SAW, SMAW, EGW, 

ESW and how-wire additions. Deposition rate is one of the essential factors in calculation of welding 

costs and times to completion in practical applications. The relationship of deposition rate with current is 

also determinant of dilution of deposited material (essential concept in overlays) and is a tool of 

diagnostic of the welding process. For some common materials such as aluminum alloys, the variations 

in deposition rate with current are not well understood, and common explanations might be misleading. 

The foundations of the model are mass and energy balances together with the mass and heat transfer 

mechanisms involved. Heat transfer mechanisms considered include the energy deposited by the fall 

voltage of the arc against the consumable, Joule heating of the electrode extension, evaporation losses, 

and heat exchange with the contact tip. The calculation of Joule heating considers the amount and shape 

of electrical resistivity variation with temperature. The approach presented is in contrast with the 

common use of company literature for the relationship between current and wire feed speed, or with the 

use of a second order expression with tabulated constants specific for particular materials and process 

configurations. The model developed allows to predict the effect of electrode extension and droplet 

temperature, which are not explicit in current approaches. 

 

Keywords: arc welding, droplet temperature, deposition rate 

INTRODUCTION 

Wire-fed processes have the unique property that deposition rate and penetration are 

coupled, since both are controlled by the same current. The knowledge of the relationship 

between current and wire feed speed is essential for the determination of welding 

procedures and is provided in commercial consumable literature. 

Commercial literature, however, does not capture the effect of electrode extension and 

shielding gas. More importantly, when commercial literature is not available, trial and 

error is the only practical resource left. Much of the commercial literature is now 

migrating to apps created by the suppliers, yet novel or unusual alloys are not covered in 

the apps either. The problem of determining procedures using novel consumables is 
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especially relevant in wire arc additive manufacturing (WAAM), which involves alloys 

seldom used in welding such as titanium and Inconel. 

Attempts to generalize the relationship between current and deposition rate include the 

use of expressions such as [1] 

�̇�  =  𝐶1𝐼 +  𝐶2𝐼
2         (1) 

where C1 and C2 are empirical constants determined for a given consumable. The problem 

is again, for new alloys without these empirical constants, there is no guidelines for 

procedure development. An understanding of the relationship between current and 

deposition rate will also yield light into droplet temperature, which is one of the main 

parameters determining fume formation. 

Past work has focused on the mass and energy balance during deposition rate, in 

GMAW early work was done by Lesnewich [1], Halmoy [2], and Waszink [3]. More 

modern references include [4–6]. In all these cases, knowledge of droplet temperature and 

vaporization rate are needed, but not available. 

This work aims to extend previous efforts by incorporating measured values of droplet 

temperature and estimating vaporization rates and metal transfer geometries with more 

detail than any previous research. 

EXPERIMENTS 

Droplet temperature was measured using the setup described in [8] illustrated in Fig. 2, 

and the techniques developed in [9–14]. The values of wire feed speed for steel and pure 

iron are illustrated in Fig. 1, showing a good match with the tabulated values in [7], but 

also showing a lower wire feed speed in pure Fe electrode that could not be anticipated. 

The values of droplet temperature obtained are illustrated in Fig. 3. the trends obtained 

are consistent with all previous observations, featuring a “dip” at the point of transition 

from globular to spray transfer. It is interesting to observe that the droplet temperature in 

aluminum alloys decreases greatly with the amount of Mg present in the alloy, as first 

identified in [8]. Similarly, ER80S-G, which contains the high vapor pressure element 

Mn, displays a lower droplet temperature than the pure iron electrode. 
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Fig. 1 Left: Typycal representation of current and wire feed speed in solid-steel wire in the 

commercial literature [7]. Right: Measurements of 1.2 mm wire in experiments performed. 

 

Fig. 2 Experimental setup for measuring droplet temperature [8] 
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Fig. 3 Droplet temperature in experiments performed. Markers indicate independent 

measurements, and trendlines correspond to a moving average of two points. 
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MASS BALANCE 

Consider a melting wire in GMAW with free-flight transfer, as illustrated in Fig. 4. 

Consider times t1 and t2 corresponding to similar stages of two different droplet 

detachments. The time interval between t1 and t2 contains a large number of detachment 

cycles. 

 

Fig. 4: Sequence of droplet detachments in a time interval. 

A mass balance between t1 and t2 in the control volume indicated in Fig. 4 establishes: 

𝑚in  =  𝑚out (2) 

where min and mout are the mass that entered and left the control volume between times t1 

and t2. The average mass rate between t1 and t2 can be calculated as 

�̇� =
𝑚

𝑡2−𝑡1
         (3) 

resulting in 

�̇�in = �̇�out          (4) 

The notation stands for a time average mass rate, it is not an instantaneous value. 

MASS ENTERING THE CONTROL VOLUME 

The mass rate entering the control volume is given by the wire feed speed and wire cross 

section. This equation is valid for processes with constant wire feed speed such as 

standard GMAW or CV-SAW, and variable wire feed speed such as CC-SAW or Fronius 

MCT GMAW. 

�̇�in  =  �̇�C = 𝜌C𝐴C𝑈C      (5) 

where ρC are the density, AC cross sectional area, and feeding speed of the wire. 
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MASS LEAVING THE CONTROL VOLUME 

The mass exiting the control volume does it either as molten metal (in the form of 

droplets and spatter), and metal vapors evaporated from the surface of the droplet: 

�̇�out = �̇�MC + �̇�V        (6) 

For the steel experiments performed, the estimated amount of vaporized metal is always 

below 1% by mass, while for the aluminum experiments, for the Mg-containing alloys it 

was estimated as reaching up to about 4%. 

OVERAL MASS BALANCE 

The overall heat balance is obtained by combining equations 4, 5, and 6: 

�̇�C − �̇�MC − �̇�V = 0      (7) 

ENERGY BALANCE IN GMAW 

Similarly as with mass balance, consider the same control volume, and times t1 and t2 in 

Fig. 4 corresponding to similar stages of two different droplet detachments. Because the 

thermal expansion in the solid or molten metal and the heat generated by viscous 

dissipation are very small, the conversion between mechanical and thermal energy is 

negligible in either direction, and the energy balance is in practice a heat balance. 

An energy balance in the control volume between t1 and t2 establishes: 

𝑄in − 𝑄out + 𝑄gen = 𝑄st      (8) 

where Qin and Qout are the thermal energies that entered and left the control volume 

between times t1 and t2. Qgen is the amount of heat generated inside the control volume, 

and Qst is the amount of thermal energy stored inside the control volume during the time 

interval. 

Because at times t1 and t2 the control volume contains wire and droplets at the same 

stage of detachment, the amount of thermal energy contained inside the control volume is 

the same, so the amount of heat stored between t1 and t2 is 

𝑄𝑠𝑡 = 0         (9) 

 

An average heat rate between t1 and t2 can be calculated as  

𝑞 =
𝑄

𝑡2−𝑡1
        (10) 

resulting in the following overall energy balance: 

𝑞in − 𝑞out + 𝑞gen = 0  (11) 
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which also accounts for the absence of heat stored. Similarly as before, the notation stands 

for a time average heat rate, not an instantaneous value. 

HEAT ENTERING THE CONTROL VOLUME 

The heat rate entering the control volume is given by five components: advection by the 

incoming wire qadvin, heat from the arc column towards the electrode qAC,C, heat 

conducted from the contact tip to the consumable qCT,T, heat generated by the electrical 

resistance at the point of contact with the contact tip qCT,C, and overall fall voltage qCfall on 

the surface of the electrode. The heat generated by the contact tip contact resistance and 

the heat generated by the fall voltage are considered to be created at the surface of the 

electrode: 

 𝑞in = 𝑞advin + 𝑞AC,C + 𝑞CT,C + 𝑞Ccont + 𝑞Cfall    (12) 

HEAT LEAVING THE CONTROL VOLUME 

The heat rate leaving the control volume is given by two components: advection by the 

molten metal and by metal vapors qadvout and heat lost towards the environment qC,env: 

𝑞out = 𝑞advout + 𝑞C,env      (13) 

HEAT GENERATED INSIDE THE CONTROL VOLUME 

The heat rate generated inside the control volume is given by the heat generated by Joule 

heating in the electrode extension qEE. 

𝑞gen = 𝑞EE + 𝑞MCJoule        (14) 

OVERALL HEAT BALANCE 

The overall heat balance is obtained by combining equations 11, 12, and 13: 

𝑞advin + 𝑞AC,C + 𝑞CT,C − 𝑞advout − 𝑞C,env + 𝑞EE + 𝑞Ccont + 𝑞Cfall + 𝑞MCJoule = 0  (15) 

𝑞advtot + 𝑞AC,C + 𝑞CT,C − 𝑞C,env + 𝑞EE + 𝑞Ccont + 𝑞Cfall + 𝑞MCJoule = 0  (16) 

where 

𝑞advtot = 𝑞advin − 𝑞advout      (17) 

 

For the steel experiments performed, 80% to 90% of the heat comes was estimated to 

come from the anode fall voltage, and about 10% from the electrode extension. For the 

aluminum experiments performed, 90% to 95% came from the anode fall voltage, with 



Mathematical Modelling of Weld Phenomena 13 

78 

 

about 1% of the heat coming from the electrode extension. The consumable loses heat to 

the environment by the mechanisms of convection and radiation, which were determined 

to be negligible under typical conditions [15]. 

METAL TRANSFER GEOMETRY 

Metal transfer in free-flight has several different configurations [16, 17]. For the droplet 

temperature measurements performed, we will consider two representative geometries, 

illustrated in Fig. 5. This simplification is made acknowledging future work should be 

able to capture further subtleties, such as the presence of a molten tail in streaming spray 

transfer. 

In the geometry considered, dMC is the droplet diameter and LAC,C is the attachment of 

the arc to the electrode. The size of this attachment is a property of the arc, and there are 

currently no guidelines on how to predict it. In this work, it will be approximated based 

on experience as 

𝐿AC,C = 𝑑C/2       (18) 

In solid wire processes, the droplet diameter is often estimated from droplet 

detachment frequency, neglecting the mass lost to evaporation in Eq. 7: 

𝑑MC = (
3

2

𝜌C

𝜌MC

𝑈C𝑑C
2

𝑓MC
)

1
3⁄

       (19) 

The area of attachment of the arc to the droplet, in the case of globular transfer is 

approximated as 

 𝐴AC,C = 𝜋𝐿
2
AC,C      (20) 

The detachment frequency in the experiments was measured approximately and only in 

some experiments. An empirical fit based on welding current was generated. 

𝑓MC = {
𝐶 𝐼                𝑓𝑜𝑟 𝐼 ≤ 𝐼C
𝐴 𝐼 − 𝐵       𝑓𝑜𝑟 𝐼 > 𝐼C

      (21) 

where Ic, A and B are constants determined empirically, and C = A B/Ic. For the case of a 

pure Fe consumable, the detachment frequency was not measured, but it is assumed to be 

the same as in ER80S-G, with fMClow =50 s−1, A =1.565 s−1A−1, B =231.8 s−1, and Ic =180 

A. The detachment frequency of all aluminum wires was similar, and the same empirical 

expression is used for all, with with fMClow =25 s−1, A =2.688 s−1A−1, B =319.9 s−1, and Ic 

=128 A. The droplet diameters estimated for the experiments performed are between 0.95 

and 2 times the wire diameter. 
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COMPONENTS OF MASS BALANCE 

TOTAL MASS EVAPORATED 

The total mass evaporated is the sum of vaporization of all components of the alloy: 

�̇�V = ∑ �̇�V𝑗𝑗        (22) 

 

Fig. 5 Representative configurations for globular (left) and spray transfer (right) 

where �̇�𝑉𝑗is the mass rate of evaporation of each alloying element, e.g. Fe, Mn, etc. in 

steels, or Al, Mg, etc. in many aluminum alloys. Because of the different vapor pressures 

of each alloying component, evaporation does not follow the stoichiometry of the melting 

electrode. For the case of steel wires containing 1.7 wt% Mn, about 55 wt% to 75 wt% of 

welding fumes are Mn, the rest is Fe, with negligible amounts of other alloying elements. 

For the case of aluminum, the Mg-containing alloys, Mg can also make up to 75 wt% of 

their fumes, the rest Al, with negligible amounts of the other alloy components. 

EVAPORATION KINETICS 

In an alloy, the evaporation of each component is proportional to its mass flux and area of 

evaporation: 
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�̇�V𝑗 = �̇�
′′
V𝑗𝐴MC      (23) 

while the mass flux of each component is proportional to the partial vapor pressure of the 

component and inversely proportional to the resistance to mass transfer it encounters 

�̇�′′V𝑗 =
𝑀𝑗𝑝lg𝑗

𝑅 𝑇MC𝑠𝑢𝑟𝑓

1

ℜ′′𝑡𝑜𝑡𝑗
                                              (24) 

The partial vapor pressure of the component is proportional to the activity in the alloy 

[18] 

𝑝𝑙𝑔𝑗 = 𝑎𝑗 𝑝lgpure j       (25) 

Where 𝑝𝑙𝑔𝑝𝑢𝑟𝑒 𝑗is the equilibrium vapor pressure of element j in pure state. In this case, we 

will approximate the activity 𝑎𝑗using Raoult’s law: 

𝑎𝑗 = 𝑓𝑚𝑜𝑙𝑗        (26) 

 

The vapor pressure of the component is typically tabulated as: 

log 𝑝𝑙𝑔𝑝𝑢𝑟𝑒 𝑗 = 𝐴 +
𝐵

𝑇𝑀𝐶surf
+ 𝐶 log𝑇𝑀𝐶𝑠𝑢𝑟𝑓 +𝐷 𝑇𝑀𝐶𝑠𝑢𝑟𝑓10

−3    (27) 

 

with the values of A, B, C, D listed in [19], with a special treatment for Si from [20]. The 

magnitudes �̇�′′V𝑗 ,which depends on droplet temperature, and AMC vary as the droplet 

forms between successive detachments. In the calculations performed, TMCsurf will be 

assumed to be the average temperature of the droplet just before detachment and AMC the 

electrode tip geometry just before detachment. 

The total resistance to mass transfer of component j as having three components: 

resistance to diffusion through a boundary layer of alloy depletion on the surface of the 

melt, (ℜlj), resistance to evaporation under a partial pressure of vapor j (ℜ lg,j), and 

resistance to diffusion through a boundary layer in the gas phase, outside which the partial 

pressure of vapor j is 0. 

ℜ′′𝑡𝑜𝑡𝑗 = ℜ′′𝑙𝑗 +ℜ′′𝑙𝑔𝑗 +ℜ′′𝑣𝑗     (28) 

with 

ℜ′′𝑙𝑗 =
1

ℎ𝑙𝑗
        (29) 

ℜ′′𝑙𝑔𝑗 = √
2𝜋𝑀𝑗

𝑅𝑇𝑀𝐶𝑠𝑢𝑟𝑓
       (30) 

ℜ′′𝑣𝑗 =
1

ℎ𝑣𝑗
        (31) 

where h indicates the convection coefficients for mass transfer. The mass transfer 

resistance of the solvent in the molten consumable (e.g. Fe in steels consumables and Al 

in aluminum alloys) has a resistance ℜ”𝑙𝑠𝑜𝑙𝑣𝑒𝑛𝑡 = 0. 
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In steels, the dominant resistance to evaporation is the vapor boundary layer, with 

approximately 95% of total resistance for Fe, and 85% for Mn. The resistance to mass 

transfer of Mn in the alloy-depleted melt surface is approximately 10%. In aluminum 

alloys, the vapor boundary layer is dominant for Al (97%) and Mg (80%), the resistance 

to mass transfer of Mg in the liquid is of the order of 17%. In all cases, the resistance to 

evaporation at the surface (Rlg
′′ ) is below 10%. This is an important finding indicating the 

importance of boundary layers in mass loses by evaporation, which are often omitted in 

the welding literature. 

Diffusion in the melt 

For the melt near the surface, being a free surface, the characteristic velocity of the 

fluid is not affected by a viscous boundary layer, and mass transfer parameters can be 

estimated as  

ℎ𝑙𝑗 =
𝑆ℎ𝑀𝐶𝑗𝐷𝑀𝐶𝑗

𝑑𝑀𝐶
          (32) 

Sh𝑀𝐶𝑗 = 2 + 0.5 Re𝑑𝑀𝐶

1
2⁄ Sc𝑀𝐶𝑗

1
2⁄              (33) 

𝑅𝑒𝑑𝑀𝐶 =
𝑈𝑀𝐶𝑑𝑀𝐶

𝜈𝑀𝐶
                 (34) 

𝑆𝑐𝑀𝐶𝑗 =
𝜈𝑙

𝐷𝑀𝐶𝑗
                         (35) 

where DMCj is the diffusivity of component j in the melt, UMC is the characteristic velocity 

of molten metal inside the droplet, and νMC is the kinematic viscosity of the molten metal 

at the bulk temperature of the droplet TMC. The constant 2 accounts for mass transfer by 

static diffusion. 

The range of ShMC spans from orders of 101 to 103 in steels and aluminum alloys, 

indicating that convection dominates over molecular diffusion in the liquid in most cases. 

The range of ScMC spans from orders of 101 to 105 in steels and aluminum alloys, 

indicating that the diffusion occurs in a much narrower range than momentum transport in 

the liquid. 

Diffusivities in the liquid are typically expressed as 𝐷𝑀𝐶𝑗 = 𝐷0𝑗𝑒𝑥𝑝[−𝑄𝑗/(𝑅𝑇)] 

tabulated in [21] for steels, in [22,23] for aluminum, and also in [24,25] for more base 

alloys. The temperature used for diffusivity and kinematic viscosity is that of the surface 

of the molten metal, 𝑇𝑀𝐶𝑠𝑢𝑟𝑓. 

The velocity of melt in globular transfer can be estimated roughly from [3] as shown 

below, with K =210−3 m s−1A−1: 

𝑈𝑀𝐶 = 𝐾𝐼       (36) 
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Diffusion in the gas 

For mass transfer in the gas phase, two cases must be considered: evaporation in an 

inert atmosphere such as GMAW of aluminum alloys using pure Ar shielding, and 

evaporation in a reactive atmosphere such as GMAW of steel alloys using Ar-O2 or Ar-

CO2 shielding. In this paper we consider only the first case. In the second case, the 

reaction reduces the thickness of the boundary layer, resulting in increased evaporation 

[26,27] and fumes formation [28,29]. The association of carbon with oxygen on the 

surface of the melt results in an energy source that might be significant, and also on 

decarburization of the melt. 

For the case of diffusion of metal vapors in an inert atmosphere, the convection 

coefficient for mass transfer can be estimated using the common correlation for 

convection around spheres [30], also used in [31]. 

ℎ𝑉𝑗 =
𝑆ℎ𝐴𝐶𝑗𝐷𝐴𝐶𝑗

𝑑𝑀𝐶
       (37) 

𝑆ℎ𝐴𝐶𝑗 = 2 + 0.6 𝑅𝑒𝐴𝐶
1
2⁄  𝑆𝑐𝐴𝐶𝑗

1
3⁄      (38) 

𝑅𝑒𝐴𝐶 =
𝑈𝐴𝐶𝑑𝑀𝐶

𝜈𝐴𝐶
       (39) 

𝑆𝑐𝐴𝐶𝑗 =
𝜈𝐴𝐶𝑗

𝐷𝐴𝐶𝑗
       (40) 

where νAC is the kinematic viscosity of the plasma and 𝐷𝐴𝐶𝑗  is the diffusivity of vapor 

element j in the plasma. Both properties are evaluated at a “film temperature” 

intermediate between the molten surface (of the order of 3000 K for the case of steel and 

aluminum) and the plasma temperature outside the plasma boundary layer near the 

surface of the electrode (of the order of 7300 K for the case of Ar, resulting in a “film 

temperature” of approximately 5000 K). The kinematic viscosity and other 

thermophysical properties for the plasma are provided, for example in [32]. Typical 

values of 𝑆ℎ𝐴𝐶𝑗  are around 101, indicating convection is dominant. Typical values of 𝑅𝑒𝐴𝐶  

are of the order of 102. Schmidt numbers in the vapor are around 1.5. 

The velocity in the arc column UAC can be estimated as [33]: 

𝑈𝐴𝐶 =
1

2
√
𝜇0𝐼𝐽𝐴𝐶,𝑀𝐶

𝜋𝜌𝐴𝐶
𝑓𝑈𝐴𝐶       (41) 

where µ0 is the magnetic permeability of vacuum, 𝐽𝐴𝐶,𝑀𝐶  is the current density of the 

arc attachment with the electrode, and ρAC is the density of the plasma at approximately 

10000 K, also from [34]. The velocities predicted are of the order of 200 ms−1, consistent 

with typical plasma arc velocities. 

The plasma current density can be approximated as 

𝐽𝐴𝐶,𝑀𝐶 =
𝐼

𝜋 𝐿𝐴𝐶,𝑀𝐶
2        (42) 
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where LAC,MC is the radius of arc attachment, which will be approximated as half the 

consumable diameter; this rough approximation is consistent with the analysis in [3]. The 

correction factor 𝑓𝑈𝐴𝐶  is 

𝑓𝑈𝐴𝐶 = 0.55 (
𝑅�̂�𝐴𝐶

4
)
0.073

(
2𝐿𝑎𝑟𝑐

𝑑𝐶
)
0.0068

                     (43) 

Where 𝑅�̂�𝐴𝐶 is a nominal Reynolds number calculated using Eq. 41 without the correction 

factor 𝑓𝑈𝐴𝐶 . 

Diffusivity in plasmas is very complex [35], and it will be approximated here as 

diffusion in the gas phase using the Chapman-Enskog theory [36] 

𝐷𝐴𝑟,𝑗 =
𝐴 𝑇
3
2⁄

𝑝𝜎𝐴𝑟,𝑗
2 Ω𝑗𝑀𝐴𝑟,𝑗

1
2⁄

       (44) 

where DAr,j is the diffusivity of vapor element j in Ar in cm s−2, A =2.6610−3, p is the 

atmospheric pressure in bar, σ is the effective cross section of atoms in Å, MAr,j is 

𝑀𝐴𝑟,𝑗 = 2(
1

𝑀𝐴𝑟
+
1

𝑀𝑗
)
−1

      (45) 

where M is the molar weight of gases and vapors involved, and Ωj is given by [36]: 

Ω𝑗 =
1.06036

𝑇𝑗
∗0.15610 +

0.193

𝑒𝑥𝑝(0.47633 𝑇𝑗
∗)
+

1.03587

𝑒𝑥𝑝(1.52996 𝑇𝑗
∗)
+

1.76474

𝑒𝑥𝑝(3.89411 𝑇𝑗
∗)

  (46) 

where the value of 𝑇𝑗
∗ is provided by [27] 

𝑇𝑗
∗ =
𝑘𝑇𝑓𝑖𝑙𝑚

𝜖𝐴𝑟,𝑗
       (47) 

𝜖𝐴𝑟,𝑗 = √𝜖𝐴𝑟𝜖𝑗       (48) 

𝜎𝐴𝑟,𝑗 =
𝜎𝐴𝑟+𝜎𝑗

2
       (49) 

where ǫ is the parameter of a Lennard-Jones potential for each component, and it is 

tabulated. The area from which evaporation happens will be approximated as 

𝐴𝑀𝐶 = 𝜋𝑑𝑀𝐶
2 𝑓𝐴𝑀𝐶      (50) 

 𝑓𝐴𝑀𝐶 = 𝑒𝑥𝑝 [−
0.1335

1+2.225 ln2(𝑑𝑀𝐶/𝑑𝐶)
]                                     (51) 

where the correction factor fAMC is empirical, with the correct properties of becoming one 

when the droplet is very large in globular transfer, or when the droplet is very small in 

spray transfer. At the transition from globular to spray, when the droplet has the same 

diameter as the molten consumable, it has a value of 0.875, which is the intermediate 

between subtracting the cross sectional area of the consumable (as should be done in 

globular) and not (as is the case of spray). When the droplet has twice the diameter of the 
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consumable (chosen as a representative globular transfer situation), this function has the 

value of 0.9375, corresponding to subtracting the full cross sectional area of the 

consumable. This approximation does not consider the evolution of surface area as the 

droplet forms, it only considers the geometry present at detachment, which is an 

overestimation; conversely, it might underestimate the evaporation area in spray transfer 

mode in the case there is a long molten tail. 

COMPONENTS OF ENERGY BALANCE 

HEAT BY ADVECTION 

Advection is the transport of thermal energy due to the transport of mass. All mass flows 

involved in the mass balance also represent heat flows according to the following 

relationship 

 𝑞𝑎𝑑𝑣 = �̇�ℎ       (52) 

where qadv is the heat transported by advection across the surface of the control volume, 

m˙ is the mass rate transporting heat across the surface of the control volume, and h is the 

enthalpy of the mass crossing the surface of the control volume. Similarly to temperature, 

enthalpy has an arbitrary reference point which is the same for all enthalpies considered. 

This equation recognizes that the temperature of the wire is uniform through its cross 

section. This hypothesis is quite accurate in GMAW except for the region surrounding the 

point of electrical contact between the wire and the contact tip, which might experience 

significant local gradients, especially with pulsed current, but this is not a problem 

because the control volume can be considered to start far upstream from the point of 

contact, and the exit part of the control volume is also far from the contact point. The 

hypothesis of uniform temperature might not be accurate in the exit region of the control 

volume in the case of tubular wires (e.g. MCAW, FCAW), in which the heat generated in 

the sheath might not propagate to the core of the wire by the time melting is reached. 

Considering that the temperature of the wire is uniform across its cross section as it 

enters the control volume, the heat into the control volume by advection is 

𝑞𝑎𝑑𝑣𝑖𝑛 = �̇�𝐶ℎ𝐶       (53) 

where hC is the enthalpy of the wire at the temperature it enters the control volume 

(typically room temperature). 

The heat out of the control volume by advection is 

𝑞𝑎𝑑𝑣𝑜𝑢𝑡 = 𝑞𝑀𝐶 + 𝑞𝑉      (54) 

where qMC is the energy lost as molten metal in the form of droplets and spatter, and qV is 

the energy lost as metal vapors. 

Considering the average temperature of the molten metal exiting the control volume we 

obtain 
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𝑞𝑀𝐶 = �̇�𝑀𝐶ℎ𝑀𝐶       (55) 

where hMC is the average enthalpy of the molten metal, i.e. the average droplet 

temperature and spatter from the electrode assuming it exits at the same temperature of 

the droplet. The heat carried out by the metal vapors is 

𝑞𝑉 = �̇�𝑉ℎ𝑉       (56) 

where hV is the average enthalpy of the metal vapors. 

Replacing into Eq. 17 we obtain 

 𝑞𝑎𝑑𝑣𝑜𝑢𝑡 = �̇�𝐶ℎ𝐶 − �̇�𝑀𝐶ℎ𝑀𝐶 − �̇�𝑉ℎ𝑉                                    (57) 

Using Eq. 7 we can write 

 𝑞𝑎𝑑𝑣𝑡𝑜𝑡 = −[�̇�𝐶(ℎ𝑀𝐶 − ℎ𝐶) + �̇�𝑉(ℎ𝑉 − ℎ𝑀𝐶)]                           (58) 

This equation means that the overall effect of advection takes thermal energy away 

from the control volume, and that the energy exiting has two components: first, the 

amount of heat used to raise the wire temperature from its starting temperature in solid 

state to the average temperature of the molten metal at the electrode tip, and the second 

component is the amount of energy needed to vaporize a (small) fraction of the 

consumable. This vaporization is the main source of the undesirable welding fumes and 

black deposits on the base metal when using Al-Mg consumables. 

Enthalpies associated with melting the wire 

Fig. 6 illustrates the enthalpies associated with metal from the wire, from the moment it 

leaves the spool to the moment is molten or evaporated. 

 

Fig. 6 Enthalpies associated with melting the wire in GMAW 
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The wire leaves the spool at temperature Tspool, typically the temperature of the 

environment, of the order of 20◦C in a workshop. The wire enters the control volume with 

enthalpy hC, corresponding to TC. Typically, there is no preheating of the wire before it 

reaches the contact tip; so under normal conditions 

𝑇𝐶 = 𝑇𝑠𝑝𝑜𝑜𝑙       (59) 

where the enthalpy corresponding to TC is hC. As the wire heats up inside the control 

volume, enthalpy increases in the form of sensible heat associated with a specific heat, 

and latent heat associated with transformations such as melting and solid state 

transformations such as austenization in steel wires. By the time the droplet (or spatter) 

exits the control volume, the average enthalpy of the molten metal is hMC, associated with 

temperature TMC, which is of the order of 2500◦C in steel and 2200◦C in aluminum wires 

[13,14,37,38]. 

Enthalpies associated with vaporization 

The metal vapors exit the control volume at the same temperature of the surface of the 

droplet, it is not necessary to reach boiling temperature to evaporate; however, the latent 

heat of vaporization is still present and must be accounted for. Accounting for the mass 

rate of the different alloying elements (equation 22), Eq. 56 can be rewritten as 

𝑞𝑉 = ∑ �̇�𝑉𝑗𝑗 ℎ𝑉𝑗       (60) 

and the average enthalpy of metal vapors can then be calculated as 

ℎV =
∑ �̇�v𝑗ℎV𝑗𝑗

�̇�V
       (61) 

For each evaporating alloying element, its enthalpy can be calculated as 

ℎ𝑉𝑗 − ℎ𝑀𝐶 = (ℎ𝑀𝐶𝑠𝑢𝑟 − ℎ𝑀𝐶) + (ℎ𝑉𝑗 − ℎ𝑀𝐶𝑠𝑢𝑟)    (62) 

where hVj and hMCsur correspond to the temperature of the surface of the droplet, and their 

magnitude is the latent heat of vaporization of metal vapor j at the temperature TMCsur. 

Thus: 

ℎ𝑉𝑗 − ℎ𝑀𝐶𝑠𝑢𝑟 = ℎ𝑙𝑔 (63) 

where hlgj is tabulated, typically at the boiling temperature at atmospheric pressure. The 

dependence of latent heat of vaporization with the temperature of vaporization is 

negligible, and seldom tabulated. Equation 58 can then be rewritten as  

𝑞𝑎𝑑𝑣𝑡𝑜𝑡 = −�̇�𝐶(ℎ𝑀𝐶 − ℎ𝐶) − �̇�𝑉[ℎ𝑙𝑔 + (ℎ𝑀𝐶𝑠𝑢𝑟 − ℎ𝑀𝐶)]              (64) 

Where ℎ𝑙𝑔 is the average enthalpy of vaporization for all metal vapors: 
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ℎ𝑙𝑔 ≈
∑ �̇�𝑉𝑗ℎ𝑙𝑔𝑗𝑗

�̇�𝑉
         (65) 

Practical expression of enthalpies for calculations 

In welding, metals experience transformations in solid state, melting, and vaporization; 

for this reason, it is not practical to calculate enthalpies based on tabulated specific and 

latent heats. We can take advantage of the fact that in welding, metals start in solid state 

at temperatures typically not far from room temperature, and melt to relatively high 

temperatures, but in a relatively narrow range. We can select 

 𝑇𝐶𝑟𝑒𝑓 = 20°𝐶        (66) 

as reference temperature in the solid for all metals. The temperature TMCref is the reference 

temperature for the molten metal. For steel we will use 2500◦C, for Aluminum 2200◦C. 

For other alloys we will use a round number close to 0.9Tboil, where the temperatures must 

be in K, and Tboil is the boiling temperature of the base element of the alloy. If more than 

one element can be considered the solvent (because they have similar amounts in the 

alloy), we will choose the one with lower boiling temperature. 

The reference temperatures correspond with the enthalpies hrfsol and hMCref, with the 

following enthalpy change: 

ℎ𝑀𝐶𝑟𝑒𝑓 − ℎ𝐶𝑟𝑒𝑓 = ∆ℎ𝑟𝑒𝑓      (67) 

Because the reference temperatures are close to the actual temperatures involved, all 

latent heats associated with melting and phase transformations are included in ∆href. The 

difference between ∆href and the factor (hMC − hC) required in Eq. 64 is due only to 

sensible heats, which are captured accurately near the reference points by the 

corresponding specific heats of solid and liquid cC and cMC evaluated at the reference 

temperatures. This way: 

ℎ𝑀𝐶 − ℎ𝐶 ≈ ∆ℎ𝑟𝑒𝑓 + 𝑐𝑀𝐶  (𝑇𝑀𝐶 − 𝑇𝑀𝐶𝑟𝑒𝑓) − 𝑐𝐶(𝑇𝐶 − 𝑇𝐶𝑟𝑒𝑓) (68) 

Similarly, (hMCsur − hMC) required in Eq. 64, can be estimated as 

ℎ𝑀𝐶𝑠𝑢𝑟 − ℎ𝑀𝐶 ≈ 𝑐𝑀𝐶(𝑇𝑀𝐶𝑠𝑢𝑟 − 𝑇𝑀𝐶)    (69) 

Using the accurate approximations above, the exact calculation of overall heat 

transferred by advection (equation 58) can be expressed as: 

𝑞𝑎𝑑𝑣,𝑡𝑜𝑡 ≈ −�̇�𝐶[∆ℎ𝑟𝑒𝑓 + 𝑐𝑀𝐶(𝑇𝑀𝐶 − 𝑇𝑀𝐶𝑟𝑒𝑓) − 𝑐𝐶(𝑇𝐶 − 𝑇𝐶𝑟𝑒𝑓)] − �̇�𝑉[ℎ𝑙𝑔 +

                                                                                                               𝑐𝑀𝐶(𝑇𝑀𝐶𝑠𝑢𝑟 − 𝑇𝑀𝐶)]  (70) 

where the first term on the right of the equation accounts by the energy absorbed by the 

molten consumable, and the second term accounts for the energy absorbed by 

vaporization. For then experiments performed in steels, vaporization absorbs less than 

1.5% of the total energy, while in aluminum the amount of energy absorbed by the vapors 
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is about 6% in average, reaching just above 10% in some cases. There is no large 

difference in the energy absorbed for different alloys. 

Experiments show that the temperature of the molten metal in the droplet is fairly 

uniform [39], such that the temperature of the surface of the droplet where evaporation 

occurs is not far from the average temperature of the droplet. Because the gradient inside 

the droplet can be expected to be shallow, the term containing the factor (TMCsur − TMC) is 

typically negligible. 

HEAT FROM ARC COLUMN 

In the heat exchange between the arc and the electrode, convection dominates over 

radiation. 

𝑞𝐴𝐶,𝐶 = ℎ𝐴𝐶,𝐶𝐴𝐴𝐶,𝐶(𝑇𝐴𝐶𝑀𝐶 − 𝑇𝑀𝐶𝑠𝑢𝑟𝑓)     (71) 

This exchange happens at the area of attachment of the arc to the electrode, which in 

the case of globular transfer can be estimated using Eq. 20, and for the case of spray 

transfer will be approximate as the area of the droplet using Eq. 50. 

The estimation of convection coefficient is typically based on tabulations of the 

Nusselt number. In this case, the Nusselt number can be approximated using the heat 

transfer correlation for a sphere in an external flow [30], similarly as it was done for mass 

transfer: 

ℎ𝐴𝐶,𝐶 =
𝑘𝐴𝐶𝑀𝐶𝑁𝑢𝐴𝐶,𝐶

𝑑𝑀𝐶
       (72) 

𝑁𝑢𝐴𝐶,𝐶 = 2 + 0.6𝑅𝑒𝐴𝐶
1
2⁄ 𝑃𝑟𝐴𝐶
1
3⁄       (73) 

𝑃𝑟𝐴𝐶 =
𝜈𝐴𝐶

𝛼𝐴𝐶
         (74) 

For the plasma properties, the temperature considered is the same as for the case of 

mass diffusion (5000 K for Ar). Tor the experiments performed, hAC,C is of the order of 

103 Wm−1K−1, νAC,C is between 5 and 8, indicating that advection dominates over 

conduction, but not by much. the value of Pr at 5000 K is approximately 0.6. 

HEAT FROM CONTACT TIP TO CONSUMABLE 

The consumable touches the contact tip typically at the entrance and at the exit of the 

contact tip. There is heat exchange through these two points of contact, and also between 

the inner surface of the contact tip bore and the outer surface of the consumable traversing 

through the contact tip. 

The two points of contact transfer heat differently. The contact at the exit of the contact 

tip carries the almost all the current, and experiences Joule heating related to the electrical 

resistance of contact. The contact at the entrance of the contact tip experiences negligible 
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Joule heating, and its heat exchange is included in the calculation of heat exchange 

between the surfaces of the contact tip and wire. Thus 

𝑞𝐶𝑇,𝐶 = 𝑞𝐶𝑇,𝐶𝑐𝑜𝑛𝑡 + 𝑞𝐶𝑇,𝐶𝑔𝑎𝑝      (75) 

where qCT,C is the total heat exchanged between the contact tip and the consumable, 

qCT,Ccont is the heat exchange by contact at the exit of the contact tip, and qCT,Cgap is the 

heat exchanged across the gap between the inner surface of the contact tip bore and the 

outer surface of the electrode. For the experiments performed, qCT,C is of the order of 30 

W, qCT,Ccont is only a fraction of qCT,Cgap, of the order of 15% or less for the case of 

aluminum alloys, and up to 50% in the case of steels. In aluminum, the flow of qCT,Ccont is 

estimated to be from the hot contact to the electrode; however, in steels, the consumable 

at the point of contact can be very hot, and qCT,Ccont flows from the electrode towards the 

contact tip. 

Heat by conduction across the main point of electrical contact 

Both the wire and the contact tip are locally hotter at the main point of electrical 

contact; however these peak temperatures are different, causing heat to be transferred 

across the main point of electrical contact. While the peak temperature of the consumable 

at the electrical contact can be substantially higher than the temperature of the spool, in 

the absence of intense pulsing, we will assume that the contact tip is at an approximately 

uniform temperature. 

Assuming that the contact tip is hotter than the consumable at the point of electrical 

contact, the heat transferred across the contact is 

𝑞𝐶𝑇,𝑐𝑜𝑛𝑡 =
 𝑇𝐶𝑇−𝑇𝐶𝑐𝑜𝑛𝑡
ℛ𝐶𝑇,𝐶𝑐𝑜𝑛𝑡

       (76) 

where ℛ𝐶𝑇,𝐶𝑐𝑜𝑛𝑡  is the thermal resistance of contact between consumable and the contact 

tip, TCT is the temperature of the contact tip (assumed uniform, typically 350°C [40,41]), 

and TCcont is the temperature of the consumable at the point of electrical contact. 

To calculate the thermal resistance of contact, we can consider only the dominant 

component, which is conduction through asperities, neglecting the conduction and 

radiation through the air in the gaps. In this case, an analogy can be established between 

the electrical and thermal contact resistances, based on the fact that both contact 

resistances share the same geometric features at the point of contact. Thus: 

ℛ𝐶𝑇,𝐶𝑐𝑜𝑛𝑡 =
𝑘𝐶𝑇
−1+𝑘𝐶
−1

𝜚𝐶𝑇+𝜚𝐶
𝑅𝐶𝑇,𝐶𝑐𝑜𝑛𝑡      (77) 

Considering the properties of Table 1, and a representative contact resistance of 1 mΩ 

for copper coated consumables and aluminum, Equation 77 indicates a thermal contact 

resistance at the point of electrical contact of 87 KW−1 for copper coated consumables, 

and 76 KW−1 for aluminum consumables. 

The temperature of the consumable at the point of contact can be estimated 

approximately as 
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𝑇𝐶𝑐𝑜𝑛𝑡 = 𝑇𝐶 +ℛ𝐶𝑐𝑜𝑛𝑡𝑞𝐶𝑐𝑜𝑛𝑡      (78) 

where qCcont is the amount of Joule heating generated on the consumable at the point of 

contact, calculated in Eq. 84 below. 

Table 1 Thermal and electrical properties of the contact tip and consumables 

 

The thermal resistance of the consumable at the main point of electrical contact can be 

estimated using the distributed moving heat source analysis in [45]: 

ℛ𝐶𝑐𝑜𝑛𝑡 = 1.13 
1

𝑘𝐶
√
𝛼𝐶

𝐿𝑐𝑜𝑛𝑡
3 𝑈𝐶

      (79) 

where RCcont is the thermal resistance of the consumable at the area of contact, based 

on the maximum temperature of the consumable at the area of contact TCcont, a square 

contact, and a uniform distribution of heat flux at the point of contact. The parameter UC 

is wire feed speed, Lcont is the side length of the square that defines the area of contact, and 

kC and αC are the thermal conductivity and diffusivity of the consumable at a temperature 

representative of the area of contact. The thermal resistance of a moving heat source 

involves the penetration of heat under the surface of the consumable to depths much 

larger than the thickness of a copper coating, thus the effect of copper coating will be 

neglected. The value of RCcont has little dependence (less than 25%) on the exact shape of 

the area of contact or the distribution of heat, so the assumption of a square contact or 

uniform heat flux are not critical for this analysis. For the experiments performed, the 

value of RCcont did not vary much, with an average around 20 KW−1 for steels, and 12 

KW−1 for aluminum consumables. 

The maximum temperature of the consumable at the contact point is important, because 

if there is localized melting the consumable can weld itself to the contact tip and cause 

very fast degradation of the contact tip. This problem is especially relevant in the case of 

pulsed current, where the peak current can be very high (resulting in high qCcont), and the 

wire feed speed is relatively low for that high current (resulting in high RCcont). For the 

experiments performed, TCcont was estimated to range between 240°C and 800°C for 

steels, and 65°C and 400°C in aluminum consumables.A reasonable intermediate choice 

for temperature at which to evaluate the consumable properties is the average between the 

maximum temperature at the area of contact and the consumable temperature TCcont,ave 

calculated as: 

𝑇𝐶𝑐𝑜𝑛𝑡,𝑖𝑛𝑡𝑒𝑟 = 𝑇𝐶 + 0.5(�̂�𝐶𝑐𝑜𝑛𝑡 − 𝑇𝐶)      (80) 
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Where �̂�𝐶𝑐𝑜𝑛𝑡 is obtained from Eq. 79 and Eq. 78 using the consumable properties 

corresponding to TC. The size of Lcont depends on the consumable size, the gap with the 

contact tip, the pressure at the point of contact (related to the cast of the wire), and the 

amount of wear; a reasonable estimate based on experience is 

𝐿𝑐𝑜𝑛𝑡 = 0.4𝑑𝐶         (81) 

The flow of heat qCT,Ccont is quite small for two reasons. First, the thermal resistance at 

the point of sliding contact is substantially higher than the thermal resistance of the wire. 

Also, because the temperature difference between the contact tip and the surface of the 

consumable is small. The small value of qCT,Ccont allows the calculation of TCcont in Eq. 78 

neglecting the heat flux by contact. 

Heat across the gap between contact tip and consumable 

Outside the main point of electrical contact, the contact tip and the consumable will 

exchange energy by radiation and conduction across the thin gap between them. 

Assuming that the contact tip is hotter than the consumable at the point of electrical 

contact, the heat transferred across the contact is 

𝑞𝐶𝑇,𝐶𝑔𝑎𝑝 =
𝑇𝐶𝑇−𝑇𝐶

ℛ𝐶𝑇,𝐶𝑔𝑎𝑝
       (82) 

where TC is the temperature of the consumable outside the point of electrical contact and 

ℛ𝐶𝑇,𝐶𝑔𝑎𝑝is the thermal resistance of the gap between consumable and the contact tip and 

can be estimated as 

ℛ𝐶𝑇,𝐶𝑔𝑎𝑝 =
1

𝜋2
Δ𝑑𝐶𝑇,𝐶

𝑑𝐶𝐿𝐶𝑇𝑘𝑔𝑎𝑝
       (83) 

where ∆dCT,C is the difference in diameters between the consumable and the bore in the 

contact tip, dC is the diameter of the consumable, LCT is the length of the contact tip bore, 

and kgap is the thermal conductivity of the fluid in the gap between the consumable and the 

contact tip bore (typically air). A representative value of ℛ𝐶𝑇,𝐶𝑔𝑎𝑝 is 10 K W −1. A 

representative temperature for the consumable is 20°C, and for the contact tip 350°C 

[40,41], resulting in a heat rate qCT,Cgap ≈ 30 W. 

JOULE HEATING GENERATED AT THE MAIN POINT OF ELECTRICAL CONTACT 

The Joule heating generated at the point of electrical contact can be estimated as 

𝑞𝐶𝑐𝑜𝑛𝑡 = 𝑓𝐶𝑐𝑜𝑛𝑡𝑞𝑐𝑜𝑛𝑡𝐽𝑜𝑢𝑙𝑒      (84) 

where qcontJoule is the total amount of Joule heating generated at the main point of electrical 

contact, and fCcont is the fraction of that heat absorbed by the consumable. This overall 

heat generated at the point of contact is calculated as 
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𝑞𝑐𝑜𝑛𝑡𝐽𝑜𝑢𝑙𝑒 = 𝐼
2𝑅𝑐𝑜𝑛𝑡       (85) 

where I is the RMS current, and Rcont is the contact resistance at the point of sliding 

contact, typically of the order of 1 mΩ. Assuming that the geometry of electrical 

conduction through the asperities is symmetrical across the line of contact between the 

contact tip and then consumable, the fraction of overall Joule heating generated at the 

contact by the consumable is 

𝑓𝐶𝑐𝑜𝑛𝑡 =
𝜚𝐶𝑐𝑜𝑛𝑡,𝑎𝑣𝑒

𝜚𝐶𝑐𝑜𝑛𝑡,𝑎𝑣𝑒+𝜚𝐶𝑇
       (86) 

where 𝜚𝐶𝑐𝑜𝑛𝑡,𝑎𝑣𝑒is the electrical resistivity of the consumable surface at the average 

temperature at the point of contact. For a square contact with a uniform heat distribution, 

the average surface temperature is [45]: 

𝑇𝐶𝑐𝑜𝑛𝑡,𝑎𝑣𝑒 = 𝑇𝐶 + 0.667(𝑇𝐶𝑐𝑜𝑛𝑡 − 𝑇𝐶)     (87) 

Typical values of fCcont are 0.44 for copper coated wires, 0.88 for non-coated steel 

wires, and 0.63 for aluminum wires. 

JOULE HEATING FROM ELECTRODE EXTENSION 

The energy generated at the electrode extension by Joule heating (qEE) can be calculated 

as 

𝑞𝐸𝐸 =
𝜚𝑒𝑓𝑓𝐿𝐼

2

𝐴𝐶
       (88) 

where 𝜚𝑒𝑓𝑓 is the effective resistivity of the electrode extension, L is the length of the 

electrode extension (time averaged for globular), and Ac the cross-sectional area of the 

wire. Following [46], the electrode extension is considered the length of electrode 

between the exit point of the contact tip and the point of arc attachment illustrated in Fig. 

5. The effective resistivity in typical conditions can be calculated with accuracy using the 

expressions in [15]: 

𝜚𝑒𝑓𝑓 = 𝜚0𝑀1 [2
𝛾−1

𝑏(1−𝛾)+𝑑(1+𝛾)
]       (89) 

𝑀1 =
𝜌∆ℎ0,𝑠𝑜𝑙𝑈𝐶𝐴𝐶

2

𝜚0𝐼
2𝐿

       (90) 

𝛾 = 𝑒𝑥𝑝(𝑑/𝑀1)       (91) 

𝑑 = √𝑏2 − 4𝑎       (92) 
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𝑎 = −4∆𝜚2/𝜚0       (93) 

𝑏 = (∆𝜚1 + 4∆𝜚2)/𝜚0      (94) 

where 𝜚0 is the electrical resistivity at the wire spool temperature (assumed 20°C), ∆𝜚1 is 

the variation in resistivity between the spool temperature and solidus, ∆𝜚2 is the 

maximum departure from linear in the variation in resistivity, indicated with vertical 

segments in Fig. 7, using aluminum alloys as examples. The symbol ρ corresponds to the 

wire density at room temperature, ∆ℎ0,𝑠𝑜𝑙 is the variation in enthalpy between spool 

temperature and solidus, Ac is the cross sectional area of the wire, based on wire diameter 

dc, and L is the length of electrode extension. The value of 𝜚𝑒𝑓𝑓 varies only slightly with 

the operating conditions for aluminum, between 3.0 10−8 Ωm and 3.5 10−8 Ωm for all 

aluminum alloys under all conditions, and varying more widely in ER80S-G, from 2.6 107 

Ωm to 4.5 107 Ωm. 

 

Fig. 7 Electrical resistivity of aluminium alloys tested 

HEAT FROM OVERALL FALL VOLTAGE 

Most of the heat that melts the electrode comes from the overall fall voltage at the 

electrode often captured as: 

𝑞𝑒𝑙𝑒𝑐𝑜𝑣𝑒𝑟 = 𝐼𝑉𝑒𝑙𝑒𝑐𝑜𝑣𝑒𝑟        (95) 
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Where 𝑉𝑒𝑙𝑒𝑐𝑜𝑣𝑒𝑟  depends only weakly on the welding current. Typically the electrode is 

positive, making the electrode an anode. In this case, the anode voltage consists of three 

components 

𝑉𝑒𝑙𝑒𝑐𝑜𝑣𝑒𝑟 = 𝑉𝑎𝑛𝑜𝑣𝑒𝑟 = 𝑉𝑎𝑛𝑓𝑎𝑙𝑙 + 𝜙𝑎𝑛 +
3

2

𝑘𝐵

𝑒
𝑇𝐴𝐶𝑀𝐶     (96) 

where 𝑉𝑎𝑛𝑓𝑎𝑙𝑙 is typically called the “anode fall,” associated with the non-equilibrium 

parts of the plasma, φan is the work function of the anode material (the surface of the 

consumable over the area of arc attachment), and the last term captures the energy 

deposited by the electrons as they condense on the electrode. The temperature 𝑇𝐴𝐶𝑀𝐶  is the 

temperature of the electrons that deposit on the electrode, of the order of 7300 K for Ar. 

The work function is a measure of the energy required to extract an electron from the 

surface of a solid or liquid cathode. The work function is not a characteristic of a bulk 

material, but a property of the surface of the material. The work function of crystalline 

metals often varies by about 10% between different surfaces of the same single crystal, 

and the work function of molten metal is undistinguishable from that of polycrystalline 

solid [47]. A reasonable approximation for the effective work function of an alloy (𝜙𝑒𝑓𝑓) 

can be obtained by using the rule of mixtures: 

𝜙𝑒𝑓𝑓 = ∑ 𝑓𝑚𝑜𝑙𝑖𝜙𝑖𝑖  (97) 

Where 𝑓𝑚𝑜𝑙𝑖 is the molar fraction of alloying component i on the surface, and 𝜙𝑖  is its 

corresponding work function. The effective work function is often undistinguishable from 

that of the base alloy element. The anode voltage fall is influenced by the size of the arc 

attachment, the plasma velocity around it, and the presence of metal vapors. 

Fig. 8 illustrates the anode fall voltages associated with the experiments performed. 

The markers correspond to each experiment performed, and the trendlines are two-point 

moving averages. The lowest horizontal line corresponds to 
3

2

𝑘𝐵

𝑒
𝑇𝐴𝐶𝑀𝐶  in Equation 96 for 

7300 K (0.944 V). The multiple closely-packed horizontal lines correspond to 𝜙𝑎𝑛 +
3

2

𝑘𝐵

𝑒
𝑇𝐴𝐶𝑀𝐶 . The small dispersion is due to the different estimated work functions for the 

different alloy compositions. It can be seen that consumable composition does not change 

the effective work function far from the value of the solvent. The difference between the 

trendlines and the highest horizontal lines corresponds to 𝑉𝑎𝑛𝑓𝑎𝑙𝑙, which varies from -1 V 

to 2 V in the current interpretation of results. The negative value is unlikely, and is 

discussed in the Discussion section. 

HEAT GENERATION AT THE MOLTEN CONSUMABLE 

The electrode extension ends at the droplet in globular transfer, and at the attachment of 

the arc in spray transfer (which is approximately coincident with the start of melting). 

This section beyond the electrode extension will be called the “molten consumable” 

section. Current flowing thorough the molten consumable section generates heat that can 

be calculated as 

 𝑞𝑀𝐶𝐽𝑜𝑢𝑙𝑒 = 𝐼
2𝑅𝑀𝐶       (98) 
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In globular transfer the resistance can be estimated assuming the path of current inside 

the current is a truncated cone, from the electrode cross section to the arc attachment. The 

shape of the droplet changes as it grows, and a time average of this resistance results in 

 𝑅𝑀𝐶𝑔𝑙𝑜𝑏 =
3

4

𝜚𝑀𝐶𝑑𝑀𝐶

𝐴𝐶

𝑑𝐶

2𝐿𝐴𝐶,𝑀𝐶
          (99) 

where the ratio on the right of the equation is typically not far from 1. 

 

 

Fig. 8 Anode fall estimated in experiments performed. Markers indicate independent 

measurements, and trendlines correspond to a moving average of two points. 
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In spray transfer, the tapered electrode can be approximated as having a length of the 

order of the electrode diameter, and a thickness of the neck of the order of half an 

electrode diameter. Because much current flows through the taper, and the droplet is 

completely enveloped by the arc, it will be considered that only the taper contributes to 

Joule heating, resulting in 

 𝑅𝑀𝐶𝑠𝑝𝑟𝑎𝑦 = 2
𝜚𝐶𝑑𝐶

𝐴𝐶
      (100) 

where the resistivity of the consumable corresponds to the melting temperature. Equations 

99 and 100 can be blended as an approximation, resulting in 

𝑅𝑀𝐶 = 𝑅𝑀𝐶𝑔𝑙𝑜𝑏 +
𝑅𝑀𝐶𝑠𝑝𝑟𝑎𝑦−𝑅𝑀𝐶𝑔𝑙𝑜𝑏

1+(
𝑑𝑀𝐶
𝑑𝐶
)
𝑛     (101) 

where the value of n is determined empirically. A reasonable value is n = 4.248, which 

results in a 95% approximation to the asymptotic value when the droplet diameter is twice 

or half that of the consumable. Typical values of 𝑅𝑀𝐶𝑔𝑙𝑜𝑏  are of the order of 1 mΩ for 

steels and 0.3 mΩ for aluminum, and typical values of 𝑅𝑀𝐶𝑠𝑝𝑟𝑎𝑦  are approximately a third 

of those. 

DISCUSSION 

This analysis indicates confirms previous findings in [8] that the electrode extension is 

not influential in aluminum consumables, and that the higher in deposition rate in Mg-

containing aluminum alloys are due to their lower droplet temperature, and not their 

higher resistivity. 

This analysis also confirms the hypothesis of [3] in which heat losses by evaporation 

are small, of the order of 100 W or lower. This small value is still important for an 

accurate determination of anode fall voltage. 

The main source of error in this analysis is associated with the geometry of the 

electrode tip. A systematic study with high-quality images is necessary to provide an 

appropriate description of electrode geometry. For droplet detachment frequency 

measurements, it is recommended to measure the time between a large number of 

detachments observed in a video capture; for 10 detachments the error would be of the 

order of 10%, and for 100 detachments, of the order of 1%. The determination of 

frequency can be accelerated with the use of machine learning, as described in [48]. 

The negative values of anode fall voltage obtained in Fig. 8 for the globular range are 

unlikely. One possible source of this surprising result is that evaporation in the globular 

regime is underestimated. The hypothesis of uniform droplet temperature might need to 

be reassessed accounting for higher temperatures at the bottom of the droplet, as 

originally proposed in [49]. 

The analysis presented can be extended in a straightforward way to other alloys such as 

stainless steels to estimate the rate of evaporation of Cr. It can also be extended without 

much difficulty to other wire-based processes such as SAW, FCAW, and MCAW, and 
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can constitute the basis for an analysis of SMAW. This extension is not without 

challenges, but the theoretical basis is established. 

CONCLUSIONS 

This work presents a complete mass and energy balance of GMAW with solid wire. For 

the first time, the mass transfer associated with evaporation of a real alloy and its many 

elements is considered. In contrast with most previous work in which only Langmuir-type 

evaporation is considered, the resistance to mass transfer in the liquid and gas phases is 

considered, and it is found that the dominant mechanism in alloy evaporation is diffusion 

in the gaseous boundary layer. This conclusion is novel and provides explanations to 

observed phenomena such as the increased fume formation when using reactive gases, 

which reduce the thickness of the boundary layer. 

The value of the anode fall in spray transfer is determined to be of the order of 1 V to 2 

V both in steel and aluminum alloys. The estimated value of anode fall voltage in globular 

transfer varies from -1 V to 2 V. The low and negative values are likely due to the 

underestimation of evaporation in the globular regime. 

This analysis, together with the estimation of anode fall voltage, provides a general 

way of estimating deposition rate and fume formation rate in any alloy, not just steels and 

aluminum. This capability is important especially in the field of additive manufacturing, 

in which new alloys uncommon in welding are explored, and understanding of deposition 

rate is essential for controlling layer height. 
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ABSTRACT 

A transient three-dimensional thermo-fluid dynamics numerical model was developed to study the 

formation of a bulging region in partial penetration laser beam welding. The model accounts for the 

coupling between the fluid flow, the heat transfer, and the keyhole dynamics by considering the effects 

of multiple reflections and Fresnel absorption of the laser beam in the keyhole, the phase transitions 

during melting and evaporating, the thermo-capillary convection, the natural convection, and the phase-

specific and temperature-dependent material properties up to the evaporation temperature. The validity 

of the model was backed up by experimentally obtained data, including the drilling time, the weld pool 

length, the local temperature history outside the weld pool, the process efficiency, and a range of 

metallographic cross-sections. The model was applied for the cases of partial penetration laser beam 

welding of 8 mm and 12 mm thick unalloyed steel sheets. The obtained experimental and numerical 

results reveal that the bulging region forms transiently depending on the penetration depth of the weld, 

showing a tendency to transition from a slight bulging to a fully developed bulging region between 

penetration depths of 6 mm and 9 mm, respectively. 

 

Keywords: Laser beam welding, Deep penetration, Bulge formation, Numerical modeling 

INTRODUCTION 

In recent years, modern laser systems with high power of up to 100 kW for solid state 

lasers have been developed, offering a number of technical benefits compared to 

traditional arc welding techniques, including reduced distortion of the welded components 

due to locally highly concentrated and precise heat input, high reachable welding speed, a 

small heat affected zone [4], and enabling single pass welding of sheets with a thickness 

of up to 50 mm [1–3]. As a result, many new opportunities for applications open up for 

joining thicker sheets by the laser beam welding technique, e.g., in the manufacturing of 

high-pressure and vacuum vessels, crane constructions, shipbuilding, and aerospace 

industry. Nevertheless, as welding speed and sheet thickness increase, new challenges and 
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issues emerge, such as the formation of non-common defects for specific materials, such 

as hot-cracking during welding of unalloyed and low-alloyed steels [5–7]. Even though 

hot-cracking is one of the most researched material phenomena in welding, its nature 

remains complex [8,9]. However, it is well recognized nowadays that the interplay of 

three main factors is critical for the welded specimens’ susceptibility to cracking, namely 

the thermal, mechanical, and metallurgical factor [10]. Thereby, the thermal factor defines 

mainly the amount of solidifying metal, the metallurgical factor determines the temporal 

and residual strain/stress evolution, and the metallurgical factor governs the local material 

properties. On the other hand, all three factors and their interactions are greatly influenced 

by the shape of the weld pool and vice versa, as shown in [11]. Early research on deep 

penetration electron beam welding proved the importance of this dependency 

experimentally by introducing a pure Ni wire at different points throughout the thickness 

of the specimen to visualize the solidification front in the longitudinal section after the 

welding process. Thereby, a local disturbance of the solidification front was seen in the 

longitudinal section. This disturbance, nowadays known as the bulging effect, caused a 

locally delayed solidification, which led to a further increase of the cracking sensitivity 

[12–15]. To the best of the authors’ knowledge, there are just a few published studies on 

the occurrence of the bulging effect, i.e., the broadening of the weld pool interface during 

welding with high-power lasers. To overcome the limited experimental accessibility and 

capture the formation and evolution of the bulging region, state-of-the-art visualization 

techniques combining quartz glass with high-speed photography and thermal camera 

recording have been used in more recent research [11,16]. In [17,18] the authors made 

attempts to measure and quantify the extent of bulging during hybrid laser gas metal arc 

welding by establishing an angle based on the narrowest and widest cross-sectional 

dimensions inside the bulging region. Although recent research shows that the bulging 

effect occurs during laser beam welding of thick steel sheets, the collected data does not 

allow for a comprehensive study of the weld pool widening, such as the study of its 

formation mechanisms or its impact on critical factors for defect formation. On the other 

hand, numerical simulations have provided major insights into the research of 

complicated processes as computational capacity has improved in the past two decades. 

The bulging effect can be discovered in various numerical publications, including [19–

25], although not being the subject studied therein. In [7,26], its impact on the mechanical 

factor, i.e., on the temporal strain/stress evolution in the center of the bulging region, has 

been investigated. The equivalent heat source (EHS) technique, see, e.g., [27], has been 

used to further enhance this study, [28,29]. The EHS method allows for a precise coupling 

of the weld pool shape anticipated by a weld pool dynamics simulation and subsequent 

thermo-mechanical calculations [30,31]. The authors’ earlier research [32] provides an 

overview of the relationship between the bulging effect and the occurrence of hot cracks 

during complete penetration laser beam welding, taking into account the three main 

factors. The authors focus on the interplay between the bulge and the increased 

solidification temperature range caused by segregation of impurities, such as sulfur and 

phosphorous, leading to their aggregation ahead of the solid-liquid interface. It has 

already been shown in [33,34], that such a solidification delay reduces the welded 

components’ cracking resistance.  

According to the state-of-the-art in the literature, the bulging effect plays a critical role 

in the formation of defects during complete penetration laser beam welding. However, 
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most of the numerical works on this subject either ignore the bulging phenomenon 

completely or focus on its phenomenological reproduction in order to predict its impact 

on critical factors such as the three main factors determining the specimens’ cracking 

susceptibility. As a result, a more in-depth numerical analysis of this phenomenon is 

required to comprehend the formation of the bulging during laser beam welding process 

and select appropriate process parameters. The current research focuses on the formation 

of the bulge and specifically its relationship to the weld penetration depth. Therefore, an 

effort is made to develop a three-dimensional transient multiphysics numerical model that 

considers the most important physical phenomena, including the multiple reflections and 

Fresnel absorption on the keyhole surface, the vaporization effects, the thermo-capillary, 

and natural convection, the latent heat of phase transformations, and the temperature-

dependent material properties up to the evaporation temperature. Moreover, a large 

amount of experimental data is collected to verify the model's predictions. 

METHODOLOGY 

MATERIALS 

In the welding experiments, two types of unalloyed steel sheets with varying thicknesses 

were used: 8 mm thick high strength steel sheets for ship structures EH36-N and 12 mm 

thick structural steel sheets S355J2+N. The EH36-N and S355J2+N sheets had 

dimensions of 300 mm x 100 mm x 8 mm and 175 mm x 100 mm x 12 mm, respectively. 

The chemical compositions of the materials used was determined by spectral analysis and 

are listed in Table 1. Note that the amount of P and S in the steel sheets is very low and 

therefore the maximum values from the corresponding standard were used in the model. 

Table 1 Measured and standardized chemical composition of the materials used in wt%. 

Material C Si Mn P S Cu Fe 

EH36-N 0.260 1.400 0.028 - - 0.012 bal. 

S355J2+N 0.088 0.34 1.38 - - 0.028 bal. 

DIN EN 10025 ≤0.2 ≤0.55 ≤1.6 ≤0.025 ≤0.035 ≤0.55 bal. 

EXPERIMENTS 

The technical equipment in the experiments included a Trumpf 16002 disc laser with a  

16 kW diode laser illumination, and a Photron FASTCAM SA4 high-speed camera, and 

thermocouples of type K.  

The experimental setup is depicted in Fig. 1, and the process parameters are listed in 

Table 2. All welds produced in the experiments were bead-on-plate welds. The high-

speed camera's frame rate was set to 1000 frames per second, and the diode laser power to  

200 W.  

The experiments were separated into three steps in total. In the first step, a drilling time 

estimation for the complete penetration welding on EH36-N sheets was obtained. 
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Thereby, the optical axis of the high-speed camera lens was aligned perpendicularly to the 

longitudinal section of the sheet. As a result, the first laser reflection on the top surface 

can be captured, as well as the moment when the keyhole penetrates the full thickness of 

the workpiece. In addition, as indicated in Fig. 2 a), thermocouples were placed along the 

weld centerline. One thermocouple was placed on the top surface of the specimen and 

used as a trigger. Additionally, three thermocouples were placed on the bottom surface 

with a distance of around 5 mm to measure the thermal cycle. The moment of complete 

penetration has been estimated based on the measured time temperature curves. To 

acquire an accurate averaged value of the drilling period, the experiment was repeated 

three times.  

In the second step of the experiments, the partial penetration welding on the same 

specimens was performed. Thereby, the weld pool length on the top surface was recorded 

by the high-speed camera, and the thermal cycles were measured by thermocouples 

located at different distances from the weld centerline, see Fig. 2 b). The thermocouples 

utilized in the study were of type K and had a diameter of 0.25 mm. 

In the last step, the 12 mm thick S355J2+N sheets were welded. For the sheets welded 

in the second and third step of the experiment, macro sections were taken from the 

highlighted locations in Fig. 2 c). Several metallographic cross-sections were obtained 

using a 2% nital etching. These were subsequently compared to the numerically obtained 

results. 

Table 2 Processing parameters of the experiments. 

Parameters   Value  

Wave length   1030 nm  

Fibre diameter   200 μm  

Beam parameter product (BPP)   8 mm mrad  

Focal diameter   500 μm  

Focal length   300 mm  

Material  EH36-N  S355J2+N 

Penetration partial  complete partial 

Sheet thickness 8 mm  8 mm 12 mm 

Laser power 5 kW  8 kW 8 kW 

Focal position   0 mm  

Welding speed   2 m min-1  

Laser torch angle   0°  

Shielding gas nozzle angle   35°  

Shielding gas   Ar, 25 L min-1  
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Fig. 1 Experimental setup 

 

Fig. 2 Overview of the positions of the thermocouples for the measurement of the: a)-b) laser 

drilling time and c) time-temperature curves 
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NUMERICAL MODELING 

For the objective of improving the level of understanding regarding the formation of a 

bulging region, a three-dimensional thermo-fluid dynamics model taking into 

consideration the free surface tracking by the volume of fluid (VOF) approach has been 

developed. The numerical framework is based on previous works published in [35–39], 

with some additional enhancements and modifications.  

Assumptions 

Despite the fact that more complex problems may nowadays be numerically analyzed 

due to the advances in computing power, substantial simplifications still need to be made 

in order to get the computational results in a reasonable amount of time. The complex 

physics behind the laser beam welding process, which includes a variety of strongly 

coupled, highly nonlinear interactions between the laser radiation, the vapor phase, the 

molten metal, and the solid material, is another reason for the model's simplifications. The 

following are the primary assumptions used in the simulation: 

• The molten metal is assumed to be Newtonian and incompressible, whereby the 

flow regime of the liquid metal is considered to be laminar. 

• The evaporation of the metal and the vapor flow are not considered in the model. 

Instead, an empirical model is used to account for the effect of the vapor phase 

on the surface of the keyhole. 

• The impact of the density deviation on the flow due to the temperature difference 

is modeled using the Boussinesq approximation. 

Governing equations 

In the following, the governing equations that describe the multiphysics model in a 

fixed Cartesian coordinate system are given. The transient deformation of the solidified 

weld seam profile and molten pool free surface is modeled using the VOF technique. 

• Volume fraction conservation 

𝜕𝛼𝑣𝑜𝑙𝑠𝑡𝑒𝑒𝑙

𝜕𝑡
+ ∇ ⋅ (𝑣 𝛼𝑣𝑜𝑙𝑠𝑡𝑒𝑒𝑙) = 0,      (1) 

where 𝛼𝑣𝑜𝑙𝑠𝑡𝑒𝑒𝑙 denotes the volume fraction of the steel phase in a control volume and  

𝑣  =  (𝑢, 𝑣, 𝑤) is the fluid velocity vector. There are three possible conditions for the 

control volume defined by the volume fraction of the steel, namely a control volume 

containing only the air phase, 𝛼𝑣𝑜𝑙𝑠𝑡𝑒𝑒𝑙 = 0, a control volume containing only the steel 

phase, 𝛼𝑣𝑜𝑙𝑠𝑡𝑒𝑒𝑙 = 1, and a mixture control volume containing the interface between the 

steel and the air phases, 0 < 𝛼𝑣𝑜𝑙𝑠𝑡𝑒𝑒𝑙 < 1. Note that the volume fraction conservation 

equation is solved only for the steel phase; the volume fraction of the air phase is 

computed based on the following constraint: 



Mathematical Modelling of Weld Phenomena 13 

107 

 

∑ 𝛼𝑣𝑜𝑙𝑖
2
𝑖=1 = 1,       (2) 

where the subscript, i = 1, denotes the steel phase and, i = 2, the air phase [40]. A 

piecewise-linear approach is used to reconstruct the steel-air interface, based on the 

assumption that the interface has a linear slope within each control volume [41]. Volume 

fraction values between 0.2 and 1 and an empirically determined critical volume fraction 

gradient value are used to approximate the free surface of the molten pool and the 

solidified weld. 

• Mass conservation 

∇ ⋅ 𝑣 = 0.       (3) 

• Momentum conservation 

Throughout the computational domain, a single momentum equation is solved. The 

material parameters in each cell are averaged by the volume fraction as a consequence, 

and the resulting velocity field is shared among the phases. For instance, the density is 

determined as follows: 

𝜌𝑚𝑖𝑥 = 𝛼𝑣𝑜𝑙𝑠𝑡𝑒𝑒𝑙𝜌𝑠𝑡𝑒𝑒𝑙 + (1 − 𝛼𝑣𝑜𝑙𝑠𝑡𝑒𝑒𝑙)𝜌𝑎𝑖𝑟,   (4)  

where 𝜌𝑚𝑖𝑥 is the volume-fraction-averaged density; 𝜌𝑎𝑖𝑟 and 𝜌𝑠𝑡𝑒𝑒𝑙 are the densities of 

the air and steel phases, respectively. This method is used to calculate all remaining 

properties such as viscosity and thermal conductivity except the thermal expansion 

coefficient. The momentum equation is given as follows: 

𝜌𝑚𝑖𝑥 (
𝜕�⃗� 

𝜕𝑡
+ (𝑣 ⋅ ∇)𝑣 ) = −∇𝑝 + 𝜇𝑚𝑖𝑥∇

2𝑣 + 𝜌𝑚𝑖𝑥𝑔 + 𝑆 𝑚,   (5) 

where t is the time, p is the fluid pressure, 𝜇𝑚𝑖𝑥 is the dynamic viscosity, 𝑔  is the 

gravitational acceleration vector, and 𝑆 𝑚 is the momentum source term, which is 

expressed as follows: 

𝑆 𝑚 = −𝜌𝑠𝑡𝑒𝑒𝑙𝑔 𝛽𝑠𝑡𝑒𝑒𝑙(𝑇 − 𝑇𝑙𝑖𝑞) +
(1 − 𝛼𝑙𝑖𝑞)

2

(𝛼𝑙𝑖𝑞
3 + 𝜖)

𝐴𝑚𝑢𝑠ℎ𝑣  

+𝑆 𝑠𝑢𝑟𝑓.𝑡𝑒𝑛𝑠𝑖𝑜𝑛 + 𝑆 𝑟𝑒𝑐 + 𝑆 𝑣𝑎𝑝𝑜𝑟,      (6) 

where 𝛽𝑠𝑡𝑒𝑒𝑙 is the thermal expansion coefficient, T is the temperature, 𝑇𝑙𝑖𝑞 is the liquidus 

temperature of the unalloyed steel taken as the reference temperature here, 𝛼𝑙𝑖𝑞 is the 

liquid volume fraction, 𝜖 is a small number in the order of 1 × 10−3, used to avoid division 

by zero, and 𝐴𝑚𝑢𝑠ℎ is the mushy zone constant.  

The thermal buoyancy caused by changes in steel density with temperature is described 

by the first term on the right-hand side (RHS) of Eq. (6) [42]. The second term on the 

RHS relates the inverse of the size of the interdendritic structure to the loss of momentum 

due to solidification in the mushy zone. Thereby, the mushy zone constant Amush is a 

measure for the amplitude of the damping, thus it should be very large to allow for a 

steeper transition of the velocity of the liquid metal to zero as it solidifies, in the current 

study a value in the order of 1 × 107 kg m−3 s−1 was chosen [43,44]. The liquid fraction 

𝛼𝑙𝑖𝑞 is defined as: 
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𝛼𝑙𝑖𝑞 = {

0     for 𝑇 < 𝑇𝑠𝑜𝑙
𝑇−𝑇𝑠𝑜𝑙

𝑇𝑙𝑖𝑞−𝑇𝑠𝑜𝑙
     for 𝑇𝑠𝑜𝑙 ≤ 𝑇 ≤ 𝑇𝑙𝑖𝑞

1    for 𝑇 > 𝑇𝑙𝑖𝑞

,    (7) 

where 𝑇𝑠𝑜𝑙 denotes the solidus temperature of the material used. Additionally, the flow in 

the mushy zone is modeled using the effective viscosity approach. As a result, the 

coherent solid fraction Fc = 0.48 and the critical solid fraction Fcr = 0.64 are used to 

divide the mushy zone into three subregions. However, each region has a different local 

viscosity and drag coefficient. The local effective viscosity is expressed as a function of 

the solid fractions [45]: 

𝜇𝑠𝑡𝑒𝑒𝑙 = 𝜇0 (1 −
𝐹𝑠

𝐹𝑐𝑟
)
−1.55
,  for 𝐹𝑠 ≠ 𝐹𝑐𝑟,    (8) 

where μ0 is the dynamic viscosity at 𝑇𝑙𝑖𝑞 and Fs is the solid fraction. Thereby, a value of 

200 Pa s was chosen for the local viscosity in control volumes with a solid fraction higher 

than the critical solid fraction. The effects of surface tension at the steel-air interface are 

included in the third term of Eq. (6). Thus, the Marangoni stress resulting from the 

fluctuation in surface tension is calculated as follows: 

𝜏𝑀𝑎 =
𝜕𝛾

𝜕𝑇

𝜕𝑇

𝜕𝑡 
,       (9) 

where γ is the surface tension and 𝑡  is the surface unit tangential vector. The surface 

tension is approximated according to [46]: 

𝛾 = 𝛾0 − �̂�(𝑇 − 𝑇𝑙𝑖𝑞) − 𝑅𝑔𝑇𝛤𝑠𝑙𝑛−(1 + 𝐾𝑠𝑎𝑠)    

 with 𝐾𝑠 = 𝑘𝑙 exp(
−𝛥𝐻0

𝑅𝑔𝑇
),     (10) 

where γ0 is the surface tension of the pure metal (here iron), �̂� is the negative slope of γ as 

function of the temperature, Rg is the universal gas constant, 𝛤𝑠 is the surface excess at 

saturation, 𝑎𝑠 is the thermodynamic activity, kl is a constant related to the entropy of 

segregation, and H0 is the standard heat of adsorption. The capillary pressure, which is the 

differential in pressure along the steel-air interface, is calculated as: 

𝑝𝑐𝑎 = 𝛾𝜅,       (11) 

with 𝜅 = ∇ ⋅ �⃗̂�  defined as the curvature in terms of the divergence of the surface unit 

normal vector, �⃗̂�  =
�⃗� 

|�⃗� |
;  �⃗� = ∇𝛼𝑣𝑜𝑙𝑠𝑡𝑒𝑒𝑙 is the inward surface normal vector defined as the 

gradient of the volume fraction of the steel phase. The forces acting on the steel-air 

interface are converted to volume forces using the divergence theorem according to the 

continuum surface force (CSF) model. Therefore, a transformation term is defined 

according to [47]: 

𝐶𝑆𝐹𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚 =
𝜌𝑚𝑖𝑥|𝛻𝛼𝑣𝑜𝑙𝑠𝑡𝑒𝑒𝑙|

1

2
(𝜌𝑎𝑖𝑟+𝜌𝑠𝑡𝑒𝑒𝑙)

,     (12) 

allowing to compute the volume force: 
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𝑆 𝑠𝑢𝑟𝑓.𝑡𝑒𝑛𝑠𝑖𝑜𝑛 = (𝑝𝑐𝑎𝐶𝑆𝐹𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚)�⃗̂� .    (13) 

One of the main driving forces on the keyhole surface is the evaporation-induced recoil 

pressure, which is indicated by the fourth term in Eq. (6). According to [48], the recoil 

pressure is calculated and converted to a volume force as follows: 

𝑝𝑟𝑒𝑐 =
𝐴𝐵0

√𝑇
𝑒𝑥𝑝 (−

𝑀𝑚𝑜𝑙ℎ𝑣

𝑅𝑔𝑇
) , 𝑆 𝑟𝑒𝑐 = (𝑝𝑟𝑒𝑐𝐶𝑆𝐹𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚)�⃗̂� ,  (14) 

where A is a numerical coefficient depending on the ambient pressure and its value is 

approximately 0.55√𝐾 for practical applications; B0 is a vaporization constant, which in 

the case of iron equals 3.9 × 1012 kg m−1 s−2; Mmol is the molar mass, and hv is the latent 

heat of vaporization. The fifth term on the RHS of Eq. (6) includes empirical formulations 

of the vapor-induced stagnation pressure pvapor and shear stress τvapor, based on the 

assumption of a laminar flow regime within the keyhole [49]. According to [19] these can 

be approximated as given: 

𝑝𝑣𝑎𝑝𝑜𝑟 = 𝑝0 +
1

2
𝜌𝑣𝑎𝑝𝑜𝑟|𝑣 �⃗̂� |

2
,     (15) 

𝜏𝑣𝑎𝑝𝑜𝑟 =
1

8
𝑓𝜌𝑣𝑎𝑝𝑜𝑟|𝑣 �̂� |

2
,      (16) 

where p0 is the vapor or atmospheric pressure, ρvapor is the metallic vapor density 

calculated with the ideal gas equation, 𝑣 
�⃗̂� 

 and 𝑣 
�̂� 
 are the normal and tangential projections 

of the vapor velocity vector, �⃗� , on the steel-air interface, respectively, and f = 64/Re. The 

metallic vapor velocity vector acts vertically in the thickness direction and its magnitude 

at the keyhole entrance is assumed to be 150 m s−1 [50]. Additionally, in the partial 

penetration case, the vapor velocity is defined as a function of the penetration/keyhole 

depth, hdepth, increasing linearly from 0 m s−1 at the keyhole bottom to its maximum value 

at the keyhole entrance. Note that there are two metallic vapor velocity vectors acting in 

opposite directions in the complete penetration case. Thereby, one vector increases 

linearly, starting at two-thirds of the plate thickness, reaching 150 m s−1 at the keyhole 

entrance and a second vector increasing in the same manner towards the keyhole exit, 

reaching 100 m s−1 at the sheet bottom [51,52]. The projection of the vapor velocity 

vector onto the surface unit normal vector, �⃗̂� , of the steel-air interface can be obtained as 

follows: 

𝑣 
�⃗̂� 
= (�⃗� ⋅ �⃗̂� )�⃗̂� .       (17) 

The following vector equation can then be used to determine the tangential projection of 

the vapor velocity: 

𝑣 
�̂� 
 = �⃗� − 𝑣 

�⃗̂� 
.       (18) 

Equation 16 is further simplified by substituting the Re number and f into it: 

𝜏𝑣𝑎𝑝𝑜𝑟 =
8𝜇𝑇𝑚𝑎𝑥|�⃗� �⃗̂� 

|

𝐷
,       (19) 

where D is the averaged diameter of the keyhole and 𝜇𝑇𝑚𝑎𝑥 is the dynamic viscosity at the 

maximum reachable temperature applied in the model. For the calculation of D, the 
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keyhole volume, Vkey, is approximated as a cylindrical pipe with the length of the keyhole 

depth, hdepth, giving: 

𝐷 = √
4𝑉𝑘𝑒𝑦

ℎ𝑑𝑒𝑝𝑡ℎπ
.       (20) 

The dynamic viscosity at Tmax is obtained by making used of the kinematic theory of 

gases: 

𝜇𝑇𝑚𝑎𝑥 =
𝑀𝑚𝑜𝑙

3√2�̂�
√
8𝑘𝑏𝑇𝑚𝑎𝑥

π𝑀𝑚𝑜𝑙
,      (21) 

where �̂� = πd2
mol is the collision cross-section of the molecule with the molecular 

diameter, dmol, and kb is the Boltzmann constant. The dynamic viscosity value for the 

unalloyed steel used in this study is approximately 1.62 × 10−4 kg m−1 s−1 for a super-

heating temperature of 3400 K [53,54], as shown in Table 1. The corresponding source 

term can be expressed as: 

𝑆 𝑣𝑎𝑝𝑜𝑟 = 𝑆 𝑠𝑡𝑎𝑔𝑛𝑎𝑡𝑖𝑜𝑛 + 𝑆 𝑠ℎ𝑒𝑎𝑟 ,      

with 𝑆 𝑠𝑡𝑎𝑔𝑛𝑎𝑡𝑖𝑜𝑛 = (𝑝𝑣𝑎𝑝𝑜𝑟𝐶𝑆𝐹𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚)�⃗̂� ,   (22) 

and 𝑆 𝑠ℎ𝑒𝑎𝑟 = (𝜏𝑣𝑎𝑝𝑜𝑟𝐶𝑆𝐹𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚)�̂�
 .     

Here, the shear stress and stagnation pressure are converted to volume forces using the 

CSF method, in accordance with [55]. 

• Energy conservation 

𝜌𝑚𝑖𝑥 (
𝜕𝐻𝑚𝑖𝑥

𝜕𝑡
+ (𝑣 ⋅ ∇)𝐻𝑚𝑖𝑥) = ∇ ⋅ (𝜆𝑚𝑖𝑥∇𝑇) + 𝑆𝑒 ,    (23) 

where Hmix is the enthalpy, λmix is the heat conductivity, and Se is the source term. 

Thereby, the enthalpy of the material is the sum of the sensible enthalpy, hmix, and the 

latent heat of fusion of the material used, hf: 

𝐻𝑚𝑖𝑥 = ℎ𝑚𝑖𝑥 + ℎ𝑓,      (24) 

with hmix: 

ℎ𝑚𝑖𝑥 = ℎ𝑟𝑒𝑓 + ∫ 𝑐𝑝𝑚𝑖𝑥𝑑𝑇
𝑇

𝑇𝑟𝑒𝑓
,     (25) 

where, the subscript, ref, stands for reference and 𝑐𝑝𝑚𝑖𝑥 is the specific heat at constant 

pressure. Furthermore, the latent heat content, L, in each control volume, is expressed in 

terms of the latent heat of the material and the liquid fraction: 

ℎ𝑓 = 𝛼𝑙𝑖𝑞𝐿,        (26) 

varying between zero in the solid region and L in the liquid region [43]. The source term 

can be written as: 

𝑆𝑒 = 𝑆𝑙𝑎𝑠𝑒𝑟 + 𝑆𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 + 𝑆𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 + 𝑆𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛 + 𝑆𝑟𝑒𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛.  (27) 

The laser heat flux density is assumed to have a Gaussian-like axisymmetric distribution 

defined as [19]: 
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𝑞𝐿(𝑥, 𝑦) =
2𝑃𝐿

𝜋𝑟𝑓0
2 exp(−2

𝑥2+𝑦2

𝑟𝑓0
2 ),      (28) 

where PL is the laser power and 𝑟𝑓0 is the laser beam radius at the focal plane. A self-

consistent ray tracing method described in [19] is used to calculate the three-dimensional 

energy distribution while taking into account the multiple reflections at the keyhole 

surface and Fresnel absorption. Thereby, the laser beam is approximated with 755 sub-

rays, by discretizing the laser spot in the focal plane by 31 × 31 sub-regions with a length 

of 𝐷𝑠𝑢𝑏 =
2𝑟𝑓0

31
. Thus, the energy density of each sub-ray is location-dependent. The 

power of each sub-ray is calculated by multiplying the surface area of the sub-region 

beneath it by the corresponding sub-ray power density: 

𝑃𝑟𝑎𝑦(𝑥, 𝑦) = 𝑞𝐿(𝑥, 𝑦) (
𝑟𝑓0

31
)
2
.      (29) 

The initial path of each sub-ray is defined by the diffraction of the laser beam. Therefore, 

the laser beam radius at any height, z, along the optical axis is approximated as: 

𝑟𝑓(𝑧) = 𝑟𝑓0 (1 + (
𝑧−𝑧0

𝑧𝑟
)
2
)
1/2

.     (30) 

Here z0 is the position of the focal plane and zr is the Rayleigh length. The reflection 

direction vector, �⃗� 𝑖, of the i-th reflection is calculated by the following vector equation: 

�⃗� 𝑖 = �⃗� 𝑖−1 − 2(�⃗� 𝑖−1 ⋅ �⃗̂� )�⃗̂� .      (31) 

The direct search method described in [56] is used to select the free surface cell from 

the center of which the sub-ray is reflected. Furthermore, the absorption rate is calculated 

using the Fresnel reflection model, as stated in [57]: 

�̂� = 1 −
1

2
(
1+(1−𝜀 cos𝜃𝑖)

2

1+(1+𝜀 cos𝜃𝑖)
2 +
𝜀2−2𝜀 cos𝜃𝑖+2cos

2 𝜃𝑖

𝜀2+2𝜀 cos𝜃𝑖+2cos
2 𝜃𝑖
),    (32) 

with ε - a material dependent coefficient taken and modified according to [58] and θi - the 

incident angle at the i-th reflection point. The total energy of all sub-ray reflections in the 

cell is added up, and the laser power absorbed in each cell is determined by dividing the 

result by the volume of the cell, Vcell: 

𝑆𝑙𝑎𝑠𝑒𝑟(𝑥, 𝑦, 𝑧) =
∑ 𝑞𝑟𝑎𝑦(𝑥,𝑦)
755
𝑗=1

𝑉𝑐𝑒𝑙𝑙
.     (33) 

The convective and radiative heat transfer are taken into account by the second and third 

terms on the RHS of Eq. (27), defined as: 

𝑞𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 = ℎ𝑐(𝑇 − 𝑇𝑟𝑒𝑓), 

𝑞𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 = 𝜎𝜀𝑟(𝑇
4 − 𝑇𝑟𝑒𝑓
4 ).     (34) 

Here hc = 15 W m−2 K−1 is the heat convection coefficient, σ is the Stefan-Boltzmann 

constant, and εr is the emissivity [59]. Note that it is accounted not only for the outward 

convective and radiative heat fluxes, but as well for the inward heat fluxes due to the 

high-temperature metal vapor, reaching temperatures of up to 6000 K, known as a 
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secondary heat effect. For this, the reference temperature, Tref, was set to 6000 K for the 

inward heat fluxes, and to 300 K for the computation of the heat loss caused by the 

outward heat fluxes [60]. In the present study the range of action for the secondary heat 

effect was adapted according to the geometrical dimensions of preliminary obtained 

metallographic cross-sections. The evaporation loss source term is calculated according to 

[61] 

𝑞𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛 = 𝜌𝑙𝑖𝑞ℎ𝑣𝐹𝑒,       (35) 

where ρliq is the liquid density and Fe is the evaporation recession speed. It should be 

noted that the evaporation loss was only taken into account for control volumes reaching 

temperatures higher than 2700 K because the formulation of the evaporation model is 

derived for rapid evaporation and does not account for diffusive evaporation. Due to the 

numerical adaptation of the critical temperature value of 2700 K, the overall amount of 

heat loss falls within the experimentally measured range of up to 3%. The recondensation 

heat flux is described by the last term on the RHS of Eq. (27). From the total amount of 

evaporation heat loss, estimated with Eq. (35), 18% are considered as local 

recondensation, and 72% are linearly redistributed along the keyhole, according to [60]. 

In the case of complete penetration, the amount is redistributed linearly from zero at the 

keyhole bottom to its maximum value at the keyhole entrance. On the other hand, in the 

case of partial penetration, the amount of recondensation heat at the keyhole bottom exit 

is 80% of the amount at the keyhole top exit. It is important to note that the unit for all 

heat fluxes mentioned above is W m−2. Therefore, in order to convert the heat fluxes to 

power densities with the unit of W m−3, a transformation term is defined that is similar to 

the one applied in the CSF model: 

𝑇𝑇𝑒𝑛𝑒𝑟𝑔𝑦 =
𝜌𝑚𝑖𝑥𝑐𝑝𝑚𝑖𝑥|𝛻𝛼𝑣𝑜𝑙𝑠𝑡𝑒𝑒𝑙|

1

2
(𝜌𝑎𝑖𝑟𝑐𝑝𝑎𝑖𝑟+𝜌𝑠𝑡𝑒𝑒𝑙𝑐𝑝𝑠𝑡𝑒𝑒𝑙)

.      (36) 

Here 𝑐𝑝𝑎𝑖𝑟 is the specific heat of air; the resulting power densities are given as: 

𝑆𝑖 = 𝑞𝑖𝑇𝑇𝑒𝑛𝑒𝑟𝑔𝑦,        (37) 

where i stands for convection, radiation, evaporation and recondensation. 

Boundary conditions 

The pressure and viscous stress boundary conditions on the steel-air interface are 

expressed by the following scalar conditions in accordance with the fundamentals of fluid 

dynamics and assuming that the air phase is inviscid (μair = 0) and incompressible: 

𝑝𝑎𝑖𝑟 − 𝑝𝑠𝑡𝑒𝑒𝑙 + 2𝜇𝑠𝑡𝑒𝑒𝑙
𝜕�⃗� 
�⃗⃗̂� 

𝜕�̂� 
= 𝑝𝑐𝑎 + 𝑝𝑟𝑒𝑐 + 𝑝𝑣𝑎𝑝𝑜𝑟    (38) 

−𝜇𝑠𝑡𝑒𝑒𝑙 (
𝜕�⃗� 
�⃗⃗̂� 

𝜕�̂� 
+
𝜕�⃗� 
�⃗̂� 

𝜕�⃗̂� 
) = 𝜏𝑀𝑎 + 𝜏𝑣𝑎𝑝𝑜𝑟.      (39) 

Note that, as mentioned above, the surface unit normal vector is directed into the steel 

phase's interior.  
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Fig. 3 Overview of the boundary conditions of the multi-physics model 

According to the multiple Fresnel absorption, heat convection, thermal radiation, 

evaporation, and recondensation, the energy boundary condition on the free surface is 

given as: 

−𝜆𝑚𝑖𝑥
𝜕𝑇

𝜕�⃗̂� 
= 𝑞𝐿 − 𝑞𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 − 𝑞𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 − 𝑞𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛 + 𝑞𝑟𝑒𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛. (40) 

Convective heat transfer was taken into account at the bottom of the steel-phase domain, 

where the boundaries of the air-phase domain were configured as pressure outlets. It 

should be noted that the simulation domain was designed to minimize the computing 

time. As a result, the actual steel sheets are significantly larger than the computational 

domain. By applying the continuity boundary condition introduced in [62], an appropriate 

treatment of the boundaries was ensured. The boundary conditions are shown in Fig. 3. 

Material properties 

The temperature-dependent material properties utilized in the simulation were 

implemented up to the maximum temperature of 3400 K specified in the model. Because 

both materials were unalloyed steels, the same thermo-physical material properties were 

utilized. The base material was modelled as a ferritic phase, with the properties of the 
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austenite phase being used for temperatures above the austenitization point. The solid-

solid phase transformation was considered by converting it to a specific heat and adding 

this to the heat capacity curve, see Fig. 4. where the thermophysical material properties 

are plotted. The value for the steel density was averaged in the temperature range of 

interest between 1200 K and 2800 K, resulting in ρsteel = 7060 kg m−3. 

 

Fig. 4 Thermo-physical material properties for unalloyed steel utilized in the multi-physics 

model [46,63,64] 

Numerical setup 

The dimensions of the computational domain used in the present study are 32 mm in 

length, 8 mm in width, and, depending on the thickness of the steel sheets to be welded, 8 

mm or 12 mm in thickness, see also Fig. 3. The regions between −2.9 mm ≤ y ≤ 2.9 mm 

and 3 mm ≤ x ≤ 29 mm were finely meshed with a recommended fixed cell size of 0.2 

mm according to [65]. The cell size outside these regions are defined by a growth rate of 

1.1, resulting in a total amount of 372,960 control volumes for the 12 mm thick steel 

sheets. To ensure an adequate calculation of the reflection point of the sub-rays, the weld 

seam start and end locations were chosen within the finely meshed region at x = 3.5 mm 

and x = 28.5 mm, respectively. Above the steel sheet, an air layer between 0 mm ≤ z ≤ 2.0 

mm was defined above the steel sheet allowing to track the free steel-air interface by the 

VOF method. An identical air layer was put beneath the steel sheet for the full penetration 

calculation. The finite volume software ANSYS Fluent was used to solve all governing 

equations. The momentum and energy conservation equations were discretized spatially 

using a second order upwind technique, and the transient terms were discretized using a 

first order implicit formulation. The PISO approach was utilized for the pressure-velocity 

coupling, and the Geo-Reconstruct technique was applied to reconstruct the steel-air 

interface. The computation was carried out on a high-performance computing cluster at 

the Bundesanstalt für Materialforschung und -prüfung (BAM). In average, 200 hours 

computing time were needed to simulate 0.6 second real process time.  
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RESULTS AND DISCUSSION 

VALIDATION OF THE NUMERICAL RESULTS 

To validate the numerical results, several experimental data were measured and analyzed 

in accordance with the ISO/TS 18166 standard [66]. By comparing the averaged drilling 

time, the weld pool length, the shape of the fusion zone, and the thermal cycles, the multi-

physics model was first validated for the 8 mm thick EH36-N sheets. Following the 

validation of the model, further results, such as for 12 mm thick sheets, were verified by 

comparing the fusion line and process efficiency.  

Comparison of the averaged drilling time 

The drilling time was measured using a high-speed camera similar to the experimental 

setup shown in Fig. 1. To determine an average value for the drilling time at 8 mm thick 

sheets, the experiment was carried out three times. Table 2 lists the parameters of the 

process. Two frames recorded by the high-speed camera from one of the three 

measurements are displayed in Fig. 5. As a result, a) denotes the moment of the first 

reflection on the top surface of the specimen, and b) the moment when complete 

penetration is achieved. The measurement tolerance was 1 ms because the frame rate was 

set to 1000 Hz. The drilling time is calculated from the frames and is approximately 197 

ms. The second and third measurements took roughly 164 ms and 224 ms, respectively. In 

addition, based on the thermocouple values, the drilling time was determined, see Fig. 2 

a)-b). Around 7 mm ahead of the welding start point, complete penetration was achieved. 

The drilling time is estimated to be 210 ms. Thereby, the average of all measurements is 

198 ms. The numerically obtained drilling curve is shown in Fig. 5. c). As seen, the 

drilling time is approximately 191 ms, which agrees well with the experimentally 

obtained values. 
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Fig. 5 Drilling time measured by a high-speed camera: a)-b) experimental, c) numerical 

drilling time 

Comparison of the weld pool shape 

The precise prediction of the molten pool and the flow pattern therein was one of the 

objectives of the numerical model. The solidus isotherm, Tsol, defines the weld pool 

interface and enables for the extraction of the numerical fusion line from a cross-section 

as well as the weld pool length on the top surface. Three metallographic cross-sections 

were taken from the quasi-steady state region of the weld seam, as shown in Fig. 2, to 

account for the experimental tolerances c). Fig. 6 a)-c) show the shape of the experimental 

fusion lines for the 8 mm thick sheets. As illustrated in Fig. 6 d), the experimental 

tolerance is estimated from the overlap of the three fusion lines. In Fig. 6 e), the 

numerical fusion line is compared to the experimental average, showing good correlation. 

The multi-physics model was validated for the partial penetration situation of welding 8 
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mm thick sheets, as stated above. By comparing the fusion line shape and process 

efficiency, the numerical figures computed for sheets with a thickness of 12 mm were 

validated as well. The experimentally measured and numerically estimated fusion lines 

for the 12 mm thick sheets are shown in Fig. 7. As observed, there are rather small 

differences between the fusion lines, which are attributable to the experiment and model's 

tolerances. Finally, the weld pool geometry is verified by comparing the measured and 

simulated weld pool lengths, as shown in Figure 8. The numerical model predicted an 8.2 

mm weld pool length, which was slightly shorter than the experimentally measured value 

of 8.6 mm. It should be noted that the weld pool length varied along the weld seam. 

Therefore, a tolerance value is defined as a difference below 5%.  

 

Fig. 6 a)-c) depict three metallographic cross-sections extracted from the middle of the weld 

seam of the 8 mm thick sheets. Colored lines are used to highlight the fusion line's shape. In 

d), the overlap of the three fusion lines defines the experimental tolerance range. The fusion 

line from b) is compared to the calculated fusion line in e) 
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Fig. 7 a) depicts a metallographic cross-section extracted from the middle of the weld seam 

for 12 mm thick sheets. A white line highlights the fusion line's contour. b) points out the 

difference between the experimental and numerical fusion lines 

 

Fig. 8 a) shows the high-speed camera recorded weld pool length from the middle of the 

weld seam. b) shows the simulated weld pool length at t = 0.33 s 
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Comparison of the thermal cycles and the process efficiency 

The next stage in the validation process is to compare the measured and predicted 

values for the thermal cycles and process efficiency. The thermal cycles are essential to 

the welding process because they allow for the prediction of the local microstructure and 

mechanical characteristics of the component to be joined. The comparison of the 

measured and calculated time-temperature curves is shown in Fig. 9. Note that a number 

of time-temperature curves have been obtained experimentally. But for the purposes of 

comparison, the curve with the highest measured temperature is used. The thermal 

behavior of the welded sheets is accurately predicted by the numerical model, as shown in 

Fig. 9. The calculated process efficiency in the model is taken as a validation parameter in 

addition to the time-temperature curves. The quantity of energy absorbed during the 

calculations of the complete and partial penetration cases of the 8 mm thick sheets is 

shown in Fig. 10. The average efficiency in the simulations for both complete and partial 

penetration was around 79% and 83%, respectively. This agrees well with experimental 

findings [67] using similar laser powers and processing speeds. It should be noted that the 

drilling stage of the process was taken into account into the averaged values. The average 

amount of absorbed energy declines as the process approaches complete penetration at 

around 200 ms, resulting in a reduced overall averaged amount. The fluctuations of the 

absorbed heat during partial penetration, on the other hand, are much smaller, caused 

primarily by fluctuations of the keyhole surface, which have a direct impact on the 

multiple reflections. 

 

Fig. 9 Comparison of calculated and measured thermal cycles on the top surface of an 8 mm 

thick sheet 
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Fig. 10 Amount of absorbed energy computed with the multi-physics model 

TRANSITION BEHAVIOR OF THE BULGING EFFECT 

The multiphysics model described and validated in the previous sections allowed for the 

investigation of the fluid flow and thus of the formation of the bulging region. Several 

experiments and calculations with various sheet thicknesses and welding parameters for 

the partial penetration case have been carried out in order to estimate the transition from a 

slight bulge to a fully developed bulging, which can be considered to have a significant 

impact on the weld seam quality. Based on the numerical results, it was revealed that the 

flow pattern in the model's longitudinal plane is characterized by two vortexes with 

opposing directions, regardless of the presence of a bulge region. The thermo-capillary 

driven flow dominates the upper region of the weld pool, creating an elongated weld pool 

surface. The weld pool length, as shown in Figs. 11 and 12, is strongly dependent on the 

dynamic behavior of the keyhole due to transient fluctuations and varies along the 

penetration depth. The vortex in the lower region of the weld pool is rather small, because 

of the recoil pressure on the keyhole bottom, which is dependent on the amount of 

absorbed energy and determined by the multiple reflections in the keyhole. The liquid 

metal in the upper region flows backwards away from the keyhole rear wall, then 

downwards and forward in the welding direction at about half the length of the weld pool. 

The molten material at the bottom is pushed backward and redirected upward along the 

solid-liquid boundary. The two circulations collide and change course toward the rear 

wall of the keyhole. The interaction of these circulations contributes to the formation of a 

bulging region. When the recoil pressure-induced circulation in the bottom part of the 

weld pool, which pushes the liquid metal to the rear part of the weld pool, and the 

subsurface backflow in the top region, which is a result of mass conservation, collide, a 

narrowed zone between these is formed. The narrowing of the weld pool geometry leads 

to a stronger separation of the two main circulations in the top and bottom region of the 

weld pool, causing an accumulation of molten material in the bottom region. As a result, a 

bulging effect is formed.  
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Fig. 11 Temporal evolution of the calculated weld pool shape in the longitudinal plane during 

partial penetration welding of 8 mm thick sheets 

 

Fig. 12 Temporal evolution of the calculated weld pool shape in the longitudinal plane during 

partial penetration welding of 12 mm thick sheets 

Even though the flow pattern in the weld pool appears to be independent on the bulging 

region, a bulging region forms when the size and magnitude of the circulations are large 

enough. The flow directions in the longitudinal section of both the 8 mm and 12 mm thick 

steel sheets are very similar, as observed in Figs. 11 and 12. In the case of 8 mm thick 

sheets, however, the two vortexes are not large and strong enough to form a narrowed 
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region between the top and bottom regions of the weld pool. This statement is as well 

supported by the experimentally determined depths at which the bulge can be observed in 

the metallographic cross-sections. According to Figs. 6 and 7, the experimental depths of 

the center of the bulging region for the 8 mm and 12 mm thick steel sheets are 

approximately 3.2 mm and 5.2 mm, respectively. As seen in Figs. 11 and 12, these values 

are in good agreement with the numerically predicted values of 3.8 mm and 4.9 mm. 

Thereby, the reduced heat input and penetration depth are the cause of the circulations' 

smaller size and magnitude. The amount of molten material and the penetration depth 

increase in proportion to the increase in laser power used to weld the 12 mm thick sheets 

when compared to the case of welding 8 mm sheets. The penetration depth was 

approximately 5.7 mm and 9.3 mm for the 8 mm and 12 mm sheets, respectively. Thus, as 

the penetration depth increases, the interaction between the main circulation intensifies, 

leading to the formation of a necking region between these. The necking forms 

approximately when the weld pool shape reaches a quasi-steady state, as illustrated in Fig. 

12 a). According to numerical observations, both the necking and the bulging are no 

steady-state phenomena. Although both phenomena are transient, the necking and bulging 

occur together as if one may be the consequence of the other and vice versa. Moreover, 

the numerical results show that the bulging occurs at penetration depths above 6 mm and 

more frequently at penetration depths around 9 mm. Consequently, the region between 6 

mm and 9 mm penetration depth can be considered as the transition region from a slight 

bulge to a fully developed bulge. 

CONCLUSIONS 

The mechanism of the so-called bulging effect and its transition behavior, or more 

precisely its dependence on penetration depth, have been confirmed and studied 

experimentally as well as numerically in the current work. The following are the main 

conclusions drawn from the obtained results: 

• A three-dimensional transient multi-physics numerical model is established, 

which automatically accounts for the transition from partial to complete 

penetration welding and allows for the prediction and study of the formation of a 

bulging region. 

• Several experimental measurements and observations, such as drilling time, weld 

pool length, thermal cycles, process efficiency, and metallographic cross-

sections, show very good agreement with the numerically obtained results. 

• A bulging region forms once a necking between the top and bottom regions of 

the weld pool occurs, separating the two main circulations therein. Moreover, the 

necking and bulging regions are observed to occur transiently but always 

simultaneously as if one may be the consequence of the other and vice versa.  

• It is found that the bulging effect strongly depends on the penetration depth, with 

an increasing tendency for a bulging region to form with increasing penetration 

depth. Moreover, the region between 6 mm and 9 mm penetration depth can be 

considered as the transition region from a slight bulge to a fully developed bulge. 
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ABSTRACT 

Arc welding is one of the main processes for assembling metal components in the nuclear industry. To 

guarantee the quality of the welded assemblies and to predict the characteristics of the weld, it is 

necessary to master the welding process and have a thorough understanding of the interactions within 

the melt pool. To this end, the objective of this work is to develop a transient numerical model allowing 

for the prediction of the behaviour of the melted zone during current pulsation in reasonable 

computational times. The relevant industrial application in this study is the welding of a narrow groove 

gap of a stainless steel pipe. The welding process used is pulsed TIG and different synergies are studied. 

In this work, numerical simulation is used as a predictive analysis tool providing data that complete the 

experimental ones. Knowing that the predictive aspect of the simulations depends on the modelling 

choices, it is necessary to consider the main physical phenomena governing the melt pool (thermal 

transfers, fluid flow, electromagnetism) and to model the mass feeding process using the Arbitrary 

Lagrangian Eulerian (ALE) method. The development of the magneto-thermohydraulic model with 

material supply is carried out using the Comsol Multiphysics® software. 

 

Keywords: pulsed TIG welding, groove welding simulation melt pool, magnetohydrodynamics, heat 

transfer 

INTRODUCTION 

Framatome's activities in the nuclear industry require a high level of expertise in assembly 

processes, including welding processes, to ensure that manufactured components respect 

industrial standards. This accurate knowledge of assembly processes is historically based 

on empirical approaches, resulting from experimental feedbacks that have demonstrated 

their capacity in classifying Framatome as one of the leaders in the mastery of welding 

techniques. Nevertheless, these experimental approaches are expensive and lead to both a 

limited understanding of the correlation between the operating parameters and the 

properties of the welds, and of the origin of the defects generated during welding. To 

reduce experimental costs and improve the comprehension of welding processes, 
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Framatome has developed numerical tools. Originally, numerical simulation of welding 

techniques focused on Thermo-Mechanical-Metallurgical (TMM) studies to predict the 

distortions and residual stresses of the manufactured assembly. Although the power of 

computational tools has considerably increased during last decades, assumptions are made 

to simplify the global physical model and thus reduce computational times. Since 2013, 

Framatome has been developing predictive tools for numerical simulation. These 

multiphysics models are based on the process parameters (electric current intensity, arc 

height, shielding gas flow) to simulate a welding operation. The development of these 

models enables to study the influence of the process parameters on the physical quantities 

relevant to TIG (Tungsten Inert Gas) (weld pool, electric arc, detachment of the drop from 

the filler wire or other), to have a better understanding of the phenomenon involved in 

welding. 

Before developing the different aspects of the model, the physics of arc welding 

processes is explained in a first section. The numerous physical phenomena involved are 

described, with particular emphasis on the magnetothermo-hydraulic ones. Then, the 

results from a simplified model of the pulsed TIG welding process with filler metal in a 

narrow groove, known as Orbital Narrow Gap GTA (Gas Tungsten Arc) welding, are 

presented in a second section. The model studied here is considered as simplified because 

the filler metal is not directly modelled but only included in a source term. 

MATHEMATICAL FORMULATION AND GOVERNING EQUATIONS 

The mathematical description made in this section focuses on the modelling of the melt 

pool. The plasma, the tungsten electrode used for TIG welding and the filler wire 

integrating the detachment of the drop are not modelled. 

The main purpose of this section is to describe the physical phenomena (Fgi. 1) in a 

mathematical form, essential to implement the code defining the numerical model. The 

calculation code used in this study is the COMSOL Multiphysics® software (version 5.6). 

As a reminder, the physics explained here is related to electromagnetism, heat transfer 

and fluid mechanics. The ALE method (Arbitary Lagrangian Eulerian) is used to describe 

the free surface. 
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Fig. 1 Multiphysics couplings in the modelling of arc welding 

ELECTROMAGNETISM 

To determine the electromagnetic forces acting on the flow in the melt pool as well as the 

Joule effect, the Maxwell equations given below are solved: 

𝑑𝑖𝑣 (𝜎𝑒𝑔𝑟𝑎𝑑⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  (𝑉) + 𝜎𝑒 
𝜕𝐴 

𝜕𝑡
) = 0       

(1) 

𝜎𝑒
𝜕𝐴 

𝜕𝑡
+
1

𝜇0
𝑟𝑜𝑡⃗⃗⃗⃗⃗⃗ (𝑟𝑜𝑡⃗⃗⃗⃗⃗⃗ (𝐴 )) + 𝜎𝑒𝑔𝑟𝑎𝑑⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  (𝑉) = 0⃗      

where 𝜎𝑒 is the electrical conductivity, 𝑉 is the electrical potential, 𝜇0 is the magnetic 

permeability and 𝐴 is the magnetic vector potential.  

THERMAL 

The temperature field is calculated using the energy conservation equation: 

𝜌𝐶𝑝 (
𝜕𝑇

𝜕𝑡
+ 𝑣 . 𝑔𝑟𝑎𝑑⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  (𝑇)) = 𝑑𝑖𝑣 (�̅̅� 𝑔𝑟𝑎𝑑⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  (𝑇)) + 𝑆𝑣    (2) 

where 𝜌 is the density, 𝐶𝑝 is the specific heat, 𝑘 is the thermal conductivity, 𝑇 is the 

temperature, and 𝑆𝑣 a volumetric heat source term. Here, 𝑆𝑣 is the heating Joule effect 

(with 𝑗 is current density, and 𝐸 is electric field): 

𝑆𝑣 = 𝑗 . �⃗�         (3) 
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FLUID FLOW 

The flows within the melt pool can be calculated from the conservation equations of mass 

and momentum: 

- Conservation of mass: 

𝜕𝜌

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑣 ) = 0      (4) 

where 𝜌 is the density, 𝑡 the time and 𝑣  the velocity vector. 

- Conservation of momentum: 

𝜌 (
𝜕�⃗� 

𝜕𝑡
+ 𝑔𝑟𝑎𝑑̿̿ ̿̿ ̿̿ ̿(𝑣 ). 𝑣 ) = 𝑑𝑖𝑣⃗⃗⃗⃗⃗⃗ [−𝑃𝑖̿ + 𝜇𝑓 (𝑔𝑟𝑎𝑑̿̿ ̿̿ ̿̿ ̿(𝑣 )+

𝑡𝑔𝑟𝑎𝑑̿̿ ̿̿ ̿̿ ̿(𝑣 )) −
2

3
𝑑𝑖𝑣(𝑣 )𝑖]̿ +

𝐹𝑣⃗⃗  ⃗    (5) 

where 𝑃 is the pressure, 𝑖 ̿the identity matrix, 𝜇𝑓  the dynamic viscosity and 𝐹𝑣⃗⃗  ⃗ the 

volumetric force detailed below. 

In the melt pool, the volumetric forces include the electromagnetic forces, also called 

Lorentz forces, gravity, the buoyancy effect, also called Boussinesq force and a force of 

extinction of flow velocities called Darcy, allowing to cancel the velocities in the solid 

part. More specifically, the Boussinesq force is an upward volumetric force caused by 

changes in the density of a fluid as a function of variations in its temperature and the 

effects of gravity. It is related to the phenomenon of natural convection. Most of studies 

use the Boussinesq approximation. It consists in considering that the density varies 

linearly with the temperature: 

𝐹 𝑣 = 𝐹 𝑚𝑎𝑔 + 𝐹 𝑏 + 𝐹 𝐷𝑎𝑟𝑐𝑦 + 𝐹 𝑔𝑟𝑎𝑣𝑖𝑡𝑦 = 𝑗 × �⃗� − 𝜌𝑟𝑒𝑓𝛽(𝑇 − 𝑇𝑟𝑒𝑓)𝑔 − 𝐶
(1−𝑓𝐿)

2

𝑓𝐿
3+𝑏
𝑣 + 𝜌𝑔  

(6) 

where 𝐹 𝑚𝑎𝑔 represents the electromagnetic forces, �⃗�  the magnetic field, 𝑗 the electric 

current density, 𝐹 𝑏 the buoyancy force, 𝐹 𝐷𝑎𝑟𝑐𝑦 the Darcy law and 𝐹 𝑔𝑟𝑎𝑣𝑖𝑡𝑦 the gravity. 

The Darcy law enables to stop the fluid flow in the solid region. 𝜌𝑟𝑒𝑓 corresponds to the 

density at the reference temperature 𝑇𝑟𝑒𝑓, 𝛽 to the thermal expansion coefficient, 𝑔  to the 

acceleration due to gravity, 𝐶d 𝑏 are two constants and 𝑓𝐿 is the liquid fraction function. 

This function is assumed to vary linearly with temperature in the mushy zone as follows: 

𝑓𝐿 = {

1                 if  𝑇 > 𝑇𝐿
𝑇−𝑇𝑆

𝑇𝐿−𝑇𝑆
       if  𝑇𝑆 ≤ 𝑇 ≤ 𝑇𝐿

0                  if  𝑇 < 𝑇𝑆

      (7) 

where 𝑇 is the current temperature, 𝑇𝑆 and 𝑇𝐿 are the solidus and liquidus temperatures of 

the workpiece. 
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INTERFACE EQUATIONS 

To model electromagnetism effects, an electric current density is applied using a surfacic 

Gaussian distribution. The electrical intensity of the process is involved: 

 

𝐽𝑎𝑟𝑐 = 𝑑
𝐼𝑒𝑙𝑒𝑐

𝜋𝑟0
2 exp (−𝑑

(𝑥−𝑥0)
2+(𝑦−𝑦0)

2

𝑟0
2 )     (8) 

 

where 𝑟0 is the arc radius, 𝐼𝑒𝑙𝑒𝑐 the intensity of the electric current, 𝑥0 and 𝑦0 the 

coordinates of the centre of the welding torch and 𝑑 the parameter to be calibrated for the 

process. In the case of TIG welding with filler metal, d is generally equal to 3 [1]. 

To describe thermal effects at the interface, additional energy terms are used to modify 

the energy balance defined as follows: 

𝑞 𝑡𝑜𝑡𝑎𝑙 . (−�⃗� ) = 𝑄𝑎𝑟𝑐 + 𝑠𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 + 𝑠𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛    (9) 

where 𝑞 𝑡𝑜𝑡𝑎𝑙 is the total heat flux received by 𝑄𝑎𝑟𝑐, 𝑠𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛, and 𝑠𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 

The description of these terms is given below: 

- The heat input generated by the process is assumed to follow a surfacic Gaussian 

distribution: 

𝑄𝑎𝑟𝑐 = 𝑑
𝜂𝑒𝑙𝑒𝑐𝑈𝑒𝑙𝑒𝑐𝐼𝑒𝑙𝑒𝑐

𝜋𝑟0
2 exp (−𝑑

(𝑥−𝑥0)
2+(𝑦−𝑦0)

2

𝑟0
2 )   (10) 

where 𝑈𝑒𝑙𝑒𝑐 is the voltage of the electric current and 𝜂𝑒𝑙𝑒𝑐 the numerical efficiency 

applied to the power. 
 

- Radiation losses: 

𝑠𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 = −𝜀𝜎𝐵(𝑇
4 − 𝑇𝑎𝑚𝑏

4 )     (11) 

where 𝜎𝐵 is the Stefan-Boltzmann constant, ε the emissivity, 𝑇 the temperature at the 

surface of the part and 𝑇𝑎𝑚𝑏 is the ambient temperature. 
 

- Convection losses: 

𝑠𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 = −ℎ𝑐(𝑇 − 𝑇𝑎𝑚𝑏)     (12) 

where ℎ𝑐 is a convective exchange coefficient. 

INTERFACE EQUATIONS FOR FLUID FLOW WITH THE FREE INTERFACE (ALE METHOD) 

Under the action of the gravitational force, of the arc pressure and of the surface tension 

acting on the melt pool, the free surface of the molten metal deforms. Even though the 

amplitude of this deformation is directly related to the welding current and to the arc 

voltage, it remains relatively low in TIG compared to other welding processes such as 

MAG, during which the impact of the droplets considerably deforms the free surface [2]. 



Mathematical Modelling of Weld Phenomena 13 

132 

 

The development of this model is based on the work of Ushio and Wu [3], also taken 

up by Le Guen [4] and Traidia [2]. It relies on a variational approach which consists in 

minimizing the total energy of the weld pool and in constraining it to a constant volume, 

defined by the mass flow rate of filler metal. The energy of the melt pool depends on the 

variation of the surface energy with the change in the corresponding area (linked to the 

consideration of the filler metal), on the potential energy due to gravity, and on the work 

done by arc pressure on the surface. We have designed this approach to predict the 

deformation of the surface of the weld pool in TIG welding with filler metal using 

COMSOL Multiphysics® software. The total energy can therefore be expressed 

according to equation (13). 

𝐸𝑡𝑜𝑡𝑎𝑙𝑒 = ∬ (𝛾 (√1 + 𝜙|𝑥
2 + 𝜙|𝑦

2 − 1) +
1

2
𝜌𝑔𝜙2 − 𝑃𝑎𝑟𝑐𝜙)𝑑𝑥𝑑𝑦𝑆

 (13) 

where 𝑆 is the upper surface of the part, 𝛾 the surface tension, 𝜌 the density of the metal, 

𝑃𝑎𝑟𝑐 the arc pressure, 𝜙 the space function giving, along the vertical axis z, the position of 

the surface of the melt pool with respect to the undistorted reference plane. The indices |x 

and |y correspond to the derivatives of the variables concerned with respect to x and y. 

The arc pressure is defined by a gaussian distribution of the following form: 

𝑃𝑎𝑟𝑐 = 𝑑𝑃𝑚𝑎𝑥 exp (−𝑑
(𝑥−𝑥0) 

2+(𝑦−𝑦0)
2)

𝑟0
2 )    (14) 

with 𝑃𝑚𝑎𝑥 the maximum pressure of the arc which is defined as follows: 

𝑃𝑚𝑎𝑥 =
𝜇0𝑒𝑙𝑒𝑐𝐼𝑒𝑙𝑒𝑐

2

𝜋𝑟0
2       (15) 

where, as a reminder, 𝑟0 is the arc radius, 𝜇0𝑒𝑙𝑒𝑐is the magnetic permeability, 𝐼𝑒𝑙𝑒𝑐 is the 

intensity of the electric current, 𝑥0 and 𝑦0 are the coordinates of the centre of the welding 

torch, and 𝑑 is the parameter to be calibrated for the process, (generally equal to 3 for TIG 

process application with filler metal [1]). 
The Marangoni force, also known as the surface tension gradient force, is also 

considered. It is defined by the following equation: 

𝐹 𝑚𝑎𝑟𝑎𝑛𝑔𝑜𝑛𝑖 =
𝜕𝛾

𝜕𝑇
 ∇S⃗⃗⃗⃗ 𝑇     (16) 

where 𝛾 is the surface tension defined according to a Sahoo law [5]. 
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RESULTS AND DISCUSSION 

EXPERIMENTAL VALIDATION 

The development of the model is based on the TG4 model of the NeT network (Neutron 

Techniques Standardization for Structural Integrity) [6]. The material used is 316L 

stainless steel. The geometry of the TG4 groove as well as its dimensions are shown in 

Fig. . To reduce the duration of the calculation, a local adaptation of the mesh is 

performed (limiting the number of elements) and only the thermal equations are solved on 

the totality of the geometry. Consequently, fluid mechanics and electromagnetism are 

treated in a restricted domain encompassing the melt pool and slightly larger than its size. 

It is in this domain that the mesh is refined. Moreover, the model being symmetrical with 

respect to the plane (xz), only half of the geometry is modelled (Fig. 2).  

Table 1 Welding parameters used for TG4 groove [6] 

Intensity Voltage Travel speed Wire feed speed Wire diameter 

220 A 10 V  76.2 mm/min      29.67 mm/s       0.9 mm 

The welding parameters used to fill the TG4 groove are presented in Table 1 [6] and are 

used in the numerical model. As the model does not consider the cycles of variation of the 

wire feed speed, the average value of this wire speed is chosen for the simulation. 

 

Fig. 2 Experimental and numerical geometries of the TG4 mock-up groove [6] 

The results presented below focus on the behaviour of the melt pool. First, one can 

observe in Fig. 3 the thermal field as well as the shape of the weld pool, highlighted by 

the purple curve formed by the Iso-value corresponding to the melting temperature (fixed 

Experiment

al 

Numerical 
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at 1700 K). Then in Fig. 4 are represented the velocity field and vectors of the fluid flow 

within the melt pool.  

 

Fig. 3 Temperature field (in K) in the melt pool of the first bead 

 

Fig. 4 Velocity field and vectors (in m.s-1) of the fluid flow in the melt pool of the first bead 

To estimate the validity of the model, comparisons between numerical and 

experimental results are made. More specifically, are compared: 

- Macrographs; 

- The thermal evolution obtained by thermocouples. 

Fig. 5 shows a good agreement between the melted zones obtained experimentally in 

the case of the TG4 study (surface in the centre of the figure in light grey) and the melted 

zones generated by numerical simulation (represented by the purple outline). 
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Fig. 5 Comparison of experimental (light grey) and numerical (purple) melted zones 

The next step of validation consists in comparing the thermal numerical field to the 

experimental one. To that purpose, the temperature values recorded by one of the 

thermocouples of the TG4 study [6] are used as references. This thermocouple is located 

at the bottom surface of the groove, aligned with the welding direction and centred on the 

torch position. The numerical model being stationary, it is necessary before to compare 

simulation results with the thermocouple data, to transform them to obtain a temporal 

evolution. To this end, temperatures calculated along the central line located below the 

groove (shown in blue in Fig. 6) are transformed using the ratio of the position along the 

welding direction (x) and the welding speed: 

𝑡 =
𝑥

𝑉𝑠
        (17) 

with 𝑥 the position along the welding direction and 𝑉𝑠 the welding speed. 

 

Fig. 6 Representation of the segment used for the comparison of numerical temperatures and 

temperature measurements recorded experimentally by the thermocouple 
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Fig. 6 allows for the comparison of the temperature evolution observed experimentally 

(via the thermocouple) with the one obtained by simulation. Although the model 

overestimates the maximum temperature (around 20°C), we can notice similar trends. 

PULSED TIG MODEL FOR ORBITAL NARROW  

The simulation of the TG4 groove leads to the validation of the model. Indeed, the results 

indicate its ability to predict the geometry of the bead and the thermal field of the part 

based on the welding parameters.  

To consider the cycles of intensity pulsation, it is then necessary to realize a transient 

model. A first approach would consist in modelling the formation of the bead from its 

beginning to its steady state. The main advantage of this model is that the shape of the 

bead can be simulated from the very first moments of welding. The main disadvantage is 

that it requires the resolution of fluid mechanics equations over a wide area, which leads 

to significant calculation times (about a month). This first approach should be avoided 

when dealing with sensitivity studies on process parameters and therefore is inappropriate 

in the context of this study. 

The innovative approach described below enables the integration of the transient aspect 

of the studied problem, with the advantage of limiting the computational times. It is based 

on two successive calculations: a stationary calculation identical to the one used in the 

case of the TG4 model, and a transient magneto-thermohydraulic calculation without 

filler metal. The first calculation aims at obtaining the established shape of the weld bead 

from averaged welding parameters, such as the intensity of the electric current. The 

results obtained at the end of the stationary calculation is then used as initial conditions 

for the transient calculation. This calculation allows for the simulation of the pulsation 

cycles of the current intensity and for the study of the consequences of these cycles on the 

behaviour of the melt pool. 

 

Fig. 7 Geometry of the narrow gap model with a symmetry of the plane (xz) 

Considering the shape of the bead obtained during the transient calculation and 

assuming a negligible deformation of the weld pool during the pulsation cycles, it was 



Mathematical Modelling of Weld Phenomena 13 

137 

 

decided not to model the filler metal. As a note, less than 4 days are needed to simulate 4 

seconds of physical time (i.e., real welding time), since the duration of the calculation is 

around 10 hours for the stationary model and varies from 24 to 72 hours for the transient 

model. The dimensions of the orbital narrow gap model are confidential. Nevertheless, 

the geometry of the groove is presented in Fig. 7. The material used is of stainless-steel 

type. The process parameters used to develop the model are confidential Framatome data. 

 

Fig. 8 Thermal field (in K) and velocity vectors of the fluid flow within the melt pool. The 

purple curve corresponds to the melting isovalue (1700 K). 

 

Fig. 9 Numerical macrograph with the melted zone represented in red (temperature above 

1700 K) 

Fig. 8 and Fig. 9 summarize the simulation results. Fig. 9 shows the thermal field and 

the fluid flow velocity vectors within the weld pool. The shape of the melt pool is 
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represented by the purple curve generated by the fusion isovalue (temperature of 1700 K). 

Fig. 9, corresponds to the numerical macrograph simulated. 

The results from the transient calculation describe the variations in shape of the melt 

pool during the intensity pulsation cycles. Fig. 10, Fig. 12, Fig. 13 and Fig. 14 show, as a 

function of intensity, the variations in elongation, width, penetration, and volume of the 

weld pool respectively. In these figures are plotted: 

- Continuous lines: representing the characteristic pool dimensions; 

- Dashed lines: depicting the current intensities; 

- Dotted lines: corresponding to the slope of the speed of the welding torch (only 

Fig. 10). 

 

Fig. 10 Evolution of the elongation of the melt pool during the intensity pulsation cycles 

using the initial (blue curves) and optimized (orange curves) process parameters 

Two different sets of parameters are tested within the framework of this study: an 

initial one and an “optimized” one that leads to the obtention of a more stable weld pool. 

During stationary simulations the power is determined by averaging the parameters 

related to the electric current (intensity and voltage). In the present case, the two sets of 

parameters, “initial” and “optimized”, give the same average power, which would lead to 

identical results for a stationary simulation. Therefore, it is important to define a transient 

model to be able to perform an accurate analysis of the behaviour of the melt pool. In the 

following, the results of simulations carried out with the initial set of parameters are 

identified by the blue curves and those related to the optimized set of parameters by the 

orange curves.  

Comparing the curve of the welding torch speed of advance and the elongation of the 

melt pool (Fig. 10, Fig. 11), one can observe that the pool grows faster than it moves. 

Indeed, the two areas represented in yellow in the figure located above the dotted lines 

(slope of the speed of the torch), and under the continuous lines show that the pool grows 

faster than the torch moves. The weld bead therefore undergoes a remelting during 
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electric current intensity pulsations. Intensity pulsation cycles also highlight the 

disadvantage of using stationary calculations.  

 

Fig. 11 Diagram representing the elongation of the melt pool 

The results obtained being confidential, only the analysis of the relative deviations, 

𝜀𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 is made: 

𝜀𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =
𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛𝑜𝑝𝑡𝑖−𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛𝑖𝑛𝑖

𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛𝑖𝑛𝑖
     (18) 

Table 2 summarizes the relative deviations obtained for the various observables, namely 

the elongation of the melt pool, its width, its penetration, its volume, its maximum 

temperature and its maximum flow velocity. This table shows that intensity pulsation 

cycles have a significant impact on the shape of the melt pool. Indeed, the table highlights 

the fact that the weld pool undergoes less significant variations during a pulsation cycle 

with the optimized parameters than with the initial parameters, since these variations are 

reduced by 48% if we focus on the volume of the weld pool. Fig. 12, Fig. 13 and Fig. 14 

reinforce the conclusions of Table 2. 

Table 2 Relative deviations of the variations of the different observables 

Observables 
Relative deviation of the variations between 

initial and optimized parameters 

Elongation of the tail of the weld pool -28 % 

Width -26 % 

Penetration -3 % 

Volume -48 % 

Maximum temperature -4,56 % 

Maximum fluid flow velocity -5,71 % 
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Fig. 12 Evolution of the width of the melt pool during cycles of intensity pulsation for the 

initial (blue curves) and optimized (orange curves) parameters 

 

Fig. 13 Evolution of the melt pool depth penetration during intensity pulsation cycles for 

initial (blue curves) and optimized (orange curves) parameters 
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Fig. 14 Evolution of the melt pool volume during intensity pulsation cycles for initial (blue 

curves) and optimized (orange curves) parameters 

CONCLUSION 

This paper presents some of the work carried out by Framatome in the modelling of the 

melt pool formed by welding processes aiming at the contribution of the improvement of 

the control of these processes. 

Framatome being interested in the welds used in the nuclear industry, the objective of 

this study was to develop a model suitable for industrial configurations of the Orbital 

Narrow Gap GTA Welding type to improve the understanding of the influence of the 

operating parameters on the behaviour of the weld pool. First step consisted in developing 

a model consistent with the physics of the weld pool, based on experimental data. A 

model already used by Framatome was chosen, including a narrow chamfer. After 

comparing the experimental and numerical temperatures and weld pool shapes, a good 

agreement was found, allowing for the validation of the defined simulation method for a 

typical welding configuration. 

The methodology was then specially adapted to Orbital Narrow Gap GTA Welding 

processes, which use a pulsed transfer mode. To this end, in addition to the initial 

stationary model, a transient magneto-thermohydraulic model considering the cycles of 

pulsations was developed. Finally, the developed approach offers promising results in 

reasonable computation times. 
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ABSTRACT 

The weld quality and the possible defect formation are directly determined by the weld pool shape and 

the thermo-fluid dynamics therein. In this paper, an untypical weld pool profile, i.e., elongated at its top 

and bottom but narrowed at the middle, is found experimentally and numerically in the wire feed laser 

beam welding. The detrimental influence of the weld pool narrowing on the element transport is 

analyzed and discussed. A magnetohydrodynamic technique is utilized to suppress the narrowing, 

aiming at a more homogenous element distribution. It is found that a low-temperature region is formed 

in the middle of the weld pool due to the interaction of the two dominant circulations from the top and 

bottom regions. The weld pool is significantly narrowed due to the untypical growth of the mushy zone 

in the low-temperature region, which results in a direct blocking effect on the downward flow and the 

premature solidification in the middle region. The Lorentz force produced by a transverse oscillating 

magnetic field shows the potential to change the flow pattern into a single-circulation type and the low-

temperature-gradient region is mitigated. Therefore, the downward transfer channel is widened, and its 

premature solidification is prevented. The numerical results are well validated by experimental 

measurements of metal/glass observation and X-ray fluorescence element mapping. 

 

Keywords: thermo-fluid flow, element transport, laser beam welding, magnetohydrodynamics, multi-

physical modeling 

INTRODUCTION  

Laser beam welding (LBW) has attracted more and more academic and industrial 

attention during the last decades. It shows several superiorities, e.g., precise and highly 

localized heat input, excellent penetration capacity, low distortion, etc. Nonetheless, the 

utilization of the small laser spot and the resulting high energy density may lead to 

drawbacks during the practical application of the LBW process. The small laser spot 
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makes the weld seam sensitive to assembly tolerances of the workpieces. Furthermore, a 

non-negligible loss of important alloying elements, e.g., Mg or Zn in Al alloy, may occur 

due to vigorous evaporation [1]. 

The issues described above can be mitigated or solved by the usage of filler wire, 

namely, the wire feed laser beam welding (WFLBW). The gap tolerance sensitivity can 

be significantly reduced by the liquid filler metal. By choosing a filler wire with proper 

chemical composition, important alloying elements can be supplemented to the weld pool, 

thus achieving better control over the metallurgical process. However, the weld pool with 

narrow and deep geometry and high solidification rate causes difficulties in the downward 

transfer of the filler metal. Often, the filler material accumulates on the upper part of the 

final weld, undermining the homogeneity of the weld properties [2].  

It has been confirmed in numerous studies that during partial penetration LBW the 

weld pool is typically elongated at the upper region, driven by the recoil pressure and the 

Marangoni shear stress, compared to the relatively short bottom region [3-6]. Recently, a 

different type of weld pool shape was observed both experimentally and numerically [7-

9]. The weld pool boundary is elongated at the top region and bottom region but 

significantly narrowed in the middle. Up to now, only a few works have been reported on 

this untypical weld pool narrowing and its influence on the transport phenomena. It can 

be easily foreseen that the narrowed region may further deteriorate the downward 

transport of the filler metal once it is formed during the WFLBW.  

Since 2000, magnetohydrodynamic (MHD) technology has shown more and more 

importance to improve the capacity of the traditional LBW. Different beneficial effects 

can be produced by choosing a magnetic field with proper position, strength, frequency, 

and orientation, such as deceleration of the liquid metal in the weld pool [10], 

electromagnetic support against gravity to eliminate sagging of the weld seam [11], 

electromagnetic exclusive force to suppress porosity [12], and refinement of the grain 

structure [13]. The work of Gatzen suggested that during WFLBW of Al alloys, the Si 

from the filler wire was mixed more uniformly when employing a coaxial alternating 

magnetic field with a frequency below 25 Hz [14]. In the authors’ previous study, a 

transverse high-frequency magnetic field was imposed from the top side of the workpiece 

during WFLBW of austenitic steel with filler wire of nickel-based Inconel 625 alloy [15]. 

As the computational capacity improves, the multi-physical modeling provides great 

potential to obtain quantitative descriptions of the weld pool behavior under the influence 

of a magnetic field. A three-dimensional steady-state MHD model with a predefined 

keyhole profile was developed by Bachmann et al [16-18]. The influences of static and 

alternating magnetic fields on the weld pool behavior and its prevention of the sagging 

defect were investigated. The onset of the bulging phenomenon which was characterized 

by an elongation of the bottom region was reported in the study as well but the impact of 

the magnetic field on this phenomenon was not further discussed [18]. The enhancement 

of the material mixing in the weld pool from a low-frequency coaxial magnetic field was 

explained by Gatzen et al. using an MHD model with a fixed keyhole [19]. The 

inhomogeneity problem of the element distribution was moderated, but a spatial 

periodicity of the concentration remained due to the periodic Lorentz force. 

Recently, more sophisticated MHD models were developed, in which the free surface 

tracking algorithm such as volume-of-fluid (VOF) or level-set method was implemented 

to calculate the transient keyhole shape [20, 21]. Different beneficial effects from the 
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LBW with a magnetic field, including sagging defect elimination by the electromagnetic 

support and grain refinement by the thermoelectric current effect, were investigated more 

deeply. A multi-physical model with the transient keyhole evolution was developed by 

the authors for the investigation of the electromagnetic stirring enhanced wire feed laser 

beam welding (EMS-WFLBW) [22-24]. It should be noted that the weld pool in the 

above studies shows a common shape, i.e., elongated at the upper region and relatively 

short at the bottom. The problem of inhomogeneous element distribution originates from 

the steep weld pool shape and the high solidification rate which are inevitable during all 

deep-penetration LBW processes. 

In the present study, a narrowing phenomenon in the middle of the weld pool during 

WFLBW is found by a real-time metal/glass observation and a multi-physical modeling. 

An X-ray fluorescence (XRF) element mapping is implemented for the characterization of 

the material mixing. The formation mechanism of the weld pool narrowing is analyzed 

and its resulting detrimental effect on the element transport is discussed. By introducing 

an external oscillating magnetic field, the narrowed region is successfully suppressed, 

providing a better material mixing in the final weld seam. The influences of the Lorentz 

force on the transport phenomena in the weld pool and the suppression of the weld pool 

narrowing are studied as well. 

EXPERIMENTAL SETUP 

The base metal was chosen as AISI 304 stainless steel, and the filler wire was 

NiCr20Mo15 alloy with a diameter of 1.1 mm. A distinct difference in the Ni content 

existed between the base metal and the filler material (9 % vs. 64 %). The dimensions of 

the base metal were 200 mm × 60 mm × 10 mm. The laser beam welding was performed 

with an IPG YLR 20000 laser system. The detailed welding parameters are listed in Table 

1. 

Table 1 Welding parameters and laser optical parameters 

Welding parameters Value 

Laser power 6.5 kW 
Welding speed 1.3 m/min 
Wire feeding rate 2.1 m/min 
Wire feed angle 33°with respect to the base metal 
Shielding gas flow rate 20 L/min 
Laser spot diameter at the focal plane 0.56 mm 
Wavelength 1070 nm 
Focal position - 3.0 mm 

An in-house designed electromagnet was employed to produce sufficient magnetic flux 

density and frequency [12]. The electromagnet was fixed 2 mm above the base metal. A 

Hall sensor was used to measure the spatial distribution of the magnetic flux density in 

cold metal conditions. A metal/glass configuration was applied to observe the real-time 

weld pool profile in the longitudinal section without filler material [25]. A high-speed 

camera operating at the frame rate of 3000 Hz was used to capture the weld pool shape 

from the metal/glass interface. The optical axis of the lens was parallel with the welding 

plane and perpendicular to the welding direction. 
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After the welding experiment, the metallurgical specimens were mechanically cut from 

the weld specimens for transverse and longitudinal observation. The specimens were 

ground, polished, and etched by a V2A etchant (100 ml H2O, 100 ml HNO3, and 10 ml 

HCl). XRF mapping was conducted to measure the Ni content on the longitudinal section 

to characterize the material mixing. 

 

Fig. 1 Schematic of the experimental setup: (a) EMS-WFLBW, (b) metal/glass observation 

MATHEMATICAL MODELING 

A 3D MHD model coupled with the VOF algorithm and element transport equation is 

developed to calculate the temperature and velocity fields, the keyhole dynamics, the 

element transport, and the electromagnetic phenomena in both WFLBW and EMS-

WFLBW. The flow regime in the weld pool is considered laminar, and the fluid is 

assumed as Newtonian and incompressible. 

GOVERNING EQUATIONS 

The keyhole geometry, as well as the weld pool free surface, is tracked by the VOF 

method, which is governed by the following equation: 

( ) F

F
vF S

t


+  =


      (1) 

where F is the volume fraction, t is the time, v  is the velocity vector and SF is the source 

term from the filler metal. The free surface, more precisely the interface between the steel 

and the Ar gaseous phase, is located within the cells with a volume fraction between 0 

and 1.  

The transport phenomena can be calculated by solving the conservation equations of 

mass, momentum, energy, and chemical species, which are defined as follows: 

w
m

v


  =         (2) 
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In Eq. (2), ρ is the density, mw is the volumetric mass flow rate from the filler wire. In Eq. 

(3), p is the pressure, μ is the dynamic viscosity, w
v  is the velocity of the molten filler 

metal, K is the Carman–Kozeny equation coefficient, which is responsible for the 

deceleration of the liquid in the mushy zone, and m
S  is the momentum source term. In Eq. 

(4), T is the temperature, k is the thermal conductivity, h is the enthalpy, hw is the energy 

source from the molten filler metal, and Sq is the additional energy source term. In Eq. (5), 

w is the weight percentage, Fs is the steel volume fraction, D is the diffusion coefficient of 

Ni-atoms in iron, and Sadd is the source term from the filler wire.  

A magnetic induction equation, rather than the full set of Maxwell equations, is 

solved for the MHD behavior. This method does not require including the electromagnet 

in the simulation domain. Instead, the experimentally measured external magnetic field 

0
B  is implemented as input data, as given below: 

( ) ( )( ) ( )2

0 0

m e

1b
v b b B b v v B

t  


+  =  + +  − 


  (6) 

where μm is the magnetic permeability, σe is the electrical conductivity, b  is the induced 

magnetic field from the liquid flow. For simplification, the solidified 304 stainless steel is 

assumed to keep a perfectly austenitic microstructure, thus μm is set to 1. 

By using 0
B  and b , the induced Lorentz force which is the driving force from the 

MHD technique to adjust the weld pool behavior can be calculated as: 

( )0

1

m

j B b


=  +        (7) 

( )L 0
F j B j B b=  =  +       (8) 

where j  is the current density and L
F  is the Lorentz force. 

PHYSICAL MODELS AND NUMERICAL IMPLEMENTATION 

A ray tracing method with a virtual refinement technique is implemented to calculate the 

multiple reflections of the laser beam and the Fresnel absorption on the keyhole surface. 

The laser beam was discretized by a sufficient number of sub-rays, and each sub-ray had 

its location-dependent energy density and initial incidence angle [26]. The laser energy 

input together with the energy dissipation due to convection, radiation, and evaporation 
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was employed in the model for the calculation of the temperature field. The recoil 

pressure as a function of the local temperature [27] was applied to the keyhole surface. 

The dynamic balance between recoil pressure, hydrostatic pressure, hydrodynamic 

pressure, and Laplace pressure was calculated to determine the transient keyhole 

geometry. The thermo-capillary flow driven by the steep temperature gradient on the top 

surface of the weld pool and the buoyancy based on the Boussinesq approximation were 

considered as well. Due to the application of the VOF method, all surficial terms should 

be converted into localized volumetric terms using the continuum surface force method 

[28]. Therefore, physical mechanisms that contribute to the m
S term included recoil vapor 

pressure, surface tension, and Marangoni stress. The laser heat flux and the thermal 

dissipation were also converted and implemented in the Sq term. 

ANSYS Fluent 19.5 was used to solve all transport equations, in which the second 

order upwind method was utilized for the spatial discretization of the convection-

diffusion equations. The PISO algorithm was applied for the pressure-velocity coupling. 

A simulation with a physical time of 1.5 s was calculated firstly for the reference case of 

WFLBW. The obtained data were used as the initial condition for the subsequent 

calculation of MHD cases (1.5 s - 3.0 s). Table 2 lists the multiple simulation cases with 

different electromagnetic parameters. 

Detailed descriptions of the physical models, boundary conditions, numerical 

considerations, etc. can be found in the authors’ previous studies [22-24]. 

Table 2 Electromagnetic parameters used in the investigation 

Case 
Magnetic flux density  

(mT) 
Frequency 

(kHz) 
Angle with respect to 

transverse direction (deg) 
Approach 

Ref - - - Num. & Exp. 
1 250 3.6 10 Num. & Exp. 
2 250 1.8 10 Num. 
3 190 3.6 10 Num. 
4 125 3.6 10 Num. 

RESULTS AND DISCUSSION 

MODEL VALIDATION 

A comparison of the fusion line shapes between the experimental and numerical results is 

provided in Fig. 2. The model shows a high accuracy in predicting the weld penetration as 

well as the weld width. The energy absorption on the keyhole surface and the energy 

allocation inside the weld pool are influenced by the Lorentz force by changing the 

keyhole dynamics and the backward flow of the liquid metal [23].  
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Fig. 2 Fusion line shapes from the calculations and experiments: (a) reference case, (b) case 1 

The calculated Ni distributions along the longitudinal section are compared with the 

XRF mapping in Fig. 3 for further validation of the model. The final weld from the 

WFLBW shows a quite inhomogeneous Ni distribution, in which the top Ni-rich zone and 

the bottom Ni-poor zone are sharply separated by a narrow transition region, as shown in 

Fig. 3 (a) and (b). The downward transport of the filler metal is significantly enhanced 

under an oscillating magnetic field (250 mT, 3.6 kHz, 10°), resulting in an improved 

element dilution, as seen in Fig. 3(c) and (d). The proposed model also provides a 

successful prediction of this phenomenon. Thus, it can be concluded that the established 

MHD model can provide an accurate prediction of the element distribution. 

 

 

Fig. 3 Calculated and XRF-measured Ni distribution on the longitudinal section: (a) and (b) 

from reference case, (c) and (d) from case 1 
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The transient weld pool profile can be obtained by the metal/glass observation, as 

shown in Fig. 4. It should be noted that it is only a compromised way by far to 

experimentally validate the existence of the narrowed region in the WFLBW since the 

filler wire cannot be introduced in the metal/glass setup. In Fig. 4(a), the laser optical axis 

is located at the interface between the metal and the glass, thus the symmetrical plane of 

the weld pool is expected to be observed. The keyhole with high-temperature metal vapor 

shows the highest brightness in the image. Two strong circulations are formed in the top 

and bottom regions, respectively, and a noticeable narrowed region in the middle of the 

weld pool can be identified. The calculated liquid metal flow in Fig. 4 (b) shows a similar 

pattern compared to the experimental image, and the narrowing phenomenon in the 

middle region is also reproduced by the model. The solid lines correspond to the solidus 

and liquidus isotherms. The impact of the absence of the filler wire during the metal/glass 

observation can hardly be evaluated, making the quantitative comparison between Fig. 4 

(a) and (b) challenging. Nevertheless, it can still be confirmed qualitatively that the 

developed multi-physical model has the capacity to reproduce the narrowing phenomenon 

in the WFLBW. 

  

Fig.4 Comparison of weld pool shapes between (a) meta/glass observation and (b) numerical 

calculation 

FORMATION OF THE NARROWING PHENOMENON 

As seen in Fig. 4, there are two predominant circulations in the fully developed weld pool. 

In the upper region, the liquid metal flows backward along the free surface, and then the 

flow is redirected to flow forward in the longitudinal section. This circulation contributes 

to the elongated profile of the weld pool and the sufficient material mixing in the upper 

region. Starting from the bottom of the keyhole, the liquid metal flows backward and 

upward along with the S/L interface, and subsequently toward the keyhole rear wall, 

forming the bottom vortex. A confluence of the two circulations is found in the middle 

region where the untypical narrowing occurs. 

According to the available literature, it can be found that either the upper circulation 

[26, 29] or the lower circulation [30, 31] may dominate the weld pool flow in partial 

penetration LBW. Both flow patterns will produce a typical weld pool shape, i.e., 
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elongated at the top and shortened at the bottom. The flow pattern in Fig. 4(b) which is 

dominated by two circulations with similar intensities may lead to a unique energy 

allocation in the weld pool. The free surface of the keyhole receives the laser energy from 

direct irradiation. For the bulk of liquid metal in the weld pool, the keyhole surface is an 

equivalent heat source. As the liquid metal flow with higher temperature leaves the 

vicinity of the keyhole, its enthalpy is gradually transferred into the surrounding liquid 

metal, which is the dominant energy transfer mechanism from the keyhole to the weld 

pool. The middle region is where the two circulations end, implying that it receives the 

least energy from the keyhole.  

It should be noted that the liquidus line is significantly narrowed in the middle region, 

and the solidus boundary, on the contrary, has relatively inapparent narrowing. It results 

in a mushy zone thickness of up to 3.5 mm between the liquidus and solidus lines. By 

ignoring the mechanical gouging from the liquid metal, the geometry of the S/L interface 

is principally determined by the temperature gradient ahead of it [32]. A thermal 

equilibrium should be built in the S/L region of a weld pool in the quasi-steady state, 

which means that the energy entering through the liquidus boundary should be equal to 

the energy leaving the S/L region. The problem can be simplified into a one-dimensional 

thermal model if the metal flow in the mushy zone is neglected and a linear variation of 

temperature gradient G along the solidification direction is assumed: 

( )L S

l l mu

mu

2 T T
k G k



−
       (9) 

where kl is the thermal conductivity at the liquidus temperature, Gl is the temperature 

gradient at the liquidus line, kmu is the averaged thermal conductivity in the mushy zone, 

and δmu is the mushy zone thickness. It should be noted that a factor of 2 is used in Eq. (9) 

for the correction of using the linear term [33]. 

Fig. 5 shows the temperature gradient along the longitudinal section. It is found that a 

low-temperature-gradient region forms at the confluent area of the two circulations where 

the temperature gradient is only 2 × 104 K/m - 3 × 104 K/m. By substituting the typical 

values (kl = 33 W/m·K, kmu = 31 W/m·K, Gl = 2.5 × 104 K/m) into Eq. (9), the mushy 

zone thickness is calculated as 4.1 mm, which is close to the numerical value of 3.2 mm. 

The result from the simplified one-dimensional model shows an acceptable agreement 

with the numerical outcome, implying that the model captures the main physical feature 

for the formation of the narrowed region. Therefore, it can be inferred that the formation 

of the low-temperature-gradient region directly leads to the untypical narrowing in the 

middle region of the weld pool. 
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Fig. 5 Temperature gradient in the longitudinal section in reference case 

SUPPRESSION OF NARROWING BY MHD TECHNIQUE 

The inhomogeneous element distribution has been recognized as a common problem in 

WFLBW even if the weld pool has no narrowed region [15, 23, 24]. In the present study, 

the narrowing phenomenon may lead to further deterioration of the material mixing in the 

weld pool. A time-averaged z velocity component within 0.3 s along the thickness 

direction (Line AB) in the longitudinal section is plotted in Fig. 6 The liquid metal shows 

a positive component of the z velocity component in the region near the rear keyhole wall 

(Line AB). The z velocity component can reach up to +0.05 m/s in the bottom region, but 

it decreases dramatically to nearly zero after flowing across the narrowed region. From 

the viewpoint of mass transfer, the weld pool is segmented by the narrowing region, 

which is apparently detrimental to material mixing. 

 

Fig. 6 Time-averaged z velocity along the thickness direction in reference case, in which 

positive value represents upward velocity 
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Without the narrowing phenomenon, the weld pool shows a typical solidification 

sequence, i.e., it starts at the region near the fusion line, and the S/L interface moves 

toward the region near the central line [34-36]. Hereby, the channel for the downward 

transfer of the filler material remains open during the whole solidification procedure. A 

premature solidification occurs in the middle region of the transfer channel when the 

narrowed region is formed. At the position of 3 mm from the center of the keyhole, the 

middle region has solidified completely, preventing the downward transport of the filler 

metal.  

 

Fig. 6 Premature solidification caused by the narrowing of the weld pool  

The influence of magnetic field under a representative set of welding parameters 

causing the narrowing phenomenon is focused in this paper. The complex relationship 

between the welding parameters and magnetic parameters is not further discussed. As 

seen in Fig. 7, the narrowed region in the middle region of the weld pool is almost 

eliminated by a magnetic field of 250 mT and 3.6 kHz. More specifically, the thick mushy 

zone is diminished under the induced Lorentz force, from 3.5 mm to 0.7 mm. Previous 

studies suggest that a transverse oscillating magnetic field applied from the top side of the 

workpiece produces a time-averaged downward Lorentz force in the weld pool [16]. This 

Lorentz force produces a downward stream of liquid metal with a velocity of -0.05 m/s 

along Line AB. This flow pattern has a positive influence on the downward transport of 

the filler metal, improving the mixing in the final weld. 

On the other hand, the Lorentz force also shows a significant influence on the 

solidification sequence of the weld pool, see Fig. 8. The premature solidification 

occurring in the reference case is eliminated, thus the downward transfer channel remains 

open. It provides an additional benefit to material mixing. 
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Fig. 7 Weld pool profile (left) and time-averaged z velocity along the thickness direction 

(right) in case 1 

 

Fig. 8 Solidification sequence of the weld pool in case 1 

The Lorentz force contributes to the suppression of the weld pool narrowing from two 

aspects: by changing the temperature gradient in front of the liquidus boundary and by the 

direct mechanical gouging effect. Firstly, the flow regime varies from the two-circulation 

pattern into a single-circulation pattern, as shown in Fig. 7 by the white arrow. More 

energy can be transferred from the keyhole region to the middle region, which leads to the 

variation of temperature gradient in front of the liquidus boundary in Fig. 9. By 

substituting Gl = 9 × 104 K/m into Eq. (9), a value of 1.2 mm for δmu is obtained, which is 

in the right order of magnitude with the numerical results of 0.7 mm. It indicates that the 

change of the temperature gradient mainly contributes to the elimination of the narrowing. 

However, it shows a relatively larger error caused by the neglected mechanical gouging 

effect. The liquid metal flows vertically to the solidification direction, producing a 

stronger gouging effect on the S/L interface, which results in a thinner mushy zone. 
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Fig. 9 Temperature gradient in the longitudinal section in case 1 

According to the above analysis, the thickness of the mushy zone in the middle region 

can be considered as an index to describe the extent of the narrowing. By involving the 

dimension of the weld pool, a dimensionless mushy zone thickness can be written as 

*

mu mu WP
w =        (10) 

where wWP is the width of the weld pool in the middle region. Higher 
*

mu
  means more 

pronounced weld pool narrowing. Different 
*

mu
  together with the averaged Ni content at 

the weld bottom under different magnetic flux densities are plotted in Fig. 10. When the 

magnetic flux density is below 125 mT, the Lorentz force cannot produce apparent 

suppression on the detrimental narrowing, whereby no improvement of mixing is obtained 

compared with the reference case. When the magnetic flux density increases from 125 mT 

to 250 mT, the dimensionless mushy zone thickness decreases dramatically from 0.39 to 

0.18. It means that both the direct blocking effect caused by the narrowed region and the 

premature solidification are inhibited, thus the Ni increment reaches up to 5.7 %.  
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Fig. 10 Influence of the magnetic flux density on the dimensionless mushy zone thickness 

and the averaged Ni content 

CONCLUSIONS 

In the present study, multi-physical modeling and experiments are utilized to study an 

untypical narrowing phenomenon in the weld pool during WFLBW. The detrimental 

effect of the narrowed region on the material mixing is evaluated. An MHD technique is 

introduced to suppress the narrowing to achieve better material mixing. The main 

conclusions are drawn below: 

• (1) The narrowing may occur when the weld pool flow is dominated by two 

circulations at the top and bottom regions. A low-temperature-gradient region 

forms, which leads to the untypical growth of the mushy zone, and 

correspondingly, the narrowing of the weld pool. 

• (2) The narrowing phenomenon produces a direct blocking effect on the mass 

transport between the top and bottom regions. Premature solidification of the 

weld pool in the middle region is also caused by the narrowing, and thereby the 

downward transfer channel is closed completely. 

• (3) The narrowing can be suppressed with a transverse oscillating magnetic field. 

Under the driving of the Lorentz force, the liquid metal flows downward, thus 

changing the flow pattern from two-circulation to a single-circulation type. The 

low-temperature-gradient region is mitigated, which significantly thins the mushy 

zone. The weld pool will not solidify prematurely in the middle region once the 

narrowed region is fully suppressed. 
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ABSTRACT 

A three-dimensional numerical model was developed to accurately predict the steady-state weld pool 

shape in full penetration laser beam welding. The model accounts for the coupling between the heat 

transfer and the fluid dynamics by considering the effects of solid/liquid phase transition, thermo-

capillary convection, natural convection, and phase-specific and temperature-dependent material 

properties up to the evaporation temperature. A fixed right circular cone was utilized as a keyhole 

geometry to consider the heat absorbed from the laser beam. The model was used to analyze the 

influence of the thermodynamic activity of solutes and turbulence on the weld pool shape. A mesh 

sensitivity analysis was performed on a hybrid mesh combining hexahedral and tetrahedral elements. 

For the case of full penetration laser beam welding of 8 mm thick unalloyed steel sheets, the dependence 

of the weld pool shape on the surface-active element sulfur was found to be negligible. The analysis of 

the results showed that a laminar formulation is sufficient for accurately predicting the weld pool shape 

since the turbulence has a minor impact on the flow dynamics in the weld pool. The validity of the 

numerical results was backed up by experimental measurements and observations, including weld pool 

length, local temperature history, and a range of metallographic cross-sections. 

 

Keywords: Weld pool shape, Numerical modeling, Laser beam welding, Thermo-capillary convection, 

Turbulence 
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INTRODUCTION 

In recent years, due to the increase in available power outputs of solid-state lasers, 

modern laser systems allow joining parts in the thickness range of up to 50 mm by single-

pass welding [1, 2]. Furthermore, the laser beam welding process brings various 

advantages, e.g., a narrow heat-affected zone, high efficiency and reproducibility of the 

welds, high reachable penetration depths and welding speeds, as well as high adaptability 

of the process. Therefore, the number of applications of the laser beam welding process 

rises steadily, not only in the workshop but also in the fields [3], e.g., in shipbuilding, by 

the production of pipelines, high-pressure and vacuum vessels, etc. 
Nonetheless, as research results in the past have shown, various defects occur with the 

increase in welding speed and sheet thickness. These defects include hot cracking [4-7], 

porosity, laser keyhole instability and collapse [8-9], and other defects. 

The formation of these defects is long known to be due to the underlying physical 

phenomena governing the weld pool dynamics [10]. Studies on laser arc hybrid welding 

showed that there is a correlation between the weld pool characteristics and the amount of 

residual porosity in the final weld [11]. The authors examined this correlation under 

different welding parameters and introduced a characteristic coefficient to predict the 

amount of residual porosity in the final weld. Multiple studies on the formation of hot 

cracking showed that there is a strong coherence between the weld pool geometry and the 

formation of cracks, especially in the so-called bulging region [12-14]. In [15], the 

relationship between the bulging region and the hot cracking formation in deep 

penetration laser beam welding was studied, and the authors concluded that the formation 

of a bulging region in the weld pool directly increases the hot cracking susceptibility. 

Due to the importance of the weld pool geometry on the occurring defects and the 

increase of quality requirements in terms of reproducibility and parameter optimization in 

modern industry, it is crucial to get further insights into the laser beam welding process. 

Since extensive experiments and parameter studies are both time-consuming and cost-

intensive, it is necessary to develop mathematical models to simulate the laser beam 

welding process. Nowadays, computational units have the capacity to simulate even very 

complex physical phenomena. Nevertheless, this has not always been the case, as in the 

early stages of modeling, researchers did not have the computational power to account for 

the fluid flow and mass transfer. Moreover, in terms of heat sources, simple point, line, 

and volumetric heat sources are not sufficient for an accurate description of the energy 

distributed on the keyhole surface [16-17].  In later stages, when the fluid flow was 

modeled as well, the accuracy of the results greatly improved. In the beginning, such 

models were primarily two-dimensional [17-19], until eventually in the 80s the three-

dimensional weld pool flow was studied [20]. From there on, with increasing 

computational power and understanding of the laser beam welding process, the 

development of thermo-fluid dynamics models, allowing to fully couple the fluid flow 

and the heat transfer, followed.  

In the present time, thermo-fluid dynamics models can be separated into two groups, 

models that contain a predefined keyhole geometry which is part of the computational 

domain, aiming to find a balance between simulation time and numerical accuracy, e.g. 

[21], and dynamic keyhole models that aim to simulate the laser welding process very 

precisely, e.g. [22-26]. Nevertheless, the development of dynamic models is a very time-
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consuming, computer-intensive, and challenging procedure. These models are usually 

calculated as transient, thus having high runtimes, while only predicting one to two 

seconds of the actual laser beam welding process. Therefore, simplified models, based on 

empirical approximations of physical phenomena are highly important for case and 

parametric studies or more practical applications. In addition, works in the past have 

shown that models with strong physical simplifications are able to predict the weld pool 

geometry and fluid flow well even though under short computation times, e.g. [27]. 

Although many researchers worked with simplified models in the past, there are still 

various factors that are not sufficiently investigated yet. Turbulence is considered in some 

works, e.g. [21, 27], but disregarded in most other works. Furthermore, when turbulence 

is accounted for, primarily the well-known k-𝜀 model is utilized, however, there is no 

validation that this turbulence model is the most suitable to predict the weld pool 

geometry. The same tendency is observed for the modeling of the thermo-capillary 

convection, from now on referred to as the Marangoni convection in the present paper. To 

the best of the authors’ knowledge, in most of the published works on the topic the 

simplified implementation of the Marangoni convection is utilized, i.e., it is considered 

without accounting for the influence of the surface-active elements, e.g. [21, 27]. Even 

though these works obtained reasonable results, it is uncertain how the inclusion of 

surface-active elements influences the weld pool geometry, especially when unalloyed 

and low-alloyed steels, which typically contain a very low amount of surface-active 

elements, are studied. In addition, there are few studies on mesh sensitivity showing that 

the numerically obtained solution is mesh independent, i.e., the solution does not change 

when reducing the element size. 

The present work seeks to investigate the dependency of the weld pool shape on 

turbulence and thermodynamic activity of solutes in laser beam welding of unalloyed 

steels and to validate the numerical results by comparing them to experimentally obtained 

results. Moreover, a mesh sensitivity study is performed to investigate the required 

minimum element size to account for an adequate numerical accuracy for the case under 

consideration.  

METHODOLOGY 

MATERIALS 

In the welding experiments the unalloyed structural steel EH36-N was utilized. The 

dimensions of the sheets were 300 mm x 100 mm x 8 mm. The chemical composition was 

obtained by spectral analysis; the corresponding values in wt.% are listed in Tab. 1.  As 

seen from Table1, the chemical composition of the material is comparable with this of the 

structural steel S355 according to the corresponding standard, see DIN EN 10025-2 [28]. 

Note that the amount of sulfur in the EH36-N steel sheets is very low and therefore the 

maximum values were taken from the standard and not from the measurement. 
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Table 1 Chemical composition of the unalloyed steel EH36-N in wt.%; 

top: standard DIN EN 10025, bottom: experimental measurements with spectral analysis 

C Si Mn Al Nb Ni Cu Cr P S V Fe 

≤0.2 ≤0.55 ≤1.6 - - - ≤0.55 - ≤0.025 ≤0.035 - bal. 

            

C Si Mn Al Nb Ni Cu Cr P S V Fe 

0.132 0.260 1.400 0.028 0.036 0.040 0.012 0.040 0.025 0.035 0.006 bal. 

EXPERIMENTS 

The processing parameters are summarized in Table 2. Thermocouples of type K with a 

diameter of 0.25 mm were placed in the middle of the sheet at a lateral distance of around  

1 mm from the weld centerline. The positions of the thermocouples on the bottom side 

were nearly identical to those on the upper side of the workpiece. The exact positions 

were measured after the welding process with an optical microscope. A schematic 

showing the starting and ending positions of the laser and the locations of the 

thermocouples is given in Fig. 1. The complete experimental setup is shown in Fig. 2. 

Thereby, a diode laser and a high-speed camera were used to illuminate the weld pool on 

the top surface and measure the weld pool length, respectively. 

Table 2 Processing parameters of the experiments 

Parameters Value SI-Unit 

Laser type Yb:YAG disc laser − 

Wavelength 1030 nm 

Laser power 𝑃L 8 kW 

Focal diameter 500 μm 

Focal length 300 mm 

Focal position 0 mm 

Laser torch angle 0 deg 

Shielding gas M21 − 

Gas flow rate 25 L min−1 

Welding speed 𝑢𝑤𝑒𝑙𝑑 2 m min−1 
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Fig. 1 Experimental setup of the temperature measurements. The thermocouples are 

highlighted by the black dots. 

 

Fig. 2 Experimental setup 

NUMERICAL MODELING 

A three-dimensional numerical model was developed to accurately predict the steady-

state weld pool shape in full penetration laser beam welding. The model is based on 

several previous works with optimizations regarding the prediction of the weld pool shape 

as well as the weld pool flow. Further information can be obtained from [20, 21, 27]. 
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Assumptions 

The basic assumptions for thermo-fluid dynamics simulation are according to [21, 

27]. These are given as follows: 

• Since the process is continuous and the sheets are welded on a linear trajectory, 

a quasi-steady-state approach was used to mathematically describe the weld 

pool shape and the local temperature field. Thus, temporal oscillations of the 

weld pool or the keyhole surfaces were neglected, and the start and the end of 

the welding process were not modeled. 

• The size of the computational domain for the stationary thermo-fluid dynamics 

simulation was adapted to justify the usage of an adiabatic boundary condition 

defined on the rear surface, see Fig. 3.  

• Fixed geometry of the top and bottom surfaces as well as of the keyhole surface 

were used, i.e., the recoil pressure was assumed to be perfectly balanced by the 

surface tension force on the keyhole surface. Furthermore, these surfaces were 

assumed to be frictionless, and an inclination of the keyhole geometry was not 

considered due to the comparatively low welding speed used in the 

experiments, see Tab. 2. The fixed geometry of the keyhole was further 

exploited as an equivalent heat source (EHS), i.e., the surface temperature of 

the keyhole was prescribed by the evaporation temperature of the material. This 

EHS technique assumes that the temperature in the keyhole should be at least 

equal or higher than the evaporation temperature of the material since part of 

the material on the keyhole surface vaporizes [29]. Thereby, the keyhole radii 

can be used as calibration parameter for the EHS. Note, however, that the radii 

used in the model should lie in the range of the focal spot radius of 250 µm. In 
the present work the top radius was chosen to be 0.31 mm and the bottom 
radius was set 0.19 mm. 

• In the first simulation stage a laminar formulation was used to predict the weld 

pool shape. This approach is reasonable, as the areas where high velocities and 

thus high Reynolds numbers appear are limited to the usually small surface 

areas that are influenced by the Marangoni convection. In the second simulation 

stage, three different turbulence models were utilized, including the SST k-ω 

model, the SST γ transition model, and the SST γ-ReΘ transition model. 

• The Boussinesq approximation was used to model the impact of the density 

deviation, caused by the temperature difference, on the fluid flow in the weld 

pool [30]. 

• Solidification was modeled by the enthalpy-porosity approach [31], using the 

Carman-Kozeny equation for porous media morphology. 

• The material properties were taken from the literature and modeled as 

temperature-dependent up to the evaporation temperature [32–36].  

• Heating by the laser induced metal vapor was not considered due to the small 

differences between the evaporation temperature of the material and the metal 

vapor temperature as well as the low heat absorption for the wavelength of 

around 1 μm [37-39]. 
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• Heat losses by radiation were not accounted for due to the high relation of 

volume versus surface of the steel sheet, e.g. [40]. 

• The shear stress due to the interaction of evaporating material on the liquid 

metal was neglected as there is no experimental validation of the velocity 

distribution along the keyhole surface. Moreover, there is a high discrepancy in 

the numerically predicted magnitudes of the vapor velocities, e.g. [29, 41-43]. 

• Since the heat transport at the surface is mainly driven by the Marangoni 

convection via convective energy transport, the heat exchange with the 

environment is considered negligible. 

Governing equations 

The governing equations for the conservation of mass, momentum, and energy are 

given in the following in the form as these are implemented in the finite volume software 

ANSYS Fluent which was used for the computations: 

• Mass conservation for incompressible flow 

∇ ⋅ u = 0,        (1) 

where 𝑢 = (𝑢, 𝑣, 𝑤) is the fluid velocity vector. 

• Momentum conservation 

∇ ⋅ (𝜌uu) = −∇𝑝 + ∇ ⋅ (𝜇[∇u + ∇uT]) + 𝜌g + F,   (2) 

with source term F given as follows:  

F = Fbuo + τMa + Cck.      (3) 
 

The first term on the right-hand side (RHS), Fbuo, uses the Boussinesq approximation to 

account for the buoyancy force caused by the deviation of the density with temperature: 
 

Fbuo = −𝜌g𝛽(𝑇 − 𝑇𝑚𝑒𝑙𝑡).      (4)  
 

Here p, μ, g and β are the fluid pressure, the dynamic viscosity, the gravity acceleration 

vector, and the linear volumetric coefficient of thermal expansion, respectively. The 

second term on the RHS of Eq. 3 accounts for the Marangoni convection, given as: 
 

τMa = −
𝜕𝛾

𝜕𝑇
∇s𝑇,        (5) 

 

where ∇sT is the temperature gradient on the surface and 
𝑑𝛾

𝑑𝑇
 is the surface tension gradient 

with respect to temperature [35] which is expressed as: 
 

𝑑𝛾

𝑑𝑇
=
𝜕𝛾

𝜕𝑇
−𝑅𝛤𝑠ln[1 + 𝑘𝑒𝛼] −

𝑘𝑒𝛼∆𝐻
0𝛤𝑠

𝑇(1+𝑘𝑒𝛼)
.    (6) 
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In Eq. 6, T is the temperature, R is the universal gas constant, 
𝜕𝛾

𝜕𝑇
 is the Marangoni 

coefficient, Γs is the interface concentration at the melting temperature, ke is a constant 

related to the entropy of the phase separation and ∆H0 is the adsorption heat.  

Solidification was modeled with the third term on the RHS of Eq. 3 representing the 

Carman-Kozeny approach for porous media morphology: 

Cck  = 𝐴𝑚𝑢𝑠ℎ
(1−𝑓𝐿)2

𝑓𝐿
3+c1
(u − uweld) .     (7) 

 

The parameter Amush is used to adjust the flow damping and is set to 106 in the model. The 

parameter c1 is set to a very small value to avoid division by zero [44]. In addition, 

solidification is also modeled with the modified viscosity method [45]: 
 

𝜂𝑒𝑓𝑓 = {

𝜂 + 𝑓                  for 𝑇 < 𝑇𝑠𝑜𝑙

𝜂 + 𝑓 (1 −
𝑇−𝑇𝑠𝑜𝑙

𝑇𝑙𝑖𝑞−𝑇𝑠𝑜𝑙
)   for 𝑇𝑠𝑜𝑙 ≤ 𝑇 ≤ 𝑇𝑙𝑖𝑞

𝜂                         for 𝑇 > 𝑇𝑙𝑖𝑞

,    (8) 

 

where ηeff is the effective viscosity, η the dynamic viscosity, Tsol the solidus temperature, 

Tliq the liquidus temperature, and f a constant that is set to 1 in the current study. 
 

• Energy conservation 

∇ ⋅ (𝜌uH) = ∇ ⋅ (λ∇T).      (9) 
 

Here, λ is the thermal conductivity [46]; the latent heat, ΔH, is defined as: 
  

Δ𝐻 = 𝑓𝐿𝐻𝑓,        (10) 
 

where the function fL represents the fraction of the liquid phase and is defined as follows: 
 

𝑓𝐿 = {

0     for 𝑇 < 𝑇𝑠𝑜l
𝑇−𝑇𝑠𝑜𝑙

𝑇𝑙𝑖𝑞−𝑇𝑠𝑜𝑙
     for 𝑇𝑠𝑜𝑙 ≤ 𝑇 ≤ 𝑇𝑙𝑖𝑞

1    for 𝑇 > 𝑇𝑙𝑖𝑞

.    (11) 

 

The iteration between the energy equation (9) and the liquid fraction equation (11) 

provides the solution for the temperature [46]. In the case of a turbulent flow pattern, the 

turbulent transport variables are modeled according to the Carman-Kozeny approach: 
 

𝐶𝑐𝑘,𝑡𝑢𝑟𝑏 = 𝐴𝑚𝑢𝑠ℎ
(1−𝑓𝐿)

2

𝑓𝐿
3+𝑐1
𝛷,      (12) 

 

where Φ represents the turbulent transport variables in each turbulent case (k, ε, ω etc.) 

[46].   
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Boundary conditions 

The boundary conditions used in the thermo-fluid dynamics model are presented in 

Fig. 3 and summarized as follows: 

• At the inlet of the computational domain, the temperature is set to the room 

temperature, while the velocity equals the process velocity uweld.  

• The top, bottom and rear surface, the keyhole surface, and the symmetry plane 

were set as a free slip condition. Flow components in the normal direction are not 

present, i.e., un = 0 applies, and there is no existence of a boundary layer 

formation at these surfaces. 

• The fixed keyhole surface was set to the evaporation temperature of the material.  

 

Fig. 3 Boundary conditions for the CFD-simulation 

• Since the temperature-dependent Marangoni convection is the main driving force 

in the weld pool, it was modeled as shear stress on the top and bottom surfaces of 

the workpiece, expressed as follows: 

𝜂
𝜕𝑢

𝜕𝑧
=
𝜕𝛾

𝜕𝑇

𝜕𝑇

𝜕𝑥
, 𝜂
𝜕𝑣

𝜕𝑧
=
𝜕𝛾

𝜕𝑇

𝜕𝑇

𝜕𝑦
.     (13) 

• The top, bottom and rear surfaces were modeled as adiabatic: 

𝜕 𝑇

𝜕𝑛
= 0.       (14) 

The discretization of the computational domain is, based on an approach that combines 

tetrahedral and hexahedral elements in a hybrid mesh shown in Fig. 4. While hexahedral 

elements usually provide good convergence behavior, tetrahedral elements are good at 
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filling complex geometries. The advantage of combining both types of elements is to 

resolve the area around the weld pool by using a very fine mesh, while a coarser mesh 

may be applied at areas outside of the weld pool. This results in an overall smaller 

number of elements and thus decreases the simulation time. Furthermore, the use of 

structured elements leads to an easier comparison between different mesh sizes. The 

inner, white-bordered block in Fig. 4 is very finely meshed, and the used hexahedral 

nodes are small enough to resolve the physical phenomena well. The transition area 

between the white and the dashed black lines, was meshed with tetrahedral elements; 

these gradually become coarser, being finest at the white border and coarser when 

reaching the dashed black border. The area outside the dashed black border up to the 

completely black border represents the coarsest meshed area. Note that on the top and the 

bottom surface of the inner block a prismatic layer was applied. This was chosen so that 

the velocity gradients caused by the Marangoni convection can be well resolved, thus 

supporting convergence of the solution.  

 

Fig. 4 a) An overview of the computational domain, b) shows an enlarged view of the mesh 

in the vicinity of the keyhole 

In addition, the influence of the Marangoni convection on the formation of the weld 

pool was studied. Specifically, the Marangoni convection can be implemented 
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numerically in two different forms, either by neglecting the surface-active elements or 

considering these. The Marangoni convection describes the resulting shear stresses, which 

form on the surface of the molten metal due to the temperature dependence of the surface 

tension. Since the velocities caused by the Marangoni convection can reach very high 

values, due to the high temperature gradients, a flow is developed within the weld pool, 

which can be directly attributed to the Marangoni convection. This flow has a strong 

impact, both on the shape of the weld pool and the transfer of the heat in the vicinity of 

the weld pool surface. The surface tension gradient can be represented as a function of the 

temperature and the chemical activity of surface-active elements as seen in Eq. 6 [47]. It 

can have both, positive and negative values and has a significant influence on the surface 

flow; thereby in case of a negative coefficient, the melt flows from areas of higher 

temperature to areas of lower temperature [10]. The first implementation method would 

be to neglect the surface-active elements (α = 0), thus assuming a constant Marangoni 

coefficient. The result for a negative constant, which is typical for pure iron, is a flow that 

is directed away from the hot keyhole surface to the outer edge of the weld pool. 

However, if the surface-active elements are considered, the flow would instead consist of 

two opposite-faced vortices [48]. Since the Marangoni convection has a major influence 

on the formation of the weld pool, a different approach may lead to a significant change 

in the flow field of the weld pool and thus also on the weld pool geometry. 

For the turbulence study, three turbulence models were used to compare the weld pool 

geometry and the fluid flow therein; these include the SST k-ω model, the γ transition 

model, and the γ-ReΘ transition model. An advantage of the transition models is that 

these can consider both, a laminar and a turbulent flow pattern, in different regions of 

the weld pool, simultaneously. It is reasonable to apply these models, since the weld 

pool flow is unlikely to be either completely laminar or turbulent [49]. Because of the 

vortices that are present when using the variable surface tension gradient, an adverse 

pressure gradient develops in the region where these collide. Therefore, it is reasonable 

to assume that the k-ε turbulence model is not the best choice, as it is known to lead to 

difficulties when an adverse pressure gradient is present [50]. On the other hand, the 

SST k-ω model represents a good alternative. The turbulence parameters for the 

different models are the standard values set by Fluent according to empirical 

measurements and available literature.  

Material properties 

The material properties are defined as a function of temperature up to the maximum 

temperature of 3100 K and are shown in Fig. 5, Fig. 6, and Table 3. The value for the 

steel density was averaged over the interval of interest, between 1200 K and 2800 K, 

resulting in ρsteel = 7060 kg m-3. 
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Table 3 Material properties of the unalloyed steel EH36-N 

Material property  Value SI-Unit 

Melting temperature Tmelt 1750 K 

Solidus temperature Tsol 1710 K 

Liquidus temperature Tliq 1790 K 

Latent Heat Hf 247000 J kg−1 

Thermal expansion β 1.5 ∙ 10−5 K−1 

Marangoni coefficient 
𝜕𝛾

𝜕𝑇
 −4.3 ∙ 10−4 N m-1 K-1 

Surface excess at saturation 𝛤𝑠 1.3 ∙ 10−5 mol m-2 

Universal gas constant 𝑅 8.314 ∙ 10−3 J mol-1 K-1 

Constant related to the 

entropy of segregation 
𝑘𝑒 3.18 ∙ 10−3 - 

Standard heat of adsorption ∆𝐻0 −1.66 ∙ 105 J mol-1 

Thermodynamic activity 𝛼 0.035 - 

 

Fig. 5 Thermophysical properties of the unalloyed steel EH36-N 
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Fig. 6 Thermophysical properties of the unalloyed steel EH36-N 

Numerical setup 

The modeling framework presented in this work was executed with the finite volume 

software ANSYS Fluent. For the performed simulations the stationary, pressure-

dependent, coupled PISO solver was used. It solves a coupled system of equations 

consisting of the conservation of momentum and the pressure-based conversation of mass. 

Calculation of the gradients was performed with the GREEN-GAUSS Node-Based scheme; 

this approach is more precise compared to the alternative schemes, the Least Squares 

Cell-Based scheme, and the GREEN-GAUSS Cell-Based scheme, while being heavier in 

computation work [46]. For the interpolation of the pressure the PRESTO! (PREssure 

Staggering Option) scheme was used as it led to a good convergence behavior in the 

simulations. The interpolation for the conservation of momentum was performed with 

First-Order Upwind scheme; for the energy equation the Second-Order Upwind scheme 

was used. The difference between the two interpolation types is that the Second-Order 

Upwind scheme is more precise, but usually leads to a worse convergence behavior, see 

[46]. In the simulations including a turbulent model, the additional transport parameters 

were as well interpolated using the First-Order Upwind scheme. 
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RESULTS 

MESH SENSITIVITY STUDY 

To account for a mesh-independent solution, a mesh sensitivity study with four different 

meshes was conducted. Note that only the element size in the inner, white highlighted 

block in Fig. 4, was changed, since the weld pool is located in this area. Furthermore, all 

numerically determined weld pool geometries were calculated with a laminar formulation 

of the flow pattern in the weld pool. The usage of tetrahedral elements in the transition 

layer also leads to a change in the number of elements in the transition area, since it is 

directly linked to the elements of the inner block. The specified mesh size of the inner 

block and the total number of elements for each mesh are summarized in Table 4. An 

overview of the computed weld pools for the different meshes is shown in Fig. 7. It can 

be seen that the size of the weld pool computed with mesh 1 is underestimated on the top 

and bottom sides of the workpiece compared to the solutions obtained with the finer 

meshes 3 and 4. Compared to mesh 2, the length of the weld pool on the top surface 

resembles that of mesh 3 and 4, while the length on the bottom surface deviates. The 

numerical results were considered to be mesh independent for mesh 3, as the weld pool 

geometry did not change when the finest mesh, mesh 4, was used, see Fig. 8. Therefore, 

mesh 3 was chosen to be utilized in the present studies, representing the best compromise 

between numerical accuracy and computational intensity. 

Table 4 Meshes and corresponding mesh sizes used for the mesh sensitivity study 

Mesh name  Element size in the inner block Total number of elements Runtime 

Mesh 1  1 ∙ 10−4 m 0.94 ∙ 106 20 min 

Mesh 2  8 ∙ 10−5 m 1.20 ∙ 106 34 min 

Mesh 3  7 ∙ 10−5 m 1.42 ∙ 106 52 min 

Mesh 4  5 ∙ 10−5 m 2.41 ∙ 106 91 min 

 

Fig. 7 Numerically determined weld pool geometries in the symmetry plane of the model 
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Fig. 8 Comparison of the contours of the weld pools by using the melting isotherms at Tmelt = 

1750 K 

EXPERIMENTS 

Several cross-sections along the weld seam were obtained to account for the experimental 

tolerances and to validate the numerically obtained results according to the ISO/TS 18166 

standard [51]. Two cross sections, namely the widest and narrowest, were compared to 

the numerically obtained cross-section. A metallographic specimen is shown in Fig. 9 a), 

where the fusion line is highlighted in white; in Fig. 9 b) a comparison of all fusion lines 

was performed; the modeled fusion line is highlighted in black. This was obtained by a 

projection of the weld pool using the melt temperature Tmelt. The numerically obtained 

fusion line agrees well with the two experimentally determined fusion lines. Note that due 

to the conical approximation of the keyhole geometry in the model, there is a linear 

decrease in width of the modeled fusion line along the thickness of the steel sheet.  
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Fig. 9 a) shows an exemplary metallographic cross section from the experiment, b) shows the 

comparison of the experimentally obtained and numerically predicted fusion lines 

In addition, the experimentally determined weld pool length is compared with the 

modeled weld pool length. In Fig. 10 a) the weld pool on the top surface was recorded by 

a high-speed camera. As seen in Fig. 10 a), the length of the weld pool has been estimated 

to approx. 6.3 mm. The experimentally determined weld pool length has been compared 

with the weld pool length in the model, defined by the fusion isotherm at Tmelt = 1750 K 

on the symmetry plane, see Fig. 10 b). As seen, the numerical value of 6.2 mm 

corresponds very well to the measured one in the experiment. 
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Fig. 10 a) shows the weld pool on the top surface of the steel sheet, recorded by a high speed-

camera, b) shows the numerically predicted weld pool for the laminar case 

Fig. 11 shows the experimental and numerical time-temperature curves for different 

distances from the weld centerline. The curves were aligned so that the maximum 

temperature values measured in the experiment and predicted in the simulation lie on top 

of each other. As seen from the comparison, the peak temperatures in the experiment as 

well as in the model are in close agreement. Hence, it can be concluded that the numerical 

model represents the thermal behavior of the welded steel sheets accurately.  

 

Fig. 11 Comparison of the numerically and experimentally obtained temperature curves a) on 

the top side of the sheet, b) on the bottom side of the sheet 

IMPACT OF THE SURFACE-ACTIVE ELEMENTS ON THE WELD POOL GEOMETRY 

The Marangoni convection plays a crucial role on the weld pool geometry and the heat 

transfer near the surface, usually this is considered as independent of the surface-activity. 

In the current study, two implementations were considered, neglecting, and considering 

the surface-active element sulfur. To compare both implementations and derive the best 

practices concerning their usage, the weld pool geometry was compared in Fig. 12. Note 
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that when neglecting the surface-active elements, the surface-tension gradient γ′s was set 

to -0.00043 N m-1 K. 

 

Fig. 12 Comparison of the calculated weld pool geometries in the symmetry plane for the 

different implementations of the Marangoni convection 

It can be seen that the bulge for the variable surface tension gradient is more 

pronounced because the weld pool is more constricted in the top and bottom part; this can 

be explained by looking at the strong differences in the fluid flow, seen in Fig. 13. There 

the black lines highlight the melting isotherms. In the case of a constant surface tension 

gradient the backflow to the keyhole from the inner weld pool region is located much 

closer to the top surface.  

 

Fig. 13 Comparison of the weld pool flow in the symmetry plane for the different 

implementations of the Marangoni convection a) constant surface-tension gradient, b) 

variable surface-tension gradient 

This phenomenon can be explained by examining the velocity fields on the top surface 

shown in Fig. 14. Due to the Marangoni stresses acting in both directions, opposite to the 

welding direction in the high-temperature region near the keyhole, and in the welding 

direction near the outer edge of the weld pool, two opposite-faced vortices are formed, 

which are the cause for the deep backflow.  
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In Fig. 15 the numerically obtained fusion lines for both approaches are compared to 

the experimentally obtained fusion lines, showing only minor deviations. In  

Fig. 16, on the other hand, the melting isotherms for the variable and constant surface 

tension are compared. These show strong differences in the upper weld pool region and 

smaller deviations in the lower weld pool region. Based on the results it can be concluded 

that sulfur amounts of about 350 ppm may lead to visible changes of the shape of the 

weld pool. However, the total size and especially the length on the top and bottom 

surfaces remain unchanged. 

 

Fig. 14 Comparison of the weld pool flow on the top surface for the different 

implementations of the Marangoni convection a) constant surface-tension gradient, b) 

variable surface-tension gradient 
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Fig. 15 Comparison of the numerically predicted fusion lines for the constant and variable 

surface-tension gradient to the experimentally obtained fusion lines 

 

Fig. 16 Comparison of the contours of the calculated weld pool geometries by using the 

melting isotherms at Tmelt = 1750 K 
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TURBULENCE STUDY 

To study the influence of a turbulent flow pattern on the weld pool geometry and the fluid 

flow therein, the results obtained with the three different turbulence models were 

compared with the results from the laminar model. The corresponding velocity fields to 

the three studied turbulent formulations and the laminar formulation are shown in Fig. 

17; the black lines highlight again the melting isotherms. It is shown that the fusion 

isotherms at Tmelt have little to no deviations from each other. However, the velocity fields 

show minor differences where the maximum velocity for the SST k-ω model is smaller 

compared to the rest.  

 

Fig. 17 Calculated velocity fields in the symmetry plane with the different formulations a) 

laminar formulation, b) SST k-ω model, c) γ transition model, and d) γ-ReΘ transition model 
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This observation is confirmed by looking at Fig. 18, which depicts the averaged velocity 

components within the weld pool, in the x- and y-directions, as well as the average 

absolute velocity, over the height of the weld pool. The SST γ-ReΘ transition model 

shows the biggest difference on the upper and lower side of the weld pool compared to 

the other models, where only small deviations are found. Even though these velocity 

deviations exist, these seemingly do not affect the weld pool geometry strong enough 

and barely make up for a small change in the fluid flow and thus in the weld pool shape 

as well. 

 

Fig. 18 Computed averaged velocity components in the weld pool with the four studied 

formulations in a) x-direction, b) y-direction, c) z-direction, and d) the computed averaged 

total velocity 

The numerically predicted fusion lines with the different turbulence models and the 

laminar model are shown in Fig. 19. It can be concluded that the studied turbulence 

models resulted in very similar fusion lines. Nonetheless, the fusion line predicted with 

the laminar formulation slightly differs from the fusion lines obtained with the turbulent 

models. 
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Fig. 19 Comparison of the fusion lines obtained by the laminar formulation and turbulence 

models 

CONCLUSIONS 

The present work aimed at extending an existing numerical model to accurately predict 

the steady-state weld pool shape in complete penetration laser beam welding. To validate 

the numerical results, experiments were carried out. The measured results were used to 

validate the laminar formulation of the model by comparing the weld pool length, the 

fusion lines, and the time-temperature curves. In addition, to assure numerical accuracy, a 

mesh sensitivity study was performed using a specially designed hybrid mesh. To study 

the influence of the Marangoni convection on the weld pool geometry, the influence of 

the surface-active elements was either considered or neglected in the model. Furthermore, 

a turbulence study was performed to investigate the influence of a turbulent flow pattern 

on the weld pool geometry and the corresponding velocity fields. The following 

conclusions were drawn from the obtained numerical and experimental results: 

• The experimentally determined fusion lines, time temperature curves and weld 

pool lengths were used to validate the model and agreed well with the 

numerically predicted results. 
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• The mesh sensitivity analysis showed that a minimum element size of 7 ∙ 10-5 m 

was necessary to obtain mesh-independent results for the studies performed in 

the present work. 

• The study of the influence of the Marangoni convection on the weld pool 

geometry showed that sulfur amounts of about 350 ppm may lead to visible 

changes in the fluid dynamics. As a result, the weld pool shape changes slightly 

in the regions below and above the top and bottom surface. Nonetheless,  no 

change in the dimensions of the remaining regions, e.g., in the weld pool length 

on the top and bottom surfaces, was observed.  

• According to the turbulence study, the weld pool geometry for the laminar and 

turbulent formulations practically did not change, however there are minor 

deviations in the developed fluid flow in the weld pool. 

• Based on the obtained results, it can be concluded that the consideration of the 

surface-active elements and the accounting for turbulence has barely a practical 

influence on the weld pool geometry when the unalloyed structural steel EH36-

N is utilized. Therefore, their consideration is not needed when the main 

objective of the model is to predict the weld pool geometry. 
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ABSTRACT 

A coarse-grained microstructure is usually formed in the fusion zone (FZ) and heat-affected zone (HAZ) 

of TIG welds. The coarse grains usually degrade the service performance and difficult the inspection of 

welds. Since the austenitic stainless steels do not transform in solid-state, hammering applied on the hot 

already solidified weld during cooling can be used to promote grain refinement. In this study, large local 

plastic deformation on the solidified TIG welds of AISI 304L austenitic stainless steel was applied by 

frequent hammering (at 35 Hz) at a distance of 20 mm behind the welding heat source. The 

microstructure of welds with and without hammering are characterized using light optical microscopy. 

Additionally, the temperature, effective strain, and effective strain rate distributions were calculated 

using the finite element modelling, simulating the integrated arc welding and frequently plastic 

deformation via the SFTC Deform®-3D. The microstructures were significantly refined in FZ due to 

mechanical vibration of the solidifying phase and dynamic recrystallization of the solid phase due to 

large local strains and strain rates. The grains in the HAZ remain coarse because of the negligible plastic 

deformation. The fusion line can be simulated accurately, and larger temperature heterogeneity was 

observed in the hammered welds. Therefore, the coupled thermomechanical simulation revealed the 

correlation of microstructure refinement in the weld and the thermomechanical welding process.  

 

Keywords: Austenitic stainless steel; Thermomechanical welding; Mechanical vibration; Grain 

refinement; FEM simulation  

INTRODUCTION 

Fusion welding, as one of the most essential joining methods, is usually used for 

manufacturing austenitic stainless steels (ASS), for example the Tungsten Insert Gas 

(TIG) welding for AISI 304L [1, 2]. Although its simplicity of execution, TIG welding 

usually involves a large localized heat input, and the weld region experiences complex 

thermal cycles due to localized heating and cooling steps. Generally, these result in large 

residual stress and heterogeneous microstructures, as well as coarse-grains in the fusion 

zone (FZ) and heat-affected zone (HAZ) of the welds [3]. Grain size has a significant 

impact on material properties [2, 4]. Refining the weld microstructure can improve 
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mechanical properties such as tensile strength, hardness, and toughness [4, 5]. Grain 

refinement methods include various heat treatment processes occurring after phase 

transformation or twining [1, 6], the application of mechanical and/or electromagnetic 

vibrations during welding or additive manufacturing [7-9], and the thermomechanical 

processing, for example involving severe plastic deformation [10]. Due to the absence of 

phase transformation in the ASS during the cooling stage when performing the fusion 

welding, grain refinement of weld microstructures can be achieved by utilizing vibration 

on the weld pool and plastic deformation on the solidifying weld. The finite element 

method (FEM) is the predictive tool to investigate coupled or uncoupled thermal and 

mechanical analysis of welding processes: temperature field, plastic deformation and heat 

source modelling [11, 12].  

In this paper, the authors developed a 3D FE model of the proposed thermomechanical 

welding process, which can accurately predict the coupled thermomechanical fields (i.e., 

distributions of the effective strain, effective strain rate, and temperature), and also their 

corresponding evolution histories within both FZ and HAZ during the whole welding 

process.  

RESEARCH METHOD 

EXPERIMENTAL SETUP 

The setup of the thermomechanical welding (TMW) system is presented in Fig. 1 (a) with 

a pneumatic hammer. The properties of the pneumatic hammer are the average free stroke 

of 13 mm and a cycling frequency of 35 Hz at a constant air pressure of 6 bar [13, 14]. 

The hammer is made of 42CrMo4 steel with a hardness of 550 HV 10. The rectangular tip 

is with dimensions of 15  2 mm. Fig. 1 (b) shows the deformed surface after the 

hammering. Fig. 1 (c) shows a simple 2D diagram of the TMW system with four 

parameters, i.e., a1 to a4, determining the positions of the hammer and torch with a 

needle. The distances of the hammer and torch needle to the substrate are denoted by a1 

and a2, respectively. a3 is the offset between the hammer and the torch needle and 

determines the distance of starting the hammering after the TIG welding. a4 is the tilt 

angle of the torch or torch needle, influencing on both, the power density and the final 

geometry of the fusion zone. The torch combined with the needle was held at a fixed 

height. The pneumatic hammer moves in a vertical direction. The substrate was moved 

unidirectionally at a specific speed, depending on the welding speed.  
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Fig. 1 (a) setup of the thermomechanical welding (TMW) system with a pneumatic hammer, 

(b) the magnified photo of the hammer and torch marked by the dashed ellipse in (a), and (c) 

a 2D schematic diagram of the TMW system with a1 to a4 showing the positions of hammer 

and torch 

The cycling load of the hammer was measured by a load cell [13]. The temperature 

field adjacent to the TIG weld seam was determined by five individual K-type 

thermocouples aligned perpendicularly to the central line, and their positions (T1 to T5) 

are as shown in Fig. 2.  

 

Fig. 2 Positions of the five K-type thermocouples T1 to T5 arranged away from the central 

line of the TIG bead plate weld seam  
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FE MODEL DESCRIPTION  

Heat Source Model 

The Goldak’s double-ellipsoid heat source model was used to determine the 

distribution of the temperatures within the workpiece. The schematic illustration of 

Goldak’s double ellipsoidal heat source model [15] is shown in Fig. 3. The parameters 𝑎𝑓 

and 𝑎𝑟 are the lengths of front and rear semi-axes, and b and c are the width and depth of 

the heat source, respectively.  

 

Fig. 3 Schematic diagram of the Goldak’s double ellipsoidal heat source model [16] 

The Goldak’s double-ellipsoid heat source model can be described by two power 

densities, i.e.,  qf in Eq. 1 and 𝑞𝑟 in Eq. 2, belonging to the frontal and rear ellipsoids, 

respectively. The calibration of both Eq. 1 and Eq. 2 consists in adjusting the three 

parameters k, l, and m. In this way, the modified and calibrated double ellipsoidal heat 

source can be used for the TIG welding simulation via the Deform®-3D software. The 

parameters ff  and fr are the factors for distributing the energy input power 𝑄 to the front 

and rear ellipsoids of heat source, where its sum equals two (Eq. 3). Considering the FZ 

geometry and the continuity of the volumetric heat source, the factor ff is calculated 

according to Eq. 4 [17, 18]. The size of the fusion zone is determined by 𝑎𝑓, 𝑎𝑟, 𝑏 and 𝑐. 

These four parameters are measured on the basis of carried out experiments and are taken 

from the cross-section metallography of the weld seam. The heat source properties are 

shown in Table 1.  
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f f+ =
        (3)  

2 / (1 / )
f f r

f a a= +
       (4) 

where qf(x, y, z) – thermal flow density of the frontal ellipsoid [W·mm-3]; qr(x, y, z) – 

thermal flow density of the rear ellipsoid [W·mm-3]; af, ar, b, c– parameters for describing 

the dimension of the volume of heat input [mm]; x, y, z – point’s coordinates [mm]; ff, fr – 

constants influencing energy distribution [-]; k, l, m – parameters used for modifying and 

calibrating the heat source [-]; Q – the overall heat source power [W].  

Table 1 Parameters of the Goldak’s double ellipsoidal heat source  

𝒂𝒇 

[mm] 

𝒂𝒓 

[mm] 

𝒃 

[mm] 

𝒄 

[mm] 
𝜼 [-] 𝑸  [W] 𝒇𝒇 [-] 𝒇𝒓 [-] 𝒌 [-] 𝒍 [-] 𝒎 [-] 

3.49 2.08 3.26 1.20 0.88 1540 0.75 1.25 3 1.44 3.5 

The overall heat source power 𝑄 is calculated as a product of both, the voltage and the 

current (Eq. 5). This result also needs to be multiplied by the heat transfer efficiency η 

from the heat source to the material. For the TIG welding method, the η does not change 

so much, and according to standards, it has values between 0.86 and 0.88 [19]. The value 

of η is set to 0.88.  

Q UI=
        (5) 

where, Q – heat source power [W]; U – welding voltage [V]; I – welding current [A]; η – 

the efficiency of heat transfer [-].  

Mesh and Dimensions 

The commercial FE software SFTC Deform®-3D (version 12.0) is used for the 

thermomechanical welding simulations. The geometric size of the FEM model is shown 

in Fig. 4. The chosen dimensions for the substrate were 100 × 50 × 30 mm with a total of 

8000 tetrahedral elements with a prior size ratio of 2. Small tetrahedral elements were 

additionally set using the function of “Mesh windows” in the region affected by the 

TMW, as shown in Fig. 4. The size ratio to outside elements is 0.05. Additionally, the 

SFTC Deform®-3D has the function of automatically remeshing controlled by given 

remeshing criteria and weighting factors. The hammer was set as the rigid top die. A total 

of 500 steps with a step size of 0.1s/step were used for the FEM simulation. 
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Fig. 4 Three-dimensional finite element mesh for the viscoplastic substrate and the rigid 

hammer in the thermomechanical welding system using the Deform®-3D model  

Validation of the FE Model 

Experimental validation was performed to prove the accuracy of the numerical 

simulation by the following aspects. The measured temperature curves of the five selected 

points (T1 ~ T5 seen in Fig. 2) adjacenssst to the weld seam were compared with the 

corresponding simulated values.  

EXPERIMENTAL PROCEDURE  

The TIG bead on plate welding and the TMW were both conducted on the identical 

substrate, i.e., an as-received hot-rolled AISI 304L plate with the dimensions of 100 × 50 

× 30 mm. The composition of the investigated material is listed in Table 2. In addition, 

the heat capacity, the thermal conductivity coefficient, and the shear modulus can be 

found in Appendix 1, obtained from the software JMatPro®-7.0. Their thermophysical 

properties were formally incorporated into the FE model (section 0) to optimize the 

material property.  

Table 2 Chemical composition of the AISI 304L austenitic stainless steel (wt %) 

Element Cr Mn Ni Si C N P S Fe 

Wt. % 18.055 1.773 8.010 0.374 0.018 0.071 0.036 0.001 Balance 

The welding current and voltage were kept constant: 125 A and 14 V, respectively. The 

welding torch was fixed on a frame, and the relative moving speed of the plate was 2 

mm/s. The offset between the hammer and torch was 20 mm. A constant air pressure (Pair 

[bar]) of 6 bar was used for the pneumatic hammer. The shield gas used was 100% Argon, 

with a flow rate of 12 1/s. All TMW parameters were listed in Table 3.  
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Table 3 Parameters of the thermomechanical welding  

V [mm/s] I [A] U [V] Pair [bar] VAr [l/s] a1 [mm] a2 [mm] a3 [mm] a4 [°] 

  2 125   14 6 0.2 3     4     20   80 

Standard metallographic techniques were used for cutting, grinding and polishing the 

samples at the cross-section of welds for microstructure analysis. The samples were 

electrolytically etched with a solution containing 60 vol% of nitric acid and 40 vol% 

distilled water [20, 21]. The microstructure was captured using a light optical microscope 

(Zeiss Observer.Z1m with an Axio-Cam-MRC5 camera). The contents of both phases 

were calculated via the ImageJ analyzer [21]. The movement of the hammer was 

controlled by adopting the “Mechanical press” type. The substrate and bottom die were 

both pushed to the +X direction at a constant speed of 2 mm/s.  

RESULTS AND DISCUSSION 

Fig. 5 (a) and (b) comparatively display the microstructures of the fusion zone in the 

single TIG weld and TMW weld, respectively. Coarse dendrites were observed in the TIG 

weld, and while fine solidified microstructure was obtained with the contribution of 

frequent hammering, as shown in Fig. 5 (b). The frequent plastic deformation and 

mechanical vibration [9, 23] were introduced to the weld during solidification, which 

resulted in the distinct solidification and grain growth modes. Apart from the large 

differences in the grain microstructure, the phase contents are different. Assuming that the 

black lines and dots in Fig. 5 are δ-ferrite and the rest is γ-austenite. The content of the 

vermicular δ-ferrite [24] in the TMW weld is 38.3 vol% , relatively higher than that in the 

TIG weld (22.4 vol%) and significantly higher than that in the initial condition (~ 3 vol% 

measured previously [25]).  

  

Fig. 5 LOM observations of the fusion zone in the TIG welding sample (a) and 

thermomechanical welding (i.e., TMW) sample (b) obtained at welding conditions of the 

current 125 A, speed 2 mm/s, and a 20 mm offset between the TIG torch and hammer for the 

TMW  

61.7% Austenite 
38.3% δ-Ferrite 

(b) 

77.6% Austenite 
22.4% δ-Ferrite 

(a) 
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In addition, the mirostructure of the HAZ for the TMW weld can be seen in Fig. 6. It 

shows that the grains in the HAZ is relatively larger than that of base material (BM) as a 

consequence of grain coarsening due to the large thermal effect [22].  

 

Fig. 6 LOM observation of the heat-affected zone at the cross-section of the 

thermomechanical welding (i.e., TMW) weld of AISI 304L austenitic stainless steel  

Fig. 7 (a) shows the plots of simulated and measured temperature evolutions of the 

selected five points (i.e., T1 to T5, as shown in Fig. 2). The simulated data were obtained 

using the point tracking technique through the post-processing of Deform®-3D. It can be 

seen that a good fitness of these temperatures was obtained, which is identified by a 

higher determination coefficient (R2 = 0.9925), evaluated from Fig. 7 (b) [26]. The 

optimized double ellipsoid heat source model   with the adjusted model parameters k, l, m, 

and η in Eqs. (1 to 4), as well as the used temperature dependent materials properties can 

closely reproduce the real temperature fields.  
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Fig. 7 Comparison of the simulated and measured temperature evolutions of points T1 to T5 

from Fig. 2 using the point tracking technique (a), and the corresponding correlation 

evaluation of both data (b) 
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The temperature evolution at the FZ can be plotted at several specific points (D0 to D4) 

as shown in Fig. 8 (a). The point D0 is in the central line of the weld seam (i.e., the dash 

line as shown in Fig. 2), where the torch needle passed through. Points D1, D2, and D3 

are located in the FZ, alinged perpendicularly to the welding trajectory and with 1 mm, 2 

mm, and 3 mm distances away from the point D0, respectively. Due to the welding speed 

of 2 mm/s and the offset of 20 mm, the calculated time after the solidification and when 

the hammer hits the FZ is 10 s (between dashed lines) as shown in Fig. 8 (a). The 

temperatures of these four points are within the range of 440 °C ~ 465 °C, i.e., this should 

be the approximate temperature where the frequent hammering occurs afger the TIG 

welding conditions of current 125A and speed 2 mm/s. Fig. 8 (b) shows that the average 

hammering force is 5364 N measured by the load cell when the interspace of the hammer 

top tip to the substrate is 3 mm, i.e., the parameter a1 as shown in Fig. 1 (c) equals to 3 

mm.  
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Fig. 8 Temperature evolution of four specific points in the TIG weld seam (D0 to D4) at 

welding conditions of current 125A and speed 2mms-1 (a), and (b) the evolution of 

maximum impact forces of frequent hammering measured by the load cell [13, 14]. D0 is 

located in the central line of the weld seam, and D1 ~ D3 is aligned with an interspace of 1 

mm perpendicularly to the central line.  

Fig. 9 shows the distribution maps of simulated effective strain, temperature, and 

effective strain rate on a slice, i.e., the cross-section of weld, and the corresponding 

histograms. The position of slice is where starting the hammering. It can be seen that the 

plastic deformation occurs generally in a small region, as indicated in Fig. 9 (a) and (c). 

Fig. 9 (b) displays the current temperatures that fit the temperature range as discussed in 

Fig. 8. In addition, the histograms of the effective strain, temperature, and effective strain 

rate are shown in Fig. 9 (d), (e) and (f), respectively. Such three histograms can be used 

for improving the processing parameters (for example, modifying hammer offsets to 

increase/decrease temperatures for starting deformation). In addition, the evolutions of the 

simulated temperature, effective strain, and effective strain rate of specific points in the 

TMW weld (i.e., FZ and HAZ) can be used to develop microstructure evolution models of 

the AISI 304L by incorporating the recrystallization models (SRX and DDRX) and grain 

coarsening.  
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Fig. 9 Distributions of the effective strain (a), temperature (b), and effective strain rate (c) in 

a slice of the cross-section of AISI 304L thermomechanical weld at TIG welding conditions 

of current 125 A, voltage 14V, speed 2 mm/s, and a 20 mm offset between the TIG torch and 

hammer, and (d), (e) and (f) are the corresponding histograms of (a), (b) and (c), respectively  

SUMMARY AND CONCLUSIONS 

The TIG welding and thermomechanical welding (i.e., TMW) were both conducted on the 

samples of AISI 304L. TMW is composed of TIG welding and subsequent hammering. 

The plastic deformation was carried out on the cooling TIG weld using frequent 

hammering with a 20 mm offset between the TIG torch and hammer. The microstructures 

were compared to analyze the effect of frequent hammering on the microstructure 

evolution. With the aid of the finite element model, both fields and evolutions of 

temperature, effective strain, and effective strain rate on the TMW welds were modelled 

and experimentally validated. Several conclusions are summarized as follows,  

a. The solidified microstructure of the fusion zone is relatively fine in the TMW 

weld than that in the TIG weld at conditions of welding current 125 A and 

welding speed 2 mm/s. The contribution of frequent hammering can promote the 

refinement of the fusion zone microstructure.  

b. The finite element (FE) numerical results show that the simulated temperature 

field has a good agreement with the test measurements. The fields of simulated 

effective strain, effective strain rate, and temperature reveal the conditions of the 

deformation for the frequent hammering.  

c. During the TMW process, the evolutions of temperature, effective strain, and 

effective strain rate can be obtained from the FEM simulation for selected points. 

These can be used in future steps for optimizing the TMW process and modelling 

the related microstructure evolution.  
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APPENDIX I 

Fig. A-1 shows the evolution curves of several simulated thermo-physical properties of 

the as-received AISI 304L, i.e., the thermal conductivity [W/(m·K)], the shear modulus G 

[GPa], and the specific heat coefficient Cp [J/(g·K)] with respect to temperature T [°C]. 

These data were simulated by the JMatPro®- v. 7.0 calculated with the compositions as 

listed in Table 2, which were used to adjust the temperature-dependent material properties 

in the Deform®-3D FEM model.  
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Fig. A-1 The simulated material properties of thermal conductivity, heat capacity, and shear 

modulus of the as-received AISI 304L by JMatPro®- v. 7.0  

 
References 

 
[1] F. SADEGHI ET AL.: ‘Role of the annealing twin boundary on the athermal alpha'-martensite 

formation in a 304 austenitic stainless steel’, Materialia, 20, 2021. 

[2] L.C. LI ET AL.: ‘Effect of welding heat input on grain size and microstructure of 316L 

stainless steel welded Joint’, Applied Mechanics and Materials, Trans Tech Publ., 2013. 

[3] P. VASANTHARAJA ET AL.: ‘Assessment of Residual Stresses and Distortion in Stainless Steel 

Weld Joints’, Materials and Manufacturing Processes, 27(12), p. 1376-1381, 2012. 

[4] J. MORRIS JR: ‘The influence of grain size on the mechanical properties of steel’, 2001. 

[5] P. WANG ET AL.: ‘Effect of grain ultra-refinement on microstructure, tensile property, and 

corrosion behavior of low alloy steel’, Materials Characterization, 179, p. 111385, 2021. 



Mathematical Modelling of Weld Phenomena 13 

200 

 

[6] D. PODDAR, A. CHAKRABORTY and RAVI KUMAR B.: ‘Annealing twin evolution in the grain-

growth stagnant austenitic stainless steel microstructure’, Materials Characterization, 155, p. 

109791, 2019. 

[7] T. WEN ET AL.: ‘Influence of high frequency vibration on microstructure and mechanical 

properties of TIG welding joints of AZ31 magnesium alloy’, Transactions of Nonferrous 

Metals Society of China, 25(2), p. 397-404, 2015. 

[8] M. SABZI and S.M. DEZFULI: ‘Drastic improvement in mechanical properties and weldability 

of 316L stainless steel weld joints by using electromagnetic vibration during GTAW 

process’, Journal of Manufacturing Processes, 33, p. 74-85, 2018. 

[9] C. MA ET AL.: ‘Investigation of In Situ Vibration During Wire and Arc Additive 

Manufacturing’, 3d Printing and Additive Manufacturing, 2021. 

[10] S.M. AL-QAWABAH and A.I. ZAID: ‘Different methods for grain refinement of materials’, 

International Journal Of Scientific & Engineering Research, Volume 7, Issue 7, p. 8, 2016. 

[11] A.K. MONDAL ET AL.: ‘Development of avocado shape heat source model for finite element 

based heat transfer analysis of high-velocity arc welding process’, International Journal of 

Thermal Sciences, 166, p. 107005, 2021. 

[12] J.J. XU ET AL.: ‘Temperature and residual stress simulations of the NeT single-bead-on-plate 

specimen using SYSWELD’, International Journal of Pressure Vessels and Piping, 99-100, 

p. 51-60, 2012. 

[13] J.E. AZKUE: In-situ analysis of thermomechanical welding process, bachelor thesis 

Mondragon University Faculty of Engineering, Spain, 2022. 

[14] B. SZAŁOWSKI ET AL.: ‘Effect of local deformation during TIG welding of austenitic stainless 

steel on the microstructure and hardness’, in ESSC & Duplex 2022, Verona, Italy, 2022. 

[15] J. GOLDAK, A. CHAKRAVARTI and M. BIBBY: ‘A new finite element model for welding heat 

sources’, Metallurgical Transactions B, 15(2), p. 299-305, 1984. 

[16] Z. SAMAD, N.H.M. NOR and E.R.I. FAUZI: ‘Thermo-Mechanical Simulation of Temperature 

Distribution and Prediction of Heat-Affected Zone Size in MIG Welding Process on 

Aluminium Alloy EN AW 6082-T6’, IOP Conference Series: Materials Science and 

Engineering, 530, 2019. 

[17] G. FU ET AL.: ‘Parameter determination of double-ellipsoidal heat source model and its 

application in the multi-pass welding process’, Ships and Offshore Structures, 10(2), p. 204-

217, 2015. 

[18] A. LUNDBÄCK: Finite element modelling and simulation of welding of aerospace components, 

thesis, Luleå tekniska universitet, 2003. 

[19] J. DUPONT and A. MARDER: ‘Thermal efficiency of arc welding processes’, Welding Journal-

Including Welding Research Supplement, 74(12), p. 406s, 1995. 

[20] B. SZAŁOWSKI: Effect of Thermomechanical Welding on the Austenitic Stainless Steel, master 

thesis, Institute of Materials Science, Joining and Forming, Graz University of Technology, 

2022. 

[21] A. BAGHDADCHI, V.A. HOSSEINI and L. KARLSSON: ‘Identification and quantification of 

martensite in ferritic-austenitic stainless steels and welds’, Journal of Materials Research and 

Technology-Jmr&T, 15, p. 3610-3621, 2021. 

[22] T. SAKAI ET AL.: ‘Dynamic and post-dynamic recrystallization under hot, cold and severe 

plastic deformation conditions’, Progress in Materials Science, 60, p. 130-207, 2014. 

[23] H.H. ZARGARI ET AL.: ‘Metallurgical Characterization of Penetration Shape Change in 

Workpiece Vibration-Assisted Tandem-Pulsed Gas Metal Arc Welding’, Materials, 13(14), 

2020. 

[24] S.A. DAVID: ‘Ferrite Morphology and Variations in Ferrite Content in Austenitic Stainless-

Steel Welds’, Welding Journal, 60(4), p. S63-S71, 1981. 



Mathematical Modelling of Weld Phenomena 13 

201 

 

[25] M.F. SIDDIQUI: Recrystallization and Grain Growth Behavior of Austenitic Stainless Steel 

304L, master thesis, IMAT-Institute of Materials Science, Joining and Forming, Graz 

University of Technology, 2021. 

[26] D. SAMANTARAY, S. MANDAL and A.K. BHADURI: ‘A critical comparison of various data 

processing methods in simple uni-axial compression testing’, Materials & Design, 32(5), p. 

2797-2802, 2011. 

  



Mathematical Modelling of Weld Phenomena 13 

202 

 

  



Mathematical Modelling of Weld Phenomena 13 

203 

 

 

 

 

III  Artificial Intelligence 

  



Mathematical Modelling of Weld Phenomena 13 

204 

 

  



Mathematical Modelling of Weld Phenomena 13 

205 

 

STUDY OF RESISTANCE SPOT WELDING VIA 

EXPERIMENTAL, NUMERICAL AND 

ADVANCED ANALYTICAL METHODS 

H. GAO, R. ZWART, E. VD AA, T. VD VELDT 

Tata Steel in the Netherlands  

DOI 10.3217/978-3-85125-968-1-11 

ABSTRACT 

In this work, finite element welding models are firstly validated with experimental measurements. Cases 

with different weld time, weld current and squeeze force are subsequently simulated in order to create a 

new database. Multiple linear regression, decision tree and random forest methods are used to train the 

analytical models. The trained analytical models are used to predict new experiments with reasonably 

good accuracy. In addition, weights for the input variables are explicitly ranked and discussed, which 

provides valuable information for optimizing the welding process. The main conclusions are 

summarized as follows, 

• The approaches proposed in this work to combine the experiments, numerical models and 

analytical models are proven to be reliable and can be extended to other materials and 

processes.  

• Increase in weld time or weld current, or decrease in squeeze force will increase the nugget 

size. With the studied material, multiple linear regression model provides two equations to 

calculate the nugget diameter and height with respect to weld time, weld current and squeeze 

force. Decision tree has a slightly better accuracy than multiple linear regression. Random 

forest provides the best predictions. 

• Weld current has a dominating weight (more than 0.85) to determine the final nugget size. 

Squeeze force has a weight of 0.12 for determining the nugget height. 

 
Key words: Resistance spot welding, Finite element model, Advanced analytics, AHSS 

INTRODUCTION 

Advanced high strength steels (AHSS) are increasingly used by the automotive 

manufacturers to reduce weight of a vehicle. A 10% reduction in vehicle weight can save 

fuel by 3% to 7% [1]. It has been reported that more than 4000 welds are made on a body 

in white car frame [2]. Resistance spot welding is the mostly applied method due to low 

cost, high degree of automation and small workload. The strength of a weld is strongly 

dependent on the weld nugget size. Therefore, it is of great importance to understand the 

relationship between the weld nugget size and welding parameters.  
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Finite element modelling is a widely used method to predict thermal and mechanical 

material responses during welding [3]. However, a virtual heat flux with a certain 

distribution has to be defined for simulation of either a laser welding or arc welding 

process [4-5], which always leads to a discussion on its reliability. Simulation of 

resistance spot welding can be fully based on the physics of Joule heating, where heat 

generation is calculated from the contact resistance at the sheet interface [6]. Therefore, 

combination of experimental and numerical approaches becomes an effective way to gain 

a better insight of temperature and strain/stress evolution during resistance spot welding 

and optimize welding parameters on demand. However, for a physical-based model with 

complex structure and processing conditions, calculation time for a numerical model can 

be very expensive. In addition, weights of input variables cannot be explicitly studied 

from simulation. Any changes in material properties, sample dimension and welding 

parameters will lead to a re-run of the model.  

With development of modern high-speed computers, modeling based on big data has 

become a powerful approach to control and optimize different process parameters. 

Advanced analytical model has proven to an effective tool for resolving complex 

problems related to multiple factors [7]. Therefore, combination of experimental, 

numerical and advanced analytical methods to study resistance spot welding is explored 

in this work. An advanced high strength steel DP800-GI with a thickness of 1.2 mm was 

selected for resistance spot welding experiments. Finite element welding models are 

firstly constructed and validated with experimental measurements. A new database with 

different squeeze force, weld time and weld current are subsequently simulated. Multiple 

linear regression, decision tree and random forest methods are used to train the analytical 

models. The trained analytical models are used to predict new experiments with 

reasonably good accuracy. In addition, weights for the input variables are explicitly 

ranked and discussed, which provides valuable information for optimizing the welding 

process. 

MATERIALS AND METHODS 

MATERIAL AND WELDING EXPERIMENT 

A dual phase (DP) steel with a thickness of 1.2 mm was selected for the experimental 

approaches in this study. This steel was received in a cold-rolled and galvanized condition 

with a coating weight of 50 gm−2. The testing coupons were prepared with a dimension 

of 45 mm x 45 mm. The chemical compositions of the studied material with Fe balanced 

are listed in Table 1. 

Table 1 Chemical composition of studied material with Fe balanced (wt%) 

C Si Mn Al 

0.15 0.096 2.063 0.647 

Resistance spot welds were produced on a 1000 MHz MFDC spot welding machine, 

using a constant current regulation. ISO5821 F1-16-20-6 CuCr1Zr electrodes were tip-
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dressed before use. The welding specification was according to the VDEh SEP1220-2 

standard [8], as shown in Table 2. The welding current range was determined by 

producing two welds per current setting, starting from a welding current of 3.0 kA with an 

increment step of 0.2 kA. The minimum current was found when the weld spot diameter 

is greater than 4√t (t refers to sample thickness). When splash occurs between the sheets 

in two subsequent welds at identical welding current settings, the welding current was 

decreased in steps of 0.1 kA. The maximum current was determined until three 

consecutive welds were made without splash. 

Table 2 Welding specification according to SEP1220-2 

Force (kN) Squeeze time (ms) Weld time (ms) Hold time (ms) 

4  400 320 200 

NUMERICAL MODEL 

SORPAS®2D welding is used in this work for modelling approaches. Temperature 

dependent material properties of DP800, such as thermal conductivity, specific heat 

capacity, density, thermal expansion coefficient, Young’s modulus, flow stress curves, 

were obtained from the SORPAS materials database. For welding simulation, a 1000Hz 

DC arbitrary projection/spot welding machine was selected from the SORPAS machine 

database and ISO5821 F1-16-20-6 CuCr1Zr electrodes with a geometry matching the 

experimental configuration were defined. Zinc surface coating was selected with a 

thickness of 50 g/m2. The model set-up for resistance spot welding is shown in Fig. 1. 

The numerical welding simulation in this work follows the ISO/TS 18166 guidelines [9]. 

 

Fig. 1 Model set-up and mesh arrangement 
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ADVANCED ANALYTICAL MODEL 

Advanced analytics employs predictive modeling, statistical methods, machine learning 

and process automation techniques beyond the capacities of traditional business 

intelligence (BI) tools to analyze data or business information. Three advanced analytical 

models were used in this study, i.e., multiple linear regression, decision tree and random 

forest. The scripts were compiled using Python language. Packages of SCIPY, PANDAS 

and NUMPY were imported.  
Multiple linear regression (MLR) is a method used to model the linear relationship 

between a dependent variable and two or more independent variables. The MLR equation 

can be expressed as follows, 

𝑦 = 𝑏0 + 𝑏1𝑥1 + 𝑏2𝑥2 + …+ 𝑏𝑝𝑥𝑝                                               (1) 

where y is the predicted or expected value of the dependent variable, x1 through xp are p 

distinct independent or predictor variables, b0 is the value of y when all the independent 

variables (x1 through xp) are equal to zero, and b1 through bp are the estimated regression 

coefficients. Each regression coefficient represents the change in y relative to a one-unit 

change in the respective independent variable. MLR is based on ordinary-least-squares 

(OLS), the model is fit such that the sum-of-squares of differences of observed and 

predicted values is minimized. 

Decision tree builds regression or classification models in the form of a tree structure. 

It breaks down a dataset into smaller and smaller subsets while at the same time an 

associated decision tree is incrementally developed. The final result is a tree with decision 

nodes and leaf nodes. A decision node has two or more branches, each representing 

values for the attribute tested. Leaf node represents a decision on the numerical target. 

The topmost decision node in a tree which corresponds to the best predictor called root 

node. A node will be split if this split induces a decrease of the impurity greater than or 

equal to this value. The weighted impurity decrease equation is the following, 

𝑁_𝑡 / 𝑁 ∗  (𝑖𝑚𝑝𝑢𝑟𝑖𝑡𝑦 −  𝑁_𝑡_𝑅 / 𝑁_𝑡 ∗  𝑟𝑖𝑔ℎ𝑡_𝑖𝑚𝑝𝑢𝑟𝑖𝑡𝑦 −  𝑁_𝑡_𝐿 / 𝑁_𝑡 ∗  𝑙𝑒𝑓𝑡_𝑖𝑚𝑝𝑢𝑟𝑖𝑡𝑦)    (2) 

where N is the total number of samples, N_t is the number of samples at the current node, 

N_t_L is the number of samples in the left child, and N_t_R is the number of samples in 

the right child. The advantages of decision trees are simple to understand and interpret 

and capable of handle both categorical and numerical data. However, a small change in 

the training data can result in a large change in the tree and consequently the final 

predictions. 

Random forest is a model made up of many decision trees. Rather than just simply 

averaging the prediction of trees, this model uses two key concepts: random sampling of 

training data points when building trees and random subsets of features considered when 

splitting nodes. 
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RESULTS AND DISCUSSION 

VALIDITY OF MATERIAL PROPERTIES AND NUMERICAL MODEL 

The SORPAS material database provides properties of universal steel grades (e.g., Mild 

steels, Dual phase steels, TRIP steels). DP800 was chosen in this work. In order to check 

the validity of the input material properties, chemical composition of the studied material 

from Table 1 was imported into JMatPro® to calculate the temperature dependent material 

properties, and then compared with those from the SORPAS materials database, as shown 

in Fig. 2. Reasonable agreements have been achieved for both the thermal conductivity 

and electrical resistivity. As temperature increases, the thermal conductivity from 

SORPAS database firstly increases to 35.4 W/ m K, and then decreases to 26.1 W/m K, 

and increases again at high temperatures up to 36.1 W/m K. The calculated thermal 

conductivity from JMatPro has a slightly overestimation in the temperature range from 

300 to 1000 °C. For the electrical resistivity, it increases at elevated temperature. A very 

good agreement has been achieved between SORPAS and JMatPro. Thermal conductivity 

and electrical resistivity are the two most important properties for an electrical-thermal 

analysis, which determines the heat generation at the interfaces and the final weld nugget 

shape. 

 

Fig. 2 Comparison of thermal conductivity (left) and electrical resistivity (right) from 

SORPAS and JMatPro 
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Fig. 3 Weld nugget size from numerical prediction and experiment measurement with 

welding current of 6 kA 

The weld nugget size was used for validation of the numerical model. The welded 

sample was cut into cross-section and etched to visualize the weld fusion area. A 

comparison of the weld nuggets size with a welding current of 6 kA is shown in Fig. 3. A 

good agreement of the weld nugget shape between the experimental measurement and 

numerical prediction has been achieved. 

ADVANCED ANALYTICS 

After validation of the numerical model, in total 64 testing conditions were simulated 

considering different combinations of weld current (7-10 kA), squeeze force (3.5-5 kN) 

and weld time (280-400 ms). Hold time does not affect the nugget size and it is therefore 

not investigated. The simulated nugget diameter and height are listed in Table 3. It needs 

to be addressed that the “Height” exported from SORPAS output is half of the real nugget 

height. With the same force and time, diameter and height increase when current is 

increased. With the same force and current, diameter and height increase when time is 

increased. Increase either in time or current will increase the total heat input, and thus 

enlarge the nugget size. With the same time and current, diameter and height decrease 

when force is increased. Increase in force will increase the contact area and decrease the 

contact resistance at sheets interface. The total heat input is as a result decreased, and thus 

reduce the nugget size.  
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Table 3 Simulated weld nugget diameter and height with different combinations of squeeze 

force, weld time and weld current 

Sample Force (kN) Time (ms) Current (kA) Diameter (mm) Height (mm) 

1 3.5 280 7 4.4237 0.70182 

2 3.5 280 8 5.5245 0.89669 

3 3.5 280 9 6.1294 0.94104 

4 3.5 280 10 6.553 0.98001 

5 4 280 7 4.1062 0.64227 

6 4 280 8 5.2759 0.86884 

7 4 280 9 6.0805 0.92618 

8 4 280 10 6.5191 0.96463 

9 4.5 280 7 3.9487 0.61293 

10 4.5 280 8 5.1783 0.82468 

11 4.5 280 9 6.06 0.91139 

12 4.5 280 10 6.5057 0.95405 

13 5 280 7 3.8082 0.55913 

14 5 280 8 5.0542 0.77551 

15 5 280 9 5.8206 0.89114 

16 5 280 10 6.475 0.92805 

17 3.5 320 7 4.6984 0.79285 

18 3.5 320 8 5.6941 0.90322 

19 3.5 320 9 6.2977 0.94355 

20 3.5 320 10 6.7896 0.97874 

21 4 320 7 4.5206 0.71044 

22 4 320 8 5.6094 0.88946 

23 4 320 9 6.202 0.92883 

24 4 320 10 6.7442 0.96341 

25 4.5 320 7 4.4326 0.68644 

26 4.5 320 8 5.558 0.85753 

27 4.5 320 9 6.1441 0.91349 

28 4.5 320 10 6.7214 0.9525 

29 5 320 7 4.0425 0.60017 

30 5 320 8 5.3025 0.80125 

31 5 320 9 6.1551 0.92083 

32 5 320 10 6.6625 0.92901 

33 3.5 360 7 5.0532 0.80764 

34 3.5 360 8 5.8877 0.90686 

35 3.5 360 9 6.3962 0.94257 

36 3.5 360 10 6.9645 0.9772 
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37 4 360 7 4.8429 0.73625 

38 4 360 8 5.8274 0.88872 

39 4 360 9 6.3159 0.92887 

40 4 360 10 6.9162 0.96132 

41 4.5 360 7 4.6282 0.69027 

42 4.5 360 8 5.7638 0.85777 

43 4.5 360 9 6.3221 0.91415 

44 4.5 360 10 6.8847 0.94867 

45 5 360 7 4.3306 0.61704 

46 5 360 8 5.5532 0.80036 

47 5 360 9 6.2265 0.89761 

48 5 360 10 6.746 0.92515 

49 3.5 400 7 5.2071 0.8065 

50 3.5 400 8 6.068 0.90581 

51 3.5 400 9 6.587 0.94096 

52 3.5 400 10 7.0357 0.96976 

53 4 400 7 5.0281 0.73714 

54 4 400 8 5.9915 0.88744 

55 4 400 9 6.543 0.92703 

56 4 400 10 7.0007 0.95227 

57 4.5 400 7 4.883 0.69821 

58 4.5 400 8 5.9304 0.8567 

59 4.5 400 9 6.4763 0.91282 

60 4.5 400 10 6.9718 0.93797 

61 5 400 7 4.5363 0.63719 

62 5 400 8 5.654 0.79939 

63 5 400 9 6.3993 0.89579 

64 5 400 10 6.9479 0.92291 

The created database is divided into two sets, 70 % of which was used for training the 

model, and 30 % was kept for validation. Weld nugget diameter and height are defined as 

target functions. Three advanced analytical model were used, i.e., multiple linear 

regression, decision tree and random forest. The associated results are shown in Fig. 4. A 

dashed line is plotted in every figure for reference. A shorter distance of the dots to the 

dashed line indicates a better fit of the predictions. R square (R^2) and root mean square 

error (RMSE) of the models are shown in Table 4. For nugget diameter prediction, the 

R^2 of the multiple linear regression model is 0.951 with a RMSE of 0.193 mm. Decision 

tree model shows a better prediction between 5.5 mm and 6.5 mm. The R^2 and RMSE 

are 0.973 and 0.141 mm respectively. Random forest model improves the prediction by 

random sampling the training points and random subset of features when splitting the 

nodes. The R^2 of random forest reaches 0.979 with a RMSE of 0.126 mm. For nugget 
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height prediction, the R^2 of multiple linear regression model only achieves 0.803, while 

decision tree and random forest have a better accuracy of 0.93 and 0.966, respectively. 

 

 

 

Fig. 4 Results of multi-linear regression, decisition tree and ranom forest models 
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Table 4 Results from different advanced analytical models. 

 Linear 

regression 

Decision 

tree 

Random 

forest 

Linear 

regression 

Decision 

tree 

Random 

forest 

 Diameter Height 

R^2 0.951 0.973 0.979 0.803 0.930 0.966 

RMSE 0.193 0.141 0.126 0.048 0.028 0.019 

Table 5 Weighting factors of decision tree and random forest models. 

 Decision tree Random forest Decision tree Random forest 

 Diameter Height 

Force 0.036 0.030 0.129 0.123 

Time 0.065 0.062 0.021 0.020 

Current 0.899 0.908 0.850 0.857 

From the multiple linear regression model, three coefficients and one intercept of the 

input variables can be obtained. Therefore, a multi-linear equation can be generated to 

predict the weld nugget diameter and height based on force, time and current,  

𝐷𝑖𝑎𝑚𝑒𝑡𝑒𝑟 = −0.181 ∗ 𝑓𝑜𝑟𝑐𝑒 + 0.005 ∗ 𝑡𝑖𝑚𝑒 + 0.743 ∗ 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 − 1.488       (3) 

𝐻𝑒𝑖𝑔ℎ𝑡 = −0.051 ∗ 𝑓𝑜𝑟𝑐𝑒 + 0.0002 ∗ 𝑡𝑖𝑚𝑒 + 0.085 ∗ 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 + 0.284          (4) 

Table 5 shows the weights of force, time and current related to nugget size. From the 

decision tree model, weld current is the dominating variable (more than 0.899) to 

determine the nugget diameter. Random forest model shows a slightly higher weight 

(0.908) than that of the decision tree. Weld time is ranked the second and squeeze force 

has the least influence on the nugget diameter. For prediction of nugget height, weld 

current has still the dominating weight of 0.85. However, squeeze force is ranked the 

second in the order of 0.12. Weld time has the least influence on the nugget height. 

Besides ranking the weights of input variables, another advantage of using a tree-like 

model is to trace the split at every node. The ‘sklearn.tree’ package was used to export the 

data for node split. Fig. 5 shows the tree layout using ‘Graphviz’. As ‘current’ has the 

most weight in determing the nugget size, it was picked as the root node. The threshold is 

8.5 kA with 44 samples. The target value is 5.851 mm. 24 samples were found with 

‘current’ greater than the first threshold. As there are many branches generated in the 

subsequent judgements, only the bottommost branch is chosen here for discussion. The 

second judgement is ‘current’ less than 9.5 kA, which returns 12 samples with ‘truth’ and 

12 samples with ‘false’. The third judgement is ‘time’ less than 300 ms, which returns 7 

samples with ‘truth’ and 5 samples with ‘false’. The fourth judgement is ‘time’  less than 

380 ms, which returns 3 samples with ‘truth’ and 4 samples with ‘false’. The fifth 

judgement is ‘force less than 4 kN, which determines the weld diameter of 7.036 mm with 

‘truth’ and 6.972 mm with ‘false’. The similar interpretions can be applied to other 

branches. 
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Fig. 5 Node split with respect to squeeze force, weld time and current 
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CONCLUDING REMARKS 

In this work, finite element welding models are firstly validated with experimental 

measurements. Cases with different weld time, weld current and squeeze force are 

subsequently simulated in order to create a new database. Multiple linear regression, 

decision tree and random forest methods are used to train the analytical models. The 

trained analytical models are used to predict new experiments with reasonably good 

accuracy. In addition, weights for the input variables are explicitly ranked and discussed, 

which provides valuable information for optimizing the welding process. The main 

conclusions are summarized as follows, 

• The approaches proposed in this work to combine the experiments, numerical 

models and analytical models are proven to be reliable and can be extended to 

other materials and processes.  

• Increase in weld time or weld current, or decrease in squeeze force will increase 

the nugget size. With the studied material, multiple linear regression model 

provides two equations to calculate the nugget diameter and height with respect 

to weld time, weld current and squeeze force. Decision tree has a slightly better 

accuracy than multiple linear regression. Random forest provides the best 

predictions. 

• Weld current has a dominating weight (more than 0.85) to determine the final 

nugget size. Squeeze force has a weight of 0.12 for determining the nugget 

height. 
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ABSTRACT 

Heat source model calibration is a critical step in the process of developing a weld model. This typically 

involves running a thermal analysis for various sets of welding input parameters (efficiency, heat source 

radii, etc), and comparing the simulation results against experimental data, including thermocouple 

traces and fusion zone boundaries. This trial-and-error approach takes time and requires user judgement. 

This work aims towards establishing an automation and optimisation framework for heat-source 

calibration. Exhaustive search, exploration of solution space, and identification of suitable metrics are 

implemented and applied for the automated heat source calibration of a previously validated arc welding 

benchmark. 

 

Keywords: heat source calibration, automation, optimisation 

INTRODUCTION 

The heat source calibration procedure is a required step to perform finite element welding 

simulations. The aim of heat source calibration is the identification of realistic heat source 

parameters for a given welding procedure [1-3]. The heat source parameters include the 

heat efficiency, the type and size of heat source distribution and its vertical position. The 

heat source calibration is usually a computationally intensive procedure of trial-and-error, 

which requires user judgement because of the presence of multiple good solutions and 

lack of strict guidance for how to handle them. The automation and optimisation of heat 

source calibration would accelerate the process and would ensure that an optimal solution 

is found. 

Numerous research papers have been focused on the automation and optimisation of 

heat source calibration, and applied optimisation algorithms to determine the appropriate 

combination of heat source distribution parameters and heat efficiency simultaneously [4-

7] or just the heat source distribution parameters with fixed efficiency [8]. However, the 

heat efficiency can be determined prior to the heat source geometric parameters by using 
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experimental data from far-field thermocouples, that is thermocouples far from the weld 

centre line [9]. The separate determination of heat efficiency and heat source parameters 

would simplify the optimisation procedure, as the combinations of parameters that need to 

be examined to find the best solution vector would be significantly reduced. Moreover, 

the correct efficiency could be safely determined, rather than its correct value being lost 

in the potentially multiple good solutions of this multi-variable optimisation problem. 

This paper aims to establish a framework for implementing this two-step optimisation 

process for heat source calibration, with the first step being the fixation of heat efficiency 

and the second the determination of heat source parameters. More specifically, using as 

case study the NeT project Task Group 4 (TG4) specimen [10-11], an exhaustive search 

was performed to evaluate the solution space and different metrics were assessed to 

identify the best strategy for implementing an automated optimised heat source 

calibration. 

NET-TG4 SPECIMENS 

The specimens that were used as a case study in this research are from NeT Task Group 4 

(TG4) [10-11]. They are AISI 316L(N) austenitic stainless steel plates with a 3-pass TIG 

weld in a slot. The filler metal was of type AISI 316L, the travel speed was 76.2 mm/min 

and no weaving was used. With the same welding parameters, many identical mock-ups 

were fabricated by this Task Group. In the current research, the experimental 

thermocouple data used were from specimens named 2-1A and 3-1B, and the 

experimental fusion boundary was taken from the macrograph of the specimen named 1-

2B (Fig. 1). Only the 1st pass was studied. 

The experimental thermocouple data were obtained from 12 locations on each 

specimen, as shown in Fig. 2. The thermocouples at the start and stop ends were not 

included in the analysis of this research, to minimise the influence of starting and 

stopping effects and concentrate on quasi-steady-state conditions at the bead mid-length. 

Thus, only the mid-length thermocouples were used, that is TC2, TC5, TC10, TC11, 

TC12 on the front (welded) face and TC7, TC8, TC9 on the back face. The temperature 

increases (maximum temperature minus initial temperature) of these thermocouples were 

examined, to identify which ones can be considered far-field (adequately far from heat 

source to not be very influenced by the local heat source characteristics). The lowest 

temperature increases were experienced by TC5, TC7, TC8, TC12, as can be seen in 

Table 1. Thus, these thermocouples will be characterised as far-field. The rest of the 

thermocouples used in this study, that is TC2, TC9, TC10, TC11, experienced high 

temperature increases and will be characterised as near-field. The temperature increases 

were in accordance with the distance of thermocouples from the heat source. More 

specifically, the nearer the thermocouple position to the heat source the higher the 

temperature increase experienced. The nominal positions of thermocouples can be seen in 

Table 1. The actual positions measured after completion of welding were slightly 

different from nominal, and the estimated actual positions of thermocouples were used in 

the simulations of this study, as it can be seen in Table 1. 



Mathematical Modelling of Weld Phenomena 13 

223 

 

 

Fig. 1 Macrograph of 1-2B specimen that was used in this study as representative fusion 

boundary of NeT-TG4 benchmark [10] 

 

Fig. 2 Positioning of thermocouples on 3-1B mock-up [12] 
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Table 1 Experimental temperature increases ΔT (maximum - initial temperature) for 

thermocouples of specimens 2-1A and 3-1B and thermocouple nominal and estimated 

actual positions. 

thermocouple 
ΔTexp 

2-1A 

ΔTexp 

3-1B 

x 

nominal 

y 

nominal 

x 

actual 

2-1A 

x 

actual 

3-1B 

y 

actual 

2-1A 

y 

actual 

3-1B 

TC2 386.0 490.6 +13 0 12.4 12 0 0 

TC5 246.3 265.7 +18 0 17.5 18.1 0 0 

TC7 267.8 284.3 +15 18 14.3 15.1 18 18 

TC8 284.9 255.7 -15 18 15.1 15.1 18 18 

TC9 453.8 456.9 0 18 0.1 0.4 18 18 

TC10 533.6 622.9 -9 0 8.9 8.6 0 0 

TC11 350.5 371.6 -13 0 12.8 13.5 0 0 

TC12 228.0 217.9 -18 0 18 17.1 0 0 

EXHAUSTIVE SEARCH FOR HEAT EFFICIENCY 

3-D steady-state analysis was performed with the FEAT-WMT heat source fitting tool 

[13]. The temperature dependent material properties and other weld modelling details can 

be found in [14-15], and were the same for all simulations of this study. The type of heat 

source used was ellipsoid, described by the Eq. (1): 

 𝑞 =
𝑄

𝑉𝑎
exp−{(

𝑥

𝑟𝑙
)
2
+ (
𝑦

𝑟𝑣
)
2
+ (
𝑧

𝑟𝑎
)
2
}    (1) 

where q is the power per unit volume, Q is the total power deposited, (x,y,z) is the 

geometric center of the distribution, and rl, rv, ra are the radii of distribution in the lateral, 

vertical and axial directions respectively. The quantity Va is adjusted by the FEAT-WMT 

program automatically, so that the total power input is Q. 

The three heat source distribution radii were first fixed to 1.0 mm size each, and many 

simulations run with different values of heat efficiency (from 10% to 100%). It was 

expected that the simulation temperature increase in far-field thermocouple points would 

not be much influenced by the arbitrary initial choice of heat source geometrical 

parameters. Therefore, it was expected that the heat efficiency could be quickly and 

accurately determined by comparing the temperature increases at these far-field points 

with the experimental ones, until an efficiency is found in which these two temperature 

increases are as close as possible. The metric used for comparison of the far-field 

temperature curves was the root mean square error (RMSE) of thermocouple increases, 

Eq. (2): 

RMSE ={∑
1

𝑛

𝑖=𝑛
𝑖=1 {(ΔTTCi,sim - ΔTTCi,exp) / ΔTTCi,exp}2}   (2) 

where n is the number of far-field thermocouples (n = 4 for this study) and ‘i’ is the 

thermocouple numbering. ΔT denotes the temperature increase (maximum - initial 

temperature), and ‘sim’ refers to the simulation temperature increase, while ‘exp’ to the 

experimental one. 
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Both 2-1A and 3-1B specimens were found to have only one efficiency that minimises 

the RMSE. For the 2-1A specimen the efficiency that minimised the RMSE was 74% and 

for the 3-1B specimen it was 73%. Because of this slight disagreement, the average of the 

two RMSE was calculated and found that it was minimised at 74% efficiency, as it can be 

seen in Fig. 3. A similar triangular shape of graph was observed for the RMSE-efficiency 

graph of specimen 2-1A, of specimen 3-1B and in all other RMSE-efficiency graphs 

plotted in this study. Another method of using both specimens to determine the efficiency 

would be to use thermocouples from both specimens to calculate a single RMSE. One 

thing that should be considered in that case would be that the thermocouples used in each 

of the specimens should be equal in number, so that the specimen with more 

thermocouples does not dominate in the RMSE calculation. Both methods seem 

reasonable; however, they could lead to slightly different results. 

 

Fig. 3 Average RMSE of mock-ups 2-1A and 3-1B of far-field thermocouples for various 

values of heat efficiency 

EXHAUSTIVE SEARCH FOR HEAT SOURCE RADII 

After the initial fixation of efficiency to 74% based on experimental and simulation far-

field thermocouple comparison, the solution space for best choice of heat source radii was 

examined. Based on previous experience within NeT-TG4, the interval of exploration that 

would possibly contain the optimal heat source radii solution was judged to be within the 

1.0-3.0 mm interval for each of the three radii (ra, rl, rv). Many simulations were run, with 

altogether having all possible combinations of heat source radii within the specified 

interval and with step of 0.1 mm. The efficiency was kept fixed for all these simulations 

at 74%. 
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A metric was developed to compare the experimental and simulation fusion boundary 

shapes automatically. Two mean square errors (MSE)1 between the two fusion boundary 

shapes were calculated, one in respect to x axis (measuring the vertical distance of the two 

curves) and one in respect to y axis (measuring the horizontal distance of the two curves). 

The final metric for automatic fusion boundary comparison was the average value of the 

horizontal MSE and vertical MSE. This metric was proved capable of comparing any two 

curves of fusion boundaries, regardless of their different shapes and scales; the shapes of 

the whole profiles of the two curves were compared and the melted area was indirectly 

compared as well. Fig. 4 illustrates an example of fusion boundary comparison with this 

metric. The code to implement this metric, as well as the rest of the code of this study, can 

be found at [16]. 

The steps to implement this fusion boundary comparison metric were the following: 

1. The simulation and experimental fusion boundary profiles should be at the same 

scale and aligned on the vertical axis. Also, in axisymmetric weld simulations, 

the simulation fusion boundary should be mirrored at the vertical axis to acquire 

both left and right profiles. 

2. To calculate the horizontal fusion boundary MSE, the right halves of simulation 

and experimental fusion boundaries were isolated, and their axes flipped (the x 

axis of the graphs to be used as y axis and vice versa), so for the profiles to form 

functions. 

3. Cubic interpolation was performed to the exact same points of horizontal axis for 

both simulation and experimental half profiles. 

4. The mean square error between the interpolated points (their mean squared 

vertical distance) was calculated. 

5. The steps 2-4 were repeated for the left halves of simulation and experimental 

fusion boundaries. Then the right horizontal and left horizontal MSEs were 

averaged to find the total horizontal MSE. 

6. To calculate the vertical fusion boundary MSE, the x and y axes remained as they 

were (no flipping), but only the bottom profile was kept, so that it formed a 

function. 

7. Then, the steps 3, 4 were implemented. 

8. Finally, the horizontal and vertical MSEs were averaged to form the total fusion 

boundary MSE. 

                                                 

 
1 mean square error is the average squared difference between some estimated (Ŷi) and actual (Yi) values, 

given by the formula MSE =
1

𝑛
∑ (Ŷi − Yi)

2𝑛

𝑖=0
. 
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Fig. 4 Visual representation of fusion boundary comparison of simulation solution (effic. = 

74%, ra=1.0, rl=1.5, rv=2.5) and experimental fusion boundary. The vertical MSE of this 

comparison is 0.89, the horizontal MSE is 1.34, and thus the total (averaged) MSE is 1.12. 

Many different simulation fusion boundaries were generated from the exhaustive 

search of heat source radii solutions, and some trends were observed. By increasing only 

one radius each time and keeping the rest at small values, it was noticed that the increase 

of vertical radius rv increased the depth of simulation fusion boundary, the increase of 

lateral radius rl increased its width, and the increase of axial radius ra reduced the melted 

area a little. 

The fusion boundary comparison metric was found to be influenced by all three heat 

source distribution radii, as it can be seen in Fig. 5. The solution that minimised this 

metric was (ra=2.9, rl=2.2, rv=1.5). 

 

                                (a)                                                                                (b) 

Fig. 5 Fusion boundary MSE of the exhaustive search of radii interval 1.0-3.0 and efficiency 

fixed to 74%. In subfigure (a) the MSE is represented by the colour map in a three-axes space 

of radii values, while in subfigure (b) the MSE is represented by the vertical axis. The 

minimum MSE value is at (ra=2.9, rl=2.2, rv=1.5). 

The thermocouple RMSEs, far-field and near-field, were also examined. For far-field 

thermocouples the RMSE described by Eq. 2 was used, and the RMSEs of the two 

specimens 2-1A and 3-1B were averaged. For near-field thermocouples however, a 

weighted RMSE was used, described by the Eq. 3. Weighted means that, each 

thermocouple term in the RMSE expression was divided by the total number of 
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thermocouples that were located in the same side with this thermocouple term (left side, 

right side, or middle). The reason for this was that the number of near-field thermocouples 

on the left side of the weld was different to the number of near-field thermocouples on the 

right side. Since the experimental fusion boundary has not always symmetry about the 

vertical axis, the thermocouples on the left side of the weld might have different opinion 

on the heat source parameters than the thermocouples on the right. If a non-weighted 

RMSE was used, then the opinion of the side with more thermocouples would dominate, 

and we would not want such bias.  

RMSEweighted = √{{[(ΔTTC2,sim - ΔTTC2,exp) /ΔTTC2,exp]2 

 +[[(ΔTTC10,sim - ΔTTC10,exp)/ΔTTC10,exp]2  

+[(ΔTTC11,sim - ΔTTC11,exp) /ΔTTC11,exp]2]/2 + [(ΔTTC9,sim -ΔTTC9,exp)/ΔTTC9,exp]2}/3} (3) 

The weighted RMSE of each specimen 2-1A and 3-1B was calculated and then they were 

averaged across the two specimens. In the following text, when referring to RMSE of far-

field or near-field thermocouples we will mean that Eq. 2 and Eq. 3 were used 

respectively, and also that the calculated RMSEs were averaged across the two 

specimens. 

The far-field thermocouples showed very low variation of RMSE value with different 

combinations of heat source radii, as it can be seen in Fig. 6, and they appeared to be 

mainly influenced by lateral radius (rl). The near-field thermocouples also showed to have 

small influence by the heat source radii, as can be seen in Fig. 7, and were found to be 

influenced more by the vertical and lateral radii (rl and rv) rather than the axial (ra). It 

should be pointed out however, that these observations were true for the specific interval 

of solution space that was examined (1.0 - 3.0), and cannot be safely generalised for other 

intervals or welding cases. 

   

                                (a)                                                                                (b) 

Fig. 6 RMSE of far-field thermocouples (averaged across specimens 2-1A and 3-1B) of the 

exhaustive search of radii interval 1.0-3.0 and efficiency fixed to 74%. In subfigure (a), the 

RMSE is represented by the colour map in a three-axes space of radii values. In subfigure (b), 

the RMSE is represented by the vertical axis and its minimum value (ra=1.3, rl=1.0, rv=1.0) is 

pointed out by the arrow. 
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                                (a)                                                                                (b) 

Fig. 7 Weighted RMSE of near-field thermocouples (averaged across specimens 2-1A and 3-

1B) of the exhaustive search of radii interval 1.0-3.0 and efficiency fixed to 74%. In 

subfigure (a), the RMSE is represented by the colour map in a three-axes space of radii 

values. In subfigure (b), the RMSE is represented by the vertical axis and its minimum value 

(ra=3.0, rl=1.0, rv=1.0) is pointed out by the arrow. 

It is of interest that both far-field and near-field show preference towards the (ra=1.0, 

rl=1.0, rv=1.0) corner of solution space. Specifically, the optimal solution according to the 

RMSE of far-field thermocouples was (ra=1.3, rl=1.0, rv=1.0) and according to the 

weighted RMSE of near-field thermocouples it was (ra=3.0, rl=1.0, rv=1.0). At this point, 

let’s remind to the reader that, this exhaustive search of heat source radii was conducted 

with 74% efficiency which was found by arbitrarily fixing the heat source radii to the 

(ra=1.0, rl=1.0, rv=1.0) vector. So, shall we trust the thermocouples’ opinion or shall we 

first investigate if they are influenced by the arbitrary choice of heat source radii that was 

used for determining the efficiency? To answer this question, the same procedure was 

followed, but now by fixing the efficiency with heat source radii vector (ra=3.0, rl=3.0, 

rv=3.0). 

The results showed that we were right to think that the thermocouples’ opinions were 

biased by the choice of radii initialisation vector. After fixing the heat source radii to 

(ra=3.0, rl=3.0, rv=3.0), the optimal efficiency was found with the same method as before, 

that is, by minimising the RMSE, but now the optimal efficiency was found to be 72% 

(instead of 74% that was found previously with fixing the radii to (ra=1.0, rl=1.0, rv=1.0)). 

Then, the exhaustive search of heat source radii solutions was again performed in the 1.0-

3.0 interval for each radius, but with 0.5 step now (less data points than before) to reduce 

the computational cost. It was found that both far-field thermocouples showed a 

preference towards the new choice of radii (ra=3.0, rl=3.0, rv=3.0). Specifically, the best 

solution for far-field thermocouples was (ra=3.0, rl=1.0, rv=3.0) and for near-field 

thermocouples (ra=3.0, rl=1.5, rv=1.5). On the other hand, the fusion boundary metric 

again appeared not to be influenced by the arbitral choice of radii, and gave best solution 

of (ra=3.0, rl=1.5, rv=1.5), which is closed to the previous solution of (ra=2.9, rl=2.2, 

rv=1.5). 

After these observations, it was judged that the best metric for radii determination out 

of the three metrics, namely RMSE of far-field thermocouples, weighted RMSE of near-

field thermocouples, and fusion boundary comparison, was the fusion boundary one. This 

is because it was the least biased by the initial heat source radii selection of heat 
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efficiency determination. The thermocouple metrics or any other metric that is a 

combination of fusion boundary and thermocouple metrics, might shift the radii solution 

to areas biased by the initial choice of radii to fix the efficiency. 

HEAT SOURCE CALIBRATION 

The aim of heat source calibration is to find the optimal values of heat efficiency, heat 

source radii, and sometimes other parameters as well, such as the vertical position of the 

heat source. By optimal values we mean that, we want the values that would result in a 

finite element thermal solution as close to the experimental one as possible. 

In this research, the heat efficiency and heat source radii (ra, rl, rv) were calibrated for 

NeT-TG4 specimen. Initially, the heat source radii values were fixed to an arbitrary 

number (ra=1.0, rl=1.0, rv=1.0) and the optimal efficiency was found (74%). Then, with 

efficiency fixed, the optimal heat source parameters were determined based on the fusion 

boundary comparison metric that was developed in this study. The optimal heat source 

radii found at this stage were (ra=2.9, rl=2.2, rv=1.5). The far-field and near-field 

thermocouple metrics were not used for heat source radii determination, as they were 

found to be significantly influenced by the initial heat source radii vector chosen to 

determine the efficiency. However, it was found that, the fusion boundary metric was 

slightly influenced by the initial choice of heat source radii as well, since the heat 

efficiency was slightly different depending on this choice. It was then clear that an 

iterative process is necessary in order to find the optimal combination of efficiency and 

heat source radii, until the efficiency value does not change any more. This procedure was 

followed for the NeT-TG4 specimen and is schematically illustrated in Fig. 8.  

 

Fig. 8 Heat source calibration iterative process for exploration interval of 2nd iteration 1.0-3.0 

for each heat source radius 

The interval of exploration for efficiency was 10-100% in all iterations (although very 

low values wouldn’t be realistic). For the 2nd iteration (the numbering of iterations is 
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described in Fig. 8), the interval of exploration for heat source radii was 1.0-3.0 for each 

radius. In consequent iterations however, the interval of exploration for heat source radii 

was reduced, to avoid unnecessary computational cost, and it was selected to include the 

interval of 10 best solutions (according to fusion boundary metric) of the previous 

iteration. Also, areas outside this exploration interval were explored, in cases where the 

solution was close to the boundaries of interval of the previous iteration. Following that 

method, the exploration interval for heat source radii was (ra=2.7-3.3, rl=1.8-2.6, rv=1.3-

1.7) for the 3rd iteration and (ra=2.5-2.8, rl=1.8-2.0, rv=1.3-1.6) for the 4th, with step 0.1. 

At some iterations the interval of exploration might have been tighter than ideally, but this 

was to reduce the computational cost of the exhaustive search. The fusion boundary 

shapes for each solution of each iteration were very similar, and they matched the 

experimental fusion boundary very well. 

The final solution, which was heat efficiency 73% and heat source radii ra=2.8, rl=2.0, 

rv=1.5, is illustrated in Fig. 9, along with the experimental fusion boundary. The vertical 

MSE of the two curves was 0.16, the horizontal MSE was 0.37, and their average (total 

MSE) was 0.26. This MSE value should be considered very low, due to the asymmetry of 

the experimental fusion boundary about the vertical axis, and also due to the fluctuations 

of its profile, whilst the simulation fusion boundary profile was symmetrical and 

smoother. 

As for the thermocouple metrics for the final solution (effic.=73%, ra=2.8, rl=2.0, 

rv=1.5), the RMSE of far-field thermocouples was found to be 0.073 and the near-field 

thermocouple weighted RMSE was 0.075. Fig. 10 shows that the simulation temperature 

increases (maximum - initial temperature) versus the experimental temperature increases 

of thermocouples of the two specimens. As it can be seen, the near-field thermocouples 

for specimen 3-1B were a bit underpredicted, whilst for specimen 2-1A were a bit 

overpredicted. 

 

Fig. 9 Final solution of iterative process of radii exploration interval of 2nd iteration 1.0-3.0, 

that is, efficiency 73% and heat source radii (ra=2.8, rl=2.0, rv=1.5) 
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Fig. 10 Thermocouples’ experimental versus simulation temperature increases of final 

solution (effic.=73%, ra=2.8, rl=2.0, rv=1.5) for specimens 2-1A (left) and 3-1B (right) 

MULTIPLE GOOD SOLUTIONS 

The examination of solution space of the iterative process of fixing the efficiency first and 

then the heat source radii based on the fusion boundary comparison led to a single area of 

solution space of best solution. This means that, the problem appeared to have one 

optimal solution and not many different optimal solutions. Furthermore, the solution 

space seemed smooth, meaning that, the thermocouple and fusion boundary metrics 

changed almost continuously with the solution space. However, let’s remind the reader 

that, the interval of radii exploration that we started with (1.0-3.0) was rather small and 

based on previous experience from the NeT-TG4 project. What would happen if we 

started with another solution space interval? Could we have many different solutions that 

appear optimal? To answer these questions, the exhaustive search of solution space was 

repeated, but now with radii exploration interval 0.1-2.0, with step 0.1. The initialisation 

of heat source radii vector was again (ra=1.0, rl=1.0, rv=1.0) and hence the initial 

efficiency was fixed to 74%. 

The results showed that the fusion boundary comparison metric gave now a completely 

different optimal solution of 2nd iteration (ra=2.0, rl=0.8, rv=0.1) compared to the solution 

of 2nd iteration of previous exploration (ra=2.9, rl=2.2, rv=1.5). The heat efficiency of 2nd 

iteration was now found 74% (same as 1st iteration), and so the algorithm stopped, giving 

final solution (ra=2.0, rl=0.8, rv=0.1), as described in Fig. 11. Because the axial radius of 

the solution was in the upper boundary of exploration interval (ra = 2.0), if we wanted to 

be more detailed, the algorithm should had restarted with an expanded exploration 

interval towards the upper boundary region of ra, to ensure that the optimal solution would 

be found for this region of good solutions. Nevertheless, the solution (effic.=74%, ra=2.0, 

rl=0.8, rv=0.1) had a decent total MSE of 0.35 (average of horizontal and vertical MSEs), 

but a bit larger than the total MSE of 0.26 of final solution (effic.=73%, ra=2.8, rl=2.0, 

rv=1.5) of the previous exploration, and its fusion boundary is illustrated in Fig. 12. 
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Fig. 11 Heat source calibration iterative process for exploration interval of 2nd iteration 0.1-

2.0 for each heat source radius 

 

Fig. 12 Final solution of iterative process of radii exploration interval of 2nd iteration 0.1-2.0, 

that is, efficiency 74% and heat source radii (ra=2.0, rl=0.8, rv=0.1) 

 

Fig. 13 Thermocouples’ experimental versus simulation temperature increases of final 

solution (effic.=74%, ra=2.0, rl=0.8, rv=0.1) for specimens 2-1A (left) and 3-1B (right) 

Regarding the thermocouple metrics, they were found to be very similar across both 

solutions. For solution (effic.=74%, ra=2.0, rl=0.8, rv=0.1) the far-field thermocouple 

RMSE was 0.072 and the weighted RMSE value of near-field thermocouples was 0.075, 

which were almost the same with the previous solution (effic.=73%, ra=2.8, rl=2.0, 

rv=1.5). Fig. 13 illustrates the simulation temperature increases of this solution and shows 

that they were very similar with the temperature increases of the previous solution. 

According to these observations, in an adequately large interval of exploration, 

multiple different regions of good solutions might appear. The fusion boundary metric for 
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the multiple good solutions might be similar. The thermocouple metrics across these 

solutions might be similar too. In this study, two different good solution regions were 

identified for NeT-TG4, which were (effic.=73%, ra=2.8, rl=2.0, rv=1.5) and (effic.=74%, 

ra=2.0, rl=0.8, rv=0.1) (and probably other good solution regions exist for this specimen as 

well, outside the intervals examined in this study). However, the fusion boundary metric 

was better for the former solution rather than the latter, and thus it would be justified to 

choose the (effic.=73%, ra=2.8, rl=2.0, rv=1.5) as the best option. 

CONCLUSIONS 

The conclusions of this research were the following: 

1. The automatic fusion boundary metric that was developed in this study was able 

to compare all fusion boundary shapes and sizes and was easy to implement, by 

averaging the MSE of differences of the experimental and simulation fusion 

boundary curves both in horizontal and in vertical axis. This metric could be used 

as target value for fusion boundary comparisons in structural integrity assessment 

guidelines. When deciding the target value for this metric, the experimental 

fusion boundary asymmetry by the vertical axis should be taken into 

consideration and also the fluctuations of its profile, as with their increase the 

value of the metric would increase too. 

2. The determination of efficiency before the heat source radii accelerated the heat 

source calibration process, by reducing the exploration space. The proposed 

guidelines for automated heat source calibration of heat efficiency and heat 

source radii can be summarised as follows: 

a. Firstly, an arbitrary vector for the heat source radii is selected, preferably 

realistic in size, that is, some mm smaller than the width of the macrograph. 

b. Then, the heat efficiency is determined by minimising the RMSE value of 

far-field thermocouples, as these thermocouples can approximately 

estimate the heat efficiency regardless the choice of initialising heat source 

radii vector. 

c. An interval of exploration of possible heat source radii solutions is then 

selected. The efficiency is kept fixed to the value that was previously 

determined, and the heat source radii vector that minimises the fusion 

boundary metric is selected. The thermocouple metrics (far-field and near-

field) are not used at this stage to find the heat source radii, since their 

preferences could be biased towards the initialising heat source radii vector. 

d. The heat efficiency is then recalculated, and an iterative process begins 

between heat source radii and efficiency calculation, until the efficiency 

does not change any more. In every iteration, for computational efficiency, 

the interval of exploration can be narrowed down to regions around the 

interval of radii value of ‘n’ best solutions of the previous iteration. 

3. Depending on the interval of exploration, very different heat source radii 

solutions, that give almost equally good results, can be found. In contrast to the 

heat source radii solutions, by following the method of firstly fixing the 
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efficiency with far-field thermocouples, the solutions for efficiency can deviate 

only a little. 

4. Appropriate optimisation algorithms could be selected to accelerate the 

automated heat source calibration workflow. The heat efficiency was found to 

have only one value which minimises the RMSE of far-field thermocouples. 

Therefore, the exhaustive search could be easily substituted with any 

optimisation algorithm that searches for one minimum and does not require the 

function’s derivative (e.g., golden-section search). The optimisation of heat 

source radii is a more complex problem. The fusion boundary metric appears to 

have a continuous value in the solution space. However, multiple different good 

solutions seem to exist (many local minima). Therefore, a gradient based 

optimisation algorithm that does not require the function’s derivatives and also 

that can handle many local minima could be used. 

FUTURE WORK 

In this study automated heat source calibration was performed with exhaustive search. 

However, this requires computational time (for this research the computational time was 

about 5 days). Instead of exhaustive search, optimisation algorithms could be used to find 

the minima to further accelerate the heat source calibration (particularly useful if large 

solution space intervals need to be explored) and to ensure that the optimal solution is 

found. So, future work will be focused on implementation of appropriate optimisation 

algorithms. Also, future work will include the application of the optimised heat source 

calibration workflow to new specimens and welding processes so to assess its general 

applicability. 
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ABSTRACT 

The contactless magnetohydrodynamic technology has been considered as a potential and promising 

method to improve the weld qualities of deep penetration laser beam welding. In this paper, numerical 

investigations are conducted to study the influence of the auxiliary oscillating magnetic field on the 

porosity suppression in laser beam welding of 5754 aluminum alloy. To obtain a deeper insight into the 

suppression mechanism, a three-dimensional transient multi-physical model is developed to calculate the 

heat transfer, fluid flow, keyhole dynamic, and magnetohydrodynamics. A ray tracing algorithm is 

employed to calculate the laser energy distribution on the keyhole wall. A time-averaged downward 

Lorentz force is produced by an oscillating magnetic field. This force acts in the molten pool, leading to 

a dominant downward flow motion in the longitudinal section, which blocks the bubble migration from 

the keyhole tip to the rear part of the molten pool. Therefore, the possibility for the bubbles to be 

captured by the solidification front is reduced. The electromagnetic expulsive force provides an 

additional upward escaping speed for the bubbles of 1 m/s ~ 5 m/s in the lower and middle region of the 

molten pool. The simulation results are in a good agreement with experimental measurements. Based on 

the results obtained in this study, a better understanding of the underlying physics in laser beam welding 

enhanced by an auxiliary oscillating magnetic field can be provided and thus the welding process can be 

further optimized reducing the porosity formation. 

 

Keywords: Deep penetration laser beam welding; Oscillating magnetic field; Numerical simulation; 

Porosity; Molten pool behaviour. 

INTRODUCTION 

Deep penetration laser beam welding (LBW) has been developed as a promising 

technology with numerous applications in joining thick plates above 5 mm [1]. Compared 
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to traditional arc welding, deep penetration LBW shows more advantages including large 

aspect ratio, high welding speed, narrow heat affected zone, and low weld distortion [2]. 

Based on the above-mentioned advantages, wide applications of this technology have 

been achieved in joining thick plates of aluminum alloy. 

However, porosities are commonly observed in the LBWed joints of aluminum alloys, 

which result in deterioration of the welded joints’ quality and reliability [3,4]. The 

porosities in LBWed joints can be classified as the so-called metallurgical and process 

porosity [5]. The metallurgical porosity is not the main emphasis of this study which is 

caused by the elements with low boiling-point from base metal and moisture in the 

atmosphere or shielding gas. Process porosity induced by keyhole instability with a size 

larger than 100 m has been drawing more and more attention. The formation of the 

process porosity can be mainly ascribed to the keyhole collapse, dynamic melt flow 

behind the keyhole, and high solidification rate [6-9]. Furthermore, researchers have 

investigated many suppression methods of process porosity during deep penetration 

LBW. For example, the methods of using different shielding gases [9], changing the angle 

of incident laser beam [10], conducting welding under vacuum [11], applying hybrid 

welding [12], and performing welding coupled with oscillating laser beam [13] have been 

investigated in detail. 

Recently, contactless magnetohydrodynamic (MHD) technology has been recognized 

as a potential way to improve the deep penetration LBW, which can control the flow 

pattern of melting liquid by the induced Lorentz force from external magnetic fields. The 

welding quality can be improved based on multiple effects of braking, supporting, and 

stirring achieved by different Lorentz force application methods performed with multiple 

types of magnetic fields (steady magnetic field or oscillating magnetic field) and magnetic 

field directions [14-16]. Moreover, researchers found that external magnetic fields can 

suppress process porosity significantly. Huang et al. [17] reported that the porosity defect 

is eliminated obviously by using an auxiliary steady magnetic field during laser beam 

welding of steel. The reasons limiting porosity formation by the steady magnetic field are 

mainly related to the increased stability of the keyhole, the larger bubble escape speed, 

and the lower solidification rate of the weld pool. Fritzsche et al. [18] applied a transverse 

oscillating magnetic field in a partial penetration LBW of aluminum. Significant porosity 

suppression of more than 70% and better surface stabilization were achieved.  

Although the effect of the external magnetic fields on the porosity suppression have 

been verified by experiments, a deeper insight into the relationships between magnetic 

fields, keyhole dynamics, and process porosity is harder to obtain because of the non-

transparent molten metal and the small diameter of the keyhole. Moreover, the fluid flow 

behaviour in the molten pool is highly nonlinear, which makes the quantitative 

experimental analysis difficult. Therefore, multi-physical modeling is a powerful tool to 

investigate the physical interaction mechanisms between keyhole dynamics, process 

porosity, and MHD behaviour. Recently, a few researchers have developed three 

dimensional multi-physical models to investigate the formation of porosity, in which the 

Volume of Fluid method (VOF) was applied to capture the free surface of the keyhole [6, 

8]. Furthermore, some numerical models were established with consideration of external 

magnetic field. Zhang et al. [19] built a three-dimensional transient numerical model to 

investigate the influence mechanism of an alternating magnetic field on the weld root 

hump suppression in full penetration laser welding of aluminum. Meng et al. [20] 
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investigated the highly transient keyhole dynamics under a magnetic field by using multi-

physical modeling. The correlation between the porosity mitigation and molten pool 

dynamics effected by magnetic field was elucidated in detail. Liu et al. [21] studied the 

influence of the magnetic field orientation on suppressing porosity by establishing a 

numerical model coupled with MHD. They found the keyhole stability was well improved 

when the magnetic fields were horizontally parallel and perpendicular to the welding 

direction. 

However, further quantitative analysis of the interaction mechanisms between keyhole 

dynamics, process porosity, and MHD behaviour during deep penetration LBW is still 

lacking. In the present study, a 3D transient multi-physical numerical model, coupled with 

the VOF algorithm and a MHD model, has been developed to investigate this interaction 

mechanism. The weld pool behaviour is analysed under the influence of the Lorentz force 

and the corresponding suppression mechanism of the magnetic field on process porosity 

during deep penetration LBW is discussed.  

EXPERIMENTAL PROCEDURE 

The experiments of butt welding were conducted by an IPG YLR 20000 laser welding 

system. The welding parameters used in the experiments are listed in Table 1. The 5754 

aluminum alloy was used as base metal with dimensions of 200 mm × 50 mm × 10 mm. 

The laser beam was inclined in a forward direction with an angle of 10°. Pure Ar was used 

as shielding gas with a flow rate of 20 l/min, which was placed in the backward direction 

with an angle of 15°. A high-speed camera was used to capture the temporal evolution of 

the molten pool from a side view with a frequency of 1000 frames/s. The molten pool 

depth, width, and length extracted from the experimental results are used for the 

verification of the numerically obtained results. The experimental platform is shown in 

Fig. 1 (a). 

   

Fig. 1 Experimental setup: (a) laser beam welding platform; (b) Measurement platform of 

magnetic fields distribution in the cold material 

The oscillating magnetic field are produced by an in-house developed alternating 

current (AC) electromagnet. The dimension of the cross-section of the magnetic pole is  

20 mm × 20 mm and the distance between the two magnetic poles is 15 mm. In order to 

simplify the model, the generation of the external magnetic field is not considered in this 

model. Therefore, the magnetic field was measured by a Hall sensor in a cold condition 

Hall SensorAluminum Plate

Primary Coil

Secondary Coil

Magnetic Pole
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before the laser was turned on and it was applied directly in this model, the measurement 

platform is shown in Fig.1 (b). The peak magnetic flux density produced by this 

oscillating magnetic system is 220 mT and the frequency is 1830 Hz, which is used in this 

numerical model. Fig. 2 shows the spatial distribution of magnetic flux density. 

 

Fig. 2 Normalized magnetic flux density (Frequency: 1830 Hz, Peak magnetic flux density: 

220 mT) 

The joints were cut perpendicular to the weld seam by mechanical cutting and 

subsequently the cross-section of samples was polished and etched by  

2.5 ml HNO3 + 1.5 ml HCl + 1 ml HF + 95 ml H2O. The fusion line shape in the cross-

section was observed by an optical microscope. 

Table 1 Welding parameters in experiments and simulation 

Parameters Value 

Laser power 5 kW 

Laser spot diameter at focal plane 520 m 

Wavelength 1070 nm 

Focal length 350 mm 

Focal position 0 mm 

Welding speed 2 m/min 

MATHEMATICAL MODELING 

A three-dimensional transient multi-physical model accounting for the VOF method and 

MHD has been developed to calculate the heat transfer, fluid flow, and the keyhole 

dynamics. Some simplifications are applied to reduce the computing costs because of the 

highly complex and multi-physical coupled fluid flow behavior in the molten pool. The 

assumptions are as follows: 

• The flow regime of the liquid metal flow is laminar. The liquid metal is 

considered as Newtonian and incompressible. The buoyance term follows the 

Boussinesq approximation. 
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• The metal vapor in the keyhole is weakly ionized, thereby the gaseous phase in 

the model is considered electrically non-conductive. 

• The effect of shielding gas is neglected in the simulation. 

• The thermoelectric effect and the Joule heating are not taken into consideration. 

GOVERNING EQUATIONS 

Based on the assumptions, the governing equation in a fixed Cartesian coordinates system 

can be mathematically described as following: 

• VOF equation  

𝜕𝜙

𝜕𝑡
+ ∇ ∙ (𝑣 𝜙) = 0,       (1) 

where 𝜙 is the volume fraction of aluminum, 𝑡 is the time and 𝑣 = (𝑣𝑥, 𝑣𝑦, 𝑣𝑧) is the 

fluid velocity vector. 

• Mass conservation   

∇ ∙ 𝑣 = 0.        (2) 

• Energy conservation 

𝜌 [
𝜕ℎ

𝜕𝑡
+ (𝑣 ∙ ∇)ℎ] = ∇ ∙ (𝑘∇𝑇) + 𝑆𝑞,     (3) 

where ℎ is the enthalpy, 𝑘 is the thermal conductivity, and 𝑆𝑞 is the energy source term. 

All surface energies are converted to volumetric energies by the continuum surface force 

method because of the application of the VOF method [22]. This additional source terms 

consider the laser heat flux density, the convective and radiative heat transfer, the 

evaporation loss, and the recondensation. 

• Navier-stokes equation 

𝜌 (
𝜕�⃗� 

𝜕𝑡
+ (𝑣 ∙ ∇)𝑣 ) =  −∇𝑝 + 𝜇∇2𝑣 + 𝜌𝑔 − 𝛽𝜌(𝑇 − 𝑇𝐿)𝑔 − 𝜇𝐾𝑣 + 𝑆𝑚⃗⃗⃗⃗  ⃗,  (4) 

where 𝜌 is the density, 𝑝 is the hydrodynamic pressure, 𝜇 is the viscosity, 𝑔  is the 

gravitational acceleration vector, 𝑇 is the temperature, 𝑇𝐿 is the liquidus temperature, 𝐾 is 

the Carman-Kozeny equation [23]. The effects of surface tension along the aluminum-air 

interface, the recoil pressure induced by evaporation, the stagnation pressure and shear 

stress on the keyhole surface are as well converted into volumetric forces and 

implemented into the additional momentum source 𝑆𝑚⃗⃗⃗⃗  ⃗. 

• Magnetic induction equation 

The magnetic induction equation can be written as following according to Ohm’s law 

and Maxwell’s equation: 

𝜕�⃗� 

𝜕𝑡
+ (𝑣 ∙ ∇)�⃗� =

1

𝜇𝑚𝜎𝑒
∇2�⃗� + ((𝐵0⃗⃗⃗⃗ + �⃗� ) ∙ ∇) 𝑣 − (𝑣 ∙ ∇) ∙ 𝐵0⃗⃗⃗⃗ ,  (5) 
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where �⃗�  is the magnetic field induced by the liquid flow, 𝐵0⃗⃗⃗⃗  is an external magnetic field 

measured by a Hall sensor, 𝜇𝑚 is the magnetic permeability, and 𝜎𝑒 is the electrical 

conductivity. The induced current density 𝑗  and Lorentz force 𝐹𝐿⃗⃗  ⃗ are written as the 

following:  

𝑗 =
1

𝜇𝑚
∇ × (𝐵0⃗⃗⃗⃗ + �⃗� ),       (6) 

𝐹𝐿⃗⃗  ⃗ = 𝑗 × (𝐵0⃗⃗⃗⃗ + �⃗� ),       (7) 

The Lorentz force is then introduced as part of the momentum source term. 

PHYSICAL MODELS 

The laser beam profile is assumed to have a Gaussian-like axisymmetric distribution, 

which can be expressed as follows: 

𝑞𝐿 =
2𝑃𝐿

𝜋𝑟𝑧
2 ∙ exp (−2

𝑥2+𝑦2

𝑟𝑧
2 ),      (8) 

𝑟𝑧 = 𝑟𝑓 [1 + (
𝑧−𝑧𝑓

𝑧𝑟
)
2
]

1

2

,      (9) 

where 𝑞𝐿 denotes the heat density function, 𝑃𝐿 is the laser power, 𝑟𝑧 is the radius of the 

laser beam at 𝑧 distance away from the focal plane, 𝑥 and 𝑦 are the coordinates,  𝑧𝑓 is the 

position of the focal plane, 𝑟𝑓 is the laser beam radius at the focal plane. 

In this model, a ray tracing algorithm developed by Cho et al. is applied to calculate the 

ray reflections [24]. For this purpose, the laser beam energy is discretized into several 

energy bundles. Meanwhile, finer secondary virtual cells on the keyhole wall are used to 

improve the accuracy of the ray tracing algorithm. Note that this virtual approach comes 

without significant increase of the calculating time [20, 25, 26]. The Fresnel absorption 

happened during every reflection can be calculated by the following equation: 

𝛼 = 1 −
1

2
(
1+(1−𝜀𝑐𝑜𝑠𝜑)2

1+(1+𝜀𝑐𝑜𝑠𝜑)2
+
𝜀2−2𝜀𝑐𝑜𝑠𝜑+2𝑐𝑜𝑠2𝜑

𝜀2+2𝜀𝑐𝑜𝑠𝜑+2𝑐𝑜𝑠2𝜑
),    (10) 

where 𝜑 is the angle between the incident ray and the surface normal, 𝜀 is a coefficient 

determined by the laser type and the material properties, which is set as 0.087 in this 

model [27]. 

The recoil pressure due to evaporation is described as follows [28]: 

𝑃𝑟 = 0.54𝑃0exp (𝑙𝑣𝑀
𝑇−𝑇𝑏

𝑅𝑇𝑇𝑏
),     (11) 

where 𝑃𝑟 is the recoil pressure, 𝑃0 is the atmospheric pressure, 𝑙𝑣 is the latent heat of 

vaporization, 𝑀 is the atomic mass, 𝑇𝑏 is the boiling temperature, and 𝑅 is the universal 

gas constant. 

The normal capillary pressure 𝑃𝑐𝑎 and the tangential Marangoni stress 𝜏𝑚𝑎 can be 

written as: 
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𝑃𝑐𝑎 =  𝛾,        (12) 

𝜏𝑚𝑎 =
𝜕𝛾

𝜕𝑇

𝜕𝑇

𝜕𝑠 
,       (13) 

where 𝛾 is the surface tension of aluminum [8],  and 𝑠  are the curvature and the 

tangential vector of keyhole surface, respectively. 

In addition, the influence of thermal (secondary heating 𝑞𝑝𝑙𝑢𝑚𝑒 and recondensation 

𝑞𝑟𝑒𝑐𝑜𝑛𝑑) and momentum from high-speed metal vapor (stagnation pressure 𝑃𝑠𝑡𝑎 and shear 

stress 𝜏𝑣𝑎𝑝) on the keyhole are also considered in this model [24,29].  

BOUNDARY CONDITION 

The energy balance on the keyhole wall can be described as: 

−𝑘
𝜕𝑇

𝜕�⃗� 
= 𝑞𝐿 − ℎ𝑐(𝑇 − 𝑇0) − 𝜎𝜀𝑟(𝑇

4 − 𝑇0
4) − 𝜌𝑣𝑒𝑣𝑝∆𝐿𝑣 + 𝑞𝑝𝑙𝑢𝑚𝑒 + 𝑞𝑟𝑒𝑐𝑜𝑛𝑑, (14) 

where �⃗�  is the normal vector of the free surface, ℎ𝑐 is the coefficient of the convective 

heat transfer, 𝑇0 is the ambient temperature, 𝜎 is the Stefan-Boltzmann constant, 𝑣𝑒𝑣𝑝 is 

the recession speed of the free surface. 

The force balance on the keyhole wall can be written as: 

−𝑝 + 2𝜇
𝜕𝑣𝑛

𝜕�⃗� 
= 𝑝𝑟 + 𝑝𝑠𝑡𝑎 + 𝑝𝑐𝑎     (15) 

−𝜇
𝜕𝑣𝑡

𝜕�⃗� 
= 𝜏𝑚𝑎 + 𝜏𝑣𝑎𝑝      (16) 

where 𝑣𝑛 is the normal velocity and 𝑣𝑡 is the tangential velocity. Eq. (15) describes the 

force balance in normal direction and the force balance in tangential direction can be 

expressed by Eq. (16). 

Another energy and electromagnetic boundary conditions are shown in Table 2. The 

continuum boundary condition is applied on the side face of the geometry model to allow 

for realistic and accurate description of the thermal and electromagnetic conduction in a 

semi-infinite domain. 

Table 2 Energy and electromagnetic boundary conditions 

 Energy Electromagnetic 

Top 𝜕𝑇 𝜕�⃗� ⁄ =0 𝑗 =0 

Side aluminum surface Continuum boundary [30] Continuum boundary [30] 

Side gas surface 𝜕𝑇 𝜕�⃗� ⁄ =0 𝑗 =0 

Bottom −𝑘 𝜕𝑇 𝜕�⃗� ⁄ = −ℎ𝑐(𝑇 − 𝑇0) 

                        −𝜎𝜀𝑟(𝑇
4 − 𝑇0

4) 
𝑗 =0 
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The initial conditions are: 

𝑇|𝑡=0 = 300 𝐾, 𝑣 |𝑡=0 = 0, �⃗� |𝑡=0 = 0   (17) 

NUMERICAL SETUP 

Fig. 3 shows the schematic of the computational domain. The dimensions of the 

geometric model are 20 mm × 8 mm × 12 mm, the gas phase layer with 2 mm thickness is 

built above the workpiece. A uniform hexahedral cell size of 0.2 mm was used to 

discretize the computational domain.  

All transport equations are solved with the commercial software ANSYS FLUENT. 

The discretization of the momentum and energy conservation equations was done by a 

second order upwind algorithm. The velocity-pressure coupling is achieved by the 

Pressure Implicit with Splitting of Operators (PISO) method. The aluminum-air interface 

is reconstructed by the Geo-Reconstruct method. The simulation was calculated by a 

high-performance computing cluster in the Bundesanstalt für Materialforschung und 

prüfung (BAM) with 80 CPU cores and 768 GB RAM. About 96 h computational time 

were consumed to simulate 0.45 s physical welding time. 

 

Fig. 3 Schematic of computational domain 

RESULTS AND DISCUSSION 

EXPERIMENT RESULTS AND VALIDATION 

Severe porosity defects can be identified from the longitudinal section of the LBWed 

joints of 5754 aluminum alloy, see Fig.4. The porosity shown in the dashed rectangle (I, 

II) is typical keyhole-induced process pores, whose shape can be either spherical or 

irregular and the size of these porosities are usually larger than that of metallurgical 

porosity. According to the research of Fritzsche et al. [18] and Bachmann et al. [31], a 
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significant reduction of porosity can be achieved by the application of magnetic fields. 

Therefore, the objectives of the present study focus on the analysis of the suppression 

mechanism of magnetic fields on keyhole induced process porosity by using the 

numerical results. 

 

Fig. 4 Longitudinal section of LBWed joints of 5754 aluminum alloy 

A series comparison between the experimental and calculated results were conducted. 

The molten pool on the top surface is typical teardrop shape, which is similar as the 

numerical result, see Fig. 5. In Fig.6, the dashed line is the profile of the final weld. Table 

3 lists the errors between the experimental and the simulated results. From Fig.5, Fig.6 

and Table 3, the profile of the calculated fusion zone shows good agreement with the 

experimental results. The errors between the experimental results and the calculated 

results are lower than 10%. The above comparison validates the numerical model which 

can thus be used in the following analysis. 

 

Fig. 5 Comparison between experimental and calculated molten pool length without 

magnetic fields: (a) experiment results; (b) calculated results (the red region in the simulation 

result represents the calculated weld region) 

3 mm

Molten pool

Average length 8.52 mm

7.70 mm

(a) (b)
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Fig. 6 Comparison between experimental and calculated fusion zones without magnetic 

fields: (a) experiment results; (b) calculated results (the red region in the simulation result 

represents the calculated weld region) 

Table 3 Deviations between experimental and calculated results without magnetic fields 

 Width of molten pool Length of molten pool Depth of molten pool 

Experiment 4.35 mm 8.52 mm 6.35 mm 

Simulation 4.69 mm 7.70 mm 6.75 mm 

Errors 8% 10% 6% 

ELECTROMAGNETIC BEHAVIOUR 

The eddy currents are induced by an oscillating magnetic field in the workpiece, as shown 

in Fig.7. For a better visualization of the eddy current distribution, the magnitude is 

normalized by the maximal value. Two predominant circulating currents are found in the 

longitudinal section. This can be attributed to the fact that the value of the electric 

conductivity decreases with increasing temperature and the gaseous phase in the keyhole 

is also assumed as non-conductive. Thus, the keyhole with high temperature and the 

gaseous phase in the inner keyhole can be regarded as an electric barrier. The eddy current 

flow can be either clockwise or anti-clockwise, which is determined by the temporal 

variation of the magnetic flux density. The maximum value of the induced eddy current is 

2.5 × 107 A/m2. This flow pattern of the induced current is similar with the research 

results of Meng et al. [32]. and Bachmann et al. [33], but the magnitude is much higher 

due to the high electrical conductivity of aluminum. 



Mathematical Modelling of Weld Phenomena 13 

247 

 

 

Fig. 7 Vector field of the induced eddy current 

The Lorentz force is produced by the oscillating magnetic fields and its self-induced 

electric current. Intuitively, it shows periodic expansive and compressive effects like the 

oscillation of the magnetic field. The Lorentz force is the strongest on the top surface of 

the workpiece due to the maximum magnetic flux density occurred on the top position 

(see Fig. 2). Because of the skin effect, the induced Lorentz force will reduce sharply 

along the vertical direction. The Lorentz force in vertical direction at point A is extracted 

and shown in Fig. 8. The periodical upward and downward Lorentz force oscillates with a 

frequency of 3660 Hz which is double as high compared to the frequency of the magnetic 

field. According to Fig. 8, the maximum upward Lorentz force at point A is reached 

within the range of 1 ~ 3 × 105 N/m3.  
After ¼ period of the oscillating magnetic field, the maximum downward Lorentz force 

can be produced with the value of 2.5~4.5 × 105 N/m3. From a time-average viewpoint, 

the downward Lorentz force can be produced in the molten pool by the oscillating 

magnetic fields. For the keyhole, the expansive and compressive Lorentz force can as 

well be produced on the keyhole wall. Meng et al. [20] indicated that the Lorentz force 

formed on the opening of the keyhole has a significant effect on the laser absorption. 

10 0.25 0.50 0.75

Normalized current density

Top View

Side View
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Fig. 8 Distribution of Lorentz force density in molten pool 

MOLTEN POOL BEHAVIOUR AND KEYHOLE DYNAMICS 

Fig. 9 shows the comparison of the calculated temperature and velocity fields between the 

LBW and LBW assisted with an external magnetic field after the quasi-steady state is 

reached. It is considered that the fluid flow pattern in the molten pool has a remarkable 

effect on the porosity formation. There are two main flow circulations, see Fig. 9, in the 

well-developed molten pool without a magnetic field. The predominant flow routine of 

the molten metal in the longitudinal section is marked with white arrows. These two 

typical flow circulations were as well confirmed by the numerical and experimental 

research results from Liu et al. [21] and Kawahito et al. [34]. The upper circulation 

contributes to the formation of the elongated molten pool profile. It should be noted that 

the thin layer of the liquid metal on the keyhole front wall shows a fast downward flow 

under the recoil pressure. This downward flow is redirected at the liquid/solid boundary to 

form the second circulation at the bottom. The existence of the bottom circulation is not 

stable. It can disappear during the calculation sometimes and be rebuilt by the downward 

liquid metal from the keyhole wall. It has been found that the bottom circulation plays a 

crucial role in the formation and migration of the bubbles [6]. The formation of the 

bubbles can be mainly attributed to the collapse of the keyhole tip. The bottom circulation 

tends to push the formed bubbles to the solidification front, which increases the 

possibility of the capture of the bubbles [6,8].  

The application of an external magnetic field has a significant impact on the fluid flow 

pattern in the molten pool. The backward flow at the top region is enhanced by the 

Lorentz force, and thus both the length and the width of the molten pool is increased. The 

reason that the keyhole depth decreases after applying the magnetic fields is that the 

induced Lorentz force changes the energy distribution by affecting the diameter of the 

keyhole opening and the protrusions’ position in keyhole wall [21]. By comparing Fig. 9 

(b) and (d), it shows that an apparent downward flow is formed in the longitudinal section 

due to the time-averaged downward Lorentz force, which brings a suppression on the 

occurrence of the bottom circulation. This transformation of the flow mode is helpful for 

suppressing the formation of porosities. The bubble migration routine from the keyhole 

tip to the rear part of the molten pool is blocked by the enhanced downward fluid flow. 
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Thus, the possibility of the moving bubble captured by the solidification front can be 

reduced. The bubble formed in the keyhole tip has more opportunity to re-merge to the 

keyhole or move upward. Therefore, the process porosity can be suppressed.  

 

Fig. 9 Calculated temperature and velocity fields (𝑡 = 0.357 𝑠): (a) top surface of the molten 

pool without magnetic field; (b) x-z central surface without magnetic field; (c) top surface of 

molten pool with magnetic field; (d) x-z central surface with magnetic field  

The pressure difference that exists around non-conducting porosities can cause the 

electromagnetic expulsive forces due to the generation of the Lorentz force. If the liquid 

metal movement is ignored, the liquid flow will be deemed as Stokes flow. The additional 

escaping speed provided by the electromagnetic expulsive force can be described as: 

3

4

𝜋𝑑𝐵
3

6
𝐹𝐿 = 3𝜋𝜇𝑑𝐵𝑣𝑒𝑠𝑐     [20] 

The accelerating process of the bubble is ignored, the constant escaping speed contributed 

by electromagnetic expulsive force can be calculated from this equation when the forces 

on the bubble are balanced. The term on the left-hand side is the electromagnetic 

expulsive force proposed by Leenov-Kolin’s theory from Takahashi et al. [35]. The term 

on the right-hand side represents the total drag force on the bubble. Here 𝑑𝐵 is the pore 

diameter (here an average pore diameter of 1.15 mm is chosen according to Fig. 4), 𝐹𝐿 is 

the Lorentz force density, 𝑣𝑒𝑠𝑐 is the upward escaping velocity contributed by the 

electromagnetic expulsive force. The electromagnetic expulsive force induced by the 

Lorentz force can provide the bubble an additional escaping velocity in most areas of the 

molten pool, see Fig. 10. The additional escaping speed is higher on the top region of 

molten pool because of the maximum Lorentz force there. This larger additional escaping 

speed in the top region has no higher significance for the bubble escaping. However, the 

induced electromagnetic expulsive force still provides an additional upward escaping 

Temperature (K)

880615350 482.5 747.5

(a)

(b)

(c)

(d)
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speed within the range of 1 m/s ~ 5 m/s in the lower and middle part of the molten pool, 

which is a crucial factor for bubble escaping and suppressing porosity. Thus, the bubbles 

have more opportunity to escape from the molten pool because of the application of the 

external oscillating magnetic field. From Fig.4, two typical diameters of pores (Pore I and 

II) are extracted. Pore I is a single larger pore whose equivalent diameter is 1.92 mm. 

According to Eq. (20), the larger bubble with diameter of 1.92 mm has an additional 

upward escaping speed with 3 m/s ~ 13 m/s under the vertical component of Lorentz 

force of 1.5 × 104 N/m3 ~ 6 × 104 N/m3 in the lower and middle part of the molten 

pool. However, the smaller bubble (Pore II) with diameter 0.38 mm just be given an 

additional upward escaping speed within the range of 0.1 m/s ~ 0.5 m/s in the lower and 

middle region of the molten pool. It means that especially the larger bubbles have more 

possibilities to escape from molten pool.  

 

Fig. 10 Additional escaping speed provided by external magnetic expulsive force 

A statistical analysis on the keyhole collapse position is conducted, which is given in  

Fig. 11. 83% of the keyhole collapse happens at the position between 0 mm ~ 1 mm 

above the keyhole bottom when a magnetic field is applied. The collapse possibility of 

78% occurs at the position between 0 mm ~ 1 mm when the LBW conducted without 

magnetic fields. Moreover, the collapse occurred randomly at the upper and middle part 

of the keyhole. This distribution result disagrees with the standard normal distribution of 

keyhole collapse position during the LBW of titanium alloy reported by Pang et al. [36]. It 

also disobeys log-normal distribution occurred during the LBW process of 304L steel 

studied by Meng et al. [20]. This phenomenon may be associate to the lower viscosity and 

surface tension coefficient of molten aluminum alloy compared to steel and titanium 

alloys. The lower viscosity and surface tension coefficient make the keyhole dynamic 

behavior changes more significantly and the keyhole collapse occurs more frequently, 

which may exhibit entirely different dynamic behavior compared to titanium and steel. 

Therefore, the keyhole dynamic behavior of aluminum alloy LBW with auxiliary 

magnetic fields requires further investigation.  

Additional escaping speed provided 

by electromagnetic expulsive force (m/s)

22.1610.910 16.545.29
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Fig. 11 Probability histogram of the collapse distance relative to keyhole bottom 

CONCLUSION 

(1) A 3D transient multi-physical LBW model coupled with an external oscillating 

magnetic field is developed to investigate the relationship between the magnetic 

fields, keyhole dynamics and process porosity. 

(2) The application of external magnetic fields has a strong influence on the molten 

pool profile and fluid flow pattern. An apparent downward flow is formed in the 

longitudinal section under the effect of the Lorentz force. 

(3) The enhanced downward fluid flow blocks the bubble migration routine from the 

keyhole tip to the rear part of the molten pool. The possibility of the bubbles 

captured by the solidification front reduces notably. The electromagnetic 

expulsive force induced by Lorentz force can provide the bubble with 1 m/
s~ 5 m/s additional upward escaping speed in the lower and middle regions of 

the molten pool.  
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ABSTRACT 

Laser-assisted double-wire deposition welding is a welding process developed at LZH to increase the 

deposition rate with the minimum degree of dilution of the surfacing layer. The use of the laser beam 

serves to locally heat up the molten pool and substrate surface and, thanks to a smaller wetting angle, 

leads to improved bond to the substrate, which causes a wider and deeper weld pool. The aim of this 

paper is to investigate the basics of this process using numerical methods. The free surface of the 

deposition layer, the mass flow of the melting wires in the weld pool, as well as interphase mass 

exchange (e. g. evaporation), laser absorption and interphase heat balance were calculated. Two different 

simulation methods Eulerian finite volume method (FVM) and Lagrangian smooth particle 

hydrodynamics (SPH) were used to build the model. This paper deals with the model construction as 

well as the precision and computational effort of these methods. The results of both methods agree with 

each other. Conclusions were drawn about the advantages and limitations of both methods 

 

Keywords: Laser-assisted double-wire deposition welding, simulation method, FVM, SPH, Eulerian, 

Lagrangian 

INTRODUCTION  

Laser assisted double wire welding with non-transferred arc (LDNA) is a process 

developed by Laser Zentrum Hannover (LZH) for metal deposition and surfacing. In this 

process, the arc is ignited between two continuously fed wire electrodes. The wire 

electrodes melt and the droplets fall onto the substrate surface. This process offers not 

only a low degree of dilution, but also a high deposition rate.  

The droplets, depending on the size, temperature and velocity and their falling 

trajectory, can affect the weld pool hydrodynamics. Heat and volume of dripped metal 
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adds heat into the weld pool. Size, velocity and direction of the molten droplets lead to 

additional momentum into the welding pool. 

To improve the connection of the cladding layer, a laser beam oscillates transversely to 

the welding direction. This oscillation leads to an improved wetting angle on the sides 

with local heating of the weld pool, especially at the edges, and avoids the undercut 

formation (Fig. 1). 

Because of the local heating of the laser beam, the melt evaporates partially on the 

surface of the melt pool. In addition, this heating affects the local temperature of the melt 

pool surface and thus the surface tension, which in turn causes additional convection due 

to the Marangoni effect. The absorption of the laser beam depends on the angle of the 

incident beam and the temperature of the free weld pool surface. The physical phenomena 

are shown in the Fig. 2. 

 

Fig. 1 Left, falling droplets and local heating by laser during the LDNA process, captured 

transvers to weld direction by thermal camera, colours represent different temperatures. 

Right, the solidified weld seam topology with laser scanning microscopy (LSM), the colours 

illustrate the height of deposited layer 

 

Fig. 2 Schematic cross section, explanation of all to be simulated phenomena of the process 

For the simulative investigation of the LDNA process two different models based on 

differing approaches are developed. The first one, finite volume method (FVM), as an 

Eulerian method, implemented in ANSYS CFX® is compared with the Lagrangian 

method Smoothed Particle Hydrodynamics (SPH). 
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The SPH is a mesh-free Lagrangian method, which in recent years has received 

growing attention for the investigation of fluid dynamics problems. SPH is particularly 

well suited for the modelling of free surfaces, since those are handled implicitly by the 

discretization technique, which makes it an appealing method for the investigation of 

welding simulations. In this work the open source SPH frameworks SPlisHSPlasH [1] is 

used. The framework has an extended library to allow heat transfer, physical surface 

phenomena, viscous fluid behaviour and simplified solidification calculations. It has 

previously been used for the simulation of manufacturing processes, especially the 

problem of fluid mass and heat transfer in [2, 3]. It allows the development of a 

simulation model of the LDNA process.  

Furthermore, the aim is that the algorithms developed for this work will be integrated 

into the main SPlisHSPlasH framework. 

STATE OF ART  

In order to experimentally investigate the process, number of experimental tests, which 

have been described earlier in [4–8], were carried out. The physical phenomena that occur 

in this process have not been determined in a simulation so far. This investigation is the 

computer-aided description of this process. However, there are various simulative tests 

for other similar welding processes. Often equivalent heat sources are used for thermal 

modelling of deposition welding, for example, Amal et al. [9] used equivalent heat source 

to calculate the residual stresses in "Wire arc additive manufacturing" using commercial 

software Simufact. Zheng et al. [10] built up numerical model for regulation of heat input 

and Nikam et al. [11] tried the thermal analysis of multilayer metallic deposition during 

plasma arc based additive manufacturing. Chai et al. [12] implemented the laser powder 

interaction in a thermal analysis with cellular automaton in laser cladding process. 

Although their results show good geometric agreement with the real process, they cannot 

precisely determine the temperatures in cross-sections. Han et al. [13] investigated on 

hybrid laser and submerged arc cladding, and simulated the resulting residual stresses. 

Zhang et al. [14] considered the hydrodynamic and microstructure evolution in laser 

cladding process using a coupled model of FEM and cellular automaton. 

Song et al. [15] investigated on the internal molten flow convection on evolution of the 

solidification. They also believe that the Marangoni effect has a magnificent influence on 

the cladding layer. 

Eulerian methods are very common for the simulation of arc welding processes and 

have been used since the advent of computational welding simulation. A common 

difficulty in these methods is the calculation of free surface flows. There are several 

numerical approaches which are commonly used for the description of these free surface 

flows. They can be divided into two main groups [16]. The first group includes the so-

called Front Capturing Methods (FCM) in which a fixed Eulerian computational mesh is 

employed and a free surface is”expanded” along the volume of a certain layer. The 

thickness of this layer corresponds to several lengths of a computational cell. The most 

popular FCM are Volume of Fluid (VOF) [17, 18] and Level Set (LS) [19] methods. 

There also exists a number of other approaches where the free surface is considered as a 

sharp interface between two media, e.g., [20–22]. There the Arbitrary–Lagrangian–
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Eulerian method (ALE) is used, which allows the deformation of the mesh, but it does not 

allow to solve problems with significant topological changes, like flow-splitting. 

However, most common arc welding processes involve a melting, detachment and an 

impingement of a filler material into a weld pool. Both the approaches, the VOF/LS and 

the ALE are only limited satisfactory to accurately capture the process. Due to its 

strengths in modelling free surfaces as well as considering discontinuities and large 

topological changes and deformations, the SPH method became an interesting approach 

for modelling arc welding processes. However, a very little is known yet about the 

quantitative performance for the calculation of conductive/convective heat transfer 

compared to the established Eulerian methods, in the context of arc welding processes. 

SMOOTHED PARTICLE HYDRODYNAMICS FOR WELDING PROCESS SIMULATION 

The smoothed particle hydrodynamics (SPH) method was originally proposed by Lucy 

[23] and Gingold and Monaghan [24] in the field of Astrophysics. Since then it has been 

adopted for many different applications, including the simulation of weld pool dynamics. 

The mesh-free nature of SPH enables the simulation of large deformations, free surface 

motion and coupling of many physical processes, which makes it an attractive method for 

many real-world problems. 

Das and Cleary [25] use SPH in three-dimensional arc welding simulations in order to 

study temperature distributions, flow patterns and plastic strain in the filler material and 

residual thermal stresses in the work piece. Ito et al. [26] perform full simulations of 

tungsten inert gas (TIG) welding using the SPH method and show results for different 

material properties due to different sulphur contents and evaluate the flow patterns and 

the shape of the weld pool. 

Trautmann et al. [27] similarly perform weld pool simulations using SPH for a TIG 

welding process. They consider buoyancy, viscosity and surface tension as flow driving 

forces and the arc pressure, shear and all relevant thermal effects were parameterized 

using experimental studies. The penetration profiles of three different welding currents 

were compared to experimental results and decent agreement was shown. A hybrid 

approach is investigated by Komen et al. [28], who use an Eulerian grid and Lagrangian 

particles in conjunction, in order to simulate gas metal arc welding (GMAW). Molten 

metal is simulated by means of SPH, while the arc plasma and gas are simulated on a 

grid. The methods are then weakly coupled and executed iteratively. 

Komen et al. [29] also simulate the GMAW process under consideration of droplet 

formation and compare the weld pool shapes against experimental results. In order to 

visualize results more easily, they use an ensemble averaging in order to transfer particle 

data onto a regular grid. These types of simulations are difficult to validate, as they 

describe very complex systems with many interacting components, and this is evident 

with Trautmann et al. [27] being one of the few works which attempts to validate their 

results using experimental data. In this paper, we choose to compare our proposed SPH 

method against Eulerian simulations, as a proof of concept which shows that SPH is able 

to obtain very good agreement in the resulting weld pool shapes, as well as temperature 

and velocity distributions. Similar comparative studies were conducted by Jeske et al. [2, 

3]. In [2] excellent results of the SPH method when compared against the Eulerian VOF 
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method for the simulation of droplet impacts in thermal spraying were obtained. In [3] the 

Eulerian and SPH methods were compared regarding the simulation of flows arising 

under the action of the Lorentz force with variable distributions of electric current density 

during tungsten electrode welding. A remarkable agreement between the melt pool 

shapes, which are highly dependent upon these forces, is shown. This allows to justify the 

usage of SPH to obtain physically meaningful results, especially for cases that pose more 

difficulty for Eulerian methods, for instance when considering free surfaces. The studies 

carried out confirm the qualitative accuracy of the proposed method as well as the SPH 

method in general for such applications. 

MODEL 

GENERAL MODEL ASSUMPTIONS 

Both variants of the model are based on the following general assumptions: 

• Molten metal is a Newtonian, incompressible, laminar fluid 

• The Arc is not transferred to the molten metal in the LDNA process, therefore, 

the electromagnetic forces and arc are not modelled. The focus lies on the droplet 

behaviour during falling, without consideration of formation of the droplets in the 

arc. 

• Droplet behaviour (spatial velocity, temperature, size) has been measured using a 

thermal camera. 

• Gravity and its influences on the falling droplets and on natural convection in gas 

phase as well as in molten metal is considered. 

• The solidification is modelled using the enthalpy porosity method. 

• For the evaporation, mass loss is excluded. (Euler's method can account for mass 

loss, but the SPH method needs further development for this goal) 

Some differences at a glance: 

• In Euler’s method, the molten metal is in interaction with surrounding gas phase. 

In SPH, the gas phase was excluded. 

• The scattering of the laser beam in Euler's method is isotropic, but was not taken 

into account in SPH. 

• The Marangoni effect as a result of the temperature dependent surface tension 

was taken into account in Euler's method but not in the SPH because of the 

constant surface tension with corresponding SPH development status. 

• The hydrodynamics in the melt pool was taken into account in both models, but 

in Euler's method it is a result of the droplet momentum and the density variation 

with temperature, but in SPH the density is considered constant, therefore the 

hydrodynamics are only affected via droplet momentum. 

The enthalpy-porosity approach [30, 31] is used in both the SPH and FVM simulations. 

This method aims to precisely model the flow during the solidification by introducing an 
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additional deceleration in the Navier-Stokes equation for material between the solidus and 

liquidus temperature. Because of that it is sometimes referred to as a momentum loss or 

momentum sink. 

The symbols used in the mathematical model are listed in the Table 1. 

Table 1 Symbols used in the mathematical model chapter 

Symbol Definition Symbol Definition 

v⃗  Velocity vector in momentum 

equation 

𝐼0 Energy of incident radiation on the 

surface 

𝑝 Pressure 𝐼(𝑧) Energy of transmitted radiation in 

depth z 

𝜂 Dynamic viscosity 𝑙 Path length of transmission 

𝜆 Lame constant �̇�𝑤 Wire mass rate 

f  Gravity �̇�𝑑 Droplet mass rate 

𝑆𝑠 mass source of shielding gas 𝑣𝑤 Wire feeding speed 

𝑆𝑚 mass source of molten metal 𝐴𝑤 Wire cross section area 

𝑇 Temperature 𝑅𝑤 Radius of wire 

𝑘 Heat conductivity  𝑅𝑑 Radius of droplet 

𝐶𝑝 Specific heat capacity  𝑉𝑑 Volume of droplet 

ρ Density  𝜐𝑑1 Frequency of inflow of drops 1 

𝑣 Velocity 𝜐𝑑2 Frequency of inflow of drops 2 

𝑞𝑣𝑜𝑙 Volume heat source in energy 

equation 

s𝑑1 Switch function I/O of droplet 1  

𝑞𝑟𝑎𝑑 Volume heat source via Radiation s𝑑2 Switch function I/O of droplet 2 

𝑇0 Ambient temperature Θ Step function  

𝑞𝑏 Volume heat source for laser beam 𝜌𝑚 Density of molten metal 

𝑃 Laser beam power 𝑓𝑑1 Normalisation factor of mass for 

droplet 1 

𝜇 Attenuation coefficient 𝑓𝑑2 Normalisation factor of mass for 

droplet 2 

𝜇𝑎 Absorption coefficient �̇�𝑑1 Mass flux of droplet 1 

𝜇𝑠 Scattering coefficient (�̇�𝑑1)
′ Mass flux of droplet 1 with irregularity 

𝑎(𝑇) Temperature dependent absorption 

fraction 

�̇�𝑑2 Mass flux of droplet 2 

𝑇𝑟 Transmittance (�̇�𝑑2)
′ Mass flux of droplet 2 with irregularity 

𝑑𝑑 Droplet distance 𝑐𝑝,𝑚 Specific Heat capacity of molten 

metal 

(𝑑𝑑)
′ Droplet distance with irregularity 𝑇𝑏 Boiling temperature 

𝑣𝑥 Drop velocity in longitudinal 

direction (x) 

𝐿𝑏 Latent Heat of evaporation 

𝑣𝑦 Drop velocity in transverse 

direction (y) 

𝑚𝑒̇  Mass flux of evaporated metal 

𝑣𝑧 Droplet speed in height direction (z) 𝛿𝑡 Time increment 

𝑣𝑥𝑧 Diagonal drop speed in xz plane 𝒩 SPH neighbourhood relation 

𝑣𝑥𝑦𝑧 Diagonal droplet speed 𝒩𝑥 Set of neighbours at location 𝑥 
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𝛼 Droplet angel over longitudinal 

direction 

𝑉𝑖 Volume of particle 𝑖 

𝑞�̇� Heat flux of evaporation 𝐴𝑖 Arbitrary quantity 𝐴 of particle 𝑖 

𝛽 Droplet angel over transversal 

direction 

𝑊(𝑥; ℎ) SPH smoothing kernel 

𝜐𝑝 Droplet parallelity frequency ℎ Smoothing radius 

𝑀𝑥 longitudinal momentum loss 𝜒 Coverage angle 

𝑀𝑦 Transversal momentum loss 𝜑 Laser angle to altitudinal direction 

𝑀𝑧 altitudinal momentum loss 𝐶(𝑥) SPH color field 

𝐶 Morphological constant 𝜅 curvature 

𝑠𝑚 Activation switch for Momentum 

Loss  

𝛾 Surface tension coefficient 

𝑢𝑥 fluid velocity in longitudinal 

direction (x) 

𝑇𝑖 Temperature of particle i 

𝑢𝑦 fluid velocity in transverse direction 

(y) 

�̇� Heat flux in Lagrangian approach 

𝑢𝑧 fluid velocity in height direction (z) 𝑟𝑙 Heat source radius 

𝑣𝑤 Welding speed  𝑟 Distance from centre of Gaussian 

𝜙𝑚 Volume of fluid of molten metal 𝜖 Emissivity 

𝑇𝑚 Temperature of molten metal 𝜎 Stefan Boltzmann constant 

𝑇𝑠 Solidus temperature ℎ Heat transfer coefficient 

𝑇𝑙 Liquidus temperature 𝑟𝑝 Particle radius 

𝑤 𝑒 Mass Fraction of evaporated metal 𝑛 Surface normal 

EULERIAN APPROACH 

GEOMETRY AND BOUNDARY CONDITIONS IN EULERIAN APPROACH 

The model contains two domains, the substrate (the lower one) which consists of the base 

material and the cladding layer (the upper one), see Fig. 3. The cladding layer consists of 

the incoming molten metal, the shielding gas and the metal vapour in a varying 

combination. The base material, as fluid (see 4.2), flows through the substrate domain 

with the welding velocity in moving coordinate system. The melt adheres to the contact 

surface between the cladding layer and the substrate. The top and lateral sides of the 

upper domain are described as open with a relative pressure of 0 [Pa] and a black body 

temperature of 300 [K]. The upper surface has the unity volume fraction of gas mixture 

with the shielding gas mass fraction to be 1 and the beam source of the laser as the Monte 

Carlo method of boundary condition. This is a ANSYS CFX implemented method of "ray 

tracing" in which material is irradiated with a certain number (here 10000) energetic rays 

and depending on the angle of incidence and the radiation properties of material 

(absorption and scattering) these are absorbed or scattered. 

Except for the contact surface with the coating layer, the other surfaces in the substrate 

are defined as frictionless (slip wall), which loss the heat with convection (heat transfer 

coefficient) and radiation (Stefan Boltzmann's law). 
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Fig. 3 Domain geometry, meshing and boundary conditions 

Droplets drop diagonally from right side to molten pool (Fig. 6 & Fig. 7), so the 

hydrodynamics and solidification front would not be symmetrical. Therefore, we could 

not use symmetrical geometry and meshing, and the problem should be solved in the 

whole domain. 

MATHEMATICAL MODEL 

In this paper, the authors used FVM in multiphysics multiphase model with 

inhomogeneous heat and mass transfer with consideration of hydrodynamics and 

convection in the molten pool, Marangoni effect, radiation from the molten pool and 

solidified cladding layer to ambient and secondary heat gained via scattered laser beam. 

Although the Euler approach is suitable for implementing some phenomena like 

evaporation of molten metal due to oscillating of laser beam, heat gain and loss via 

shielding gas flow in and out of arc area and heat radiation of the arc on the molten pool, 

these were not taken into account in the model, because the main aim of this article is to 

compare the FVM Eulerian and the SPH Lagrangian method. 

In order to be able to simulate both physical states of material (solid and liquid) in a 

moving coordinate system, both physical states of metal are described as fluid. This type 

of implementation is typical for ANSYS CFX. In addition, during and after solidification, 

the increasing viscosity and enthalpy porosity result in damping the flows, so that the 

solidified fluid is numerically still a fluid, but behaves like a solid. 

The cladding domain consists of molten metal and gas (mixture of shielding gas and 

metal vapour). These phases should be separated from each other via the free surface task. 

The Volume of Fluid (VOF) method is used to calculate the free surface of the molten 

metal. The volume fraction of the melt in each cell is described as follows: 

• 𝑉𝑂𝐹 = 1, there is only molten metal in the element 

• 𝑉𝑂𝐹 = 0, there is only gas (mixture of shielding gas and metal vapour) in the 

element 
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• 0 < 𝑉𝑂𝐹 < 1, melt fills only a part of an element, thus it forms the free surface 

of molten pool. 

There should be some cells between VOF 0 and 1 (Fig. 4). This requires very fine 

meshing wherever the melt pool surface is formed during the process. This results in a 

very high computational effort in this method. The surface tension plays an important role 

and the Marangoni effect is also taken into account due to the temperature-dependent 

description of the surface tension. 

 

Fig. 4 The schematic volume of the fraction to model the free surface between two media 

[32] 

The mass flux of the inflowing droplets into the domain results from the mass 

conservation of the melted wires. The frequency of the mass supply of the droplets into 

the domain is described on the basis of the measured droplet size and sphere shape via 

thermal camera. Therefore, droplets are modelled also spherical, and defined in the model 

with Gaussian mass distribution for numerical reasons. 

Navier-Stokes equation for incompressible molten metal 

𝜌
𝐷�⃗� 

𝐷𝑡
=  𝜌 (

𝜕�⃗� 

𝜕𝑡
+ (𝑣 . 𝛻)𝑣 ) = −𝛻𝑝 + 𝜇∆𝑣 + (𝜆 + 𝜇)𝛻(𝛻. 𝑣 ) + 𝑓               (1) 

Mass balance equation (continuity):  

 
𝐷𝜌

𝐷𝑡
=
𝜕𝜌

𝜕𝑡
+  𝛻𝜌 = 𝑆𝑠 + 𝑆𝑚                                                  (2) 

Energy equation: 

 𝐶𝑝𝜌
𝜕𝑇

𝜕𝑡
= 𝛻(𝜆𝛻𝑇) − 𝛻(𝜌𝐶𝑝𝑣𝑇) + 𝑞𝑣𝑜𝑙                                         (3) 

 𝑞𝑣𝑜𝑙 = 𝑞ℎ + 𝑞𝑟𝑎𝑑 + 𝑞𝑏                                                        (4) 

 𝑞𝑟𝑎𝑑 = 𝜀𝜎(𝑇
4 − 𝑇0
4)𝛿                                                         (5) 

 𝑞ℎ = ℎ(𝑇 − 𝑇0)𝛿                                                              (6) 

 𝛿 = √(∇𝜙𝑚)2                                                                 (7) 
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 𝑞𝑏 = 
𝜇𝑃

𝜋𝑅𝑏
2                                                                           (8) 

As the materials (substrate and cladding layer) are not transparent, the laser beam does 

not get transmitted through the medium. Therefore, attenuation coefficient results from 

the sum of absorption and scattering. 

𝜇 = 𝜇𝑎 + 𝜇𝑠                                                                         (9) 

 𝜇 = −
1

𝑙
𝑙𝑛 (𝑇𝑟)                                                                   (10) 

 𝑇𝑟 = 
𝐼(𝑧)

𝐼0
= 𝑎𝑠𝑠𝑢𝑚𝑒𝑑 𝑎𝑠 𝑒−4 𝑖𝑛 𝑝𝑎𝑡ℎ 𝑙𝑒𝑛𝑔𝑡ℎ 1 [𝑚𝑚]                             (11) 

 𝜇𝑎 = 𝑎(𝑇)𝜇                                                                       (12) 

 𝜇𝑠 = (1 − 𝑎(𝑇))𝜇                                                                 (13) 

As already mentioned, the Monte Carlo method can take into account the angle of 

incidence and the absorption and scattering properties of the medium. One can add a 

temperature dependency to the Monte Carlo method by using the temperature-dependent 

absorption fraction. 

Mass source: 

 �̇�𝑤 = �̇�𝑑                                                                        (14) 

 𝑣𝑤𝐴𝑤 = �̇�𝑑1𝑉𝑑                                                                   (15) 

 {
𝜐𝑑1 = 

𝑣𝑤1𝐴𝑤1

𝑉𝑑

𝜐𝑑2 = 
𝑣𝑤2𝐴𝑤2

𝑉𝑑

               𝐴𝑤 =  𝜋𝑅𝑤
2    ,       𝑉𝑑 =

4

3
𝜋𝑅𝑑
3                                  (16) 

In order to develop drop-like mass flow, the mass source is time-modulated. The general 

on/off function can be written as follows: 

𝑠𝑑 =  𝛩 (0.5 𝑆𝑖𝑛 (2𝜋𝜐𝑑1(𝑡 +
𝜉

2𝜋𝜐𝑑1
)) + 0.5 − |𝑠𝑖𝑛 (𝜉)|)   (17) 

Here 𝜉=64° was assumed 

 s𝑑1 =  Θ(0.5 𝑆𝑖𝑛 (2𝜋𝜐𝑑1(𝑡 +
arcsin(0.9)

2𝜋𝜐𝑑1
) − 0.4)                            (18) 

 s𝑑2 =  Θ(0.5 𝑆𝑖𝑛 (2𝜋𝜐𝑑2(𝑡 +
arcsin(0.9)

2𝜋𝜐𝑑2
) − 0.4)                            (19) 

The on/off switch function within the laser period (T=0.05 [s]) can be seen in the Fig. 5. 
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Fig. 5 Switch function of first wire droplets in mass flux function 

The above function turns on the mass flow source of the drops only a fraction of the 

time. To ensure the mass conservation of the melted wires, the function shall be 

normalized and the integration in one second gives 1: Therefore, the mass rate function is 

settled with the following factor: 

 𝑓𝑑1 = (∫ 𝑠𝑑1𝑑𝑡
1

0
)
−1
= 5.605                                              (20) 

 𝑓𝑑2 = (∫ 𝑠𝑑2𝑑𝑡
1

0
)
−1
= 5.218                                              (21) 

The mass flux is found as follows: 

�̇�𝑑 = Normalising factor × time switch × droplet mass × number of droplets ×mass 

distribution 

 �̇�𝑑1 = 8√3 𝑓𝑑1 𝑠𝑑1 𝜌𝑚 𝜐𝑑1 𝑒𝑥𝑝(
−3

𝑅𝑑
2 ((𝑥 − 𝑥01)

2 + (𝑦 − 𝑦0)
2 + (𝑧 − 𝑧0)

2))     (22) 

 �̇�𝑑2 = 8√3 𝑓𝑑2 𝑠𝑑2 𝜌𝑚 𝜐𝑑2 𝑒𝑥𝑝(
−3

𝑅𝑑
2 ((𝑥 − 𝑥02)

2 + (𝑦 − 𝑦0)
2 + (𝑧 − 𝑧0)

2))     (23) 

 𝑥02 = 𝑥01 + 𝑑𝑑                                                                   (24) 

At the beginning of the process, when the arc is ignited, the process can be unstable and 

the droplets are twice as large in diameter. Therefore the droplets have eight times the 

volume. In order to map this time in the simulation, we can change the mass flux and 

droplet distances for a so-called irregularity time, 𝑡𝑖 as follows: 

 (�̇�𝑑1)
′ = �̇�𝑑1(1 + 7𝛩(𝑡𝑖 − 𝑡))                                                  (25) 
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 (�̇�𝑑2)
′ = �̇�𝑑2(1 + 7𝛩(𝑡𝑖 − 𝑡))                                          (26) 

 (𝑑𝑑)
′ = 𝑑𝑑 + 0.5𝛩(𝑡𝑖 − 𝑡)                                                (27) 

The measurement of the drop velocity (𝑣𝑥𝑧) is carried out by recording a high-speed 

camera (Fig. 6) and analyzing the frame rate and the distance covered by the drops. The 

angles of the droplet trajectory across the transverse (β) and longitudinal (α) directions are 

measured using two mounted cameras (Fig. 7). The projection of the droplet velocity in 

the longitudinal and vertical and transvers directions is calculated using the analysis of the 

recordings of the two mentioned mounted camera as follows:  

 

Fig. 6 Droplet size and trajectories, left: over longitudinal direction (camera transverse) and 

right: over transversal direction, (camera in welding direction) 

 

Fig. 7 Velocity vectors in longitudinal, transversal and altitudinal directions 

 𝑣𝑥𝑧 = 𝑣𝑥𝑦𝑧 cos(𝛽)                                           (28) 

 𝑣𝑦 = 𝑣𝑥𝑦𝑧 𝑠𝑖𝑛(𝛽) = 𝑣𝑥𝑧 𝑡𝑎𝑛(𝛽)                                            (29) 

 𝑣𝑧 = −𝑣𝑥𝑧 𝑐𝑜𝑠(𝛼)                                                            (30) 
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Since the drops have opposite directions about the longitudinal axis, then: 

 𝑣𝑥1 = −𝑣𝑥𝑧 𝑠𝑖𝑛(𝛼)                                                     (31) 

 𝑣𝑥2 = 𝑣𝑥𝑧 𝑠𝑖𝑛(𝛼)                                                       (32) 

The angle of the drops of the respective wires to the height axis (longitudinal velocity) 

varies constantly, so that the drops diverge (opposite direction) or converge and have 

parallel trajectories in the course of the process. 

Therefore, the angle α is sinusoidal and time-dependent as follows, in which 𝜐𝑝 

describes the frequency of how often the drops diverge or converge. 

 𝛼 =  5 𝑠𝑖𝑛 (2𝜋𝜐𝑝 (𝑡 −
1

4𝜐𝑝
)) + 5                                       (33) 

After solidification, the velocity vectors should only show the welding speed of the sheet 

metal. In order to dampen the velocity vectors in the solidified layer, the enthalpy porosity 

method is used as follows: 

 𝑀𝑥 = −𝐶 𝑠𝑚(𝑢𝑥 − 𝑣𝑤)                                              (34) 

 𝑀𝑦 = −𝐶 𝑠𝑚(𝑢𝑦)                                                    (35) 

 𝑀𝑧 = −𝐶 𝑠𝑚(𝑢𝑧)                                                    (36) 

In which 𝑠𝑠 is the switch to activate momentum loss function for temperatures below the 

melting point and volume fractions above 0.5: 

 𝑠𝑚 =  𝛩(𝜙𝑚 − 0.5)𝛩(𝑇𝑠 − 𝑇𝑚)                                           (37) 

For the representation of evaporation, the mass and heat balance of evaporation should be 

implemented as mass and heat source. Mass fraction of the vaporized metal from 

temperatures above the boiling point results from the ratio of the absorbed enthalpy to the 

latent heat: 

 𝑤 𝑒 = 𝑐𝑝,𝑚(𝑇𝑚 − 𝑇𝑏)𝛩(𝑇𝑚 − 𝑇𝑏)/𝐿𝑏                                       (38) 

The evaporation mass flux results from the mass fraction of the vaporized metal and the 

available molten metal mass per volume in the cell (product of density and volume of 

fraction) divided by time: 

 𝑚𝑒̇ =  𝑤 𝑏𝜙𝑚𝜌𝑚/𝛿𝑡                                                       (39) 

The evaporation is calculated from the evaporation mass flux and the latent heat of 

evaporation: 

 𝑞�̇� = 𝑚𝑒̇ 𝐿𝑏                                                                (40) 
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SMOOTHED PARTICLE HYDRODYNAMICS 

The smoothed particle hydrodynamics method was adapted to the problem of fluid 

dynamics by Müller et al. [33]. It is a mesh-free method, i.e. it does not require 

connectivity information between discretization points. The absence of explicit 

connectivity information through a mesh lifts one of the major limitations of mesh-based 

methods, namely the limitation of possible movement of the discretization points. In 

contrast to mesh-based methods, mesh-free methods allow for free movement of the 

discretization points. This, in turn enables movement of the discretization points 

according to the velocity field, i.e. enabling a Lagrangian treatment of the underlying 

fluid. 

SPH is one of the most widely adopted Lagrangian methods, where physical quantities 

are discretized onto a set of freely mobile discretization points. Each of these points 

carries the physical quantities associated with it as it moves according to the velocity 

field. The points are often thought of and visualized as particles by associating a certain 

spatial extent with each discretization point, hence the name smoothed particle 

hydrodynamics. In lieu of a mesh for connectivity information and since interactions 

between “close” points are necessary for a physically accurate simulation, SPH makes use 

of a neighbourhood relation 𝒩. Complete pairwise interactions between all particles in a 

simulation is computationally infeasible, therefore SPH typically utilizes an efficient 

search structure to determine neighbourhoods such as the one presented in [34], as well as 

limiting the sizes of these neighbourhoods. 

In SPH an arbitrary quantity 𝐴(𝑥 ), that was discretized onto particles can thus be 

computed by interpolating the local neighbourhood 𝒩𝑥  of the sample point 𝑥 :  

𝐴(𝑥 )  = ∑ 𝑉𝑗𝐴𝑗𝑗∈𝒩�⃗⃗� 
𝑊(𝑥 − 𝑥𝑗⃗⃗  ⃗; ℎ)                                          (41) 

This kernel function is used as a weighing scheme for particles depending on their spatial 

relation to the sample point. Generally particles that are further away from the sampling 

point, have a lower contribution to the quantity 𝐴(𝑥 ), than nearer particles. This weighing 

results in a smoothed field 𝐴(𝑥 ), hence the name smoothed particle hydrodynamics. A 

well-known function that could be used as a kernel would be the Gaussian function. 

However, it has one disadvantage, namely that it has infinite support, which means all 

particles in the simulation would add small contributions to any interpolation. As noted 

before the number of contributing particles should always be large enough for good 

interpolations, but as small as possible such that the interpolation is efficiently 

computable. Therefore, the most frequently used kernel functions have a finite support 

and are scaled according to the smoothing length parameter h, such that only a small 

number of particles, namely those for which ||𝑥 − 𝑥𝑗⃗⃗  ⃗|| < ℎ, need to be considered for the 

interpolation. In this paper the cubic spline kernel [35] is used. 

It is important to note that the SPlisHSPlasH library itself is an ongoing research 

project in active development. As such there are many physical phenomena that are not 

yet taken into account, either due to lack of existing implementations within 

SPlisHSPlasH, or a lack of well-founded methods for their modelling in SPH in general. 

As such simpler compensation models were developed and applied for the LDNA SPH 

simulation. Despite these, often rather crude compensation models, we were able to show 
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remarkable results for the SPH simulation of the LDNA process including very good 

agreement with the simulation in ANSYS CFX.  

Since SPH has been adapted to the problem of fluid dynamics, a large number of 

methods have been proposed for various phenomena, typically associated with fluid 

dynamic simulations, e.g. pressure, viscosity and surface tension solvers. Beyond that 

however, there are several important physical phenomena that arise in welding 

simulations, which are not part of the typical SPH repertoire. This includes thermal 

effects, such as heat in- and outputs, thermal conduction and a solidification/melting 

model, electromagnetic effects, such as Lorentz forces for droplet detachment and melt 

pool flows. 

Nonetheless, they are crucial and some treatment of these phenomena is necessary to 

obtain accurate welding simulations.  

BOUNDARY CONDITIONS IN SPH AND MOVING DOMAIN OF MASS AND HEAT FLUX 

In contrast to Eulerian approaches, where the need to discretize and solve the entire 

domain generally places quite significant restrictions on the potential, the domain in SPH 

is theoretically and practically unbounded (Fig. 8 & Fig. 9). This is due to the fact, that 

equations are only solved at particle locations, i.e. only where material exists. As a 

consequence, large but sparse and potentially even unbounded domains are very feasible. 

On the other hand, many boundary conditions that are easily formulated in an Eulerian 

frame are more complicated to realize in a Lagrangian one, most importantly here are 

mass in- and outlets. As such mimicking the welding movement by a mass inlet and outlet 

parametrized by the welding speed, as it was done in the FVM simulation, is not a very 

natural formulation for the SPH simulation. 

Rather in SPH it is much more appropriate and easier to keep the substrate fixed, and 

moving the wire mass source according to the welding speed instead. The relative 

movement between substrate and wire mass source remains the same, however the 

absolute frame of reference differs between the simulations. 

Furthermore, this means that many other effects are defined relatively to the mass 

source, such as droplet acceleration and the position of the laser. In the moment this 

movement is a uniform horizontal movement for both wires along the weld direction as 

specified by the welding speed.  

As already stated the SPH interactions are only calculated between particles, therefore 

SPH boundary conditions are free-slip by default, unless additional effects, that change 

boundary behaviour, are specified. As this was the condition for FVM there was no 

reason to change it in the SPH simulation.  

Since SPlisHSPlasH currently forbids movement of any particles below the melting 

temperature, gravity does not affect the solid material. 
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Fig. 8 Front view of simulation geometry with schematic arrangement annotations 

 

Fig. 9 Side view of simulation geometry. φ and laser offset are variable parameters 

Molten material with a temperature of T (In this case 2100 K, according to 

experimental measurements) drops on the surface, which constitutes mass and energy 

addition into the cladding layer. Secondly, the laser/heat-source constitutes another 

energy input into the substrate and cladding layer. Lastly convection between material 

and air, as well as thermal radiation at the material surface constitute an energy loss of the 

system. 

DENSITY 

Arguably the biggest limitation of the framework for the purpose of welding simulations 

is the lack of variable density. Currently, a material can have a single density, 

independent of its temperature. However, since density is closely related to the pressure 

solver of SPH, the implementation of the temperature dependant density is under 

development in the current solver. In the current state of the simulation framework, either 

mass or volume will deviate from observed values. Whether mass or volume are 



Mathematical Modelling of Weld Phenomena 13 

271 

 

determined accurately and whether over- or underestimates of the other are made is up to 

the user, depending on the values and compensation models used. Treating mass correctly 

was deemed to be of higher priority, such that accuracy regarding energy models is 

retained. As such the entire material is assumed to have a density of molten steel 

(6793.7 kg/m3) and the push speed of the welding wire is adjusted upwards by a factor 

around 7948.9 / 6793.7 ≈ 1.17, such that mass gain of the simulation is correct. This 

results in correct mass and volume for molten regions, but an overestimation of volume 

by roughly 15 % for the solidified welding seam. Even if the consideration of the density 

change is algorithmically possible, this assumption is often used for the simulation of the 

flows in the melt pool, since the correct consideration of the density change causes 

massive additional calculation work. 

WIRE MASS SOURCES AND MOVEMENT 

As stated previously that the wire mass sources are the moving reference points. Since the 

domain in SPH is not restricted, it is also entirely feasible to initialize the entire mass that 

will be introduced over the course of the simulation at the initial time step. Over the 

course of the simulation this material is pushed over the wire mass source with the wire 

feed speed. This treatment allows the use of the easier and generally more robust particle-

particle surface tension and viscosity formulas instead of particle-boundary formulas, 

since there is always a layer of solid particles to interact with above the layer currently 

passing the mass source point.  

Mass is pushed past the mass source point as specified by the direction parameter and 

feed speed parameters. Currently the wires are arranged in a 45° angle from the height 

axis (see, with two different, but constant over time, feed speeds for the first and second 

wire, determined from the mass fluxes �̇�𝑑1 and �̇�𝑑2, quantitatively same as realized in 

the FVM approach. 

DROPLET DETACHMENT PROCESS 

The simulation framework does not contain any models relating to electricity and its 

effects. This means that electromagnetic effects are not taken into account, specifically 

those relating to the electric arc. To facilitate droplet detachment without a physical 

treatment of the electromagnetic forces, droplet particles are periodically accelerated to a 

sufficient velocity for regular, uniform droplet detachment as observed in experiments. 

The detachment frequency was chosen at 100 Hz according to experimental data. 

Secondly, the energy gain in the wires by current running through them is also not 

modelled. Instead particles close to the tip of the wire have their temperature simply set to 

2100 K, which conforms roughly to temperature observations of the droplet at 170 A. 

Through these two mechanisms orderly droplet formation and detachment are achieved.    
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DETERMINATION OF SURFACES 

A prerequisite for the application of various boundary conditions is a determination of 

surfaces, mainly which particles belong to a surface, and are thus subject to these 

boundary conditions. While SPH is very well suited for the simulation of free moving of 

the particles, the actual extraction of these is a widely known problem, for which 

numerous differing approaches have been proposed. A very robust approach, that strikes 

the balance between high quality results and computational efficiency, is the so-called 

coverage technique [36]. First for all particles, the local coverage vector at a point 𝑥  can 

be calculated as  

 �⃗� = ∑ (𝑥 − 𝑥𝑗⃗⃗  ⃗)𝑗∈𝒩�⃗⃗� 
                                                   (42) 

 

Fig. 10 Classification of surface particles using the coating method. The green particle (left) 

is classified as surface particle and the red particle (right) is classified as internal (not surface 

particle). [3] 

In fully occupied regions this vector will be close to zero as all conditions are 

cancelled. This vector will be significantly different from 0 only in partially unoccupied 

regions and will be directed towards the region of the local lowest particle density. Thus, 

it acts as a geometric estimate of the normal vector for the local neighbourhood. The cone 

defined by the particle location, this local coverage vector and the angle χ can then be 

checked for the presence of particles. If no particles are detected within the cone, the 

particle is classified as a surface particle. (Fig. 10). The angle χ remains a parameter of 

the method, in experiments it was found that χ = 30◦ leads to excellent classification 

results, so this value was used in all simulations. 

SURFACE TENSION 

To model the surface tension of the fluid, the method from [33] was used. There the 

surface normals are estimated using the gradient �⃗� =  ∇𝐶 of the so-called color field, 

defined as 

 𝐶(𝑥) = ∑ 𝑉𝑗𝑗∈𝒩�⃗⃗� 
𝑊(𝑥 − 𝑥𝑗⃗⃗  ⃗; ℎ)                                       (43) 

The color field is a simple SPH interpolation without the discretized quantity in the 

equation, meaning that quantity is implicitly 1 for all particles.  
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The resulting field is 1 in fully occupied regions, 0 in empty regions and between 0 and 1 

in partially occupied regions. The gradient of this field, always pointing in the direction of 

maximum color gain, can be treated as a stand-in for the surface normal. 

From the normals it is possible to estimate the curvature as   

 𝜅 =
−𝛻2𝐶

||�⃗� ||
                                                                          (44) 

Given a surface tension coefficient γ, the force arising due to surface tension can then 

be calculated as  

 𝑓𝑆  =  𝛾𝜅�⃗�                                                                           (45) 

Note that the used surface tension force in the actual version of simulation solver is not 

dependent upon temperature. This limits the model somewhat for the use in welding 

simulations, where temperature gradients, and associated surface tension gradients occur.  

VISCOSITY & COHESION 

To model the viscosity, the model presented by Weiler et al. [37], with the adaption of 

temperature-dependency, was used. Additionally cohesion and XSPH [38] models were 

integrated into viscosity model. The cohesion force acts in a similar way to the surface 

tension, but differs in the algorithmic formulation. Through cohesion all particles add an 

accelerating contribution to their neighbourhood based on the velocity difference between 

particles. In fully dense regions the cohesive force should equalize to 0. The XSPH 

method is used to alleviate noise in the particle velocities, which can be introduced by a 

multitude of sources, e.g. by unfavourable neighbourhoods. To avoid unwanted effects 

from noisy velocities, they are slightly smoothed over the neighbourhood. Note that 

XSPH does not add or remove momentum, it simply redistributes it over the 

neighbourhoods. 

Both of these models were found to lead to more stable results, especially for droplets 

in flight, which are subject to much higher velocities than the rest of the material. 

RADIATION & CONVECTION 

Models for radiative and convective heat transfer are implemented. Losses through 

thermal radiation for a surface particle i, as determined by the coverage approach, are 

implemented in the same way as by the Eulerian approach with the equation [6], but each 

particle will be addressed in the SPH-method as 

 �̇� = 𝜀𝜎(𝑇4 − 𝑇0
4)                                                    (46) 

A heat flux between the environment and the material for a surface particle i, again as 

determined by the coverage approach is implemented as  

  �̇� = ℎ(𝑇 − 𝑇0)                                                             (47) 
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To apply these heat fluxes an estimation of the exposed surface area is needed. 

Unfortunately, there is no model implemented within SPlisHSPlasH at the moment that 

can determine the exposed area of a surface particle. Such a model would require careful 

design, testing and an evaluation of its correctness, and would thus likely constitute a 

scientific contribution on its own. Therefore, both convection and radiation currently use 

a constant estimate of 𝐴 = (2𝑟𝑝)
2, i.e. a squared particle diameter, for the exposed surface 

area per particle. This estimate is accurate for flat regions, but an overestimate for 

concave regions and an underestimate for convex regions. Here we argue that the sue of 

this estimation is appropriate, since the error introduced by it, is negligible, and other 

parameters such as the coefficients ϵ and h, which were not subject to careful adjustment, 

have a far more significant impact on the final result.  

LASER EFFECT 

In the SPH simulation the laser is defined using a projective 2D approach. First a 

projection plane, from which the effect originates, is defined by an extent and a normal 

direction, defining the direction in which the effect is applied. For all these particle 

positions, multiple conditions are checked, namely are they within the dimension of the 

plane, i.e. can be reached from the plane by following the normal, are they in the correct 

direction from the plane, are their normals and the heat source normal oriented opposite, 

and finally are they a surface particles as determined by the coverage method [36] 

described above. In this manner it is possible to calculate all particles that should be 

effected by the heat source through local conditions, without differentiating between 

cladding layer and substrate particles. 

Lastly the strength of the heat source influence can be defined as any two dimensional 

function, that exists in the plane defined at the start. After having identified all relevant 

particles, it is possible to project them into this plane, to calculate the point from which a 

ray following the normal would have originated, and evaluate the function there. 

In this work the function that gives the energy distribution is an isotropic two 

dimensional Gaussian with the radius 𝑟𝑙. The energy flux for a particle 𝑖, whose projected 

point has a distance of 𝑟 to the center of the Gaussian is therefore computed as 

 �̇�𝑖 =
3𝑃

𝜋𝑟𝑙
2 𝑒𝑥𝑝 (

−3𝑟2

𝑟𝑙
2 )                                                            (48) 

Currently, there is no variable absorption of the power based on the angle of incidence, 

however there is a general absorption scaling factor, currently set to 50 %. 

The laser is defined in terms of a source and target point. The beam originates from the 

source point and is targeted toward the target point. Initially the target point is located on 

the substrate surface with a parametrized laser offset (see Fig. 9). The source point is 

located 300 mm away according to the angle φ, in accordance with the arrangement of the 

real process. These two points are defined relative to the wire mass source, so they move 

at the welding speed. Additionally, the target point oscillates sinusoidal with a frequency 

of 10 Hz and an amplitude of 6.6 mm along the y-axis during the simulation. 
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RESULTS AND DISCUSSION 

The simulations in both approaches were performed on a single node on the RWTH 

CLAIX-18 cluster made up of two Intel Xeon Platinum 8160 “SkyLake” Processors (2.1 

GHz, 24 cores each). 

The LDNA simulation with FVM model used a mesh with 690K elements, 722K 

nodes. The smallest size of elements is 0.15 [mm] in the free surface area. Numerically, 

the model becomes more stable over time and the convergence of liquid and gas 

improves. The Root Mean Square (RMS) for convergence of fluid medium fluctuates 

around 1e-4 and around 1e-6 for the shielding gas. 

In the FVM approach, 0.5 [s] of the process were simulated in 84h, 18m or 4046 core-

hours. The wall time was not used only for calculation. This time results from 8.5% 

variable updates and 0.7% for writing 2500 output data and 90.8% for miscellaneous 

including calculation.  

The SPH model consisted of 607K particles with a radius of 0.1 [mm], which were 

simulated for 4 [s] of LDNA process. The SPH simulation for the first second of the 

process took 09h, 21m on the specified hardware, simulating the entire process took 30h, 

20m.  

In both cases (Fig. 11), FVM (left) and SPH (right), the falling droplets into the weld 

pool can be seen. 

The surface in the FVM is defined as Volume of fluid of 0.5. With very fine meshing, 

the boundaries of the VOF 0.5 and 0.9 can be close. However, in this case the need for a 

very fine mesh greatly increases the computation effort. 

Both approaches can be used for simulating the LDNA process and show good 

qualitative agreement, both between SPH and FVM methods and between simulation and 

Experiment. For the quantitative agreement, the other parameters, including in particular 

surface tension and density as well as angle-dependent absorption coefficients in SPH, 

still have to be calibrated. The deformation of the melt surface due to the droplet 

momentum can be represented very well in the Euler approach. The current version's SPH 

approach needs to be further developed for surface effects. 

For more complex droplet detachment topologies, the SPH method is better suited than 

the FVM. Since SPH natively ensures mass conservation and due to its mesh-free 

formulation, simulation of next passes in multilayer deposition welding would not lead to 

a significant additional computational effort. 

The evaporation process is an important part of the LDNA process in reality. As such 

quantitative agreement between a simulation and reality would require a model in this 

regard. The sub-model of evaporation can be described as a combination of mass, heat 

loss and momentum gain. The phenomenon of heat, mass and momentum change through 

evaporation can be implemented very well in the Euler approach. For SPH, the decrease 

in heat and increase in momentum during evaporation can be taken into account, but there 

is currently no such model in the SPlisHSPlasH framework. The development of an 

evaporation model dealing with heat, mass and momentum change for SPlisHSPlasH is a 

further aim. 
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Fig. 11The simulation results for the FVM (left) and SPH (right) methods 

CONCLUSION 

Both approaches offer the possibility to simulate the LDNA process. We can note a 

qualitative agreement, both between SPH and FVM method and between simulations and 

experiments. The computational resources needed for the FVM method is larger than that 

for the SPH method by about a factor of 17. The FVM method provides a more accurate 

representation of the process with physical phenomena such as evaporation, as well as 

surface formation and modification by the local forces present. The FVM method should 

be used for higher accuracies or for a fine description of surface phenomena. 

The SPH method offers significantly faster simulation times for processes where flow 

is the dominant phenomenon, while still producing results with close agreement to FVM. 

It is especially suited for processes with discontinued flows. As the SPH formulation 

explicitly only discretizes the fluid and solid metal, the environment and its various 

effects are neglected. 

If neglecting the effect of the protective atmosphere is acceptable for a simulation case, 

the simulation results for such processes could be available in a significantly shorter time 

and with comparable agreement. 
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ABSTRACT 

This study examines the residual stresses and distortion that can occur during the Wire Arc Additive 

Manufacturing (WAAM) process. Of particular interest is the evolution of the residual stresses due to 

the repetitive heating and cooling associated with the moving arc heat source and deposition of hot metal 

during the layer-by-layer metal deposition process. The presented results show how the fundamental 

welding process parameters, thermomechanical material properties, and clamping/fixture conditions 

affect the post-processing residual stresses. For thin-walled structures, these residual stresses can result 

in significant warpage and/or premature cracking. This computational study is primarily based on the 

application of finite element models generated using the SYSWELD finite element software to simulate 

the coupled heat transfer and mechanical behavior during the layer-by-layer "printing" of a thin, 3-D 

rectangular plate. Of particular interest are the residual stress comparisons between an austenitic 

stainless steel, AISI 316L, and a low-carbon steel alloy, S355J2G3. The differences in residual stresses 

are closely related to the differences in the volumetric strains associated with the metallurgical phase 

changes between these two different steel alloys.  

  

Keywords: Additive Manufacturing, WAAM, residual stresses, deformation, phase changes, isotropic 

hardness, heat treatment, size effects 

INTRODUCTION 

WAAM (Wire Arc Additive Manufacturing), is an effective Additive Manufacturing 

(AM) process that provides an economical technology path for fabricating large 

mechanical components [1-3]. The ability to build large load-bearing parts, in some cases 

up to a few meters in size [2], with significant geometric complexity [3], is particularly 

attractive for structural applications (Fig. 1). The two most frequently employed 

deposition techniques used in conventional WAAM processes are: Gas Metal-Arc 

Welding (GMAW) and Gas Tungsten-Arc Welding (GTAW). The energy efficiency of 

the electric arc can be as much as 90% in these welding processes.  
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Fig. 1 Sample WAAM structural components fabricated at Lehigh University’s Additive 

Manufacturing Life Analysis Lab. Courtesy of Dr. C. Haden 

Of particular significance for the fabrication of large metal parts is WAAM’s capacity 

for high deposition rates, generally lower system and material costs, and a lower 

likelihood of oxide contamination [4-5]. For example, WAAM can attain deposition rates 

of 3–7.8 kg/h, whereas powder bed based systems usually only have deposition rates of 

0.12–0.6 kg/h [6]. Typical metal alloys used in WAAM include: titanium and its alloys, 

steel, aluminum, and nickel alloys. It is well-known that wire fed AM systems generally 

provide relatively low resolution when compared with most powder-based deposition 

processes. Not only are the feed wire diameters considerably larger than the fine powder 

sizes available for powdered metals, but arc welding also introduces a larger melt pool 

size and relatively high post-weld distortion. The typical reported “precision” attained 

using WAAM is on the order of ±0.2 mm vs ±0.04 mm for powder-based systems. Thus, 

WAAM is generally not recommended for “printing” intricate parts with small length 

scale features [7-8].  

WAAM processes can introduce very large residual stresses [9], which if not relieved 

can lead to undesirable distortion, especially in thin-walled parts. Since WAAM is based 

on well-understood direct fusion welding processes, conventional welding process 

parameters can be effectively utilized and controlled with little trial and error. The most 

important welding parameters are the arc voltage, arc current, shielding gas, nozzle-base 

distance, travel speed, wire feed speed, and wire diameter. These process parameters are 

known to most strongly influence the weld bead geometry, distortion, and resulting 

residual stresses [3]. The main issues encountered in WAAM are the same as those 

associated with all fusion welding processes, i.e., potential lack of fusion, porosity, 

vaporization, undesirable mechanical properties in the heat affected zone, grain structure, 

surface finish, deformation and distortions, high residual stresses, and cracking [10]. 
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Fortunately, some of these issues are the result of reversible thermal effects and can be 

mediated by post-weld heat treatment. The quality of the weld bead profile is a common 

controllable issue and is caused by three main factors: layer thickness deviation, 

undercutting, and unsymmetrical weld beads [11-12]. WAAM welding residual stresses 

can result in distortions and/or cracking in the finished work piece.  

During the AM deposition process, the sequentially deposited metal layers are 

repeatedly heated from the heat of other successively deposited bead layers. This 

introduces a complex thermal cycle for each layer [13]. Since WAAM is a high heat input 

process, the heat affected zone can be large and may lead to undesirable metallurgical 

changes that can contribute to localized cracking. If the thermal gradients are large 

enough, and the workpiece is highly constrained, the residual stresses can be quite high. 

Generally, the internal stresses are relieved to some degree when the work piece is 

unclamped, but this can result in undesirable warpage. Finally, it has been observed that 

the largest residual stress component is usually coincident with the direction of the 

deposition path [12].  

As shown in Fig. 2, even a relatively simple build of a rectangular plate using WAAM 

can develop slight dimensional deviations that can propagate upwards through the build 

layers. Thus, minor defects in the build process tend to be amplified during the deposition 

of subsequent layers [6]. In addition, it has been observed that the last few layers in the 

AM deposition process exhibit higher hardness, because these layers experience fewer 

reheating cycles [14].  

 

Fig. 2 WAAM build of a rectangular plate, in the clamped configuration, depicting the layer-

by-layer macroscopic structure formation. Note the local lifting in the base plate, due to 

residual stresses. Lehigh University’s Additive Manufacturing Life Analysis Lab. Courtesy 

of Dr. C. Haden 
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Various techniques have been explored to improve and control the build geometry, the 

residual stresses and metallurgical properties during WAAM processing. Some of the 

techniques that have been investigated for improving WAAM residual stresses and 

minimizing welding distortion include: preheating the substrate prior to deposition, 

selective secondary heating, spatial and temporal optimization of the weld path, and high-

pressure rolling [14-22]. Because of the large number of controllable welding parameters, 

it is not particularly effective to rely solely on an experimental approach to optimize the 

quality of WAAM builds. It is recognized that computational simulations can greatly 

assist in the development of improved build processes based on well-established welding 

physics.  

Because of the highly nonlinear thermomechanical behavior associated with welding 

deposition processes, FEA (finite element analysis) codes are the preferred computational 

tools for simulating transient heat transfer and residual stress evolution during welding. 

For welding process simulations, most general purpose, commercially available, software 

packages are usually adequate, but may be cumbersome to use for modeling specific 

welding processes. In this study, the authors used ESI’s specialized FEA welding 

simulation software, SYSWELD [23], which provides built in tools that greatly simplify 

the input of welding process parameters that can be adequately characterized using a 

predefined moving heat source [24-26]. SYSWELD can also be used to obtain the phase 

proportions, hardness, distortions, residual stresses, and plastic strains distributions 

associated with post-weld heat treatment [27]. In order to systematically understand and 

improve WAAM process, it is desirable to accurately simulate multipass welding in detail 

using a variety of weld deposition paths and welding parameters. However, it’s unlikely 

that a brute force modeling/simulation approach will be very effective for modeling 

complex AM builds, since the computational requirements needed to sequentially model 

the deposition of every single build layer in a complex build is well beyond current 

computational capabilities.  Currently, it is feasible to perform computational simulations 

of multipass welding for a few hundred weld passes. However, the information obtained 

from “local” detail models can ultimately be used to develop more efficient global 

simulation models, where the local models form the basis, or building blocks, for global 

models that incorporate local temperatures, stresses and strains into the global model.  

MODELLING DETAILS 

The problem of interest in this study is the layer-by-layer WAAM build of a flat metal 

plate, as shown in Figs. 2 and 3. A number of these plates were fabricated at Lehigh 

University in a separate study to measure fatigue crack growth rates in stainless steel 

WAAM specimens cut from the plates shown [28]. During the fabrication of these plate 

specimens, it was noted that the residual stresses that were introduced during the build 

process were of sufficient magnitude to noticeably bend the 5 mm thick base plate, as 

shown in Fig. 3, upon release of the clamping fixtures. 
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Fig. 3 WAAM fabricated 304 stainless steel plate. Note the bending of the solid base plate 

after release from the clamping fixtures. Lehigh University’s Additive Manufacturing Life 

Analysis Lab [28] 

The computational simulations presented in this paper examine the differences in the 

evolution of the residual stress, displacements, hardness, and phase changes for two 

specific alloys: 1) 316L austenitic stainless steel, and 2) S355J2G3 low-carbon steel. The 

reason these specific steel alloys were selected, is because they exhibit markedly different 

phase change behaviors and their temperature dependent material properties have been 

accurately characterized and incorporated into the SYSWELD material property database. 

It is believed that these two steel alloys effectively demonstrate the fundamental 

difference in residual stress evolution between two broad classes of carbon steels and 

austenitic stainless steels of interest for many WAAM applications. Table 1 provides the 

chemical composition of the two alloys.   

Table 1 Chemical composition of the steel alloys used in WAAM simulations 

Element % C Cr Mn Mo Ni P S Si 

AISI 316L 0.03 17 2 2.5 12 0.045 0.03 0.75 
S355J2G3 0.18 - 1.6 - - 0.035 0.035 0.55 

The melting points are 1400°C for 316L, and 1500°C for S355J2G3. Fig. 4 depicts the 

Young’s modulus for these alloys as a function of temperature. 

 

Fig. 4 Young's Modulus vs Temperature For 316L and S355 



Mathematical Modelling of Weld Phenomena 13 

288 

 

The other critical mechanical property that has a strong influence on the residual stress 

state is the temperature dependent yield strength depicted in Fig. 5. This figure shows the 

yield strength for 316L in one phase and for all six phases of the low-carbon steel 

S355J2G3. As can be seen in the figure, there is little difference between the nominal 

yield strengths above 800°C, while above 1300°C, the yield strengths (and stiffness) for 

both alloys are essentially zero for all material phases. Therefore, above 1300°C, any 

inaccuracies in the local moving heat source model will have little influence on the stress 

state. However, as post-weld cooling occurs, it is expected that there will be significant 

differences in the residual stresses between these two alloys as a function of temperature. 

 

Fig. 5 Yield strength vs Temperature for 316L and S355J2G3 

Table 2 gives the basic welding parameters used to compare AM builds for both of the 

steel alloys described above. Since the thermomechanical properties are different for these 

alloys, 316 L required a power input of 1015 W to form a satisfactory weld pool size, and 

1265 W was used for the low-carbon steel S355J2G3 in order to obtain equivalent weld 

pool dimensions.  

Table 2 WAAM simulation processes parameters in SYSWELD 

WAAM parameters 316L S355J2G3 

Input power (Watts) 1015 1265 

Substrate and Wire Material  Stainless-steel 316L Low carbon steel S355J2G3 

Welding speed (mm/s) 2.5  

Number of layers 38 

Layer length (mm) 700 

Layer Height (mm) 2.4 

Layer Thickness (mm) 8 

Substrate Dimension (mm) 5 X 100 X 855 

The simulated WAAM builds were patterned after the process variables and 

dimensions used in [28], to fabricate the plate shown in Fig. 3. A standard double 
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ellipsoid moving heat source was used to model the arc welding process. The path of the 

metal deposition was a unidirectional path, where the individual deposition sequences 

started at the leftmost end of the plate and ended at the rightmost end for each build layer. 

With the welding speed set at 2.5 mm per second, each layer took 280 seconds to 

complete. There was no time delay between the completion of one build layer and the 

start of the next.  

Since the welding simulations in this study did not attempt to model the fluid 

mechanics, electromagnetic, and surface tension effects in the weld pool, it was necessary 

to “define” a priori the shape and dimensions of the weld pool and deposited metal 

geometry based on experimental measurements. For this study, cut sections were taken 

from samples generated in [28] to determine the shape of the individual weld bead layers. 

Printed plates were vertically cross-sectioned, ground, polished, and etched to clearly 

visualize the borders between each individual printed layer. Fig. 6 shows the actual 

printed cross section and the representative finite element mesh used in the numerical 

simulations. It is believed that the simplified cross-sectional geometry used for the 

numerical simulations, reasonably represents the printed cross section geometry in some 

average sense. 

 

Fig. 6 Comparison between the experimentally generated layer cross-sections (left) and the 

finite element mesh used for the numerical models (right) 

The ½ symmetry model shown in Fig. 7, was used to reduce computation times and to 

clearly visualize differences between the internal temperatures and stresses on the 

symmetry plane and the external surface. During the welding simulations, clamped 

boundary conditions, which prevented vertical (z) displacements, were specified on the 

corners and the mid-side of the substrate. The clamped areas are shown as red rectangular 

regions on the substrate surface in Fig. 7. After the workpiece cooled, the clamped 

boundary conditions were removed to obtain the final residual stresses and displaced 

configuration. 
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Fig. 7 Full 3-D model (left), symmetry model (right) 

SIMULATION RESULTS 

HEAT TRANSFER AND TEMPERATURES  

In multipass welding, where layers of hot metal are deposited on top of previously 

deposited cooler metal, the dominant heat transfer mechanism is conduction through the 

metal layers. Some heat is lost through surface convection and radiant heat transfer, but 

these losses are relatively small during the actual welding process. In the development of 

the WAAM models, care was taken to ensure that temperatures in each newly deposited 

layer attained the designated melt temperature. Typically, 3 nodes in a newly deposited 

layer (shown in Fig. 8) were monitored during the welding simulations to ensure that melt 

temperatures were achieved in each deposited layer. The moving arc weld heat source 

was also defined in such a manner that sufficiently high temperatures were reached on the 

boundaries between adjacent layers to allow for interlayer fusion. This meant that the 

defined heat source’s ellipsoidal boundary had to penetrate to a sufficient depth into a 

previously deposited layer.  

 

Fig. 8 Locations where temperatures were monitored to ensure bulk melting in each new 

layer 
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Fig. 9 shows the temperature history profiles, during the deposition of each layer at the 

nodes depicted in Fig. 8, for selected layers in the 316L stainless steel model. In general, 

the temperature history profile for each new layer is very similar to the temperatures 

observed in previous layers. As the build progresses, and subsequent layers are deposited, 

a new, lower temperature peak is observed in each of the previously deposited layers due 

to conduction effects. As the moving heat source increments upwards following the 

deposition of each new layer, the temperature peak gets smaller and smaller in the lower, 

previously deposited layers. In Fig. 9 it can be seen that for each layer, the melting point 

temperature of 1400oC is exceeded twice at the center node on the lower weld interfaces. 

This is because it is the closet node to the moving heat source when the next layer is 

deposited. It’s interesting to note that evidence of this secondary melting effect can be 

seen by the small dark regions depicted in the weld bead cross-sections shown in the left 

image in Fig. 6. Similar temperature history profiles are obtained for the low-carbon steel 

material model, S355J2G3, shown in Fig. 10. Because of the higher power input and 

higher melting point for the low-carbon steel, the temperatures at the monitored nodes 

initially exceed 1500° during the layer’s deposition. But otherwise, the heat transfer 

behavior, i.e., repeated rapid heating and cooling is identical to the 316L behavior. 

 

Fig. 9 Temperature history at specific points shown in Fig. 8 for layers 5, 16, 28, and 37 for 

316L stainless steel 
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Fig. 10 Temperature history at specific points shown in Fig. 8 for layers 5, 16, 28, and 37 for 

S355J2G3 low-carbon steel 

RESIDUAL STRESSES 

The stresses computed during welding simulations rely on the transient temperature 

histories to calculate the thermal stresses, plastic strains and phase changes. Within any 

given deposited layer, the stresses become negligible close to the alloy’s melt temperature 

and then begin to increase in magnitude during cooling, resulting in the final residual 

stress state. Since stress equilibrium must be maintained, regions of high tension are 

typically balanced with adjacent compressive zones. The longitudinal residual stress, i.e., 

the stress component coaxial with the direction of weld metal deposition, will be 

designated as (σxx), the maximum principal stress (σ1), and the von Mises stress (σv). A 

quick comparison of the maximum and minimum residual stress magnitudes obtained 

from 316L builds and low-carbon steel S355J2G3 builds is given in Table 3. These 

maximum stresses provide some sense of the residual stress magnitudes involved in a 

WAAM build of a flat plate, but also include local stress concentration effects at reentrant 

corners. The low-carbon steel has considerably higher magnitude residual stresses. It is 

interesting to compare the von Mises stress values in the table with the uniaxial room 

temperature yield stress given in Fig. 5. Not only have both of these alloys yielded in the 

most highly stressed regions, but also significant strain hardening has occurred to attain 

some of the high von Mises stress levels given in Table 3. 
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Table 3 maximum residual stresses for both material models in terms of σXX, σ1, σV. 

Material Residual stress Maximum (MPa) Minimum (MPa) Range 

316L σxx 361 -291 652 

σ1 463 -83 551 

σv 389 1.3 387.3 

S355J2G3 σxx 593 -545 1138 

σ1 593 -208 801 

σv 591 1.6 589.4 

Fig. 11 contains contour plots of the von Mises residual stresses for both 316L and 

S355J2G3, using the same reference scale. These ½ symmetry images show the von 

Mises stresses viewed from the direction of the outermost, air exposed, surface of the 

plate, in the deformed configuration (exaggerated), after release of the clamp restraints. 

Though the residual stress magnitudes are different, there are great similarities in the 

stress contours. It is also recognized that the residual stresses in the base plates are 

considerably larger for the S355J2G3 material model. It is also noted that close to the top 

surface of the vertical plate there are significant differences in the residual stress state in 

the last few layers in comparison with layers lower down in the build. Fig. 12 a, b shows 

the σxx residual stress contours for 316L and S355, on the internal symmetry planes in the 

respective AM plates after removal of the clamp restraints. In contrast, Fig. 12 c, d shows 

the longitudinal stress component from a point of view looking at the opposite surface, 

i.e., the outermost air exposed surface of the plate. The stress contour plots in Fig. 12 very 

clearly show the fundamental nature of the residual stress state in the central portion of 

the WAAM built plates, with high tension along the base, compression in the plate 

interior mid-level, and then tension close to the top surface. Interestingly, both materials 

exhibit compressive longitudinal stresses on the topmost surface of the plate.  

 

Fig.11 Von Mises residual stress σv contour plots: a) 316L stainless steel, b) S355J2G3 low-

carbon steel 
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Fig. 12 Longitudinal residual stress σxx: a) 316L internal symmetry cross section,  b) S355 

internal symmetry cross section, c) 316L external surface face, d) S355 external surface face 

Fig. 13 shows the maximum principal stress contours, σ1, after unclamping, from the 

same perspectives used in Fig. 12. The close relationship between the maximum principal 

stresses and the longitudinal stresses in the central portion of the plates, indicates that the 

longitudinal stress, 𝜎𝑥𝑥, is the dominant residual stress component in the interior of the 

plate. Close to the ends of the plate, where 𝜎𝑥𝑥 must be zero, the vertical, 𝜎𝑧𝑧, stress 

component becomes the dominant residual stress, thus forming the “picture frame” 

residual stress field depicted by the maximum principal stress contours shown in Fig. 13. 

 

Fig. 13 Maximum principle residual stress σ1: a) 316L internal symmetry cross section, b) 

S355 internal symmetry cross section, c) 316L external surface face, d) S355 external surface 

face 
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Figs. 11, 12, and 13 depict the final residual stress state after a complex sequence of 

processing events, where thin hot metal layers are deposited in conjunction with a moving 

arc weld heat source. Heat transfer effects and clamping restraints play an important role 

in the evolution of the residual stresses, which after final cooling are obtained following 

elastic release of the clamping boundary conditions. To better understand how the final 

residual stresses are obtained, it is instructive to follow the stress evolution as a function 

of time. Fig. 14 depicts the evolution of the longitudinal stresses, σxx, and the maximum 

principal stresses, σ1, as a function of time during WAAM deposition, workpiece cooling, 

and final release of clamping restraints. The sequence of images in Fig. 14 show stress 

contour plots on the exaggerated deformed configuration at times: 280, 2240, 4480, 6720, 

8960, 10640, 11500, and 12000 seconds. The first six time intervals correspond to the 

completion of the deposition of layers 1, 8, 16, 24, 32, and 38. Cooling then starts at 

10,640 s, and continues after release of the clamps after 11,500 s. After a small amount of 

additional cooling (Figs. 9-10), the final residual stresses are shown at 12,000 s. The side-

by-side images in Fig. 14 show snapshots of the σxx and σ1 stresses for both steel alloy 

models. One observation is that as the number of printed layers increases, the size of the 

tensile residual stress zone σxx (Fig. 14 a, b), associated with the layers of the most 

recently deposited metal, moves upwards and maintains an essentially constant vertical 

dimension. The zone of longitudinal tension is “balanced” by a wide vertical zone of 

longitudinal compression that continuously increases as the build height increases and the 

bulk of the metal in the central core region of the plate cools. Thus, in a simplified sense, 

the residual stress state progresses as a finite width “tension zone” that moves upwards 

following the vertical motion of the moving heat source as the metal cools. The bulk of 

the metal in the cooler midsection of the plate is subjected to compressive σxx stresses, 

which continuously increases in extent as the AM build continues to cool. Another 

interesting observation from Fig. 14, is that there always is a difference in the local 

residual stress state in the last few uppermost layers of deposited metal between 316L and 

S355J2G3. It is believed that these differences are directly related to the volumetric 

strains associated with the phase transformations that occur during rapid cooling in the 

low-carbon steel alloy, S355J2G3. 
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Fig. 14 Residual stress evolution as a function of time: a) σxx 316L, b) σxx  S355, c) σ1 316L, 

d) σ1 S355 
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WARPAGE AND DEFORMATION 

Fig. 15 shows the vertical displacement (z-direction), for both material models. In 

general, during a single weld pass, a newly deposited metal layer tends to contract in the 

longitudinal direction as it cools, resulting in upwards bending of the substrate plate. This 

overall behavior is exhibited by both material models depicted in Fig. 15 and is consistent 

with the observed bending deformation shown in the baseplate in the photograph in Fig. 

3. The clamping boundary conditions, thickness of the substrate and localized plastic 

deformation can also affect the final amount of vertical displacement. For example, an 

increase in thickness of the base substrate will decrease the displacements, but will also 

increase the magnitude of the σxx residual stresses. 

 

Fig. 15 Deformed (warped) configuration after release from clamp restraints: a) 316L b) 

S355 

Fig. 16 shows the final z-displacements, after clamping has been released, for selected 

layers (5, 16, 28, and 37) as viewed from the vertical symmetry plane. It is immediately 

noticeable that the 316L material model results in upwards displacements both at the 

extreme ends of the deposited layers and also on the vertical center line. In contrast, the 

S355J2G3 material model gives smoothly increasing displacements from the plate’s 

center line out to the edges of the printed plate. The differences in post-weld warping 

appears to be due to the lower yield stress in 316L and localized plastic deformation that 

occurs in the base plate while the plate is tightly clamped during the WAAM process. In 

the 316L model, the greatest z-displacement occurs at the starting point of deposition 

(righthand side of plot in Fig. 16) with a value of 10.39 mm for layer 5. At the symmetry 

line, the z-displacement is 2.2 mm for this layer, and the z-displacement at the end of the 

line build is 8.2 mm. As can be seen, the z-displacements in succeeding layers were 

essentially identical. For the S355J2G3 low-carbon steel material model, the greatest z-

displacement value was smaller, 7.73 mm, occurring at the end of the deposition path 

(lefthand side of Fig. 16), while at the start position on the righthand side of Fig. 16, a z-

displacement of 6.53 mm was calculated. The displacement difference between the two 

ends in each layer were almost 2.2 mm for the 316L build and 1.2 mm for the S355J2G3 

material model.  

a 

 

b 
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Fig. 16 Comparison of vertical (z-displacements) for 4 discrete layers (5, 16, 28, 37) for 316L 

and S355 

PHASE TRANSFORMATIONS 

The primary reason why S355J2G3 low-carbon steel was chosen for direct WAAM 

comparisons with the austenitic stainless steel, 316L, was to examine the role that phase 

transformations play in the development of the final residual stresses and material 

properties. In contrast to austenitic stainless steels, it is well known that low-carbon steels 

exhibit a variety of phase transformations during heating and cooling. In the SYSWELD 

simulations, continuous cooling transformation (CCT) diagrams are used to estimate the 

phase transformation percentages during the rapid cooling associated with welding. Fig. 

17 shows the final SYSWELD predicted phase percentages, in the interior of the plate, 

i.e., on the large vertical plane of symmetry. As shown in this figure, the bulk of the 

S355J2G3 printed plate is ferrite (Fig. 17a), which is not surprising, since the bulk of the 

metal is subjected to repeated heating cycles over an extended period of time. A small 

percentage of martensite is obtained in the final build layers on the top of the plate (Fig. 

17 b). The last four layers of the build also contain a significant percentage of tempered 

bainite (Fig. 17c), these layers are exposed to low cycle heating for shorter periods of 

time. As shown in Fig. 17d, a low percentage (~15%) of tempered martensite is also 

predicted near the end regions of the printed plate. This is due to the different heat 

transfer conditions and cooling rates that occur near the edges of the plate as compared 

with the central bulk of the plate. 
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Fig. 17 Post-processing phase percentages and distributions for S355J2G3: a) Ferrite, b) 

Martensite, c) Tempered Bainite, d) Tempered Martensite 

HARDNESS VARIATIONS 

Fig. 18 a, b shows the computed hardness results that were obtained from both material 

models. For the 316L model, in can be seen that for the bulk of the plate, the hardness 

values are between 150 to 370 (MPa), while in the S355J2G3 printed plate, the predicted 

range of hardness values is between 370 to 540 (MPa). The last four deposited layers in 

the S355J2G3 material model predict high hardness values close to the top surface of the 

plate. This occurs because of the tempered bainite phase transformation as shown in Fig. 

17c. 

 

Fig. 18 Predicted hardness variations for: a) 316L b) S355J2G3 
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Figure 19 Comparisons in the cross-section plane of the ½-symmetry model for S355J2G3: 

a) hardness (MPa), b) microstructural phase percentages, c) σxx stress component, and d) σ1 

maximum principal stress 

Fig. 19 (a, b) shows the relationship between the predicted hardness values and the 

corresponding phase transformation percentages in the ½ symmetry cross-section that is 

perpendicular to the direction of material deposition in the WAAM S355J2G3 low-carbon 

steel printed plate. In Fig 19a it can be clearly seen how the hardness varies from the 

bottom to the top of the printed plate and also varies through the thickness of the plate. 

For example, in the central portion of the plate, the hardness on the exterior surface is 

higher than on the interior plane of symmetry. The hardness differences through the plate 

thickness can be attributed to the through thickness thermal gradient, which is directly 

related to the convective cooling conditions on the plate surface. In Fig. 19 (c, d) are the 

corresponding contour plots for the residual stress components σxx, and the maximum 

principal stress σ1, on the same ½ symmetry cross-section for the S355J2G3 plate. The 

hardness distribution corresponds to the ratios of the different microstructural phases and 

the phase transformation percentages, e.g., regions with high percentages of ferrite have 

relatively low hardness, while regions of the printed plate with high percentages of 

tempered bainite, have the highest hardness values.  

The phase transformations, which introduce differential volumetric strains, also affect 

the local residual stresses. For example, the σxx stress component throughout most of the 

printed plate varies smoothly from tension to relatively low compression. However, 

where the tempered bainite phase transformation has occurred, e.g., near the top of the 
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plate, there is a sudden jump to the highly compressive residual stress shown in Fig. 19c. 

Because of the transformation from ferrite to tempered bainite, the microstructural 

hardness also attains its highest value at this same location. For the 316L material model, 

there are no phase transformations, and the entire printed plate is austenite. Thus, the 

residual stresses for 316L are determined solely by the temperature dependent 

thermomechanical properties of the alloy and generally result in residual stresses that can 

be evaluated as thermal stresses. 

CONCLUSIONS 

Two material models were used to simulate the WAAM deposition process using the 

commercially available finite element software, SYSWELD. The WAAM simulation 

models were based on two very different types of steel alloys: austenitic stainless steel 

grade 316L and low-carbon steel S355J2G3. Using a simple, thin plate geometry as an 

example WAAM printed structure, it was shown that there are a great number of 

similarities during the evolution of residual stresses and distortion for both of these alloys. 

For example, even though the heat transfer and metal deposition details are quite complex 

during WAAM processing, it appears that the resulting residual stress state can be 

adequately characterized in terms of the maximum principal stresses, in the form of a 

moving rectangular region of relatively low compression, completely encircled by a 

rectangular “frame” of high tensile residual stress, as depicted graphically in Fig. 13.  

As expected, the S355J2G3 low-carbon steel material model resulted in significantly 

higher residual stress magnitudes than the austenitic stainless steel 316L However, 

WAAM simulations for the 316L showed greater welding distortions. This is perhaps not 

too surprising, since stainless steels generally have relatively high coefficients of thermal 

expansion and low thermal diffusivity when compared with low-carbon steels. Actual 

residual stresses and distortions associated with WAAM processing also depend on a 

relatively large number of controllable parameters, e.g., deposition velocity, heat source 

energy density, preheating, clamping restraints, deposition path, etc. In this study it has 

been demonstrated that it is possible to realistically simulate many important physical 

aspects of the WAAM deposition process using conventional arc welding numerical 

models. What is not clear is how to best develop numerical simulations for far more 

complex WAAM geometric builds that might involve many orders of magnitude more 

weld passes. It is likely that the most effective modeling approach for evaluating much 

larger WAAM builds in the future will be based on the results obtained from detailed 

thermomechanical submodels of the sort explored in this study to create much larger 

global models that do not explicitly model the details associated with every individual 

weld pass. 
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ABSTRACT 

The preferred joining process for lightweight titanium alloyed pipe structures used in aerospace industry 

is Tungsten Inert Gas welding. The further development and automation of the currently time-

consuming and cost-intensive manual production of titanium bleed-air tubes is addressed in the 

collaborative research project ASciE. The Production Technology Group at Technische Universität 

Ilmenau works together with PFW Aerospace GmbH to develop finite element simulation models for the 

distortion prediction of thin-walled welded pipe structures. In this project the influence of varying 

welding process parameters and heat source models as well as different clamping conditions and thermal 

boundary conditions on the welded geometry will be studied numerically. The real geometry of the 

circumferential welded components is measured by means of an optical 3D measurement system, which 

is well suited for the evaluation of spatial distortions of structures with high resolution. Therefore, the 

prediction quality of the numerical model can be validated. This conference contribution presents an 

example of a butt welded pipe component, the results of 3D measurement and the results of finite 

element analyses. The challenges that arise for a realistic prediction of the welding distortion of the thin-

walled pipe component will be discussed.  

 

Keywords: Welding process simulation, TIG welding, distortion prediction, optical 3D scan, thin-walled 

titanium alloyed pipe structures 

INTRODUCTION 

Lightweight structures made of titanium alloys are essential in aircraft construction due to 

the outstanding properties (low density, high strength, corrosion resistant) of this material. 

The preferred joining process of the titanium alloy components is Tungsten Inert Gas 

(TIG) welding. The further development and automation of the currently time-consuming 

and cost-intensive manual production of titanium bleed-air tubes is addressed in the new 

research project ASciE (20W1903B), which is funded by German Federal Ministry for 

Economic Affairs and Climate Action in the framework of Luftfahrtforschungsprogramm 
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des Bundes (LuFo). The Production Technology Group at Technische Universität 

Ilmenau works together with PFW Aerospace GmbH to develop finite element simulation 

models for the distortion prediction of thin-walled welded pipe structures. 

High quality demands must be met in the production of the weld seams. The wall 

thickness of the investigated components ranges between 0.4 mm and 1.6 mm and the 

tube diameter is about one hundred times the wall thickness. The weld seams are designed 

as butt joints with an I-seam and technical zero gap. The width of the melting zone is five 

to ten times the wall thickness. Therefore, it should be obvious that the distortion of the 

tubes to be welded have to be within a very small range. To capture the actual geometry 

of the welded components they are measured by means of an optical 3D measurement 

system (GOM ATOS). By comparing the surfaces of the 3D scanned component and the 

CAD model, the real spatial deformation can be determined, which can be compared with 

the predicted deformation from a numerical simulation. This enables the validation of the 

prediction quality of the numerical model. In this project the influence of varying welding 

process parameters and heat source models as well as different clamping conditions and 

thermal boundary conditions will be studied numerically. 

This conference contribution shows an example of 3D measurement and finite element 

simulation of the welding process of a real titanium alloy component and the challenges 

that arise for numerical analysis. 

DESCRIPTION OF THE COMPONENT AND THE WELDING PROCESS 

Fig. 1 shows a photo of the TIG welded titanium alloy component manufactured by PFW 

Aerospace GmbH with two circumferential seams. The geometry is axially symmetric. 

The diameter of the tube between the two flanges is 50.8 mm. The wall thickness on both 

sides of each weld seam is 0.4 mm. The photo shows the measured width of the fusion 

zone, which varies between 4.0 mm and 4.5 mm, which is more than ten times of the wall 

thickness. The correct relative positioning of tube and flange is guaranteed by the help of 

mechanical calibration and mounting tools, which are the experienced know-how of PFW 

Aerospace GmbH. A multi-part welding insert is mounted before welding and guarantees 

that the tube diameters of the butt weld are aligned carefully. It has the function of a 

clamping tool, which fixes the position of the parts to be joined and additionally provides 

the shielding gas flow at the weld root inside the pipe. 

Circumferential TIG welding is performed with argon shielding gas flow on the inside 

and outside of the pipe. The pipe rotates with horizontal axis of rotation while the welding 

torch is hold in flat welding position. The filler material is added continuously to the weld 

bead with a wire feed rate of 70 mm/min. The welding speed is 120 mm/min.  
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Fig. 1 Example of a TIG welded titanium alloy component for aerospace industry from PFW 

Aerospace GmbH. The wall thickness of the pipe component with a diameter of 50.8 mm is 

only 0.4 mm. The surface is covered with marker points necessary for the 3D scan. 

OPTICAL SCAN OF GEOMETRY 

The real geometry of the welded components is measured by means of an optical 3D 

measurement system, which is well suited for the evaluation of spatial distortions of the 

structures with high resolution. The industrial metrology 3D scanner GOM ATOS Core 

45 (GOM GmbH, Braunschweig, Germany) with a resolution of 0.02 mm was used in our 

case. A white scanning spray was applied before scanning with the fringe projection 

technique. The precise fringe patterns are projected onto the surface of the object and are 

captured by two cameras based on the stereo camera principle. GOM’s projection 

technology works with narrow-band blue light, which means that interfering ambient light 

can be filtered out during image acquisition. 

Small measuring points (0.4 mm) were glued onto the component surface as can be 

seen in Fig. 1. The measurement points are needed to compute a triangulated surface 

mesh from a large number of acquired images taken from different spatial directions. The 

initially computed mesh has 26 million facets. For further processing the file size was 

reduced to 1.5 million facets using a coarsening and normalization algorithm. The 

triangulated surface mesh was compared to the CAD model using GOM Inspect software. 

Fig. 2 shows the calculated deviation of the actual geometry as color-coded plot. 

Deviation is defined as the shortest distance in the normal direction of the nominal surface 

of the CAD geometry. A positive deviation means that the actual surface is outside the 

volume of the CAD model, a negative deviation means that the actual surface is inside the 
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volume. Fig. 3 shows another enlarged view of the measured deviations. The circular 

holes are cut-outs at the positions of the marker points.  

 

Fig. 2 Deviation between CAD model and 3D scan of the surface of the welded component 

 

Fig. 3 Deviation between CAD model and 3D scan of the surface of the welded component 

The deviation plots show, that distortions are mainly found in circumferential direction 

of the two welded seams. The root of both welds has a convex shape with a positive 

deviation of 0.4 mm to 0.8 mm (yellow to red). The top of the welds have a slightly 

concave shape with negative deviations up to 0.4 mm (cyan). The other regions in green 

colour coincide with the CAD surface. 

FINITE ELEMENT MODELING 

A finite element model of the welding process has been developed using Simufact 

Welding 2020. The CAD geometry is imported from STEP files. The material model of 
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TiAl6V4 with temperature dependent properties is taken from the Simufact Material 2020 

database. Transient thermal simulations were performed to calibrate the heat source 

model before models for the coupled thermo-mechanical simulation were developed. In 

this paper, only the model for welding simulation of the first of two welds is presented. 

GEOMETRY AND MESH 

The individual parts of the component were imported as STEP files. Simplified 

geometries of the welding insert and the welding bead were designed and imported as 

STEP file too. Fig. 4 shows a cross section trough the geometry. The volume of the 

deposited welding filler material was calculated on the basis of the welding instruction 

and is 77 mm³. 

The deformable parts were meshed with hexahedral solid elements using the Simufact 

Welding mesher. The overall number of volume elements is 129256. Four element layers 

of 0.1 mm thickness are used near the weld seam, see Fig. 5. The element edge length in 

axial and tangential direction is 0.4 mm.  

The welding insert, which has the function of a clamping tool, is modelled with rigid 

surface elements. An interference fit of 0.05 mm is assumed to model the clamping force 

in an initial simulation step. That means, the inner radius of the pipe will be expanded by 

0.025 mm due to the oversize of the welding insert in the contact region.  

 

Fig. 4 Cross section through the axisymmetric geometry of the finite element model 
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Fig. 5 Cross section through the mesh of the finite element model near the weld seam 

MATERIAL MODEL 

The material model of TiAl6V4 is taken from the Simufact Material 2020 database. The 

physical, thermal and mechanical material properties are defined as function of 

temperature between 20 °C and 1600 °C. Above the last point in the material tables, the 

material properties are set as constant values. Constants used in the material model are 

Poisson’s ratio, melting enthalpy, solidus temperature and melting temperature, see Table 

1. Temperature dependent material properties are defined for thermal conductivity, 

specific heat capacity, Young’s modulus, density, thermal expansion coefficient and yield 

stress. Their values at room temperature are given in Table 2. The temperature dependent 

flow curves are shown in the diagram in Fig. 6. 

Table 1 Material constants of TiAl6V4 used in the model 

Poisson’s ratio  

 

Solidus temperature 

(°C) 

Melting temperature 

(°C) 

Melting enthalpy 

(J/kg) 

0,26 1550 1600 419000 
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Table 2 Material parameters of TiAl6V4 at room temperature 

Thermal 

conductivity 

(W/(m∙K)) 

Specific heat 

capacity 

(J/(g∙K)) 

Young’s 

modulus 

(MPa) 

Density 

(kg/m³) 

Thermal expansion 

coefficient 

(1/K) 

Initial yield 

stress (MPa) 

6,0 0,54 115600 4482 8.85∙10-6 1170 

 

Fig. 6 Flow curves from 20 °C to 1600 °C for TiAl6V4 from Simufact Material database 

PROCESS PARAMETERS 

The welding process parameters were taken from the welding instructions, see Table 3. 

The efficiency parameter was calibrated together with the heat source model until the 

simulated width of the fusion zone matches the measured width with an accuracy 

tolerance of ±2%.  
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Table 3 Welding process parameters used for 0.4 mm wall thickness 

Current 

(A) 

Voltage 

(V) 

Welding speed 

(mm/s) 

Energy per length 

(J/cm) 

Efficiency 

 

22 8 2 880 0.8 

HEAT SOURCE MODEL 

The heat input Q is modelled with a volumetric heat source. The double ellipsoid heat 

source model by Goldak [2] is used as the conventional standard heat source model for 

arc welding simulations. The spatial distributions of the heat flux density in the front and 

rear quadrants, qf and qr, respectively, are defined as 
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with a moving local coordinate system (x,y,z) in the center of the ellipsoid. Five 

parameters have to be set in Simufact Welding, the half width b, the depth d, the front 

length af, the rear length ar and the Gaussian parameter M, which defines the width of the 

Gaussian bell curve and is set to 3 by default. The fractions ff and fr of the heat deposited 

in the front and rear quadrants must satisfy the condition ff + fr = 2 to maintain the total 

power. 

The four geometric parameters represent the size of the weld pool and have to be 

calibrated. The parameters used in the model are given in Table 4, they were calibrated 

until the simulated width of the fusion zone matches the measured width with an accuracy 

tolerance of ±2%. 

Table 4 Calibrated parameters of the double ellipsoid volume heat source model 

Front length 

af 

(mm) 

Rear length  

ar 

(mm) 

Half width 

b 

(mm) 

Depth 

d 

(mm) 

Gaussian parameter 

M 

 

Heat front fraction 

ff 

 

1.2 4.0 2.0 1.2 3 0.4615 

 

  

(1) 

(2) 
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RESULTS AND DISCUSSION 

THERMAL SIMULATION 

The calibration of the heat source model and the thermal efficiency was performed with a 

transient thermal model. The following thermal boundary condition settings were used: 

• Initial and ambient temperature: 20 °C 

• Convective heat transfer coefficient: 20 W/(m²∙K) 

• Contact heat transfer coefficient: 1000 W/(m²∙K) 

• Emission coefficient: 0.6 

Fig. 7 shows the simulated width of the weld seam in a plot of peak temperature at a 

distance of 180° from start of welding. The width varies between 4.2 mm und 4.3 mm 

with a mean value of 4.25 mm. The simulated width agrees with the median value of the 

measured width, which varies between 4.0 mm and 4.5 mm.  

 

Fig. 7 Peak temperature plot with measurement of the simulated weld seam width after 

calibration of the heat source. A 10 mm long evaluation path transverse to the weld seam was 

drawn into the enlarged image detail. 

The corresponding plot of temperature-time history is show in Fig. 8 for eleven 

equidistant points (distance 1 mm) along a path transverse to the weld seam. Due to the 

increase in cross section in the flange, the temperature profile is not exactly symmetric 

with respect to the weld seam. 
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Fig. 8 Computed surface temperatures of points along a path perpendicular to the weld seam 

THERMOMECHANICAL SIMULATION 

The calculation of deformations and stresses has been performed with a coupled thermo-

mechanical finite element analysis using the previously calibrated heat source. The defor-

mations and stresses are influenced not only by the thermal expansion, but also by the 

clamping forces. Clamping by the welding insert is activated before welding starts and de-

activated after cooling. Touching contact is defined between the component and the 

welding insert with a friction coefficient value of 0.2. Glued contact is defined between 

different meshes of the same part. Touching contact with glue on peak temperature is 

defined at the welding seam. 

The predicted deformation normal to the surface can be seen in Fig. 9. The upper 

image shows the deformation of the circumferential weld after 180° have been welded, 

the lower image shows the deformation at the end of the simulation, when the component 

has cooled down and the clamping is deactivated. Obviously, the weld seam bulges 

outwards in this simulation, while the deformation is directed inwards in the 3D scan of 

the real component. Variations in the heat source and welding process parameters did not 

fundamentally alter the results. Due to the curvature of the pipe, the heated zone will 

always bulge outwards when thermal expansion is simulated without additional surface 

forces. 
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Fig. 9 Predicted deformation normal to the surface 180 ° after start of welding (upper picture) 

and at the end of the simulation (lower picture) 

The reason for this incorrect prediction is that compressive forces on the surface of the 

molten pool are not considered. The formation of the melt pool surface is influenced by 

gravity, surface tension, arc pressure, evaporation pressure and drop impact pressure [4]. 

It is known from literature [5], that several welding process parameters influence the arc 

stagnation pressure significantly. For example, argon shielding gas used for TIG welding 

increases the arc pressure significantly in comparison with helium [6]. In many cases, 

these forces can be neglected, if the fusion zone is stabilized by the stiffness of the 

surrounding material. But in our case, the fusion zone goes through the entire wall 

thickness and the fusion zone width is at least ten times of the wall thickness. An 

enhanced model approach, which models this influence in a simplified way, is presented 

in the next section. 

ENHANCED THERMOMECHANICAL SIMULATION 

The measured deformation from the 3D scan and the predicted deformation from the 

previous model indicate that there is a not negligible compressive force on the weld pool 

surface that moves with the electric arc and that is directed inward. Considering, that the 

welding arc acts as a source of force over the molten pool, the arc stagnation pressure is 

an important variable for the formation of the weld bead geometry and the final quality of 

the weld seam [5]. From experimental studies of the influence of process gases in TIG 
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welding [6] is known, that the arc stagnation pressure over radius has the shape of a 

Gaussian bell curve. We had neither a suitable modelling tool in Simufact Welding 2020 

nor the necessary data to model this force directly. Instead, we propose a simple indirect 

approach to apply a pressure distribution in the desired direction to the weld. 

A kinematic constraint is added to the weld zone of the model. A rigid ring shell is 

inserted to the model with a tight gap to the surface of the pipe. When the deformed pipe 

surface gets in contact to the shell, a pressure distribution is created, which constraints the 

further outward expansion. In a first approximation, this model approach can describe the 

effect of the forces on the surface of the molten zone. The shape and gap distance of such 

a numerical shaping tool has to be calibrated, of course. 

Fig. 10 shows the predicted deformation with a kinematic constrained weld bead 

formation. An initial contact gap of 0.05 mm is modelled. When the radial displacement 

of the heat affected zone exceeds 0.05 mm in the previous model, it is constrained in this 

new model and a surface pressure distribution evolves in the heat affected zone. At the 

end of the simulation, when the component has cooled down and the clamping is 

deactivated, the weld seam curves inwards in the same manner as in the 3D scan of the 

welded geometry. 

 

Fig. 10 Predicted deformation normal to the surface 180 ° after start of welding (upper 

picture) and at the end of the simulation (lower picture). Simulation results with enhanced 

model applying a kinematic constraint to the weld zone. 
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SUMMARY AND CONCLUSIONS 

High quality demands in aircraft industry must be met in the production of the weld 

seams of lightweight structures. In the same way, numerical models must have a high 

predictive accuracy if the simulation results are to be used in the design of manufacturing 

processes. A finite element model for the distortion prediction of a thin-walled TIG-

welded titanium alloy pipe component was developed with the purpose of achieving a 

reliable prediction of the process-induced deformations during welding. The weld seams 

that were examined are designed as butt joints with an I-seam. The width of the melting 

zone is ten times the wall thickness.  

To capture the actual geometry of the welded components, they were measured by 

means of an optical 3D measurement system. By comparing the surfaces of the 3D 

scanned component and the CAD model, it as possible to determine the real spatial 

deformation, which was compared with the predicted deformation from the finite element 

analysis. The thermal simulation using a calibrated Goldak heat source provided very 

accurate results for the size of the fusion zone. The predicted deformations from the 

thermo-mechanical simulation with the first model unexpectedly gave results that differed 

significantly from the measured deformations. The simulated weald seam has bulged 

outwards, while it is slightly curved inwards in reality. The cause was identified in the 

unconsidered compressive forces on the weld pool exerted by the arc welding process. 

The thermomechanical model was therefore enhanced with a kinematic constraint 

approach, which is suited to model these compressive forces indirectly. When material 

expands radially outward as a result of thermal expansion, an inward directed pressure 

distribution is generated in the area of the weld zone. By the help of this simple model 

extension the prediction of the deformations has been substantially improved. With the 

enhanced model the weld seam curves inwards in the same manner as in the 3D scan of 

the welded geometry. 

From an engineering point of view the presented simplified model approach for 

considering compressive forces on the weld pool in the finite element analysis leads to 

satisfying results. However, prior knowledge of the weld bead geometry is necessary, 

which we obtained from the 3D scan. From a scientific point of view, there is a need for a 

more physical approach. Like the Goldak heat source for heat input a moving source of 

distributed mechanical forces acting on the weld pool leading to correct shape of the weld 

bead surface should be implemented in welding simulation software. 

Future work in the research project will focus on the numerical investigation of the 

influence of modified welding process parameters and mechanical clamping conditions on 

the distortion of welded pipe structures. 
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ABSTRACT 

The purpose of this work is to systematically clarify the impact of phase- and temperature-dependent 

strain-hardening slopes on the calculated welding residual stresses in the commonly used structural steel 

S235. Both experimental methods and numerical simulation have been utilized for investigation. The 

results reveal that the temperature-dependent strain-hardening slopes of the generated phases (austenite 

and bainite here) have nearly no influence on the simulated welding residual stresses. The calculated 

magnitude of longitudinal residual stress in the base metal near the weld area is highly sensitive to the 

applied strain-hardening slopes of the initial microstructure (ferrite here), while that of transverse 

residual stress is not. Meanwhile, comparing to the strain-hardening slope of the initial microstructure at 

elevated temperatures, that at room temperature plays a critical role in the simulated longitudinal 

residual stress. In this study, the guidance on how to economically and reliably determine the 

temperature- and phase-dependent strain-hardening slopes of a given steel in numerical welding 

simulation is provided.  

 

Keywords: Strain-hardening slopes; Structural steel S235; Numerical simulation; Welding residual 

stresses. 

INTRODUCTION 

Arc welding has been widely used to join steels in manufacturing industries because of its 

low-cost equipment and portability [1]. Nevertheless, the extremely inhomogeneous 

temperature field is formed during arc welding due to the highly localized arc energy 

input. The shrinkage of the heated zone is strongly hindered by the surrounding cold area 

[2]. As a consequence, residual stresses are unavoidably generated in the weldments [3, 

4]. It is well known that the tensile residual stress might reduce the fatigue strength [5]. 

Therefore, it is of critical significance to accurately predict the magnitude and distribution 

of residual stresses for the assessment of structural integrity of welded components. 

With the enhancement of computing technology and computational welding mechanics 

(CWM), numerical simulation using the finite element method (FEM) becomes a reliable, 
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economical, and efficient alternative to obtain the magnitude and distribution of welding 

residual stresses [4, 6]. In comparison to the experimental methods often requiring a 

considerable amount of cost, time, and effort, numerical simulation has been drawn 

increasing attention from manufacturing industries.  

During arc welding, the steel near the molten area experiences a plastic compression-

tension yielding [3]. Based on the measured stress-strain curves of the widely used steels, 

it can be found that the commonly applied steels in practice usually show the obvious 

strain-hardening phenomenon [7-8]. Therefore, it is necessary to carefully consider strain-

hardening phenomenon in numerical welding simulation. If the strain hardening effect is 

taken into account in numerical welding simulation, three very important aspects should 

be carefully considered: strain-hardening model, strain-hardening recovery, and strain-

hardening slope [9]. Until now, great effort has been made to clarify which strain-

hardening model is the best for a given steel in numerical welding simulation and to study 

the mechanism of strain-hardening recovery [9-10]. However, there is less literature to 

illustrate the effect of strain-hardening slope on the calculated welding residual stresses. It 

is well known that the strain-hardening slope might be not only temperature but also 

phase dependent. How to economically and reliably determine the temperature- and 

phase-dependent strain-hardening slopes of a given steel in numerical welding simulation 

is currently unclear. 

As fundamental research, the numerical sensitivity analyses based on Sysweld software 

have been conducted to illuminate how the strain-hardening slopes are economically and 

reasonably determined for the accurate prediction of residual stresses in S235 steel 

weldments. Meanwhile, the mechanical tensile tests were performed to measure the 

stress-strain curves at different temperatures. The welding experiments were carried out to 

measure the temperature results and residual stresses for validation. 

EXPERIMENTAL PROCEDURE 

The base metal (BM) is the structural steel S235JR. The measured stress-strain curves of 

the given steel S235JR at various temperatures are shown in Fig. 1. The tungsten inert gas 

(TIG) arc welding was applied to produce the single-pass weldment without the addition 

of a filler wire. The designed size of the weld plate is 200 × 150 × 10 mm as seen in Fig. 

2. The applied welding current is 200 A, welding voltage is 12.5 V, and welding speed is 

10 cm/min.  

Before welding, thermocouples were arranged on the top surface of the weld specimen 

for measuring the temperature history. After welding, the X-ray diffraction method was 

applied to measure the welding residual stresses. The macrograph at the transverse mid-

cross section were measured by using the optical microscope.  
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Fig. 1 Measured stress-strain curves at different temperatures of base plate 

 

Fig. 2 Designed geometry of the weld specimen 

FINITE ELEMENT ANALYSIS 

The created FE mesh model can be seen in Fig. 3. The size of the FE model is completely 

the same as that of the experimental weld sample (see Fig. 2). The finer meshes were 

designed in and near the weld, while the coarser meshes were applied in the area away 

from the weld. In the present work, the subsequently coupled thermo-metallurgical-

mechanical FEM was applied for numerical welding simulation here.  
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Fig. 3 Created finite element model 

THERMAL ANALYSIS 

Goldak’s double ellipsoidal heat source was used to simulate the arc energy input here 

[11]. The used thermal properties of the given structural steel S235JR can be seen in [10]. 

The fusion zone (FZ) was assumed to be the area with peak temperature higher than 1500 

°C, while the temperature range of the heat-affected zone (HAZ) was between 750 and 

1500 °C [10]. The heat transfer caused by the thermal conduction was calculated based on 

Fourier rule. The heat loss induced by heat convection (qc) and radiation (qr) was 

considered according to Newton’s law and Stefan-Boltzmann law, respectively. 

METALLURGICAL ANALYSIS 

In the present study, the austenization start (Ac1) and end (Ac3) temperature were set as 

730 and 860 °C, respectively [10]. The applied continuous-cooling-transformation (CCT) 

diagram for the given steel S235JR here as seen in Fig. 4 refers to that of S235 steel 

provided by Loose [12]. In the current work, the diffusive phase transformation from 

austenite to ferrite/pearlite/bainite was calculated according to the Leblond kinematic 

rule. The displacive phase transformation from austenite to martensite was simulated 

based on the Koistinen-Marburger (KM) relationship model. Furthermore, the linear 

mixture rule was utilized to determine the material properties of the phase mixture [10]. 
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Fig. 4 Continuous-cooling-transformation diagram of S235 steel (refer to [12]) 

MECHANICAL ANALYSIS 

The utilized mechanical properties of the given steel S235JR steel here can be found in 

[10]. The strain-hardening slopes of austenite, bainite, and martensite were taken from 

that in S235J2G3 steel included in the Simufact.welding material database, while that of 

ferrite were obtained from the experimental results as seen in Fig. 5 [10]. Note that the 

material properties of ferrite and pearlite in steels are usually assumed to be the same. 

  
      (a) Austenite            (b) Ferrite/ Pearlite 
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        (c) Bainite                (d) Martensite 

Fig. 5 Strain-hardening slopes of S235 steel 

SIMULATION CASES 

In this study, the cases in Table 1 were elaborately designed and performed using 

Sysweld software for studying the effect of strain-hardening slope on welding residual 

stresses. The isotropic hardening model was employed and the annealing temperature was 

set as 860 °C (Ac3) for all the cases in Table 1 [10]. Note that all these cases are the same 

except the employed strain-hardening slopes. Here, cases A-1 and B-1are identical and 

considered to be the standard case. The “Fig.5 (No change)” in Table 1 means the strain-

hardening slopes are equal to that in Fig.5.  

Table 1 Simulation cases 

Cases Strain-hardening slope 

Group A 

Case A-1 Fig. 5 (No change) 

Case A-2 Austenite∙5 times 

Case A-3 Bainite∙5 times 

Case A-4 Ferrite∙5 times 

Group B 

Case B-1 Fig. 5 (No change) 

Case B-2 All temperatures: Ferrite∙5 times 

Case B-3 All temperatures except TRT: Ferrite∙5 times 

Case B-4 Only TRT: Ferrite∙5 times 

In Group A, the effect of the phase-dependent strain-hardening slopes on the calculated 

welding residual stresses was systematically investigated. The strain-hardening slopes of 

only one of the phases in each case were changed, while the rest were kept as the same as 

that in the standard case. For example, just all the temperature-dependent strain-hardening 

slopes of ferrite simultaneously were highly increased 5 times in Case A-4. Since almost 

no martensite is generated in the weldment after welding based on the measured thermal 

results as seen later, the variation in the strain-hardening slopes of martensite was not 
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investigated here. In Group B, the impact of the temperature-dependent strain-hardening 

slopes of S235 steel base metal (ferrite) on the calculated welding residual stresses was 

systematically studied. Here, the strain-hardening slope of ferrite at different temperatures 

was changed. For instance, the strain-hardening slopes of ferrite at all temperatures were 

increased 5 times in Case B-2, while that only at room temperature TRT were increased 5 

times in Case B-4. 

RESULTS AND DISCUSSION 

WELDING TEMPERATURE FIELD 

Since the subsequently coupled FEM was employed in numerical simulation and only the 

strain-hardening model as well as slope in the mechanical analysis were changed here, it 

can be expected that the calculated welding temperature fields in all these cases in Table 1 

are nearly the same. For this reason, the calculated welding temperature field in Case A-1 

is taken as an example for comparison with the experimental results. 

Fig. 6 compares the calculated and measured weld dimension in the transverse mid-

cross section. From this figure, it can be found that the calculated sizes of FZ and HAZ 

match the experimental results very well. Fig. 7 shows the predicted and measured 

thermal cycles at the TC-1 location (see Fig. 2). In Fig. 7, the simulated cooling rate Δt8/5 

time is in good agreement with the experimental data. According to the above 

comparisons, it can be concluded that the current thermal analysis is reliable and can 

provide the reasonable welding temperature field.  

 

Fig. 6 Peak temperature distribution      
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Fig.7 Thermal cycles at TC-1 location 

WELDING RESIDUAL STRESSES 

Longitudinal residual stress 

Fig. 8 depicts the longitudinal residual stress distribution along line 1 simulated by the 

cases in groups A and B. In Fig. 8a, the calculated results along line 1 in case A-1, A-2, 

and A-3 are nearly the same. Nevertheless, the predictions in Case A-4 are different from 

that in the other three cases mainly in the base metal near the weld area. This is due to that 

solid-state phase transformation (SSPT) mainly occurs in the weld area, which nearly 

eliminates the strain-hardening effect [9]. In Fig. 8b, the predictions in Case B-1 and Case 

B-3 are nearly the same. That in Case B-2 and Case B-4 are almost identical. 

Nevertheless, the calculated results in Case B-1 is quite different from that in Case B-2 

mainly in the base metal near the weld area. 
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 (a) Cases in Group A        (b) Cases in Group B 

Fig. 8 Predicted longitudinal residual stress distribution along line 1 in cases of groups A and 

B      

Fig. 9 shows the longitudinal residual stress distributions along line 2 calculated by the 

cases in groups A and B. From Fig. 9a, it can be seen that the calculated results in the 

weld area in these cases are nearly the same, while that in the base metal near the weld 

area in Case A-4 are much higher than that in the other three cases. In Fig. 9, the 

predictions in the base metal very close to the weld area in Case A-3 is a little higher than 

that in Case A-1 or Case A-2. Furthermore, the calculated results in the weld area in Case 

A-2 are slightly different from that in the other three cases. This is because the austenite 

exists before SSPT but then fades away after SSPT, while the bainite arises and remains 

after SSPT. Meanwhile, partial SSPT occurs at the border area of HAZ. It should be noted 

that these slight differences are induced by the high increase in the strain-hardening 

slopes of austenite and bainite fivefold here. In Fig. 9b, the predictions in Case B-1 and 

Case B-3 are very close, which is different from that in Case B-2 and Case B-4. The 

calculated results in Case B-4 is quite similar to that in Case B-2 overall. 

  

 (a) Cases in Group A       (b) Cases in Group B 

Fig. 9 Predicted longitudinal residual stress distribution along line 2 in cases of groups A and 

B      
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Transverse residual stress 

Fig. 10 presents the simulated transverse residual stress distribution along line 1 in 

cases of groups A and B. From Fig. 10, one can see that the calculations are nearly the 

same except a certain difference in base metal very close to the weld area.  

   

 (a) Cases in Group A         (b) Cases in Group B 

Fig. 10 Predicted transverse residual stress distribution along line 1 in cases of groups A and 

B      

Fig. 11 depicts the transverse residual stress distribution along line 2 simulated by the 

cases in groups A and B. From Fig. 11a, one can see that the calculations in Case A-1, 

Case A-2, and Case A-3 are nearly the same, which are different from that in Case A-4 

mainly in the base metal near the weld area. However, it should be mentioned that the 

difference in the calculated magnitude of transverse residual stress in the base metal near 

the weld area between Case B-4 and Case B-1 (or Case B-2, Case B-3) is rather low. 

Furthermore, this small deviation is obtained by highly increasing the strain-hardening 

slopes of ferrite fivefold here. In Fig. 11b, the predictions in Case B-1 and Case B-3 are 

nearly the same. That in Case B-2 and Case B-4 are similar. Nevertheless, the calculated 

results in Case B-1 is slightly different from that in Case B-2 mainly in the base metal 

near the weld area. 
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(a) Cases in Group A         (b) Cases in Group B 

Fig. 11 Predicted transverse residual stress distribution along line 2 in cases of groups A and 

B      

CONCLUSIONS 

(1) The variations in the strain-hardening slopes of the generated phases (austenite and 

bainite here) have nearly no effect on the calculated welding residual stresses.  

(2) The calculated magnitude of longitudinal residual stress in the base metal near the 

weld area is highly sensitive to the applied strain-hardening slopes of the initial 

microstructure (ferrite here), while that of transverse residual stress is nearly not.  

(3) In comparison to the strain-hardening slopes of the parent microstructure at elevated 

temperatures, that at room temperature plays a critical role in the predicted longitudinal 

residual stresses.  

(4) Guidance on how to economically and reliably determine the phase- and temperature-

dependent strain-hardening slopes of a given steel in numerical welding simulation is 

provided. 
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ABSTRACT 

The Welding structure simulation is a numerical method that predicts distortions, residual stresses and 

microstructure in welded structures. It enables design engineers to optimize the design and the 

manufacturing process for the strength and usability of the assembly. To trust the simulation software, it 

should be validated to demonstrate that the predictions provide a best fit with the reality. 

We want to prove, that our numerical model of simulation matches the physical behavior of the reality. 

We must ensure that the virtual experiment matches the physical experiment and that we compare the 

same sensor and virtual data: 

• Same time 

• Same location 

• Same state 

Previously, the comparison between the virtual and physical experiment was limited to the final result: 

final distortion, final residual stress and final residual strain. Now also the transient state during the 

process shall be considered: transient measurement of temperature field, strain field or deformation. 

This validates not only the final results but also the computational algorithm that leads to these results. 

This paper presents transient results of validation experiments with the scope on deformation. The 

experiment, welding of an orthotropic plate, was chosen in accordance with a published experiment 

from Murakawa [1]. Because the process is transient, it is important that the transient data be compared. 

INTRODUCTION 

The weld structure simulation as a special application of the finite element method 

considers the effects from welding on the entire component. The input variable is the heat 

input from the welding heat source. This is applied in the form of a so-called equivalent 

heat source. This means that any fusion welding process can be modelled, regardless of 

how the fusion heat is generated. Of course, all boundary conditions must be considered 

in the model. This includes the clamping device, heat dissipation through clamping or 

cooling jaws and tacking. 

Results from the weld structure simulation include the geometry change due to 

welding, weld distortion, residual stresses and plastic strains, and if the microstructure 

transformation calculation is included, the microstructure state after welding and the 

resulting changing yield strength. 
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The most precise method is the transient method. The transient method provides results 

over time and is chosen as the simulation method for the virtual experiment. 

Since the transient method involves a large computational overhead in terms of time, 

simplifying methods have been developed in the past. These include the metatransient 

method [2] or the shrinkage force method. In the metatransient method, a seam section is 

heated simultaneously instead of a migrating heat source. In the shrinkage force method, 

substitute expansions are applied in the seam area. Both methods are intended to provide 

accurate final results, but the results over time may differ from reality. 

The specimen for the Experiment is shown in Fig. 1. 

 

Fig. 1 Test specimen - TIME stiffened plate 

EXPERIMENTAL SETUP 

For this purpose, an orthotropic plate 1200 mm x 600 mm x 6 mm made of low alloyed 

steel grade S235JR was chosen. On the plate, two longitudinal stiffeners 

1000 mm x 100 mm x 6 mm and 3 transverse stiffeners 400 mm x 100 mm x 6 mm were 

welded. The stiffeners are fixed with a total of 17 tack welds (Fig. 2). 

 

Fig. 2 Dimension, tack welds and welds of test specimen 

The slab is supported in a statically determinate manner and supported at three corners. 

The fourth corner remains free. This is the corner where the greatest distortion occurs 

during welding. The corner opposite the free corner on the long side is chamfered so that 

the corners of the plate can be clearly assigned (Fig. 3). While the tack welds are being 
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welded, the plate is supported at the center transverse stiffener on each outer side with a 

jack (fig 3, “A” and “B”). Without support, the plate deflects under its own weight to such 

an extent that an excessive gap is created between the plate and the stiffener. After tack 

welding, the support is removed. This leads to a lowering of the plate at the unsupported 

corner. In the simulation, the removal of the support is mapped realistically. 

Since only rigid body modes are constrained by the permanent supports, the 

experimental setup allows significant deformation during welding. This is intended to 

provide a meaningful comparison between the calculated and the experimental results. 

During welding, the movements normal to the plate are measured at five points with 

cable wire sensors. The position of the cable wire sensors is shown in Fig. 3 too. At the 

same locations, the vertical distortion is evaluated from the simulation. 

 

Fig. 3 The points with permanent support that constrain rigid body motion are labelled DB, 

the temporary supports are labelled A and B and the wire sensors are labelled CW1 to CW5 

The weld sequence is documented in Fig. 4. The longitudinal seams are first welded on 

the outside as a two-layer seam with 3 weld beads. All other 17 seams are executed as 

single-layer fillet welds. 

 

Fig. 4 Weld sequence 

There are two groups of welds, fillet weld in horizontal position PB and vertical fillet 

weld in ascending position PG. 

Process parameter for the horizontal welds, position PB: 

• Wire Diameter: 1,2 mm 

• Wire feed speed: 8 m/min 



Mathematical Modelling of Weld Phenomena 13 

334 

 

• Travel speed: 45 cm/min 

• U: 23.5 ± 2 V, I: 258 ± 10 A 

• Weave bead with 

o amplitude: 1 mm 

o frequency: 2.78 Hz  

Process parameter for the vertical welds, position PF: 

• Wire Diameter: 1,2 mm 

• Wire feed speed: 2 m/min 

• Vertical travel speed: 4.9 cm/min 

• U: 14.9 V, I: 96 A 

• Triangle weave bead with 

o Weave speed: 50 cm/min 

o Weave amplitude: 5.5 mm 

o Weave frequency: 2 Hz 

DATA SYNCHRONISATION 

 

Fig. 5 Electrical current during welding 

The challenge is to synchronize the measured data from experiment with the simulated 

data. For this purpose, the welding times are recorded redundantly several times: 

• Time determination with stopwatch and manual logging 

• Video recording 

• Recording with infrared camera (FLIR) 

• Measurement of current (Fig. 5) and voltage during welding 

• Recording with infrared camera (FLIR) 

• Measurement of current and voltage 
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From the redundant recording, the start and end times of the individual welding beads 

can be determined very precisely and entered them into the process plan for the 

simulation. 

NUMERICAL MODEL AND SIMULATION 

The plate is represented by solid element model with hexahedron and pentahedron 

elements. The general mesh size is 5 mm, the mesh size in filler area 1 mm lateral. 2 

element layers are chosen in plate thickness direction (Fig. 6). The single parts are 

meshed independently with non-coincident mesh and joined to each other by contact 

formulation.  

 
 

 
 

 

The double-ellipsoidal heat source is used. In contrast to Goldak's assumption [3], a 

constant distributed heat source density is assumed over the ellipsoid [2] according to 

Eqn. (1) to (3). In Eqn. (1) to (3) q denotes the energy density per unit time, Q denotes the 

energy per unit time, a, b and c denote the radii of the ellipsoid and u, v, w denote the 

local heat source coordinates, with respect to indices f as front and r as rear. A single-

phase material model is applied which considers the transformation strain and 

temperature dependent material parameters. For the mechanical material part, LS-DYNA 

material model *MAT_270 is used and *MAT_T07 for the thermal material model, 

respectively.  

 

Fig. 6 Simulation - model mesh 

(1) 

(2) 

(3) 
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FabWeld is used for the model setup and the LS-DYNA code for the calculation. In 

Fig. 7 the calculated temperature field on 5-times magnified deformed structure is 

displayed. 

 

Fig. 7 Temperature displayed on 5-times magnified deformed structure 

RESULTS 

Fig. 8 to Fig. 12 show the result of the validation test for the five cable wire sensors. The 

graph compares the vertical deformations measured with cable wire transducers with the 

calculated vertical deformations. It can be seen on the graph that the deformation jump 

caused by removing the center bearings after tack welding is accurately represented by 

the simulation. The vertical distortion during the entire welding process is also calculated 

correctly. This proves that the applied calculation method of the weld structure simulation 

can accurately reproduce the deformation behavior during the entire welding process. 

This finding is new, since previously only final results, i.e., the condition after welding 

and cooling, were used for validation. In order to fully use weld structure simulation to 

analyze welding, the simulation results must also be accurate throughout the process. For 

example, this comes into play when the gap formations during welding are to be 

investigated to check the clamping or tacking concept. 
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Fig. 8 Result cable wire sensor 1 

 

Fig. 9 Result cable wire sensor 2 

 

Fig. 10 Result cable wire sensor 3 
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Fig. 11 Result cable wire sensor 4 

 

Fig. 12 Result cable wire sensor 5 

 

Fig. 13 Vertical deformation on free edge 

Fig. 13 shows the vertical deformation on the free edge. The calculation results are 

confirmed by discrete measured values from the physical experiment. Firstly, the vertical 
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jump when removing the temporary jacks after tack welding, and secondly by the total 

distortion after complete cooling. In addition, the warped structure after complete cooling 

is also calculated correctly. This is shown by the comparison of the surface deviation in 

Fig. 14. 

 

 

Fig. 14 Surface deviation. Left simulation, right experiment 

SUMMARY AND CONCLUSION 

An orthotropic plate made of low alloyed steel grade S235JR with gas metal arc fillet 

welds is chosen for validation experiment to demonstrate the calculation quality of the 

welding structure simulation. The model is set up according to the state of the art. 

It could be shown, if one 

• predicts the material behavior correctly, 

• predicts the driving physical effects, 

• predicts the right boundary conditions, 

• predicts the process correctly, 

• compares synchronized data - same location - same time, 

one obtains agreement between virtual simulation and real experiment. 

This study shows that weld structure simulation can be used for accurate distortion 

prediction. This makes it possible to understand the distortion behavior and to perform 

efficient distortion management. 
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ABSTRACT 

Advanced High Strength Steels (AHSS) such as dual-phase steels are favoured for conventional crash 

box applications due to the excellent combination of strength and ductility. Generation three AHSS 

steels such as medium-Manganese Transformation Induced Plasticity (TRIP) steels are a possible 

alternative to fabricate prototype crash-boxes with equivalent properties of a conventional crash-box due 

to the TRIP effects. Laser Power Bed Fusion (L-PBF) can produce prototype crash boxes without the 

requirement of costly dies as in conventional manufacturing. This allows significant benefit in lead times 

and cost efficiency in manufacturing prototype crash boxes. A reliable numerical simulation tool can 

predict the L-PBF build process accurately while considering the thermo-metallurgical and mechanical 

behaviour of the material under multiple thermal cycles and aid the prototype design phase. In the 

current paper, an improved methodology for the simulation of L-PBF build process using finite element 

(FE) framework is presented. The proposed methodology provides better spatial resolution of the build 

process and considers the effects of phase transformation in the medium-Manganese TRIP steel during 

multiple thermal cycles thereby increasing the accuracy of numerical predictions. The model is set-up 

and analysed using commercial software Simufact Welding 2022 based on FE solver Marc 2021.2. A 

comparison of the simulation results with that of experimental analysis on a simple cantilever and a 

representative double-hat profile crash geometry indicates a very good agreement proving the suitability 

of the current approach for accurate simulation of L-PBF process whilst maintaining reasonable 

computational efficiency. 

 

Keywords: L-PBF, additive Manufacturing, medium-Manganese TRIP steel, crash box, numerical 

simulation 

INTRODUCTION 

Deep-drawn parts are normally used in crash applications for body-in-white (BIW) 

vehicle structures [1, 2]. Automotive crash box is one of the most important parts for 

crash energy absorption and is equipped at the front end of a car [3]. The crash boxes 

connect the bumper cross member to the longitudinal beam and converts the dynamic 
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energy to deformation energy in case of frontal crashes. Manufacturing of these parts in 

conventional ways, even in prototyping phase, requires expensive tooling such as forming 

dies making the whole process time consuming and costly and therefore forms a serious 

bottleneck in the vehicle development process.  

The need for improved fuel economy and reduced CO2 emissions in automotive 

industry has led to significant developments in lightweight materials with higher strength 

[4]. The conventional materials such as low carbon steels and cast steels are replaced with 

Advanced High Strength Steels (AHSS) such as dual steels, TRansformation-Induced 

Plasticity (TRIP) steels due to their superior stiffness, strength, crash energy absorption 

capacity and low production costs in large quantities [5, 6]. In addition, the better 

formability of AHSS steels provides greater flexibility to optimise the component 

geometry.  

Even with the flexibility in design and advanced materials, there are still significant 

lead times and costs incurred in conventional deep-drawing approaches owing to the 

expensive tooling and dies. Any design modification even in prototyping phase requires 

new tooling which can quickly escalate the costs and manufacturing lead times in the 

development process. On the other hand, Additive Manufacturing (AM) specifically, 

Selective Laser Melting (SLM) or Laser-Powder Bed Fusion (L-PBF) offer enormous 

design freedom while lowering the manufacturing times significantly [4].  

The suitability of the L-PBF process to crash applications requires not only printing of 

the parts but also achieving the desired stiffness and crash performance of components 

produced by the AM process. The materials currently available for AM were not 

specifically developed for automotive industry which is further true for crash applications. 

Furthermore, the quality of materials produced by L-PBF process usually is unsuitable for 

crash applications. Therefore, appropriate post-processing is required to achieve the 

desired equivalent crash behaviour to that of conventional crash bodies.  

With these considerations, a novel medium manganese TRIP steel is considered that 

was specifically developed for automotive applications using L-PBF process with minor 

modifications in the composition [7, 8]. In order to understand the overall influence of 

manufacturing history on the final crash performance of the component, a simulation 

model of the whole manufacturing process chain is indispensable.  

In the present paper a simulation framework is presented for the numerical analysis of 

L-PBF process and post-processing of the novel medium manganese TRIP steel 

developed for crash applications. The simulation approach incorporates the multi-cycle 

Solid-State Phase Transformation (SSPT) experienced by this material during the build as 

well as the phase reversion during post-build heat treatment (HT). The results are 

validated with experimental investigations on a simple cantilever and a representative 

crash geometry (double hat profile) for the entire process chain.  
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EXPERIMENTAL INVESTIGATION 

For the purpose of this research an experimental medium manganese steel was 

investigated, whose chemical composition is provided in Table 1. The details of the 

development of the steel and the material properties are already published elsewhere [8].  

Table 1 Chemical composition of the experimental medium manganese steel 

Element Fe  Mn  Si  Al P C S O N H 

(%) balance 7.5–
8.5 

0.4–
0.5  

1.7–
2.0 

0–
0.05 

0.08–
0.15 

0–
0.05 

0–
0.05 

0–
0.03 

0–
0.005 

Two specimen geometries were fabricated to validate the simulation framework 

developed for the whole process chain. The first geometry is a simple cantilever specimen 

and the second is a complex representative geometry of the crash box namely double hat 

profile. The two specimens are shown in Fig. 1. The specimen dimensions are 72mm x 

12mm x 15mm and 118mm x 79mm x 200mm for the cantilever and double hat geometries 

respectively. The nominal thickness of the double hat profile is 2 mm. 

 

 

Fig. 1 Cantilever specimen (top) and double hat geometry (bottom) 

The process parameters and heat treatment conditions for both geometries are provided 

in Table 2 and Table 3 respectively. The deflection of the cantilever geometry was 

measured in as built and HT conditions as +0.69mm and -0.25mm respectively, by using 
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a cutting plane at a height of 2.6mm from the base of the cantilever. Three-dimensional 

(3D) surface scan was performed on the double hat profile in build and HT conditions 

which were then used to validate the predictions from the simulations.  

Table 2 SLM process parameters for double-hat geometry 

Geometry Laser power 
(W) 

Laser speed 
(m/s) 

Hatch distance 
(mm) 

Layer thickness 
(mm) 

Laser spot 
diameter (mm) 

Cantilever 250 1.0 0.08 0.03 0.1 
Double hat 265 1.0 0.09 0.03 0.1 

 

Table 3 HT parameters for cantilever and double hat geometry 

Geometry Hold Temperature (C) Hold time (h) 

Cantilever 670 1.0 
Double hat 670 6.0 

Post-build global HT (heat treatment) is applied to the cantilever and double-hat 

geometry such that the content of austenite is significantly increased and the yield 

strength of the material is reduced to acceptable levels (~ 650 - 675 MPa) as that of 

conventional crash-box material. Careful investigation was undertaken to determine the 

right HT hold temperature and hold time such that the material has desired crash 

properties subsequently. It was determined that HT at 670 °C for 6 h on the double hat 

geometry resulted in best material properties with an austenite content of ~ 40% through 

experimental investigation. On the cantilever specimen, HT at 670 °C was applied for 1 h 

to achieve similar levels of austenite in the component after HT. 

NUMERICAL INVESTIGATION 

L-PBF BUILD 

To ensure better accuracy of the L-PBF process and capture the transient thermal 

behaviour effectively, without entirely sacrificing computational efficiency, a different 

scheme of layer deposition than conventional approach is utilised. The details of the 

implementation and the approach were published in Ref. [8]. Based on the equivalent heat 

flux method, the power required for heating the entire track is calculated, keeping the 

heating time and the velocity of the robot the same as in the actual L-PBF process. To 

increase the accuracy of the predictions in the baseplate, a mesh refinement is used in the 

baseplate closer to the double-hat and the regions away from the part are meshed with 

coarser elements. First order hexahedral elements with an approximate size of 1 mm are 

used for meshing both the geometries. In order to facilitate the creation of structured 

mesh, the holes in the geometry are ignored as these can be later created via a machining 

simulation. 

The model is set-up in commercial welding software Simufact Welding 2022 (based on 

Finite Element (FE) solver Marc 2021.2) using the dedicated DED (Directed Energy 

Deposition) module. Considering that the thermal behaviour of the molten material is the 

major contributor to the subsequent stress/strain and phase generation in L-PBF process, 

which is similar to that of DED fundamentally, the analysis was modelled using DED 



Mathematical Modelling of Weld Phenomena 13 

345 

 

module for ease of modelling and usage of certain in-built features. The mesh of the 

cantilever and double hat geometry along with the baseplates are shown in Fig. 2 and Fig. 

3 respectively. The baseplate is considered as the same material as that of components 

and maintained at a temperature of 125 °C during the build process. To avoid rigid body 

movement, some nodes on the bottom surface of the baseplate are fixed. Temperature 

dependent thermal, mechanical properties and stress/strain curves generated using 

JMatPro were employed for the thermo-mechanical simulation of the SLM process. 

Element activation and deactivation is used to mimic the deposition of powder layers 

sequentially.  

Furthermore, in L-PBF process, the build part is surrounded by powder that acts as a 

heat insulation and therefore, the heat loss to the surroundings is significantly different 

than that of a DED process. The simulation has been modified to take this into account by 

allowing only the top surface of the current layer to contribute to the heat losses. Since the 

available top surface for heat loss changes dynamically with every new track, this surface 

is recalculated after every subsequent new track is laid. In order to achieve this constant 

time stepping scheme was used for the heating process to recalculate the available surface 

for convection/radiation during L-PBF build.  

The heat loss from the top surface is calculated using a convective heat transfer 

coefficient of 250 W/m2K and a radiation emissivity of 0.9. The contact heat transfer 

coefficient between the part and the baseplate is also modelled using a contact heat 

transfer coefficient of 1000 W/m2K. The entire cantilever and double-hat profile are 

considered as  single parts with no contact considerations between one layer to another 

and therefore no contact heat transfer is modelled between individual layers of the 

specimens. 

MULTI-CYCLE SSPT 

During the build process the previously deposited layers will be subjected to multiple 

thermal cycles, leading to multiple phase transformation or even partial phase 

transformation during heating from martensite to austenite. Similarly, during cooling 

down, there can be several cases where the handling of retained austenite requires 

different approaches. To support the simulation of phase transformation of the material 

during multiple cycles and accurately predict the phases and the volume change effects, a 

new methodology is suggested where partial transformation during heating and handling 

of retained austenite for various cool down scenarios are proposed. 
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Fig. 2 FE mesh of the cantilever specimen with baseplate highlighting mesh refinement on 

baseplate 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 FE mesh of the double hat geometry with baseplate highlighting mesh refinement on 

baseplate 

This also handles the volume change effects during transformation. The phase change 

during heating is based on linear austenitisation rule and the martensite formation during 

cooling uses Koistinen-Marburger (KM) relation [9]. 
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Fig. 4 Predicted multi-cycle thermal history (top) and phase evolution (bottom) during L-PBF 

build of medium manganese experimental TRIP steel 

A schematic of the various cases for creation and non-creation of martensite during 

cool down is presented in Fig. 4 (bottom). The figure depicts only the cool down cases 

and the logic of martensite phase formation during multiple thermal cycles. The region 

shown as 1 indicates the cooling down of material but above martensite start temperature, 

whereas regions 2 and 3 indicate situations where the temperature of the material point 

during subsequent thermal cycles, does not go beyond martensite start temperature but is 

definitely more than the temperature state from previous cycle’s cooling stage. In these 

situations, there will not be any martensite creation. The regions marked blue are those 

where martensite calculation is undertaken. In order to transform retained austenite to 

martensite, without reheating above AC1 (no fresh austenite), additional thermal or 
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mechanical energy should be available than the previous cooling state. This is due to 

increased stability of retained austenite due to increased amount of carbon, which also 

reduces the Ms (martensite start temperature) significantly. So further transformation is 

only achieved by cooling down below the previous cooling temperature. Since region 3 is 

above this, it is considered that the thermal energy available here is not enough to convert 

the retained austenite to martensite. Any TRIP effects present during the build process are 

ignored due to lack of any appropriate material data or evidence for such an effect during 

the build process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Experimental dilatometry data for the proposed TRIP steel 

The volume change associated with martensitic transformation has a significant 

influence on the stress/strain behaviour during welding process and this has been 

accounted using KM equation and the dilatational change measured through experiments 

as shown in Fig. 5. The tests were conducted with a heating rate of 30 K/s and a cooling 

rate of 100 K/s. Using the same dilatometry data, the temperatures AC1 (austenite start 

temperature), AC3 (austenite finish temperature), Mf (matensite finish temperature) and 

Ms (martensite start temperature) were identified. Linear austenitisation rule was applied 

between AC1 and AC3 to calculate the percentage of austenite formation as a function of 

temperature.  
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HT SIMULATION AND BASEPLATE REMOVAL 

Post-build HT was simulated using the HT module in Simufact Welding 2022 as part of 

process-chain modelling, in order to achieve the require microstructure and material 

properties for crash applications. During HT, history from build process was considered 

as initial state and the residual stresses/strains, local hardening and phase distribution 

were predicted for the cantilever and double hat geometries. This allowed for the 

relaxation and redistribution of residual stresses/strains from the build process during HT 

due to reduced yield strength at higher temperatures. In addition, the martensite and 

austenite phases were also predicted using KM equation, after HT, resulting in further 

modification of the material properties. The KM parameters were calibrated such that the 

martensite and reverted austenite phase fractions were ~60% and 40% respectively after 

HT. Creep was not considered during HT simulation due to lack of appropriate material 

data. 

After HT, the baseplate was removed through machining which was also simulated as 

part of process-chain modelling. The resulting residual stresses/strains from the HT 

simulation were provided as initial state to the cutting simulation which was also 

modelled using Simufact Welding 2022. Since there was no thermal behaviour during 

cutting, elastic-plastic material behaviour was assumed during the cutting process. The 

baseplate was removed using “DEACTIVATE” elements option which simulated the 

removal of material and relaxation of internal stresses/strains due to the deformation of 

the part. The phase behaviour was also not considered as the material phases are not 

expected to alter during the cutting operation. 

MAPPING OF RESULTS FOR CRASH SIMULATION 

The purpose of the process-chain simulation and analyses was so that the actual material 

state prior to crash simulation, arising from the manufacturing history, is accurately 

captured. Consequently, the aim of the research is to analyse the material state through 

predictions throughout the process-chain and finally apply this as initial state to the crash 

simulations. The build, HT and subsequent baseplate removal simulations were all 

analysed using 3D hexahedral elements whereas crash simulation requires a shell mesh. 

So, it was essential to map results such as stresses and local hardening after baseplate 

removal simulation, to a shell mesh. This was achieved using a third-party mapping 

software MpCCI mapper developed by Fraunhofer SCAI [10]. The kinematic result 

quantities such as residual stresses/strains were mapped from the hexahedral mesh to the 

shell mesh. This was achieved through aligning the positions of both meshes in a 

coordinate system. 
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RESULTS AND DISCUSSION 

BUILD PROCESS 

 

 

Fig. 6 Predicted equivalent stress in cantilever geometry after build (top) and displacement of 

the cantilever after cutting in build state 

 

Fig. 7 Printed cantilever for experimental investigation and validation of simulation 
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Fig. 8 Predicted equivalent stress (left) and flow stress in the double-hat specimen (right) 

Based on the simulation methodology presented in above sections in addition to the 

material phase transformation modelling, the thermal history in the double-hat profile is 

predicted which was used to predict the phase evolution, stresses and deformation in the 

part. Fig. 6 shows the equivalent stress distribution predicted in the cantilever (top) and 

the deflection of the cantilever after cutting from the baseplate is shown below. It is to be 

noted that in both cases the cantilever is attached fully and partially to the baseplate 

respectively, although it is not displayed. The positive deflection of the cantilever is +1.36 

mm which is larger than the measured deflection (see EXPERIMENTAL 

INVESTIGATION). However, this discrepancy can be attributed to the presence of 

another cantilever built on the same baseplate as evident from Fig. 7, which can alter the 

thermal behaviour during the build process. Nevertheless, the deflection direction matches 

between the predictions and measurements. 

Fig. 8 shows the equivalent stress distribution predicted in the double hat specimen on 

the left side and the flow stress/hardening on the right. Results indicate that AM process 

introduces considerable residual stresses and hardening in the part due to repetitive 

thermal cycles. The distribution of martensite phase and total deformation is presented in 

Fig. 9. It can be seen from the phase distribution that the martensite phase is not the same 

across various regions in the layer. The same is observed in the temperature predictions in 

the part as depicted in Fig. 10 (left) where the temperature predictions are different 

between layers and also within a certain layer. The analysis has been terminated when the 

temperature at every integration point reached below 50 °C to save computational time. 

The image on the right side in Fig. 10 shows the track-based deposition of the layer 

profile from left to right. It is interesting to note that the temperature in the previously 

deposited layer is different across various tracks in the same layer, owing to the 

differences in the deposition and cooling times/sequence within the layer. This shows that 

with the proposed methodology greater resolution is achieved within a layer. These 

differences in the cooling times/sequence led to differences in the predicted martensite 
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fractions within a layer. Since the stresses are calculated as a weighted sum of the 

individual phase fractions, the hardening and the flow stress values are also different 

within a layer, thereby providing greater spatial resolution and improved accuracy in the 

overall performance of simulation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9 Martensite volume fraction as a function of component dimensions (left) and total 

displacement (right) in the double-hat specimen due to L-PBF build 

HT AND BASEPLATE REMOVAL 

The residual stresses (top) and deformation (below) in the cantilever specimen subsequent 

to HT and partial cutting of the baseplate are shown in Fig. 11. It is interesting to note that 

the deformation profile indicates a downward deflection with a magnitude of -0.64 mm 

after HT. This agrees qualitatively well with experimental results where the deflection of 

the cantilever was negative after HT. Fig. 12 shows the predicted martensite phase in the 

cantilever specimen after HT process.  
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Fig. 10 Predicted temperature distribution in the double-hat specimen (left); track based 

element activation (right) 

The predicted martensite phase (left) and total deformation (right) in the double hat 

specimen after global HT process are displayed in Fig. 13. It is seen that after HT, the 

overall martensite fraction drops to 60% as opposed to ~99% from the build simulation. 

Fig. 14 shows the equivalent stress in the specimen after HT (left) and removal of 

baseplate (right) respectively. It is visible that the residual stresses are reduced 

significantly due to HT compared to that of the build simulation, which are further 

relaxed with the removal of baseplate. This clearly demonstrates that the process-chain 

simulation has captured the real material behaviour satisfactorily.  
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Fig. 11 Predicted residual stresses (top) and deflection (below) in the cantilever specimen 

after HT and removal of baseplate 

 

Fig. 12 Predicted martensite phase in the cantilever specimen after HT 

VALIDATION OF SIMULATION PREDICTIONS 

To validate the build simulation and the predicted behaviour of the cantilever and double 

hat profile, comparison of predictions with experimental measurements was performed. 

For the cantilever profile, the measured deflection of the cantilever in build and HT 

conditions, due to partial cutting of the baseplate was compared with that from 

predictions. A good agreement was observed in the deflection profiles qualitatively with 

measurements. 
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The experimentally measured 3D surface scan of the double hat specimen is compared 

against that of predicted profile/surface of the geometry after build simulation using GOM 

Inspect 2018 tool. The comparison of the scanned profile of the geometry with that of 

predicted scanned profile is displayed in Fig. 15. The measurements were made on the 

specimen with the baseplate still attached, after the build. It is observed that the 

predictions match closely with experiments especially closer to the baseplate. As the build 

height increases, there is a variation of ~ 1.2 mm between the measured and predicted 

profiles. This can be explained due to the discrepancies between the predicted and actual 

thermal profile inside the build chamber as the build height increases. Another reason to 

which this difference can be ascribed to is the assumed material properties in the 

simulation. Since these were extracted using JMatPro rather than actual material 

characterisation, this can lead to some variation in the results.  

 

Fig. 13 Predicted martensite phase (left) and total deformation (right) in the double hat 

specimen after HT and removal of baseplate 

The predicted stress relaxation due to HT and removal of baseplate of the double hat 

profile is also validated with experimental measurement as shown in Fig. 16. The 

measured surface of the double hat specimen after HT and removal of baseplate is 

compared against measured surface. It is observed that the simulation predictions match 

very well with those from experiments validating the process chain simulation. 

MAPPING OF RESULTS 

The mapped values of the stresses and strains onto the shell mesh are shown in Fig. 17 top 

and bottom respectively. Comparing Fig. 14 (right) and 17 (below), it can be agreed upon 

that the results from the hexahedral mesh were mapped accurately onto the shell mesh. 

This shell mesh with the mapped stresses and hardening will be used subsequently in 
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crash simulation. In this manner the entire manufacturing and process history of the crash 

specimen is considered in crash simulation for greater accuracy.  

 

 

Fig. 14 Predicted residual stresses in the double hat specimen after HT (left) and removal of 

baseplate (right) 

CONCLUSIONS 

The paper presented a framework for the process-chain simulation for manufacturing 

prototype components for crash applications using L-PBF. The build process, HT and 

baseplate removal are simulated to predict the final material state for crash applications. 

Advanced material behaviour such as multi-cycle phase transformation and phase change 

during build and HT processes are captured in the simulation. The process-chain is tested 

on two different geometries namely cantilever and double hat profile to study the 

suitability of the simulation framework for L-PBF manufacturing of crash components. 

Based on the work presented the following conclusions can be drawn. 

1. Simulation of L-PBF with increased spatial and temporal resolution increases the 

accuracy of the predictions.  

2. It is essential to capture the multi-cycle phase transformation of the material 

during L-PBF build for accuracy and reliability in predictions. 

3. Validation of the simulation framework on simple geometries such as cantilever 

can improve confidence in the predictions. 

4. The simulation framework developed enables the consideration of manufacturing 

history and appropriate material state in a valid manner for high fidelity 

applications such as crash using L-PBF process. 
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Fig. 15 Comparison of predicted and measured surface profile of double-hat geometry after 

build 

 

Fig. 16 Comparison of predicted and measured surface profile of double-hat geometry after 

HT and removal of baseplate 
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Fig. 17 Mapped equivalent plastic strain (top) and stress (below) on double hat shell mesh 

with holes 
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ABSTRACT 

Plasma Metal Deposition (PMD®) is a variant of a directed energy deposition (DED) process that uses 

an arc welding process to additively manufacture metal components. This process is characterised by 

relatively high deposition rates, low restrictions regarding the build space, low investment, and operating 

costs, and is, therefore, predestined for the series production of large structural parts. Additionally, 

advances in machine development, path planning, and the use of structural welding simulations are 

bringing these additive manufacturing (AM) technologies into the focus of modern production strategies. 

To ensure the quality of additively manufactured components in an exactly reproducible manner is, 

however, a challenge. This requires the complete reproducibility of the manufacturing process and the 

materials used. This paper investigates the Plasma Metal Deposition manufacturing process of a small 

batch of Ti-6Al-4V components. Numerical approaches for predicting temperature fields, distortions and 

residual stresses are examined using the Finite Element (FE) software Simufact Welding 8.0. The focus 

of the investigations is on the numerical analysis of the influence of the manufacturing process on the 

mechanical behaviour for multi-layer components. As an outstanding example, the manufacturing of an 

aerospace bracket is presented.  

 

Keywords: Additive Manufacturing, Direct Energy Deposition, Plasma Metal Deposition, Space, 

Aerospace, Ti-6Al-4V, Simufact Welding 

INTRODUCTION 

Additive manufacturing (AM) is a group of manufacturing technologies that build 

physical three-dimensional objects by successive addition of material. AM has shown 

substantial growth in recent years and it is assumed that the technology and the industry 

are reaching increasing market maturity. Therefore, a growing number of companies are 

using AM for customised products and series production [1]. Wire Arc Additive 

Manufacturing (WAAM) is an emerging technology that has become a very promising 
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alternative to high-value large metal components in various industries. The technology 

combines arc welding with wire feeding and is able to benefit from design freedom, 

buy-to-fly ratios as low as 1.8, potentially no constraints in size, and low cycle times [2], 

[3]. WAAM is a manufacturing technology similar to multi-pass welding, which can be 

used to build components such as flanges, brackets, rocket components, or printing 

directly on fabricated components, such as, a WAAM-printed fuselage with stiffening 

structures. Components are built layer-by-layer depositing the melted material along 

predefined welding paths creating the 3D printed structure. One of the limitations of the 

WAAM process, however, is the formation of distortions caused by the build-up of 

residual stress as a result of the large thermal gradients induced during the repeated 

melting and solidification of the material. Deformation and residual stresses of WAAM 

components (unclamped condition after the deposition process) have been studied 

extensively in [4]–[7] for titanium and steel structures. Residual stress is affecting several 

failure mechanisms including fracture and fatigue properties, stress corrosion cracking 

and distortion [8]. Thus, in order to optimise the WAAM process prior to the deposition 

and reduce residual stresses and distortion, a thermo-mechanical finite element (FE) 

model is set-up. By means of the simulation model, the temperature field, distortions, and 

residual stresses are predicted and analysed. The temperature field and its gradients have 

been determined by using Goldak’s double ellipsoid heat source model [9]. For the 

verification of the FE models, measurements have been performed on the deposited 

components with regard to temperature field distributions and weld deformations. The 

acquired simulation results are used for the production of a near-net-shape aerospace 

bracket.  

METHODOLOGY 

MATERIALS AND SET-UP 

Deposition experiments are performed on Ti-6Al-4V baseplates with dimensions of 

200x50x10 mm. Cold Ti-6Al-4V wire with a diameter of 1.2 mm is fed by an automatic 

wire feeder. High purity argon (99.99 %) is used as shielding and plasma gas. 

Thin-walled samples (so called demonstrators) are manufactured by depositing a single 

row of successive weld beads along the centreline of plates. Both, baseplates and welding 

wire with chemical composition listed in Table 1 are commercially sourced conforming to 

ASTM B265 and AWS A5.16-07, respectively.  

Table 1 Chemical composition of Ti-6Al-4V wire and base plates (wt.%) 

 Ti Al V Fe C N H O 

Wire Bal. 6.24 4.16 0.15 0.015 0.008 0.003 0.13 

Base plates Bal. 6.12 4.07 0.178 0.019 0.011 0.002 0.012 

The equipment used for the welding process is shown in Fig. 1 (a) and consists of a 

complete WAAM system at RHP-Technology utilising plasma metal deposition. The AM 

process is enclosed in an airtight welding chamber filled with high purity argon with a 
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low moisture content, thus utilising a protective gas atmosphere and giving adequate 

shielding. In the case of oxygen sensitive materials, such as titanium, the encapsulated 

system allows manufacturing in a controlled environment, and potentially can reduce 

oxygen levels to less than 100 ppm. Two blind holes of 6 mm diameter are machined 

along the centreline of the base plates. These holes are used to additionally position the 

plates inside the working space and reference to the tool coordinate system (Fig. 1 (b)).  

(a) 

 

(b) 

 

Fig. 1 (a) Model of the welding chamber; (b) Experimental set-up inside the PMD system 

The baseplates are fixed to the backing plate of the WAAM system using four clamps 

placed at specified positions to ensure identical clamping conditions for all demonstrators. 

The studs are tightened crosswise with a torque of 80 Nm. Prior to the AM process, the 

baseplates are degreased and cleaned with acetone to eliminate surface contamination. 

Deposition is initiated below a residual oxygen content of less than 100 ppm O2 measured 
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with a residual oxygen analyser OXY 3 by ORBITEC, which has a measuring range from 

5ppm to 21 % O2. A single track wide bidirectional deposition strategy is adopted, i.e., the 

starting point of the next layer is where the previous layer finished. Cold wire is fed by an 

automatic wire feeder transversal to the welding direction to avoid rotation of the torch. 

Although in-house research at RHP-Technology has shown that a feed mode, in which the 

wire is fed ahead of the arc yields more consistent weld beads, the transversal position is a 

good compromise for the bidirectional welding strategy. Further automation of the 

custom-made machine would be required to rotate the torch according to the direction of 

deposition. The deposition strategy is shown in Fig. 2, where the orange lines represent 

the movement of the torch. A standard reference coordinate system of the single wall is 

defined, in which x is parallel to the travel direction of the torch, y is the transverse 

direction, and z is parallel to the building direction of the wall. When the torch comes to 

the end of the weld bead, the arc is extinguished, the torch increases its height in z 

direction and remains in this park position for a defined cooling time. After the dwell time 

has elapsed, the torch moves in negative z direction towards the end position of the 

previous layer and starts to deposit a new layer in the reverse direction. Thereby, the 

distance between the torch and the deposited layers is kept constant at 10 mm. This 

process is repeated until a desired number of layers is deposited.  

 

Fig. 2 Bidirectional building strategy 

The bidirectional strategy aims to mitigate the inconsistency in wall height as reported 

by Martina et al. [2]. Using a unidirectional welding strategy, i.e., starting each layer at 

the same point, will cause a hump in the beginning and a depression towards the end of a 

wall. The same authors [2] attribute the depression at the end to a build-up of heat caused 

by the lack of heat sink in front of the torch and the hump in the beginning may be caused 

by thermal effects associated with the deposition on the cold base material.  

Ten thin-walled demonstrators are manufactured to investigate post-process distortion 

and weld induced residual stresses, which are generated by the high thermal input of the 

PMD process. Demonstrators D1 and D2 are fabricated to test and adjust the welding 

parameters and are excluded from further analysis. Before deposition, all baseplates are 

preheated with two single passes of the arc without feeding wire to avoid the first single 

track to become too narrow and prevent separation of the wall from the baseplate. All 

demonstrators from D3 to D10 are deposited employing the same set of parameters, 

which are listed in Table 2.  
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Table 2 Deposition parameters 

Description Symbol Preheating Deposition Unit 

Wire diameter 𝑑 - 1.2 [mm] 

Welding current 𝐼 130 140 [A] 

Voltage 𝑈 25 25 [V] 

Travel speed 𝑣TS 300 200 [mm/min] 

Feed rate 𝑓 - 0.9 [kg/h] 

Wire feed speed 𝑣WFS - 2910 [mm/min] 

Cooling time 𝑡cool 1 30 [s] 

Total dwell time 𝑡dwell 9 38 [s] 

Number of layers 𝑁 2 32 [-] 

Pilot gas  1.5 1.5 [l/min] 

Shielding gas  5 5 [l/min] 

IN SITU TEMPERATURE MEASUREMENT 

In situ measurements of the temperature are made at three selected locations on top of the 

baseplates using 0.81 mm diameter type-K thermocouples provided by OMEGA, as 

shown in Fig. 3 (a). The thermocouples have a glass fibre isolation and an accuracy of 

± 2.2 °C or ± 0.75 % in a temperature range from 0 to 1250 °C. The thermocouples are 

welded on the top surface of the baseplates to ensure a proper thermal contact and are 

covered with steel sleeves to shield them from the plasma (Fig. 3 (b)). Test runs have 

shown that a current can be induced through electro-magnetic effects of the plasma 

leading to noise in the data. In addition, the steel sleeves prevent the thermocouples from 

being exposed to the direct heat of the plasma which can lead to a detachment of the 

joints. The goal is to place the thermocouples as close as possible to the deposited wall, 

but still gain significant data. A PCE-T 390 multichannel digital thermometer is used to 

read and store the thermocouple signals. Temperature is recorded with a sampling 

frequency of 1 Hz. 
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(a) 

 

(b) 

 

Fig. 3 (a) Schematic view of the thermocouple locations on the top surface of the baseplate; 

(b) Steel pipes protecting the thermocouples from the plasma 

Additional PCE TF-500 type K thermocouples are installed to capture the temperature 

of the backing plate, the clamps and the ambient inside the welding chamber. The 

thermocouple data are processed in MATLAB R2016a to determine temperature profiles 

of the plasma metal deposition process. The temperature history is further used to validate 

the numerical model in Simufact Welding 8.0.  

POST-PROCESS DISTORTION MEASUREMENTS 

Distortion is defined as the changes in the dimensions and the shape of a workpiece. 

Dimensional and shape changes can occur individually, but are usually superimposed. To 

obtain distortions imposed by the PMD process, the pre- and post-process profiles of the 

baseplates are scanned utilising a coordinate measuring machine (CMM). Measurements 

with a HEXAGON m&h IRP40.02 infrared touch probe system with a 1 mm ruby stylus 
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are performed along the top and bottom surfaces of the baseplates. The measurement grid 

on the top surface consists of 40 points, whereas the measurement grid on the bottom 

surface consists of 45 points, respectively. The locations at both surfaces are identified in 

Fig. 4.  

(a) 

 
 

(b) 

 

Fig. 4 Schematic view of CMM points on the (a) top surface, and (b) bottom surface of the 

baseplate 

The bottom surface is scanned with a 9x5 measurement grid, with a grid spacing of 

23.5 mm in x and 10 mm in y direction. A different strategy is adopted for the top surface, 

since the single bead wall and the two blind holes do not allow a constant grid spacing. 

Hence, a measurement grid of 40 points in total is defined for the top surface. A reference 

plane with the points marked in red is constructed for each surface to align the coordinate 

frames of both surfaces. Rigid body translation and rotation is applied to make these 

planes parallel to the xy-plane. Additionally, a reference point (RP) is defined as centre of 

rotation. The results from the discrete data points are then used to calculate the changes in 

plate profile and out-of-plane distortion by subtracting the pre-process from the 

post-process measurements. For reasons of symmetry, sampling lines along the 
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longitudinal direction with symmetric y-values are merged to one single line and their 

mean values and standard deviations are calculated. This results in effective sampling 

lines for y=0 mm, y=14 mm and y=20 mm for the top surface and y=0 mm, y=10 mm, 

y=20 mm for the bottom surface, respectively. The experimentally determined distortion 

is used to evaluate the simulation results obtained by Simufact Welding 8.0. Since the 

building strategy causes a symmetry break along the transverse direction, this analysis 

method is not applicable for the transverse direction. 

SIMULATION SET-UP 

The process simulation of the PMD process to predict the temperature distribution in the 

component as well as the resulting distortion and residual stresses is set-up within 

Simufact Welding 8.0. Simufact Welding software covers different welding processes and 

encompasses the modelling of elastic-plastic behaviour of materials and structural 

welding simulation. The current release, Simufact Welding 2021, already includes a direct 

energy deposition tool [10]. The thermal analysis of the WAAM process involves the 

solution of a heat transfer problem with a moving heat source. Since 1984, the most 

widely used model in computational welding mechanics has been the power density 

distribution function with net weld power and weld pool shape, size and position as a 

function of time introduced by Goldak et al. [9] for the simulation of welding processes. 

Within the arc welding module, Simufact Welding 8.0 employs the Goldak double 

ellipsoid as standard heat source (Fig. 5). The moving double ellipsoid model can 

describe a wide variety of welding techniques, including gas metal arc welding, gas 

tungsten arc welding, shielded metal arc welding and submerged arc welding [11].  

 

Fig. 5 Illustration of Goldak’s double ellipsoid heat source model [11] 
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Inputs for Goldak’s double ellipsoid heat source model include the calibration of six 

parameters 𝑎f, 𝑎r, 𝑏, 𝑑, 𝑀 and 𝜂 to calibrate the heat source model [11]. The heat source 

parameters have been determined in a previous study and are listed in Table 3. 

Table 3 Goldak double ellipsoid heat source parameters 

Run 𝒂𝐟 [mm] 𝒂𝐫 [mm] 𝒃 [mm] 𝒅 [mm] 𝑴 [-] 𝒇𝐟  [-] 

Preheating 2.85 5.70 2.85 1.4 0 0.66 

Deposition 6.72 13.44 6.72 4.41 0 0.66 

The cooling behaviour and arc efficiency are determined by inverse simulation. From 

this, an arc efficiency of 0.4, an emissivity of 0.7, a convective heat transfer coefficient of 

8 W/(m²⋅K) and a contact heat transfer coefficient of 10 W/(m²⋅K) are obtained. The 

parameters for the thermal boundary conditions are assumed to be independent of the 

temperature. A summary of the welding parameters used for the simulation is presented in 

Table 4. 

Table 4 Welding parameters  

Run 𝑰 [A] 𝑼 [V] 𝒗𝐓𝐒 [mm/min] 𝜼 [-] 𝑬𝐥 [J/mm] 

Preheating 130 25 300 0.4 260 

Deposition 140 25 200 0.4 420 

MATERIAL DEPOSITION MODELLING 

Plasma metal deposition can be related to a multi-layer welding process, in which the 

filler material is melted and deposited layer-by-layer. The deposition of the melted 

material along the welding path has to be implemented in the physics based finite element 

framework of the additive manufacturing process. Depending on the finite element 

activation/deactivation technique, the filler material can be simulated in two ways: the 

quiet element method or the inactive element method [12], [13]. The quiet element 

method is based on the initial existence of all elements in the model, i.e., all elements of 

the mesh defining the baseplate and successive layers to be deposited are included in the 

initial computational model. These elements are made passive (quiet) by multiplying 

material properties by scaling factors which do not affect the rest of the model. As 

material is deposited, the real thermo-physical properties are re-established based on the 

location of the energy source switching the elements to active. In this study, the quiet 

element method is used. The second approach removes elements representing material to 

be deposited from the computational analysis up to their activation. According to the 

metal deposition along the welding path, elements are switched to active and assembled 

into the model. Thus, only the mesh representing the base material and already deposited 

layers are computed and assembled into the global matrix. Michaleris [14] developed a 

hybrid quiet/inactive element method accelerating computer run times. Hereby, elements 

corresponding to material deposition are initially inactive and elements of the current 

deposited layer are switched to quiet. Based on the location of the energy source, quiet 
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elements are switched to active as material is deposited. This approach is implemented in 

Simufact Welding 2021. 

Within Simufact Welding, the welding process is designed based upon manufacturing 

data: welding process, energy input, welding speed, filler material, welding metallurgy, 

clamping concept, components and the finite element mesh have to be defined. All 

components have been designed in SoildWorks 2018 and meshed in Abaqus CAE 6.14. 

Symmetry properties are exploited by modelling only one half of the calibration setup. 

This significantly reduces calculation time. To determine the cross-section profiles of the 

fabricated Ti-6Al-4V walls, demonstrator 3 is exemplary cut in two halves using WEDM. 

The cut surface of one half is then scanned with an Alicona Infinite Focus optical 3D 

measurement system. The 3D point cloud obtained is analysed and edited in 

MATLAB 2016a. From the three-dimensional data points, a two-dimensional projection 

of the cut surface is computed. Points defining the boundary of the surface are determined 

and exported to SolidWorks 2018. Within the CAD software, the imported pointes are 

connected using spline interpolation to reconstruct the cross section of demonstrator 3. 

The 2D surface scan of the cross section and the reconstructed cross section are shown in 

Fig. 6. 

(a) (b) 

 
 

Fig. 6 (a) Point cloud derived in MATLAB; (b) Derived CAD model within SolidWorks 

In this study, each welding seam is considered as rectangular cross section. This 

approach reduces model complexity and enables engineers to set up simulations faster. 

For components with more complex geometries, the implementation of detailed weld 

beads increases the modelling effort. Moreover, the exact geometry of the weld beads is 

not always known. Some numerical studies considered each welding seam as rectangular 

cross section yielding good results [4], [15]. To determine the rectangular cross-section 
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profiles, area and height of the wall are divided by the total number of deposited layers. 

The dimensions used for the determination of the rectangular layer geometry are 

summarised in Table 5.  

Table 5 Cross-sectional dimensions of demonstrator 3 

Total area [mm²] Total wall height [mm] Number of layers [-] 

498.15 39.36 32 

From Table 5, the cross-sectional area and layer height for each deposited layer are 

determined as 15.6 mm² and 1.2 mm, respectively. The wall width of each layer is the 

result of the cross-sectional area divided by the layer height yielding 12.7 mm. An 

overview of the layer geometry is presented in Table 6. 

Table 6 Layer dimensions 

CSA [mm²] Layer height [mm] Wall width [mm] 

15.6 1.2 12.7 

With these parameters, the 3D model of the deposited wall is reconstructed in a 

layer-wise fashion. A model view of the plasma metal deposition process is shown in Fig. 

7. 

 

Fig. 7 Half-symmetry model of the PMD process 

The backing plate is modelled as a bearing. This type of boundary condition enables 

separation and sliding of components in contact with the bearing and prevents nodes of 

components in contact with the bearing from movement into the bearing. The clamping 

concept of the deposition experiments is implemented in the simulation using simplified 

models of the clamps. In Simufact Welding, clamps work as springs applying a force 

opposite to a movement normal to the surface depending on the size of the displacements. 
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Additionally, clamps are pressing components against each other. The clamping 

movement is controlled via a stiffness and a force. The stiffness is estimated 3,837 N/mm 

and the clamping force 67,6 N as outlined in the “Appendices”. The estimation of these 

parameters has been performed in Abaqus CAE6.14 using the finite element approach. 

For the plasma metal deposition model, linear hexahedral elements with eight integration 

points are used for the thermo-mechanical simulation. The baseplate and the layers are 

meshed with a global element size of 2 mm, the backing plate and the clamps with a 

global element size of 5 mm. Each layer is additionally seeded with two elements over the 

layer height. The overall mesh consists of a total number of 21,820 elements and total 

number of 39,406 nodes. To trace result values at certain positions in the model, particles 

are defined at coordinates corresponding to the measurement grid used for the distortion 

measurements and to the thermocouple locations. In addition, particles are placed along 

the geometric centreline of the wall ranging from the bottom of the baseplate to the top 

layer. The results of the tracking points are used to compare the numerical data with the 

experiments.  

Within the robot menu in Simufact Welding, different timings of the welding process 

can be adjusted. This enables a close to reality integration of sequences of the welding 

process from the G-code directly into the simulation. The exact timings for preheating and 

layer deposition are shown in Fig. 8. 

(a) (b) 

  

Fig. 8 Trajectory timings: (a) Preheating; (b) Deposition 

The pause time in the beginning considers a delay time to purge locally with argon (no 

energy input), while the lead time considers a delay with an active heat source to melt the 

material at the start point. Within the lead time, the feed of the wire is initiated. During 

the first two sequences, there is no movement of the heat source. The welding time is 

automatically calculated by Simufact Welding as the quotient of trajectory length and 

welding speed. At the end of the trajectory, the movement stops, but the heat source is 

still active. This time period is called follow-up time. The cooling time between layers for 

preheating and printing is set to 1 s and 30 s, respectively, which yield, together with the 

travel movements of the gantry to the park position, a total dwell time of 9 s and 38 s 

between subsequent layers (no energy input). 
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Based on the experimental trials, the time frame for depositing the walls and cooling 

down to room temperature is known. As a result, the total simulation time is set to 

4,000 s. To investigate the behaviour of the wall upon clamp release, the model is 

computed using three different strategies for unclamping. Fig. 9 schematically shows the 

individual clamp release times. 

 

Fig. 9 Process control centre indicating clamp release times: (a) Simultaneous unclamping; (b) 

Clamp 1 followed by clamp 2; (c) Clamp 2 followed by clamp 1 

The delay time for non-simultaneous release of clamp 1 and clamp 2 and vice versa is 

set to 30 s. This time interval approximately corresponds to manual release of the clamps 

after the deposition process. 

AEROSPACE BRACKET MODEL 

Finally, a common connecting element or fastening element in the aerospace industry is 

analysed. Aircraft brackets are essentially supported structures that are used to attach two 

different components while supporting one over the other. Redesigning brackets for AM 

can result in significant reduction of material costs, reduced mechanical post processing, 

weight savings and can decrease fuel consumption of airplanes. The 3D model of the 

to-built geometry and the part after machining are schematically shown in Fig. 10.  
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(a) (b) 

  

Fig. 10 3D model of the bracket in the (a) as-built condition and (b) after final machining 

Fig. 10 (a) shows that the to-be-built geometry is oversized in order to incorporate the 

final geometry and to take into account the material loss due to mechanical 

postprocessing. From this CAD file, the building strategy for the PMD process is derived. 

The part consists of two single walls deposited on a rectangular Ti-6Al-4V baseplate. The 

walls are built up layer by layer until a pre-defined height is reached. The goal is to 

determine the optimal building strategy by using numerical simulations to minimise 

distortion and reduce residual stresses. Two building strategies are investigated: firstly, 

the small wall is deposited followed by the subsequent deposition of the inclined wall 

and, secondly, a layer of the small wall is followed by a layer of the inclined wall. Both 

strategies are based on bidirectional layer deposition. The baseplate is fixed to the backing 

plate of the welding chamber with two clamps. Prior to deposition, the cold baseplate is 

preheated with the arc to improve bonding of the first layers to the baseplate. A model 

view of the bracket is shown in Fig. 11. The set-up allows no exploitation of symmetry 

properties.  

 

Fig. 11 Model view of the airplane bracket 
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Linear hexahedral elements with eight integration points are used for the thermo-

mechanical simulation. The baseplate and the walls are meshed with a global element size 

of 2 mm, the backing plate and the clamps with a global element size of 5 mm. Each layer 

is additionally seeded with two elements over the layer height. The overall mesh consists 

of a total number of 61,612 elements and total number of 96,450 nodes. The deposition 

parameters for the fabrication of the bracket correspond to the parameters utilised for the 

additive manufacturing of the single wall structures listed in Table 4. The dwell time 

between layers is estimated with 6 s, which corresponds to the time needed for the gantry 

to travel from the end position of the current layer to the start position of the subsequent 

layer. The total simulation time is set to 3,600 s. Clamps are released simultaneously after 

3,540 s. Accordingly, the results achieved are used to elaborate an optimal building 

strategy for the process to demonstrate the practicability of numerical simulations on an 

industrial scale. 

RESULTS 

TI-6AL-4V SINGLE WALL STRUCTURES 

A series of eight single wall structures is fabricated using a plasma-based direct energy 

deposition process. As material of interest, an α/β titanium alloy (Ti-6Al-4V) is 

investigated. Multi-layer walls are deposited along the centreline of the baseplate with 

reversed welding directions for each layer. Each wall consists of 32 layers. Average wall 

height and average maximum wall width have been measured at the centre of the 

deposited walls and are 37.5 ± 1.0 mm and 13.3 ± 0.5 mm, respectively. The average 

mass of the single wall structures is 300 ± 11 g. The total layer height divided by the 

number of layers yields an average layer height of 1.2 ± 0.1 mm. An example of a 

Ti-6Al-4V wall built by plasma metal deposition is shown in Fig. 12.  

(a) 
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(b) 

 

Fig. 12 Ti-6Al-4V single wall structure produced with plasma metal deposition 

All demonstrators have a silver colour which is a sign of proper shielding against 

atmospheric contamination. The surface discoloration of Ti-6Al-4V can be used to 

visually assess the degree of oxidation. With increasing oxidation, the surface colour 

changes from metallic silver, light straw through dark straw, light blue, dark blue, to grey 

and powdery [16]. Further visual assessment reveals an increase in wall width along the 

build height. This observation is also confirmed by measurements of the layer height and 

wall width during deposition. The layer height and the maximum wall width (considering 

the surface waviness of the weld) are measured with a calliper after the 10th, 20th and 32nd 

layer at the centre of the wall. Since manual recording of measurement data inside the 

welding chamber is quite laborious and, in order not to interrupt the continuity of the 

process, measurements are only conducted at a few points. The layer height and wall 

width along the build height can be seen in Fig. 13. 

 

Fig. 13 Layer height and wall width measured during deposition 
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Fig. 13 shows that the layer height increases nearly linearly with increasing wall 

height. The width of the cross section, on the contrary, experiences a steady increase from 

the first layer, reaching a steady deposition width at higher layers. This geometry-related 

phenomenon can be explained by the balance of heat input and dissipation. In the first few 

layers, the thermal effect of the baseplate leads to a reduction in wall width (WW) and an 

increase in layer height (LH). This effect has been observed by Martina et al. [2], [7] and 

described by Wu et al. [16]. The thermal history of WAAM components is governed by a 

balance between conduction, convection, and radiation. As reported by Wu et al. [16], the 

cold baseplate acts as a heat sink in the first layers, leading to faster cooling rates and, 

thus, narrower beads. Convection and radiation become more significant with the 

component being built up layer by layer. With an increasing wall height, the conductive 

thermal resistance to the baseplate, which heats up during the deposition process, is 

increased. Despite titanium being a poor thermal conductor, convection and radiation are 

less effective than conduction. The molten pool dissipates heat at slower rates and, 

therefore, wider beads can be observed with increasing wall height until the heat 

dissipation and heat input reach a balance resulting in steady wall widths. For a more 

precise evaluation, additional measurement data are required. The results shown, 

however, reflect the balance of energy input and dissipation as a geometrical boundary 

condition well and give insight into the development of the cross sections of deposited 

walls at constant deposition parameters. To achieve consistent geometrical dimensions, 

i.e., WW and LH, throughout the whole AM process, the building strategy must be 

adopted accordingly. For the sake of simplicity, all layers have been built with the same 

set of parameters and consistent building strategy. Single wall model  

Thermal 

The numerical model for the plasma metal deposition of the single wall structures 

employs the double ellipsoid heat sources for preheating and depositing obtained from the 

calibration procedure. The parameters for the thermal boundary conditions are maintained 

except for the contact heat transfer coefficient. The baseplate is now in contact with the 

aluminium backing plate. The contact heat loss through the backing plate is determined 

by running a series of numerical trials and tuning the values such that the predicted 

temperature profiles match the experimental results. A value of 100 W/(m²⋅K) gives the 

best match with the experiments. Fig. 14 presents the experimentally measured and 

numerically obtained temperature profiles during deposition and cooling.  
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Fig. 14 Temperature profiles obtained during single wall deposition 

The overall trend of the temperature evolution is well reflected by the simulation. 

Referring to the calibration procedures, the peak temperatures in the first layers are 

overestimated. Over the building time, the thermal profiles of the experiment show a less 

pronounced temperature decrease than the numerical results. A figurative reason is 
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believed to be the pilot arc. During dwell times between layers, the torch travels to its 

park position with the pilot arc active, thus affecting the cooling behaviour of the 

deposited wall. The initially assumed free convection is locally disturbed by the hot 

plasma streams of the pilot. Considering the trajectory timings defined in 

Simufact Welding for the welding process (see Fig. 8), no energy input is defined during 

the pause time after the end of a trajectory. The cooling curve after the deposition process, 

however, is well reflected by the simulation indicating that the parameters set for the 

thermal boundary conditions are accurate. Further, a distinct noise in the experimental 

measurement signal can be noticed. This may be due to insufficient shielding of the 

thermocouple against the electromagnetic influence of the plasma.  

Mechanical 

The mechanical behavior of the additively manufactured walls is investigated. The total 

distortion is an important evaluation index of plasma metal deposited components. 

Distortion has a strong impact on the dimensional precision. Fig. 15 displays measured 

and numerical post process displacements along the longitudinal direction after cooling 

and under different cases of unclamping. The course of the displacements between the 

data points has been modelled using spline interpolation. In the case for y=0 mm at the 

top surface, no data points along the wall are available. Thus, the interpolation between 

the four remaining points, (x=-89.5 mm, x=-82.5 mm and x=82.5 mm, x=89.5 mm, 

respectively) serves only as an indicator for the gradient in the out-of-plane distortion 

between these points and cannot be compared with the other measurement lines at the top 

surface. 
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

  

Fig. 15 Out-of-plane distortion along the longitudinal direction: (a) and (b) clamp 1 followed by 

clamp 2; (c) and (d) simultaneous unclamping; (e) and (f) clamp 2 followed by clamp 1 

The predicted distortions of all three unclamping cases are compared to the measured 

distortion. In Fig. 15, the downward bending of the baseplate in relation to the reference 



Mathematical Modelling of Weld Phenomena 13 

381 

 

plane defined in “Post-process distortion measurements” can be seen. It should be noted 

that, in recent studies, the authors refer to this phenomenon as upward bending, as it is a 

matter of reference. To stay consistent with their terminology, upward bending is further 

used in this paper. The upward bending can be explained as follows [5]: the deposited 

layer expands during heating and contracts during cooling. The contraction of the upper 

layer is constrained by the previously deposited layers and generates tensile residual 

stress, resulting in upward bending of the baseplate. Larger distortions are found at the 

bottom surface. Here, the baseplate bends upwards by approximately 0.9 mm at the 

centreline of the surface showing the maximum distortion. Comparing the scan lines at 

y=10 mm and y=14 mm, the top surface shows a less pronounced out-of-plane distortion. 

The scan lines at y=20 mm show similar values at both surfaces. Another prominent 

observation from the measured data points is their asymmetrical course over the length of 

the baseplate. Although a bidirectional building strategy is employed, already the 

deposition of the first layer causes non-uniform heating and cooling of the baseplate. As a 

result of the non-homogenous temperature field, non-uniform thermal expansion of the 

heat affected zone leads to a non-homogenous plastic deformation, triggering the 

asymmetric behaviour of the baseplate. Although all eight demonstrators are built with 

the same process parameters, the CMM points are subject to a certain range of fluctuation. 

Deviations in the application of the clamping forces, a modified temperature control, 

influence of the rolling direction of the baseplates, the geometry of the wall - all these 

factors impact the final distortion of each component.  

A graphical evaluation of Fig. 15 reveals a qualitative agreement of the modelling 

results with the measurements, despite representing noticeable smaller deflections. The 

only exception is the longitudinal distortion along the centreline of the baseplate at 

y=0 mm of the bottom surface. Here, the numerical results overpredict the distortion. The 

deviations between experimental and numerical values are strongly linked to the heat 

input and the mechanical and thermal boundary conditions. Referring to the temperature 

history plot in Fig. 14, the temperature profiles obtained from the simulation decrease at a 

higher rate over the building time resulting in faster cooling than the experimentally 

measured profiles. This in turn leads to the material being stiffer, yielding smaller 

displacements. In the simulation, it is also assumed that the backing plate is rigid and does 

not allow any penetration of the baseplate. In reality, of course, the aluminium backing 

plate has a lower stiffness than the titanium baseplate and tends to deform locally 

elastically and plastically due to mechanical clamping forces exerted on the Ti-6Al-4V 

baseplate. All these factors are linked to the evolution of the final distortion of the PMD 

single wall structure. In each of the cases in Fig. 15, the numerical results display a 

similar accumulation of distortion after cooling and unclamping. The case of 

simultaneous unclamping follows the course of the CMM points for the top and bottom 

surface most precisely, but shows a high deviation in the residuals. On the contrary, Fig. 

15 (a), case 1 top surface, approximates the out-of-plane distortion of the top surface best, 

while Fig. 15 (f), case 3 bottom surface, appears to fit the data of the bottom surface best. 

Error metrics from statistics are used to judge the quality of the models and verify the 

statements above. The mean absolute percentage error (MAPE) for each case can be 

calculated as  
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where 𝑛 is the total number of data points, 𝑖 the current data point, 𝑥exp is the 

experimental value and 𝑥sim is the simulated value. Table 7 shows the mean absolute 

percentage error for the top and bottom surface for all three unclamping cases. 

Table 7 MAPE for the unclamping cases 

Case Description MAPE top surface [%] MAPE bottom surface [%] 

1 Clamp 1 followed by clamp 2 12.60 12.57 

2 Simultaneous unclamping 15.33 15.23 

3 Clamp 2 followed by clamp 1 11.96 11.16 

A good correlation is achieved for each case fitting the top and bottom surface in equal 

measure. Thus, each unclamping strategy is, within numerical and experimental errors, 

suitable to predict the out-of-plane distortion of the PMD single wall structure. The 

largest errors are found for symmetric unclamping, while case 3 (clamp 2 follows clamp 

1) shows the lowest errors for both, the top and bottom surface. The most prominent 

observation from these numbers, though, appears to be that the prediction of the 

out-of-plane distortion of the bottom surface is more accurate than the prediction of the 

top surface, i.e., the MAPE value of the bottom surface is smaller than the MAPE value of 

the top surface. Contrary to the expectation that Fig. 15 (a) matches the top surface and 

Fig. 15 (f) matches the bottom surface best, the unclamping strategy of case 3 fits 

according to the MAPE values the measured distortion most accurately. It becomes 

evident that different unclamping strategies affect the final distortion of the PMD walls. 

Fig. 16 (a) and (b) illustrate the predicted total displacement of the wall after case 3 

cooling and unclamping. The distortion of the model is scaled by a factor of 4 so that the 

deformation becomes evident and to emphasise the deformation of the baseplate.  
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(a) 

 
(b) 

 

Fig. 16 Total displacement of the PMD wall after case 3 cooling and unclamping: (a) Overview; 

(b) Symmetry plane 

After unclamping and cooling, the component bends upwards and shows significant 

out-of-plane distortion. The deposition of liquid metal on a solid baseplate and its 

constrained shrinkage during cooling causes elastic and plastic deformations. In the 

central area of the wall, distortion is restricted due to the wall itself functioning as a 

stiffening structure. At the bottom, distortion is restricted by the backing plate. The 

deposited wall is pulling the baseplate upwards causing a significant residual stress state. 

The mean normal stress, which is the average of the three principal stresses, for case 3 

cooling and unclamping is shown in Fig. 17. The mean normal stress of the model is 

scaled by a factor of 4. 
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(a) 

 
(b) 

 

Fig. 17 Mean normal stress of the PMD wall after case 3 cooling and unclamping: (a) Overview; 

(b) Symmetry plane 

In Simufact Welding 8.0, the residual stress distribution can be analysed. Most areas of 

the component are subjected to tensile residual stresses. Compressive stresses occur in the 

baseplate in an area surrounding the deposited wall and in the mid-outer regions of the 

wall. Another interesting observation is the stress concentration at the bonding area of the 

wall to the baseplate. Here, tensile residual stresses reach a maximum making this critical 

point susceptible to cracking and delamination. Such stress concentrations can be 

identified by the simulation and incorporated into strategies to avoid tearing or 

delamination of the deposited material. Due to thermal effects inherent to plasma metal 

deposition, in-process and post-process distortion and residual stresses are unavoidable. 
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Dimensional and shape changes can be used to identify the effects of resulting residual 

stresses. The residual stress distribution along the centreline of the additive manufactured 

wall before and after releasing the mechanical boundary conditions can be seen in Fig. 18. 

(a) (b) 

  

Fig. 18 Predicted residual stress along the centreline of the wall in longitudinal (x), transverse 

(y), and normal (z) direction while: (a) clamps are on; (b) clamps are off 

When the specimen is clamped, the longitudinal stress predicted across the wall shows 

first a local peak in the baseplate and then starts to decrease until a wall height of around 

15 mm is reached. The stress in the first layers of the deposit is relatively uniform. 

Towards the final build height, the stress is increasing, reaching its highest value in the 

deposited wall. The transverse stress is ranging from -140 MPa to 75 MPa and is 

significantly lower than the longitudinal stresses. Normal stress shows a high 

accumulation of compressive stress in the baseplate and is steadily increasing over the 

build height of the wall. Upon releasing the clamps, stress relaxation occurs and inherent 

plastic strains cause the specimen to bend upwards. Distortion changes the stress field by 

reducing the tensile stresses in the top of the wall and by increasing tensile stresses in the 

bottom of the baseplate. The interesting aspect of the longitudinal stresses in Fig. 15 (b) 

occurs towards the extremities of the wall. For example, the stress at the top of the wall 

has a much lower value than at the bottom of the baseplate due to the distortion of the 

component. This distortion also causes the stress at the bottom of the plate to become 

highly tensile. There is a reduction of the tensile longitudinal stresses from the baseplate 

with an increased number of layers. Within a wall height of 10 mm to 30 mm, 

longitudinal and transverse stresses are almost zero, reaching a peak between 30 mm and 

35 mm and are becoming compressive at the top of the wall. Interestingly, there are no 

significant jumps in the stress profiles at the baseplate-wall interface, as several studies 

reported [4], [5], [7], [17]. The difference is found to be in the clamping strategy. In this 

work, the baseplate has been clamped only at its four corners allowing the material to 

distort in the central area during the process. In Refs. [4], [5], [7], [17], a more thorough 

clamping restricting the movement of the baseplate is used. Investigations showed that 

uniform residual stresses are produced along the wall during the process being balanced 
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by compressive stresses in the baseplate with a non-continuous transition at the interface. 

Unclamping causes a redistribution of the stresses. Tensile stresses drop linearly towards 

the top of the wall. Colegrove et al. [5] proposed an analytical model to estimate the 

residual stress in the longitudinal direction. One assumption of this model is that there is 

no deflection of the component during deposition. Hönnige et al. [18] used the analytical 

model for estimating distortion and residual stress with reasonably good accuracy. It 

should be noted that the stress profiles in Fig. 18 are determined numerically and need, of 

course, experimental validation. However, the numerically obtained stress profiles are in 

good correlation with works conducted by Martina et al. [7] and Hoye et al. [17] showing 

a similar distribution of stress within an additively manufactured wall structure. 

AEROSPACE BRACKET MODEL 

Manufacturing of complex structures for industrial applications requires innovative 

software solutions that enable precise, reliable and reproducible predictions of distortion 

and residuals stress fields. Simple geometries, such as single wall structures, can be used 

to validate the numerical models and raise confidence in structural welding simulations to 

simulate more complex parts. Based on this considerations, computer-aided calculations 

are used to determine the optimal building strategy for the plasma deposition of a 

Ti-6Al-4V aerospace bracket. Two building strategies have been identified prior to the 

process, which are analysed virtually. The mechanical performance of both strategies 

after cooling and unclamping is examined. The total distortion is presented in Fig. 19 

scaled by a factor of 4. 

(a) 
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(b) 

 

Fig. 19 Total displacement of the aerospace bracket after cooling and unclamping: (a) Strategy 

1; (b) Strategy 2 

Both building strategies yield similar results regarding the total distortion. Strategy 1, 

however, shows larger values of distortion in the region where the inclined wall is rising. 

In this corner, there is no mechanical restraint and the inclined wall is pulling the 

baseplate upwards. Due to a more homogenous heat distribution of strategy 2, the 

component is subject to less distortion. Considering the manufacturing of a component on 

the industrial scale, more attention should be paid to the clamping strategy. To reduce the 

overall distortion of the bracket, a different clamping strategy would be required. 

However, due to the dimensions of the baseplate and the design of the plasma torch, the 

chosen clamping strategy guaranteed accessibility of the torch reaching every start and 

stop point without crashing.  

Numerical simulations are a powerful technique to analyse the thermal and mechanical 

evolution of components and their properties during the additive manufacturing process. 

Assessing the results of the numerical simulations, strategy 2 is employed for the additive 

manufacturing of the Ti-6Al-4V bracket. Less distortion and a more homogenous heat 

distribution are the driving factors. Fig. 20 shows the bracket in the as-built condition and 

after final machining. 
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Fig. 20 Aerospace bracket manufacturing 

The walls show a homogeneous macrostructure without the occurrence of defects. It 

can be deduced that PMD can be used to produce large-volume homogeneous parts and 

components. The advantage for a production by means of additive manufacturing is 

reflected in the material savings, reduced mechanical post-processing and resulting cost 

savings. In comparison to conventional production methods, the production by means of 

generative methods allows material savings up to approximately 80 %. 

DISCUSSION 

Structural welding simulations allow the prediction of geometrical deviations and 

accumulated residual stresses as well as their optimisation before conducting experiments. 

Due to the length of the multi-layer welds, calculation times for fully transient 

thermo-mechanical simulations are relatively long, the calculation stability suffers from a 

high number of bodies in contact elements in the model and the modelling effort is high, 

since the geometries need to be sliced and positioned layer-wise. Depending on the 

complexity of the models, the simulation times can vary from a few minutes to several 

days [15], [19]. The comparison of computational times used for the models is presented 

in Table 8. The simulations have been performed on an eight core 3.30 GHz i7-5820K 

processor with 32 GB installed RAM. All models have been calculated by using 

parallelisation, i.e., the calculation of one simulation is done in parallel using several CPU 

cores. Simufact supports two parallelisation options, namely domain decomposition 

method (DDM) and shared memory parallelisation (SMP) [20]. DDM subdivides the 

model into several sub-models that are connected with each other, whereas SMP allows 

one solver to use multiple cores. 
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Table 8 Computational time comparison between different models 

Model 
Adaptive mesh 

refinement 
Parallelisation 

Elements 

     [-] 

Computational    

time [h] 

Single wall       no yes   21,820        ~ 24 

Aerospace bracket       no yes   61,612      ~ 100 

When comparing the single wall model and the aerospace bracket model in Table 8, it 

becomes obvious that, with increasing size and complexity of the models, the 

computational times increase gradually. Besides the model size, adaptive mesh refinement 

increases the computational costs by adding elements to the model. However, there are 

various ways to reduce computational times including adaptive mesh refinement and un-

refinement, the use of symmetry in the models, parallel computing, reduced number of 

contact bodies and reasonable mesh sizes [15], [19], [21]. Efforts of software tool 

developers to implement dedicated direct energy deposition (DED) modules in the field of 

additive manufacturing help to fully exploit the potential of DED and make the 

calculation of complex models on an industrial scale economical [22]. 

CONCLUSION 

Plasma metal deposition of large-scale Ti-6Al-4V multi-layer structures is investigated 

experimentally and numerically. A finite element simulation using Simufact Welding 8.0 

is set-up to predict the mechanical behaviour of multi-layer components. Experiments are 

carried out in order to provide data for verifying the calculated temperature profiles and 

the out-of-plane distortion. Moreover, an airplane bracket is analysed to identify the 

optimal building strategy and to verify the simulation process for the industrial purpose. 

According to the results of this study, the following conclusions are drawn: 

1. Based on experimental results, the Goldak double ellipsoid heat source model is 

verified to suit the experimental determined conditions. As an important feature 

for the application of structural welding simulations, more accurate temperature 

measurements for the heat source calibration are necessary. Improved 

temperature measurements can be addressed by using shielded thermocouples, 

different attachment techniques, higher frequency of data logging and the 

recording of the weld pool shape.  

2. In the simulations, the thermal and mechanical boundary conditions are assumed 

to be constant throughout the deposition process. In fact, these parameters are not 

only temperature-dependent but also a function of the build height and geometry.  

3. The results obtained from Simufact Welding 8.0 reproduce the distortion and 

temperature distribution of the experiment well. Discrepancies between 

simulation and experiment can occur due to inaccuracies in the calibration of the 

heat source, thermal and mechanical boundary conditions. Also, the level of 

detail in the modelling of the bead and wall geometry should be considered as 

influencing quantity. The weld bead profile for the deposition of the wall is 

modelled as a rectangle.  
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4. The virtual process development of the aerospace bracket emphasizes the 

potential of numerical simulations as digital twin to reduce the number of costly 

experimental trials. 

APPENDICES 

The following appendices are intended to roughly present how the mechanical boundary 

conditions for the thermo-mechanical simulation in Simufact Welding are determined. 

MECHANICAL BOUNDARY CONDITIONS 

Clamp stiffness 

A linear elastic analysis using Abaqus CAE 6.14 is performed to estimate the spring 

stiffness of the clamp. The clamp consists of two parts, a steel step block and a steel step 

clamp. The clamp is loaded with an arbitrary constant force of 2,500 N acting on the 

negative of the surface that actually presses on the baseplate of the experimental setup 

described in “Materials and setup”. The model is constrained by fixing all degrees of 

freedom of the bottom surface of the step block. The step block (master) and step clamp 

(slave) are connected using a surface-to-surface tie constraint. Isotropic material 

behaviour has been specified. A drawing of the model can be seen in Fig. 21 (a). The 

calculated deflection is set in relation with the force applied (Fig. 21 (b)). The slope of the 

linear curve yields the translational spring stiffness of the clamp.  

 

Fig. 21 (a) Meshed CAD model of the clamp assembly; (b) Force-Displacement relation of the 

clamp 

To impose a mechanical boundary condition, the real clamping system is simplified, 

whereby the clamp is replaced by a spring with a corresponding spring stiffness. The 

spring stiffness is set to a constant value of 3,837 N/mm. 
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Contact force 

To estimate the contact pressure of the clamp on the baseplate, another analysis using 

Abaqus CAE 6.14 is performed. The model consists of six parts, an aluminum backing 

plate, a titanium baseplate, a steel stud, a steel hexagonal flange nut, a steel step block and 

a steel step clamp. As outlined in “Materials and setup”, the baseplates are fixed to the 

backing plate of the welding chamber by using clamps placed at specified positions. The 

steel bolts are pre-tensioned with a torque of 80 Nm. In Abaqus, the pretension is adjusted 

over the length, which is determined as the following: firstly, the flange nut is tightened 

manually until it makes contact with the clamp and, secondly, a torque wrench is used to 

apply a torque of 80 Nm, whereas the number of turns of the nut is counted. After about 

5/8 turns, the required torque is reached. The thread pitch, which is 1.75 mm in the case 

of a M12 metric thread, multiplied by the number of turns is used as a satisfactory 

approximation to calculate the preload length of the screw. The stud is hence 

pre-tensioned with a length of 1.09 mm. The model is constrained by fixing all degrees of 

freedom of the bottom surface of the backing plate and symmetry boundary conditions on 

the cut surfaces. A drawing of the model can be seen in Fig. 22.  

 

Fig. 22 Meshed CAD model of the contact force assembly 

To reduce computational costs and time, firstly, isotropic material behaviour is 

assumed, and secondly, friction is only considered in the contact area of the clamp with 

the baseplate. All other interactions are modelled using a tie constraint. After the finite 

element model is solved, the average contact pressure at the baseplate of the surface in 

contact with the step clamp is determined. The average contact pressure is multiplied by 

the area of the surface to get the initial force applied on the baseplate. Since no static 

coefficient of friction for dry conditions is found for the material pairing steel-titanium, 

the contact behaviour is defined in a first step as frictionless. Then a value of 0.20 is 
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applied, which is a typical value for steel/steel dry contact [23]. At last, the friction 

coefficient is set to 0.36, which corresponds to a Ti-6Al-4V/Ti-6Al-4V contact pair [24].  

Table 9 Contact force estimation 

Friction-coefficient  
[-] 

Mean contact 
pressure [MPa] 

Contact surface area 
[mm²] 

Mean contact force  
[kN] 

frictionless 435.7 159.5 69.5 

𝜇 = 0.20 424.0 159.5 67.6 

𝜇 = 0.36 413.6 159.5 66.0 

Table 9 shows the difference between frictionless and frictional contact. Since the 

baseplates have been machined prior to the PMD process and, therefore, have a good 

surface quality, the friction coefficient of 0.20 is used to calculate the contact force. 

Ultimately, the clamping movement can be controlled by “Stiffness & Force” with a 

constant stiffness of 3,837 N/mm and a constant contact force of 67,6 kN. 
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ABSTRACT 

The establishment of the process–structure–property linkage is essential for designing new materials 

with desired properties. Based on the concept, the discovery of new materials has been accelerated in the 

field of functional and bio- materials by combining quantum and molecular modeling tools with efficient 

machine learning methods. However, in the case of structural materials, even though the development of 

Integrated Computational Materials Engineering (ICME), it is still difficult to efficiently design new 

materials because of the uncertainties within models and experimental data. In the present paper, our 

recent development of a general methodology for extracting the linkage between hierarchical 

microstructure and process conditions as well as properties will be reviewed. In the proposed method, 

the uncertainties will be captured in the form of probability density functions using deep learning 

methods. 

Since microstructures of typical structural materials are composed of finite kinds of dissimilar phases 

developing competitively with totally different physical processes, they are supposed to have different 

geometrical features while maintaining spatial orders. The framework, thus, has two functional 

components: one is for extracting geometrical features of material microstructures necessary to 

decompose each different microstructures, and the other is for clarifying spatial orders among the 

extracted characteristic components. The method was applied for generating virtual steel microstructures 

obtained after a certain continuous cooling process and those for desired mechanical properties. The 

obtained results show that the proposed methodology not only generates realistic microstructural images 

comparable to real experimental images but also clarifies a part of microstructures critically affecting the 

target property. The proposed approach has been developed to help designing the optimum welding 

parameters as well as structural materials with an improved weldability. 

 

Keywords: PSPP linkage, uncertainty, deep generative models, virtual microstructure, hotspot 

INTRODUCTION  

Since the performance of structural materials is highly dependent on their microstructures, 

the materials design approach has mainly focused on optimizing microstructure to satisfy 

product-level performance requirements. In addition, microstructures of structural 

materials are usually composed of various phases developed with different kinetic 

processes to each other. Accordingly designing structural materials with targeted 

performance requires a combined strategy of bottom-up modeling and simulation 
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approaches which take into account the development of various levels of hierarchical 

material microstructures as well as their effects on the properties [1]. Especially in the 

case of welding process, since materials are subject to variety of temperature histories in 

heat affected zone (HAZ), it is expected to develop a method which can efficiently predict 

the microstructures and their properties in HAZ. Considering these facts, computational 

materials science and multiscale mechanics modeling play key roles in designing 

structural materials, which has brought much attention to the development of Integrated 

Computational Materials Engineering (ICME) in the materials community [2]. On the 

other hand, computational materials science and microstructural optimization based on 

numerical models encounter many uncertainties, such as stochasticity of processes, 

incomplete understanding of underlying physics, lack of complete data to quantify 

material microstructure, and ambiguity even in the selection of mathematical descriptors 

representing the hierarchical microstructures [3]. These uncertainties sometimes prevent 

us to apply the simple materials informatics approach, in which attention is focused 

mainly on data mining and providing convenient and powerful tools for designing or 

selecting new materials, and hence brought us difficulty in inverting process–structure 

and structure–property relations. 

To take into account these uncertainties, the authors have developed a data-driven 

approach composed of two different kinds of convolution neural networks [4,5]. One is 

for extracting descriptors representing the hierarchical microstructure and the other for 

understanding the correlation between a spatial arrangement of the extracted descriptors 

and corresponding process parameters or mechanical properties. The present paper is a 

brief review of our results obtained for the several problems of extracting process–

structure [4] and structure–property [5] linkages. 

METHODOLOGY 

EXTRACTION OF MICROSTRUCTURAL FEATURES AND THEIR ARRANGEMENTS 

Metallurgists implicitly share the feeling that material microstructures are composed of 

finite kinds of dissimilar phases or small-scale microstructures. In addition, since 

individual small-scale microstructures develop competitively with completely different 

formation kinetics, they are supposed to have different geometrical features while 

maintaining certain spatial orders depending on process conditions such as cooling rate 

and holding temperature. Following this understanding, we demonstrated that a 

convolutional neural network (CNN) provides an efficient route to extract a finite number 

of geometrical features representing each small-scale microstructure and successfully 

provide an unsupervised segmentation for steel microstructures [6]. The concept was 

further implemented into a variational autoencoder to enable the automatic generation of 

virtual microstructures of steel [4]. In this framework, we adopted a vector quantized 

variational autoencoder (VQVAE) [7] to extract a certain number of characteristic 

geometrical features from micrographs of steel as well as to reveal their spatial 

arrangement in the microstructure. 
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Fig. 1 Characterization of material microstructures by VQVAE 

Fig.1 shows the schematic of the architecture of VQVAE. As mentioned above, 

VQVAE is used for the extraction of a finite number of geometrical features representing 

each small-scale microstructure in an unsupervised way. It is composed of a 

convolutional encoder and a convolutional decoder. The encoder maps input 

microstructure images into the corresponding spatial arrangement of characteristic 

microstructures (index list), and the decoder maps the extracted features back to the 

original microstructure images. For example, as candidates of the characteristic 

microstructures of steel alloys, ferrite and martensite phases or their grain boundaries can 

be considered. As a result, we can extract the index lists of characteristic small-scale 

microstructures constructing the input microstructure images. A more detailed discussion 

of the strategy for capturing the qualitatively different characteristic microstructures can 

be found in [4].  

EXTRACTION OF P-S/S-P LINKAGE 

The spatial arrangement of microstructures has a strong correlation with process 

conditions, such as cooling rate and holding temperature, and mechanical properties. A 

pixel convolutional neural network (PixelCNN) [8,9] was applied to reveal spatial orders 

of small-scale microstructures as a function of process parameters/mechanical properties. 

Fig. 2 shows the schematic of the architecture of PixelCNN. PixelCNN is used for the 

determination of spatial correlation among extracted characteristic microstructures which 

is dependent on processing parameters and/or material properties 𝐡. PixelCNN is an 

autoregressive model for building the joint distribution of each component over a spatial 

arrangement (index list) 𝒙 = {𝑥1, 𝑥2,⋯ , 𝑥𝑛} as the following product of conditional 

distributions: 

 

Fig. 2 Determination of spatial orders of small-scale microstructures as a function of process 

paramters/mechanical properties by PixelCNN 

Characterization of material microstructures by VQVAE
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𝑃(𝒙|𝐡) = 𝑃(𝑥1|𝐡)∏𝑃(𝑥𝑖|𝑥2,⋯ , 𝑥𝑖−1, 𝐡)

𝑛

𝑖=2

,                                (1) 

where 𝒙 represents the two-dimensional arrangement of extracted characteristic structures 

𝑥𝑖, and 𝐡 is the given condition. Since each 𝑥𝑖 corresponds to some small-scale 

characteristic microstructure, Eq. (1) can be understood to represent a certain stochastic 

spatial interaction among them. This enables us to capture stochastic spatial correlation in 

the target material structures. This is one of the important advantages of our framework. 

Owing to this definition of spatial correlation, the uncertainties behind the generation of 

material microstructures can be considered.  

APPLICATION OF PROPOSED APPROACH 

AUTOGENERATION OF STEEL MICROSTRUCTURE 

Using the trained network, microstructures can be generated for given conditions such as 

processing parameters and/or material properties. First, we obtain the probability 

distribution of spatial arrangement of characteristic microstructures by giving desired 

conditions into the trained PixelCNN. Then, a two-dimensional spatial arrangement of 

microstructures sampled from the distribution can be converted into a corresponding 

micrograph by the trained decoder. As a result, we can construct a stochastic mapping 

from desired conditions into material microstructures. The detailed procedure of the 

autogeneration of material microstructures was given in our previous paper [4]. 

CONTINUOUS COOLING MICROSTRUCTURE 

As an example of the applications of the proposed approach, we considered the problem 

of autogeneration of microstructure of low-carbon-steels obtained after a certain 

continuous cooling process [4]. An Fe-0.15C-1.5Mn (wt.%) low-carbon steel samples 

were austenitized at 1000 ℃ and cooled at 1.0, 3.0, 10.0, and 30.0 ℃/s to room 

temperature. To create a training dataset, square patches (128 × 128 pixel) are cropped 

from the original microstructure images (1024 × 786 pixel). In total, 52 800 square 

images were cropped from 160 original images. 

We trained VQVAE and PixelCNN presented in Figs. 1 and 2 using the training 

dataset. In this application, the cooling rate was given as the condition 𝐡 to PixelCNN. As 

a result of training, we can obtain a stochastic mapping from the cooling rate to the 

corresponding microstructures. Fig. 3 shows the generated microstructures corresponding 

to the given cooling rates by the proposed methodology along with the sampled training 

images in the dataset for each cooling rate.  
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Fig. 3 Original microstructures images and generated microstructures images corresponding 

to the given cooling rates. Parts (a)-(b) are original microstructures for each of the four 

cooling rates, respectively. Parts (e)-(h) are generated microstructures for each of the four 

cooling rates, respectively. Each panel has four microstructure images. 

These results indicate that the proposed method can produce qualitatively realistic 

microstructure images for each cooling rate in the sense that the generated microstructures 

have similar features to those observed in training microstructure images in terms of the 

basic topology of microstructures and a similar trend relative to the change in the cooling 

rate. It should be emphasized that the introduced method can generate new 

microstructures in the sense that the generated microstructure images are not exactly the 

same as the images in the training microstructure dataset. In addition, it should be noted 

that this method can generate an ensemble of microstructures illustrating the distribution 

of material microstructures for any given parameters. In this way, the uncertainty of 

microstructure resulting from the stochastic nature of their formation kinetics can be 

naturally treated, and hence help to understand the process–structure linkage. 

To validate the generated microstructures quantitatively, we consider two traditional 

descriptors of microstructure morphology: the volume fraction and the average grain size. 

We calculated the ferrite volume fraction for 1000 training and 1000 generated images for 

each of the four cooling rates. Fig. 4 shows the box plot of the calculated ferrite volume 

fraction for the training images and the generated images corresponding to each cooling 

rate. In terms of mean values, the ferrite volume fractions of the generated images for all 

cooling rates are in satisfactory good agreement with those of the training images. Also, 

the volume fraction of ferrite in the generated images in Fig. 4 clearly shows a similar 

trend of variances to the observed microstructures; as the cooling rate increases, the 

variance of the volume fraction of ferrite also increases. 

(a) (b) (c) (d)

(e) (f) (g) (h)
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Fig. 4 Box plots of the ferrite volume fraction in (a) the microstructure patches cropped from 

the original images, and (b) the microstructure patches generated by the proposed 

methodology. The black lines and green triangles in the boxes denote median and mean 

values of sets of images for each cooling rates, respectively. 

Next, we consider the average grain size in a micrograph. Fig. 5 shows the box plots of 

the local average grain sizes and their mean values as the overall averages for each patch 

cropped from original microstructures and the generated images. The local average grain 

sizes are calculated for 1000 training and 1000 generated images for each of the four 

cooling rates. The trend of the predicted average grain size is in good agreement with the 

trend of the grain size calculated using the original microstructure images. This result 

demonstrated that the proposed approach can also capture the trend of the traditional 

microstructural characteristic including their spatial variation from the given datasets. 

 

Fig. 5 Box plots oft he average grain sizes (a) in each patch cropped from the original 

images, and (b) in each generated microstructure patch by the proposed methodology. The 
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black lines and green triangles in the boxes denote median and mean values of sets of images 

for each cooling rates, respectively. 

MECHANICAL PROPERTIES 

As a second example, we applied the proposed methodology to the problem of clarifying 

a hotspot critically affecting the target property [5]. The sample problem is the structure 

optimization of artificial dual-phase steels composed of the soft phase (ferrite) and hard 

phase (martensite). The prepared dual-phase microstructures can be divided into four 

major categories: laminated microstructures, microstructures composed of rectangle- and 

ellipse-shaped martensite/ferrite grains, and random microstructures. The size of 

microstructure images is also 128 × 128 pixel and the total number of prepared 

microstructures is 3824. As an example of a target material property, the fracture strain 

was selected since fracture behavior is strongly related to the geometry and distribution of 

the constituent phases. The fracture strain is the elongation of materials at rupture 

estimated using the Gurson–Tvergaard–Needleman (GTN) model [10]. Using this dataset, 

we investigate whether the machine learning framework can identify a part of material 

microstructures that strongly affects a target property in a similar way that human experts 

can predict based on their experiences. 

To identify a critical part of microstructures, we consider calculating a gradient of 

material microstructures with respect to the fracture strain based on the mapping obtained 

by our methodology in the same way as shown in the previous section. This assumes that 

human experts unconsciously consider the sensitivity of material microstructures to a 

slight change in target property. If the machine learning framework correctly captures the 

physical correlation between the geometry of the material microstructures and the fracture 

strain, the gradient calculated based on the correlation is expected to correspond to the 

areas that highly affect the determination of the fracture strain even without giving the 

physical mechanism itself. 

Fig. 6 shows the comparison of the parts of microstructures critically affecting the 

fracture strain obtained by the physical model and our machine learning framework. Figs. 

6 (a) and (b) illustrate the crucial parts of the microstructures composed of relatively long 

and narrow rectangle-shaped martensite grains. We can see an acceptable agreement 

between the results of the physical and machine learning methods in terms of the overall 

distribution of crucial areas which are shown in red in the colormaps. Figs. 6 (c) and (d) 

show the results for the microstructures composed of similarly shaped martensite grains. 

In Fig. 6 (c), the rectangle-shaped martensite grains are irregularly arranged, and some 

martensite grains are close to each other, whereas, in Fig. 6 (d), circular martensite grains 

are almost regularly arranged. In both Figs. 6 (c) and (d), the machine learning framework 

identifies the crucial parts that are predicted by the physical model. As mentioned above, 

the hotspots are in the regions where martensite grains are close to each other. 

For incompletely laminated structures such as that shown in Fig. 6 (a) the martensite 

layers are suggested to expand to achieve a higher fracture strain. Similarly, we can see in 

Fig. 6 (c) that it is suggested to fill a small gap between martensite grains. Together with 

the fact that eliminating tiny holes that could cause hotspots and reaching completely 

laminated structures markedly improve their fracture strains [5,11], these results imply 
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that the framework recognizes the potential of laminated structures to achieve a higher 

fracture strain in a similar way that human researchers reach an intuition on complete 

laminate structures as a result of the consideration of reducing the occurrence of hotspots. 

 

Fig. 6 Comparison of derivative of microstructures with respect tot he fracture strain obtained 

using deep learning framework with the distributions of void volume fractions calculated on 

the basis of physical model. The left, middle, and right column in (a)-(d) correspond tot he 

reference microstructures, the volid distributions by the physical model, and the derivative by 

the deep learning mframework, respectively. 

From the above results, we can conclude that our framework can identify the areas that 

critically affect a target property without human prior knowledge. 

CONCLUSION 

In the present paper, our recent development of a general methodology for extracting 

the linkage between hierarchical microstructure and process conditions as well as 

References Physical model Machine learning

a

b

c

d

(a)

(b)

(c)

(d)



Mathematical Modelling of Weld Phenomena 13 

405 

 

properties was reviewed. In the proposed method, the uncertainties are captured in the 

form of probability density functions using deep learning methods. The method was 

applied for generating virtual steel microstructures obtained after a certain continuous 

cooling process and those for desired mechanical properties. The obtained results show 

that the proposed methodology not only captures the stochastic nature of the real 

microstructure but also helps to clarify a part of microstructures critically affecting the 

target property 
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ABSTRACT 

Existing Finite Element Method software can be used in a broad field of material characterization, such 

as heat conduction, plasticity, electric conductivity or fluid mechanics. However, in terms of 

microstructure, there is a lack of sophisticated packages to thoroughly model the evolution of these 

parameters. In the present work, a simple but extensive subroutine is presented, to express the kinetics of 

precipitation and grain growth on the one hand, and the evolution of structural defects, such as 

dislocation density and vacancy concentration, on the other hand, in dependence of temperature and 

deformation rate. As a result, further technologically important material properties, such as yield 

strength, can be derived with the knowledge of aforementioned parameters. The basic functionality of 

the subroutine is outlined and the handling of the state parameters, which are used during calculation, 

are explicated. 

 

Keywords: microstructure evolution, strengthening 

INTRODUCTION  

In the field of manufacturing, it is crucial to understand residual stress and distortions that 

may occur during production. This helps in optimizing both, component design and 

processing parameters. The complete manufacturing process, starting from solidification, 

must be considered to simulate stress evolution that depends on temperature and strain 

rate. An accurate material model is necessary to link flow stress to plastic strain, and 

various models have been developed over the years [1-5]. Nowadays, empirical models or 

data table methods are standard and integrated into most Finite Element (FE) software 

tools such as ANSYS or ABAQUS. 

The present work is based on the "simple MicroStructure Evolution" (sMSE) model, 

which has been introduced by Viernstein et al. [6], in which the treatment of the yield 

strength and precipitates is thoroughly described. The current work can be seen as a 

supplement for the aforementioned work. Instead of focusing on strengthening 

mechanisms, the structure of the subroutine is rolled up from a microstructural point of 

view. The focus will be on lattice defects, namely point defects (vacancies), line defects 

(dislocations), planar defects (grain boundaries) and bulk defects (precipitates). A short 
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overview is also given of all defect evolution equations with particular emphasis on their 

interdependence. A brief overview on the usage of the subroutine is presented as well. 

MICROSTRUCTURE EVOLUTION 

VACANCIES 

The evolution of the vacancy concentration, XVa, is described using the FSAK framework 

introduced by Fischer et al. [7]. Vacancies can form and annihilate at dislocation jogs 

∆𝑋Va,d = −
𝑋Va

𝑋Va,eq

𝐷m

𝑓
2𝜋𝜌𝑋j,eq log (

𝑋Va

𝑋Va,eq
),    (1) 

and grain boundaries 

∆𝑋Va,gb = −
𝑋Va

𝑋Va,eq

𝐷m

𝑓
15𝜋
1

𝑅2
log (

𝑋Va

𝑋Va,eq
),    (2) 

where 𝑋Va,eq is the equilibrium vacancy concentration, 𝐷m the effective matrix diffusion 

coefficient, 𝑓 a geometrical correlation factor (0.7815 for fcc and 0.7272 for bcc), 𝜌 the 

dislocation density, 𝑋j,eq the jog fraction at equilibrium (estimated to be around 0.02) and 

𝑅 the grain radius. 

Excess vacancies form during quenching and can accelerate the effective matrix 

diffusion of elements, 𝐷eff, by several orders of magnitude until their annihilation 

𝐷eff = 𝐷𝑚
𝑋Va

𝑋Va,eq
.      (3) 

The vacancy concentration has no direct influence on the evaluation of stresses. However, 

it has a severe influence on all long-range diffusion processes, especially precipitation 

kinetics. 

DISLOCATIONS 

The evolution of the dislocation density 𝜌 is described by a simple modified Kocks and 

Mecking model [8] 

∆𝜌 =
𝑀

𝑏𝐴
√𝜌𝜀̇ − 2𝐵𝑀

𝑑crit

𝑏
𝜌𝜀̇ − 2𝐶𝐷𝑑

𝐺𝑏3

𝑘B𝑇
(𝜌2 − 𝜌eq

2 ),   (4) 

where 𝑀 is the Taylor factor, 𝜀̇ the strain rate, 𝑏 the Burger’s vector, 𝑑crit the critical 

annihilation distance between dislocations, 𝐷𝑑 the diffusion coefficient along dislocations, 

𝐺 the shear modulus, 𝑘B the Boltzmann constant, 𝜌eq the equilibrium dislocation density 

and 𝐴, 𝐵 and 𝐶 material parameters. These material parameters can be either defined as 

user input or calculated with the initial hardening rate 𝜃 and the saturation stress 𝜎 
according to the model introduced by Kreyca et al. [9]. 
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The dislocation density contribution to the stress is evaluated by the Taylor equation 

[10] 

𝜎d = 𝛼𝑀𝑏𝐺√𝜌,       (5) 

with 𝛼 being the dislocation strengthening coefficient. Furthermore, dislocations act as 

sources and sinks for vacancies, as mentioned above, or can be seen as possible 

nucleation sites for precipitates. 

GRAIN BOUNDARIES 

Grain boundaries are described by the average grain radius 𝑅 and their evolution by the 

formula for ideal grain growth [11] 

∆𝑅 = 2𝑘D𝑀
𝛾

𝑅
,       (6) 

where 𝑘D is the proportionality factor, 𝑀 the mobility of the grain boundary and 𝛾 the 

grain boundary energy. Their contribution to the stress is described by the Hall-Petch 

equation for fine grain hardening [12,13] 

𝜎FG =
𝐾

√2𝑅
,       (7) 

where 𝐾 is the Hall-Petch coefficient. 

The evolution of the grain radius is, like the dislocation density, not dependent on other 

defect types (in the current version of the subroutine, pinning of grain boundaries by 

precipitates is not yet considered). However, they influence the generation and 

annihilation of vacancies and can act as potential nucleation sites for precipitates. 

PRECIPITATES 

The kinetics of precipitation and their influence on stress is described in detail in the 

original work of Viernstein et al. [6]. Here, a short summary of the key aspects and an 

emphasis on the interdependence with the other defect types is presented. The nucleation 

rate of precipitates, 𝐽, is given by classical nucleation theory [14] 

𝐽 =  𝑁0𝑍𝛽𝑒
−
𝐺∗

𝑘B𝑇,      (8) 

where 𝑁0 is the number of available nucleation sites, 𝑍 the Zeldovich factor, 𝛽 the 

atomic attachment rate and 𝐺∗ the critical nucleation energy. 𝑁0 is calculated depending 

on the type of nucleation site 

𝑁0,d = 𝑃d
𝜌

𝑏
,       (9) 

𝑁0,gb = 𝑃gb
𝐴𝑛

𝑏2
,      (10) 

where 𝑃d and 𝑃gb are the efficiencies of dislocation and, respectively, grain boundary 

nucleation sites, 𝜌 the dislocation density, 𝑏 the Burger’s vector, 𝐴 the area of one grain 
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and 𝑛 the number of grains per unit volume. The atomic attachment rate is proportional to 

the effective diffusion coefficient in the matrix and, therefore, influenced by the vacancy 

concentration. As a result, a higher supersaturation of vacancies leads to a faster 

precipitate nucleation process. 

The growth of precipitates is described by the original SFFK growth by Svoboda et al. 

[15] 

∆𝑟 = 
𝑑

𝑘𝐵𝑇

1

𝑟
𝐷eff,      (11) 

where 𝑑 is the driving force. Similar to the nucleation process, the growth is also 

directly affected by the vacancies. 

SUBROUTINE 

The subroutine is written in C code and consists of a single function ‘myuserfunc_’ taking 

9 arguments, which are described in Table 1. During the FE simulation, all relevant 

variables are saved in the state variable vector (see Table 2 for the structure), which 

consists of 222 lines. The subroutine covers 4 modes of execution, which can be set by 

the call mode. The first call mode (1) initializes the material parameters in the state 

variable vector based on the default settings and should be run once before the FE 

calculation. An initialization from external is also possible with call mode (2). The main 

call mode (3) is used for the iteration process during the FE simulation. The subroutine 

evaluates the evolution of the current state variables (lines 123 to 170 in the state vector) 

for the given timestep, temperature, and strain rate and saves it without overwriting the 

current state variables (lines 171-218). The first state variable is the time and is always 

compared to the calculated time from the last iteration. If the current time (line 123) is set 

to the calculated time (line 171), the last iteration process is counted as accepted and the 

calculated state variables will be transferred into the lines of the current ones. The last call 

mode (4) is reserved for the final call and writes the results of the evaluated stress and its 

derivatives into the output variables. 

Table 1 Arguments for SMSE subroutine 

argument C type I/O description 

piCallMode int* input call mode of subroutine (1-4) 

pdTimeIncrement double* input time increment for current iteration 

pdTemp double* input temperature 

pdTempIncrement double* input temperature increment for current iteration 

pdStrainRate double* input strain rate 

vStateVec double[222] input/output state variable vector 

pdSigma double* output evaluated stress 

pdJacStrain double* output derivative of evaluated stress according to temperature 

pdJacStrain double* output derivative of evaluated stress according to strain rate 
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Table 2 Structure of the state variable vector ‘vStateVec’ 

index variables I/O description 

0-38 material parameter input basic material properties 

39-66 material parameter input dislocation evolution 

67-71 material parameter input solid solution strengthening 

72-82 material parameter input cross core diffusion 

83-118 material parameter input precipitate evolution 

119-122 material parameter input vacancy evolution 

123-170 state variable input state variables at beginning of current time step 

171-218 state variable output calculated state variables for time step 

219-221 numerical parameter input switches for numerical methods 

SUMMARY  

A compendium of formulas describing the evolution of lattice defects, such as vacancies 

(point defects), dislocations (line defects), grain boundaries (planar defects) as well as 

precipitates (bulk defects) during thermo mechanical treatments is presented. While the 

dislocation density evolution is mainly dependent on the strain rate, grain growth follows 

from material properties. The vacancy evolution follows from the dislocation density and 

grain size. Precipitation kinetics is finally derived by the former parameters. The focus is 

laid on efficient processing for computationally demanding calculations without losing 

the interdependence of microstructural properties and their influence on the mechanical 

properties of the material. 
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ABSTRACT 

Welded joints show significant heterogeneity as they are composed of base metal, heat affected zone and 

weld metal. Heat Affected Zone (HAZ) is further divided into characteristic segments. All the listed 

zones of the welded joints have certain microstructural differences and consequent differences in 

mechanical properties. Mechanical experimental examination and determination of stress-strain 

characteristics of such heterogeneous welded joints structure, especially in certain segments of the HAZ 

is very difficult. The classical approach to stress-strain testing using standard tensile specimens have 

only limited applicability, as even the subsize tensile specimens are difficult to position within the 

narrow HAZ segments. Difficulties in such experimental measurements and the possibility of testing the 

welded joints in full scope are the motivation for use of alternative experimental methods. The paper 

considers double-V butt joint made of High Strength Steel (HSS), welded with filler metal having 

approximately the same mechanical properties as base metal. Experimental work is focused on stress-

strain properties determination with Mini tensile Specimens (MTS) used to determine the properties 

along the transverse weld line. The aim of the paper is the development of an appropriate computer 

model based on sufficient experimental data, describing the complete welded joint and its specific zones. 

The evolution of such model is done, starting with a simple model and refining it to a complex, fully 

segmented welded joint model. This final welded joint model is implemented into ASTM E8 large size 

specimen, oriented transverse to the welded joint, and covering all specific zones of the welded joint. 

Material behaviour is simulated using the ductile damage initiation criterion. Tensile test simulation 

results show good correlation between experimental data and numerical evaluation. Simulated tensile 

specimen fracture location matches the HAZ segment with decreased strength values, most prone to 

failure. The paper demonstrates the possibility of experimental determination of stress-strain mechanical 

properties throughout the heterogeneous welded joint regions, using the MTS specimens. These results 

can then be used to create a fully segmented welded joint model for tensile testing, or some similar 

applications. 

 

Keywords: Stress-strain, welded joint heterogeneity, high strength steel, experimental methods, 

numerical analysis 
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INTRODUCTION 

In scope of fusion welded joint, several characteristic zones can be observed: base metal 

(BM), weld metal (WM) and heat affected zone (HAZ). HAZ refers to part of the base 

metal which has not undergone the melting process during the fusion welding, rather it 

was heated to an elevated temperature below the melting point, and subsequently cooled. 

Width of HAZ strongly depends on chosen welding process, welding parameters, heat 

input, welded joint geometry, number of passes etc. [1, 2]. The HAZ can be further 

divided into several characteristic segments with different microstructures and mechanical 

properties. In the past studies, significant research of fusion weld characteristic zones is 

already done [3-5]. When choosing the filler material in relation to base metal, the 

discrepancy between WM and BM mechanical properties is described by "weld strength 

mis-match" [6, 7]. 

In scope of overall welded joint, HAZ is most failure prone zone during service life. 

Because of this it is of great importance to control the overall welding process parameters 

in order to maintain HAZ width and its mechanical properties within tolerable limit. 

Heterogeneity is indicative throughout the welded joint, and can be observed in the 

microstructural and mechanical properties variations.  

Experimental investigations of high strength steel welded joints properties, as well as 

correlated numerical simulations, have previously been conducted by various researchers 

[8-12]. Investigations presented in scope of this paper are aimed to give deeper insights 

into mechanical properties of heterogeneous welded joint made from high strength steel, 

with emphasis on stress-strain behaviour. 

The challenge of finding the suitable experimental method for determination of stress-

strain characteristics of heterogeneous welded joints structure, is addressed by the 

authors. General issues relate to the selection of suitable experimental specimens that are 

able to describe mechanical properties of welded joint and certain segments of the HAZ 

[13-16]. Since such specimens must be of subsize dimensions, the problems of their 

manufacture also occur consequently. Some of the experimental methods that can be 

applied are: 

• ASTM E8 tensile subsize specimens for determination of welded joint properties 

on general scale. 

• Mini Tensile Specimens (MTS) for determination of stress-strain properties along 

the transverse weld line [6]. 

• Profilometry-based Indentation Plastometry (PIP) method for detailed stress-

strain measurement on small surface area using the special indenter equipment 

[17-19]. 

In scope of this paper, MTS specimen method is used to determine the stress-strain 

behaviour of heterogeneous welded joint structure. The test coupon of 40mm thick rolled 

plates is welded using double-V butt joint. Transverse section cut is done, and complete 

subsection volume for MTS specimens extracted. Shown in Fig. 1. 
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Fig. 1 Experimental methods for determination of stress-strain characteristics of 

heterogeneous welded joint structure: (a) welded test coupon, (b) MTS subsection volume 

with specimens and (c) X joint preparation and dimensions 

Detailed characterization of mechanical properties throughout the heterogeneous 

welded joint is extremely important for the development of a realistic welded joint model 

and the implementation of numerical analysis. Several welded joint models are created, 

starting with a simple model and refining it to a complex, fully segmented welded joint 

model. Modelling of such a complex joint, and simulating its material behaviour, is made 

possible by using the MTS method experimentally collected material data.  

Validation of segmented welded joint model is done based on the uniaxial tensile test, 

using the ASTM E8 large size flat specimen, oriented transverse to the welded joint, and 

covering all the specific zones, Fig.1. Ductile damage initiation criterion, integrated into 

ABAQUS software, is used to simulate response during the tensile test. Numerical 

simulation is giving the accurate insight into stress-strain behavior, while predicting the 

specimen damage evolution and final fracture location. Good correlation between 

experimental stress-strain and simulation results can be observed [20-25]. 
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MATERIALS AND EXPERIMENTAL METHODS 

MATERIALS AND WELDED JOINT  

The paper considers double-V butt joint (X joint) made of High Strength Steel (HSS), 

welded with filler metal having the mechanical properties selected according to base 

metal. The HSS base metal (BM) is S690QL1 fine-grained steel for structural 

applications, manufactured by quenching and tempering (QT) process, with declared yield 

strength Rp0.2 ≥ 690 MPa. Weld metal (WM) inside the joint is Mn3Ni1CrMo (ER110S-

G) and is deposited using the gas metal arc welding (GMAW) process with 1.2mm 

diameter filler wire. WM declared yield strength is Rp0.2 ≈ 800 MPa.  

Weld strength mismatch is determined using the equation: 

        (1) 

where σYW and σYB represent the yield strength of the weld metal (WM) and the yield 

strength of the base metal (BM), respectively. In this welded joint, mismatch factor M = 

1.16 which indicates the slightly over-matching (OM) weld metal [6, 7]. 

The BM plates used in X welded joint are of 40 mm thickness. The joint is welded 

using multiple passes as shown in Fig. 2. Process parameters are given in Table 1.  

 

Fig. 2 X welded joint 

Table 1 Welding process parameters 

Pass no. Location I [A] U [V] vw [cm/min] η Q [kJ/mm] 

1-3 root 195 26 28.5 0.8 0.85 

4-22 fill + cover 280 29 45 0.8 0.87 
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MTS TESTING 

The tensile properties along the transverse welded joint line are obtained using the set of 

Mini Tensile Specimens (MTS) [6]. These are basically flat sheet specimens, with 

specific dimensions L = 24 mm, A = 9 mm, B = 6 mm, C = 5 mm, and thickness T = 0.5 

mm, geometry is shown in Fig. 4. MTS are positioned in filler pass zone (MTS R1-24 and 

R25 at centerline) of X welded joint. Set is placed in transverse direction including BM, 

HAZ, and WM up to joint centerline, as shown in Fig. 1 and Fig. 3. MTS are 

manufactured using the Electrical Discharge Wire Cutting (EDWC) technology, with the 

wire diameter 0.25 mm, which also dictates the lateral distance between the test 

specimens.  

 

Fig. 3 MTS specimens positioning along the welded joint 

Using MTS specimens experimental testing method, it is possible to gain deeper 

insight into tensile properties of welded joint characteristic zones, as well as specific HAZ 

segments. Observing the specific locations from which the individual MTS specimens 

were extracted, a rough division can be made along the welded joint transverse line, 

according to characteristic zones: 

• MTS R1 - MTS R5 (BM) 

• MTS R6 - MTS R13 (HAZ) 

• MTS R14 - MTS R25 (WM) 

Engineering stress-strain curves obtained from MTS tensile tests are given in Fig. 4. It 

can be observed that the strength values are following an increasing trend from BM to 

WM. In HAZ zone, there is the continuity interruption, with peak values in locations 

MTS R11 - R13. 
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Fig. 4 MTS specimens tensile testing: (a) engineering stress-strain curves and (b) MTS 

specimen dimensions 

Local mechanical properties, along the transverse welded joint line, are shown in Fig.5. 

 

Fig. 5 Tensile properties along the transverse welded joint line 
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NUMERICAL MODELLING 

DUCTILE DAMAGE 

In order to describe the behaviour of elasto-plastic metallic materials, taking into account 

progressive damage material degradation up to failure, ductile damage model is used. The 

ductile damage initiation criterion is model for predicting the onset of damage due to 

nucleation, growth, and coalescence of voids. The typical tensile test stress-strain curve, 

with progressive damage degradation is shown in Fig. 6. Initial curve partition (0a) is 

linear-elastic part. Past the yield stress σ0, in curve partition (ab), the material undergoes 

stable plastic deformation with strain hardening effect. The point b is the initiation 

threshold of plastic instability, with damage parameter D = 0. In the failure partition (bd) 

stiffness degradation and damage evolution is present. At point d damage parameter D = 

1, and crack initiates as an indication of failure. [20]. 

 

Fig. 6 Stress-strain curve with progressive damage degradation 

The damage parameter D, governing the failure model, is defined by the equation: 

       (2) 

where  is equivalent plastic strain, and is plastic strain at failure. Damage parameter 

D is changing from 0 (non-damaged) to 1 (material failure). At arbitrary time increment 

in the analysis, the damaged stress state is given by the scalar damage equation:    

       (3) 
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where  is the effective (undamaged) stress calculated in the current increment. For the 

ductile damage initiation, the model assumes that the equivalent plastic strain at the 

damage onset  is function of stress triaxiality η and equivalent plastic strain rate : 

        (4) 
Damage evolution defines the post damage-initiation material behavior. The equivalent 

plastic displacement , after damage initiation, is defined according to equation: 

        (5) 
where L is the characteristic mesh element length. Parameter relates to elongation of 

the element from damage initiation to failure. Severely damaged elements, reaching the 

maximum degradation limit, are deleted from the model thus achieving the specimen 

geometry separation. Assuming the constant stress triaxiality and strain rate, material 

damage behavior is strongly dependant on damage initiation fracture strain parameter 

and damage evolution displacement at failure parameter [20-25]. The comparison of 

several Ductile Damage Models (DDM) is shown in Fig. 7, with parameters given in 

Table 2. 

Table 2 Ductile Damage Models parameters 

Model L [mm]   [mm] 
DDM 1 0.5 0.08 0.005 

DDM 2 0.5 0.08 0.1 

DDM 3 0.5 0.20 0.005 

DDM 4 0.5 0.20 0.1 

 

Fig. 7 Fracture surfaces of tensile specimens: (a) DDM 1, (b) DDM 2, (c) DDM 3 and (d) 

DDM 4 

It can be observed that increase in fracture strain value leads to fracture ductility with 

more prominent necking effect, and increased concavity of the fracture surface. 

Displacement at failure affects the element elongation from damage initiation to failure. 
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WELDED JOINT - MODEL EVOLUTION 

The purpose of welded joint model is to describe the overall weld behaviour in scope of 

numerical simulations application. Due to the existence of heterogeneity, localization of 

mechanical properties is extremely important for the development of a realistic welded 

joint model. The authors have investigated several Welded Joint Models (WJM) gradually 

upgrading them according to the degree of complexity, shown in Fig. 8. 

WJM 1 is basic model that includes BM + WM + BM zones. Construction of this 

model requires material properties only on general scale that can be obtained using the 

standard size specimens located in BM and All-Weld Metal (AWM). Depending on the 

mismatch of material properties, fracture will occur either in BM or WM. 

WJM 2 is an upgraded model that includes BM + HAZ + WM + HAZ + BM zones. 

General material properties of HAZ zone need to be determined, and ASTM E8 tensile 

subsize specimens are suitable for this purpose, Fig. 1. Considering the mechanical 

properties, and material mismatch, failure will occur in the weakest zone. 

WJM 3 is the final, most complex, fully segmented model that includes BM + HAZ + 

WM + HAZ + BM zones (24 + 1 + 24 = 49 segments). Using the MTS method, material 

properties are determined for specific segments, and corresponding model is constructed. 

Failure can be precisely located in most damage prone segment. This model is an 

improvement against the earlier status, giving more accurate predictions. 

 

Fig. 8 Welded Joint Models (WDM) evolution: (a) WJM 1 basic, (b) WJM 2 upgraded and 

(c) WJM 3 segmented model 
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RESULTS AND DISCUSSION 

TENSILE TESTING SIMULATION 

Finite element analysis of all tensile tests in scope of this work is done using the 

ABAQUS/Explicit. ASTM E8 tensile large size flat sheet specimens positioned in 

transverse direction to welded joint is modelled. Their dimensions are L = 200 mm, A = 

57 mm, B = 62.6 mm, C = 20 mm, W = 12.5 mm, and thickness T = 5 mm. Specimens are 

meshed using the hexahedral C3D8 element. Fine mesh is used in the whole reduced 

section volume (A x W x T), with characteristic element length of L = 0.5 mm. Selected 

mesh element size is in accordance with previous study done by Yan et al. indicating that 

0.5 mm element could not affect the accuracy of fracture simulation [22]. Bottom grip 

section of specimen is fully clamped, while top grip section is subjected to displacement, 

simulating the tensile loading conditions, Fig. 9. 

 

Fig. 9 Tensile flat sheet specimen ASTM E8 (a) FE model, (b) WJM 1 and (c) WJM 2 model 

Initial considerations and simulations address models WJM 1 and WJM 2 based on the 

material properties on general scale, with fundamental welded joint heterogeneity taken 

into consideration. Simulations were carried out with the purpose of determining the 

location of tensile specimen breakage due to the various combinations of welded joint 

material properties mismatch. Material properties can be either under-matched (UM) or 

over-matched (OM), while matched properties are not considered here and thus 

simulated. Based on the results of ASTM E8 tensile subsize specimens testing for 

determination of welded joint properties on general scale, four steel materials are 
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identified and implemented into models. Their strength and damage parameters are given 

in Table 3. 

Table 3 Strength and damage properties from ASTM E8 tensile testing on general scale 

Material Rp0.2 [MPa] Rm [MPa] 
 [mm] 

Steel 1 760 810 0.2 0.05 

Steel 2 780 835 0.09 0.005 

Steel 3 785 840 0.12 0.02 

Steel 4 800 860 0.18 0.01 

The comparison of several WJM 1 and WJM 2 models with strength mismatch and 

damage variations is shown in Fig. 10, with material variations and mismatch factors M 

given in Table 4. 

 

Fig. 10 Fracture locations for WJM 1 and WJM 2 models, based on material properties 

mismatch 
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Table 4 Mismatch material variations for WJM 1 and WJM 2 models 

Model BM    WM   HAZ       M 

WJM 1 A Steel 1 Steel 4 - 1.053 (OM) 

WJM 1 B Steel 4 Steel 2 - 0.975 (UM) 

WJM 2 A Steel 1 Steel 4 Steel 2 1.053 (OM) 

WJM 2 B Steel 2 Steel 4 Steel 1 1.026 (OM) 

WJM 2 C Steel 4 Steel 2 Steel 3  0.975 (UM) 

It can be observed that fracture of all simulated samples occurs in the material region 

with the lowest strength, corresponding to Steel 1 or 2 material. Using te WJM 1 and 

WJM 2 models, with known strength data of individual zones of the material, even at a 

general level, predictions of the critical locations where breakage will occur can be 

simulated. Damage parameters define the fracture geometry and evolution, as depicted by 

DDM models. 

After performing analyzes of simple models WJM 1 and WJM 2, the fully segmented 

welded joint model WJM 3, which describes the welded joint heterogeneity in detail, is 

integrated into tensile specimen model. Same tensile specimen geometry per ASTM E8 as 

well as numerical modeling preparation and conditions are applied. Purpose of this model 

is to accurately represent the real damage response, therefore previously determined 

material properties from MTS testing are used. Elastic modulus is experimentally 

determined for each of the 25 material segments, while Poisson’s ratio of 0.3 is used. 

Tensile specimen with WJM 3 is shown in Fig. 11. 

 

Fig. 11 Tensile specimen WJM 3 (a) FE model and (b) fully segmented welded joint model 
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Fig. 12 Tensile testing FE analysis using WJM 3 model (a) stress-strain diagram and (b) 

specimen fracture location 

WJM 3 tensile specimen failed in segment with lowest UTS value, corresponding to 

MTS R1 located in the BM zone. This is in an agreement with slightly over-matching 

WM, and local strength variations in BM. Stress-strain curve from FE analysis is 

compared with experimental curve for MTS R1 specimen. Good correlation can be 

observed, Fig. 12. Ductile damage parameters for MTS R1 specimen material are given in 

Table 5. It can be concluded that this damage model has the most similarities with DDM2 

model, resulting in similar necking behavior and fracture surface appearance, Table 2 and 

Fig. 7. 

Observing the numerically simulated damage behaviour of tensile specimen, initiation 

of ductile fracture is located at the central position of the necking region, which is 

generally expected during the experimental tensile testing. Tensile specimen behaviour is 

simulated and the corresponding steps are shown in Fig. 12. 

a) 

b) 



Mathematical Modelling of Weld Phenomena 13 

426 

 

Table 5 Ductile Damage parameters for transverse tensile testing of WJM 3 model 

Model L [mm]   [mm] 
MTS R1 0.5 0.065 0.068 

CONCLUSION 

The paper addresses the heterogeneity of welded joint made of HSS steel, using 

experimental methods and proposing a model for application in computer simulations. 

The primary conclusions are as follows: 

• Detailed characterization of mechanical properties throughout the heterogeneous 

welded joint is extremely important for the development of a realistic welded 

joint model. Material properties in narrow segments can be determined using the 

MTS experimental method. 

• Simple WJM 1 and WJM 2 models enable predictions of the critical locations in 

scope of welded joint where breakage will occur.  

• Evolution of welded joint models is done in order to build a model suitable for 

describing the heterogeneity of the welded joint. Finally, WJM 3 fully segmented 

model is proposed. 

• Tensile testing FEM damage simulation shows the ability of welded joint model 

to replicate the experimental response. Model is able to predict the exact fracture 

location. 

• Segmented welded joint model has potential for similar applications where it is 

necessary to describe the heterogeneity of the welded joint. 
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ABSTRACT 

The introduction of tack welding by large-heat-input welding instead of using an out-of-plane constraint 

has been considered for butt welding automation. However, the occurrence of solidification cracking in 

welding is a major issue in large-heat-input welding. Solidification cracking is a welding defect that can 

significantly reduce the strength of weld joints and structures; therefore, it is important to predict its 

occurrence for its prevention. Solidification cracking is a phenomenon caused by the interaction of 

mechanical and metallurgical factors and it is known to have a tendency to occur where columnar 

crystals collide. In the present study, we proposed a numerical analysis method to evaluate the 

occurrence of solidification cracking in welding using the thermal elastic-plastic analysis using finite 

element method (FEM) while considering mechanical and metallurgical factors. As a mechanical factor, 

a cracking evaluation index using the increment of plastic strain that occurs in the solidification brittle 

temperature range (BTR) during the cooling process is proposed. As a metallurgical factor, the 

solidification shrinkage strain and the strength of the solid-liquid coexistence region that changes with 

the solid fraction are modelled. In addition, we proposed a simplified method for predicting the direction 

of columnar crystal growth using temperature gradients in the BTR. The proposed method was applied 

to butt welding, and the effect of welding conditions on solidification crack generation was investigated. 

It was found that the direction of columnar crystal growth predicted by the simplified method using 

temperature gradient in the BTR was in good agreement with the experimental results. In addition, the 

crack generation positions obtained with an evaluation index using the plastic strain increment in the 

BTR were in good agreement with the cracking positions observed in experiments. The influence of the 

solidification shrinkage strain on solidification crack generation was examined in terms of the relation 

between the collision angle of columnar crystals and the restraining state around the melting part. Based 

on these results, it can be concluded that the effects of mechanical and metallurgical factors on 

solidification cracking in welding can be analysed using the proposed method. 

 

Keywords: Solidification cracking in welding, Thermal elastic-plastic FEM, Plastic strain increment in 

the BTR, Solid fraction, Solidification shrinkage, Crystal growth direction. 

INTRODUCTION  

In recent years, the Japanese shipbuilding industry has been attempting to automate 

welding due to the difficulty in securing welding workers [1]. This is partly due to the 

increase in welding operations as vessels have become larger in order to reduce 

transportation costs. In automated welding, as shown in Fig. 1, the out-of-plane constraint 
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is required to be changed to in-plane tack welding from the viewpoint of operability. In 

this case, it is necessary to re-melt the in-plane tack welding from the viewpoint of weld 

quality, and welding with a large heat input is required. However, there is concern about 

the occurrence of weld solidification cracking during large-heat-input welding [2]. Weld 

solidification cracking is a welding defect that occurs when large tensile strain is applied 

in the temperature range just below the melting point of the weld metal as it solidifies and 

can significantly reduce the integrity of the weld part [3-5]. Therefore, non-destructive 

testing is performed after welding on welds where cracking is likely to occur, and if 

cracking is confirmed, then repair welding is performed, which is one of the reasons for 

the increase in manufacturing costs. Thus, it is important to establish an analytical method 

that can predict the occurrence of weld solidification cracking and study the effects of 

various factors. 

In the present study, a solidification cracking analysis method that can take into 

account metallurgical solidification phenomena and mechanical strain behaviour in the 

molten part is proposed. As a metallurgical factor, the relationship between the brittle 

temperature range (BTR) and the solid fraction determined from the metal composition 

and the solidification shrinkage strain calculated from the solid fraction are considered in 

the evaluation of BTR plastic strain by the thermal elastic-plastic analysis using finite 

element method (FEM). A simple method for predicting the direction of columnar crystal 

growth, which affects the location of solidification cracking, is also proposed using the 

temperature gradient. And proposed method is used to evaluate the collision angle at 

which columnar crystals collide with each other. 

Then, the developed method is applied to large-heat-input butt welding in order to 

demonstrate the validity of the proposed method through comparison with experimental 

results. In addition, the effects of welding deformation as a mechanical factor and 

solidification shrinkage strain as a metallurgical factor on the solidification cracking are 

also discussed. 

Through the above studies, we show the utility of the plastic strain increment in the 

BTR for the evaluation of solidification cracking initiation and clarify that the crack 

initiation location can be predicted by considering both mechanical and metallurgical 

factors. 

Before AfterFor welding automation

Impassable Passable
 

Fig. 1 Transition of constraint states for butt welding automation 
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HOT CRACKING ANALYSIS METHOD 

The occurrence of weld solidification cracking is affected by phenomena associated with 

both the solidification of the molten metal and the welding deformation of the entire 

member due to locally large heat input. 

In the present study, we propose a solidification cracking analysis method that can take 

into account the effects of metallurgical and mechanical factors using thermal elastic-

plastic analysis using FEM, which is used to analyse weld deformation and residual 

stresses. Specifically, the shrinkage associated with the solidification in the BTR and the 

strength of the molten metal are considered in thermal elastic-plastic analysis using FEM 

while reproducing the progress of solidification based on the relationship between the 

solid fraction and temperature in the BTR. An evaluation index for solidification cracking 

using the plastic strain in the BTR is also proposed. In addition, we propose a simple 

method for predicting the direction of columnar crystal growth, which has a significant 

influence on the occurrence of solidification cracking in heat conduction FEM. Since the 

solidification cracking analysis requires the detailed elements in the weld part, an efficient 

simulation was achieved using a large-scale thermal elastic-plastic analysis method 

referred to as the idealized explicit finite element method (IEFEM) [6]. 

This section describes the details of the analysis method for solidification cracking 

proposed by authors.  

MATERIAL CONSTANTS FOR HOT CRACKING ANALYSIS 

In thermal elastic-plastic analysis using FEM, the temperature and mechanical fields from 

the heating process to the cooling process by welding are sequentially analysed based on 

the temperature dependency of the material properties. Fig. 2 shows the temperature 

dependent material properties of Japanese Industrial Standards G 3106 SM490A [7]. In 

the present study, in addition to setting the material properties used in general welding 

mechanics analysis, a method for setting material properties in the BTR was proposed for 

the analysis of solidification cracking. 
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Fig. 2 Temperature dependent material properties of Japanese Industrial Standards G 3106 

SM490A [7] 
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Relationship between temperature and solid fraction 

In solidification cracking analysis, it is necessary to consider the progress of solidification 

of the molten metal. In the present study, the progress of solidification was represented by 

determining the solid fraction of each element from the temperature obtained by the heat 

conduction FEM. Table 1 shows the chemical composition of JIS G 3106 SM490A [7]. 

In the present study, the three elements shown in Table 2 were used in a simplified 

calculation model of micro-segregation proposed by Clyne et al [8]. The derived 

relationship between the temperature and the solid fraction is shown in Fig. 3. The figure 

shows that the BTR is 110°C, from 1390°C to 1500°C. 

Table 1 Chemical composition of JIS G 3106 SM490A [7] 

Composition 

(wt%) 

C Si Mn P S 

0.16 0.24 1.51 0.012 0.005 

Table 2 Thermophysical data [8]  

Element k D α mi C0 

C 
δ 0.200 6.4e-3 64 90 

0.160 
γ 0.360 6.4e-4 6.4 70 

P 
δ 0.130 4.0e-5 0.4 50 

0.012 
γ 0.060 2.5e-6 0.025 50 

S 
δ 0.060 1.6e-4 1.6 20 

0.005 
γ 0.015 3.9e-5 0.39 20 
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Fig. 3 Relationship between temperature and solid fraction in BTR 
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Solidification shrinkage strain 

During solidification of a molten metal, the liquid phase is pulled toward the solid 

phase due to the solidification shrinkage strain εsh caused by the density difference 

between the liquid and solid metals. Specifically, in carbon steel, it is known that there is 

a density difference of approximately 3.0% [9,10] and its influence cannot be ignored 

compared to the critical strain for crack initiation [11]. This causes a solidification 

shrinkage strain of approximately 1.0 % in one direction.  

The increment of the solidification shrinkage strain Δεsh when the solid fraction fs 

changes in the BTR can be expressed as follows: 

1s

sh s

l

f





 
 =  − 

         
 

where ρs is the density of solid, ρl is the density of liquid, and (ρs /ρl -1) on the right-hand 

side is the solidification shrinkage coefficient [12,13]. 

In the present study, (ρs/ρl -1) is defined as 0.03, and, based on the relationship between 

temperature and solid fraction shown in Fig. 3, solidification shrinkage is considered as 

thermal strain by introducing the increment of solidification shrinkage strain into the 

thermal expansion coefficient, as shown in Fig. 2. 

Strength of molten metal 

When considering shrinkage around molten metal, it is important to reproduce the 

difference in strength between solid and liquid metals. For example, rather than the solid 

phase which has higher strength, the liquid phase which has lower strength, is tensile due 

to solidification shrinkage. 

It has been confirmed through high-temperature tensile tests that molten metals can 

retain a stress of approximately 1.0 MPa near the solidus temperature due to partial 

crystal bonding caused by solidification [14]. Therefore, the yield stress at 1390°C, which 

is the solidus temperature, was set to 1.0 MPa in the present study. In the temperature 

range above the liquidus temperature, the strength of the molten metal is considered to be 

approximately zero. It is thought that the strength of the molten metal can be reproduced 

by making the yield stress very small above the liquidus temperature in the thermal 

elastic-plastic analysis using FEM. However, if the yield stress is set to be too small, the 

analysis becomes unstable. In the present study, therefore, a value of 0.1 MPa, which is 

sufficiently smaller than 1.0 MPa, was used. In the BTR, the yield stress is assumed to be 

proportional to the solid phase ratio, as shown in Fig. 4. 

(1) 
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Fig. 4 Relationship between Yield stress in BTR and solid fraction 

HOT CRACKING EVALUATION INDEX 

Solidification cracking is evaluated by the displacement and strain acting on the weld 

metal in the BTR, and cracking occurs when these values exceed the critical ductility 

curve, as shown in Fig. 5 [15]. In other words, the amount of strain generated in the BTR 

is important to evaluate the occurrence of solidification cracking. 

BTR
(Brittle Temperature Range)

S
tr

ai
n

Liquid Solid

Ductility curve

Temperature

( )
 

Fig. 5 Schematic illustration of initiation of solidification cracking 

Strain in the thermal elastic-plastic analysis using FEM is defined as the strain used in 

ordinary elastic-plastic analysis and the thermal strain. In addition to these strains, it is 

necessary to consider the solidification shrinkage strain associated with the solidification 

of the molten metal in solidification cracking analysis, as described above. In other words, 

the total strain increment is the sum of the elastic strain increment ∆εe, the plastic strain 

increment ∆εp, the thermal strain increment ∆εT and the solidification shrinkage strain 

increment ∆εsh, as shown in the following equation: 
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e p T sh     =  +  +  +       (2) 

On the other hand, solidification shrinkage is a phenomenon in which liquid metal 

shrinks during solidification. Therefore, the solidification shrinkage strain increment ∆εsh 

shown in Equation (2) is a negative strain that represents shrinkage in the BTR and 

contributes to solidification cracking. Accordingly, it is necessary to use an index that can 

evaluate the effect of the solidification shrinkage strain increment on solidification 

cracking. 

In the present study, the plastic strain increment in the BTR 
p

BTR
  shown in Fig. 6 is 

considered as an evaluation index of solidification cracking. As shown in the figure, this 

represents the difference in plastic strain when the liquidus and solidus temperatures are 

reached during the cooling process. Note that the weld part can be evaluated as tensile due 

to the negative strain increment caused by solidification shrinkage strain. In the present 

study, the plastic strain increment in the BTR was calculated by the thermal elastic-plastic 

analysis using FEM as follows: 

( )
1

0

( )

,
, ,

t

t

n

p I p

BTR i ii

I n

i x y z 
=

 =  =
      

where t0 is the solidification start time, t1 is the solidification completion time, 
0t

n  is the 

solidification start time step, 
1t

n  is the solidification completion time step, and 
( )I p

ii
  is 

the plastic strain increment in direction i at time step I. 
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Fig. 6 Schematic illustration of plastic strain increment in BTR during cooling 

Solidification cracking is classified into cracking at the position at which the dendrite 

tips collide and cracking that occurs between neighbouring dendrites. Both types of 

cracking are considered to be caused by strain perpendicular to the liquid film. In the 

present study, the plastic strain increment in the BTR during the cooling process was used 

to evaluate the solidification cracking at the position at which the dendrite tips collide. 

(3) 
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SIMPLIFIED PREDICTION OF COLUMNAR CRYSTAL GROWTH DIRECTION 

The solidification morphology of molten metal during welding is determined by the 

temperature gradient and cooling rate and is generally columnar solidification consisting 

of cells or dendrites [16]. 

In the research field of metallurgy, the influence of the direction of crystal growth of 

the molten metal on solidification cracking has been studied. The relationship between the 

collision angle of columnar crystals and crack initiation has been evaluated based on grain 

boundary energy [17,18], and it has been reported that solidification cracking is more 

likely to occur when the collision angle is large [19,20]. In the present study, the direction 

of solidification growth of columnar crystals and the collision angle between columnar 

crystals are calculated simply as shown in Fig. 7 using a simplified prediction method for 

the direction of columnar crystal growth based on the heat conduction analysis using 

FEM. The direction of growth of columnar crystals in the molten pool is assumed to be 

the direction of the maximum temperature gradient when each element reaches the BTR 

in the cooling process, which is defined as the temperature gradient vector in the BTR 

GBTR: 

1

m

BTR

N N N
G T

x y z

  


=

   
= + + 

   
 i j k

         

where Nα is the shape function in the FEM, m is the number of nodes per element, i, j and 

k are basis vectors in the directions, and Tα is the temperature of each node when each 

element reaches the BTR in the cooling process. 

Temperature gradient in BTR

≒ Solidification growth direction

1500

［℃］

300 01350 1200 1050 900 750 600 450 150

 

Fig. 7 Temperature gradient vector in BTR for columnar crystal growth direction 

By using the temperature gradient vector in the BTR GBTR, the direction of columnar 

crystal growth can be easily predicted. Furthermore, the position of cracking generation is 

evaluated using the collision angle of the columnar crystals. It has been reported that the 

collision angle of columnar crystals has a significant effect on crack initiation [19,20]. 

Moreover, it is known that solidification cracking is likely to occur where columnar 

crystals collide and a liquid film which remains over a wide area. 

(4) 
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In the present study, the solidification form that is prone to cracking is investigated in 

the relationship between the temperature gradient vector in the BTR GBTR and the plastic 

strain increment in the BTR 
p

BTR
  generated in the weld zone. 

IDEALIZED EXPLICIT FEM 

Analysis of solidification cracking requires detailed temperature and strain distribution 

histories in the weld zone. As such, it is necessary to place fine elements around the 

melting zone. The IEFEM is an analytical method based on the dynamic explicit FEM 

that can perform large-scale thermal elastic-plastic analysis at high speed and with little 

memory [6]. This section provides an overview of the analysis method. 

In the IEFEM, the following steps are followed, as shown in Fig. 8. 

(1) In the welding transient state, load and temperature increments are applied and 

the state is maintained. 

(2) Calculate the displacement until static equilibrium is reached based on Equation 

(5) of the dynamic explicit FEM. 

(3) When a static equilibrium state is obtained, return to step (1) to calculate the next 

load step. 
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Fig. 8 Schematic illustration of Idealized Explicit FEM (IEFEM) 

where [M], [C], [B], and {σ} are the mass matrix, damping matrix, displacement-strain 

relation matrix and stress vector, respectively. {U}t+Δt, {U}t, {U}t-Δt and {F}t are the 

displacement vectors at times t+Δt, t and t-Δt and the load vector at time t. Moreover, Ne 
is the number of elements in the analysis model, and Ve is the volume of the elements. By 

making the mass matrix [M] and the damping matrix [C] nodal-intensive diagonal matrix, 

(5) 
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the matrices operations in Equation (5) are no longer simultaneous equations and can be 

analysed with less memory.  

Since the effects of the inertia and damping terms become negligible once the static 

equilibrium state is obtained by the above calculation procedure, in the process of 

obtaining the static equilibrium state in the calculation procedure of steps (1) and (2), the 

mass matrix [M] and the damping matrix [C] can be adjusted to reduce the time steps 

required to reach static equilibrium. 

By using the above calculation procedure, the IEFEM can be analysed based on the 

dynamic explicit FEM while considering convergence to a static equilibrium state. The 

accuracy of the analysis is equivalent to that of the static implicit FEM, while achieving 

high speed and reduced memory requirements. 

APPLICATION OF PROPOSED METHOD TO LARGE-HEAT-INPUT BUTT 

WELDING 

ANALYSIS MODEL AND CONDITIONS 

In order to investigate the validity of the solidification cracking analysis method presented 

in the previous section, the proposed method was applied to large-heat-input butt welding. 

A JIS G 3106 SM490A steel plate was used as the test specimen. Downward single-sided 

welding was performed using GMAW. A JIS Z 3313 T49J 0 T5-1 C A-U flux-core wire 

was used, and a groove filler was sprayed in the groove to stabilize the molten pool. As 

shown in Fig. 9, the process of joining two steel plates of 600 mm in length, 150 mm in 

width and 25 mm in thickness by butt welding was studied.  

y

z

x
200 mm

Plate thickness: 25 mm

Nodes: 1,421,065 

Elements: 1,336,036

Total step of analysis: 10,520 steps
 

Fig. 9 Shape and size of test plates of butt welding 

Tab plates of 150 mm in length, 150 mm in half-width and 25 mm in thickness were 

attached to the start and end of the base plates. Tack welds of 50 mm in length and 5 mm 
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in thickness were installed at x = 125 mm, 425 mm and 725 mm, and constraint plates 

were attached on the opposite side of the welding at x = 200 mm, 440 mm and 680 mm, 

as shown in Fig. 9 (b). The constraint plate has a U-shape with a width of 300 mm, a 

height of 200 mm and a thickness of 20 mm. The weld start position is x = 50 mm and the 

weld end position is x = 850 mm, i.e., the weld length is 800 mm. The 800 mm welding 

line is divided into 800 elements in the direction of the weld line and unequal elements in 

the direction of the plate width. The weld part is a V-groove with a 35° groove angle and 

a root gap of 5 mm. The model shape of the weld metal is based on the experimental 

cross-sectional macro photograph. The number of nodes and elements are 1,122,416 and 

1,059,664, respectively. The current, voltage, welding speed and thermal efficiency were 

set to 520 A, 43 V, 250 mm/min, and 0.6, respectively, meaning that the heat input is 

3,219.8 J/mm. To show the validity of the proposed method, a comparison was made with 

experimental results under the same conditions. At the start of the heat conduction 

analysis using FEM, the element corresponding to the weld metal was disabled, and the 

element was activated when the torch reached the weld during welding. At the beginning 

of the heat conduction analysis using FEM, the element corresponding to the weld metal 

was disabled, and the element was activated when the torch reached the weld during 

welding. The room temperature was set at 20°C. 

INVESTIGATION OF PENETRATION SHAPE AND COLLISION ANGLE OF COLUMNAR CRYSTALS 

In this section, we investigate the validity of a simple method for predicting the direction 

of columnar crystal growth. This method is a simplified prediction that assumes the 

direction of macroscopic epitaxial growth and does not assume the morphology of the 

base metal, anisotropy in the direction of preferential growth or crystal size. Fig. 10 (a) 

shows a cross-sectional macro photograph and Fig. 10 (b) shows the penetration shape 

and the distribution of the temperature gradient vector in the BTR obtained from the heat 

conduction analysis using FEM. Based on these figures, it can be confirmed that the 

penetration shape obtained by proposed analysis is in good agreement with the 

experimental results. 
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Fig. 10 Penetration shape and direction of columnar crystal growth: (a) Experimental result, 

(b) Analysis result 
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The collision angles were calculated at each of the 14 points at which the vertical line 

passing through the centre of the welding line. The collision angles obtained from 

experiments and from the temperature gradient vector in the BTR are compared, as shown 

in Fig. 11. 
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Fig. 11 Collision angle as determined by analysis and experimental results along A-A' 

The experimental results were derived from cross-sectional macro photographs 

obtained from three different cross sections of the same test. The figure shows that the 

experimental results are highly repeatable with little variation. It can also be seen that the 

collision angles are close to 180 degrees in the entire plate thickness direction, especially 

at the upper part, where columnar crystals collide. It can also be found that the 

distribution trends of the collision angles in the experimental result and analysis results 

are in good agreement. These results suggest that the temperature gradient vector in the 

BTR can be used to predict the growth direction and collision angle of columnar crystals 

with a certain degree of accuracy. 

EVALUATION OF SOLIDIFICATION CRACKING INITIATION 

In this section, the analysis of the proposed method considering solidification shrinkage 

strain is performed and compared with the experimental results for the cracking position. 

Fig. 12 (a) show the distribution of the BTR plastic strain increment in the transverse 

section at x = 425 mm. Fig. 12 (b) shows the experimental cross-sectional macro 

photographs at x = 425 mm. 
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Fig. 12 Distribution of plastic strain increment in BTR and cracking position on transverse 

cross section at x = 425 mm: (a) Analysis result, (b) Experimental result 

In this figure, large tensile plastic strain increment in the BTR of approximately 3.0% 

is observed at the upper part. As shown in Fig. 12 (b), the experimental results show that 

cracking occurs at the upper part, and the cracking position is in good agreement with the 

position of the large tensile plastic strain increment in the BTR obtained by using the 

proposed method. 

Fig. 13 (a) shows the distribution of the plastic strain increment in the BTR in the 

longitudinal section along the welding line, and Fig. 13 (b) shows the cracking position in 

the experiment. In Fig. 13 (a), a large plastic strain increment in the BTR can be observed 

over a wide area behind the tack weld position at the middle and end of the welding line. 

In addition, from Figs. 13 (a) and 13 (b), it is shown that cracking occurs at the same 

locations as those with a large plastic strain increment in the BTR. From these figures, it 

is found that the proposed method can evaluate solidification cracking initiation in the 

longitudinal direction as well. 
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Fig. 13 Distribution of plastic strain increment in BTR and experimentally obtained cracking 

position: (a) Analysis result, (b) Experimental result 
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In the above results, it was shown that the proposed method can predict the crack 

position in both the thickness direction and the longitudinal direction in the solidification 

cracking evaluation. 

EFFECT OF SOLIDIFICATION MORPHOLOGY ON CRACK INITIATION 

In this section, the effect of solidification shrinkage strain on the distribution of plastic 

strain increment in the BTR is examined. As described above, in the transverse section at 

x = 425 mm, the crystals collided in the upper part, which is a cracking-prone 

solidification condition. 

Analyses were conducted using the conventional method without considering 

solidification shrinkage strain and the proposed method with solidification shrinkage 

strain. Fig. 14 shows the distribution of the plastic strain increment in the BTR along line 

A-A’ of the cross section at x = 425 mm for the comparison of the influence without or 

with solidification shrinkage strain.  
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Fig. 14 Influence of solidification shrinkage on plastic strain increment in BTR along A-A’ 

Fig. 14 shows that the effect of solidification shrinkage strain is not uniform 

throughout the weld metal, but rather varies depending on the cooling conditions at each 

position. With the conventional method that does not consider solidification shrinkage 

strain, it can be confirmed that a tensile plastic strain increment in the BTR of less than 

0.2% is distributed throughout the entire plate thickness direction. With the proposed 

method, which takes into account the solidification shrinkage strain, a large tensile plastic 

strain increment in the BTR of approximately 3.0% can be confirmed at the upper part. In 

other words, a large plastic strain increment in the BTR was generated due to the large 

influence of solidification shrinkage strain at upper part. 

Fig. 15 shows the temperature distributions on lines X-X' and Y-Y' in the figure at the 

start of solidification. Line X-X' is located at the upper part where the crystals collide, and 
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line Y-Y' is located at the backside where a small plastic strain increment in the BTR is 

generated. 
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Fig. 15 Temperature distribution in transverse cross section at the start of solidification at x 

=425 mm 

Fig. 15 shows that the temperature gradient in the width direction is large on line X-X' 

at the upper part, i.e., the distance from the region of the solid phase where stiffness is 

recovered to the BTR is small. On line Y-Y' of the backside of the weld metal where the 

collision angle is smaller, the temperature gradient in the width direction is small, i.e., the 

distance from the region of the solid phase to the BTR is large. In other words, when 

solidification shrinkage occurs at the upper part of the weld metal, there is greater 

restraint from the region of solid phase. This is considered to cause cracking 

susceptibility, due to the greater effect of solidification shrinkage strain. 

The above suggests that solidification cracking is likely to occur at the position at 

which columnar crystals collide, because the effect of solidification shrinkage strain 

becomes large due to the large surrounding restraints. 

CONCLUSIONS 

In the present study, a new evaluation method for solidification cracking initiation based 

on the thermal elastic-plastic analysis using FEM considering mechanical and 

metallurgical factors is proposed. As metallurgical factors, the direction of solidification 

growth was simply predicted using the temperature gradient vector in the BTR, and the 

cracking position was evaluated based on the collision angle of columnar crystals. 

Analysis was also conducted considering solidification shrinkage strain based on the 

relationship between temperature and solid fraction in the BTR. From a mechanical point 

of view, the strain generated in the weld zone was evaluated using the plastic strain 

increment in the BTR. Furthermore, the proposed method was applied to large-heat-input 

butt welding.  

The results showed the validity of a simple evaluation method for the direction of 

columnar crystal growth using the temperature gradient vector in the BTR and a 
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solidification cracking evaluation method using the plastic strain increment in the BTR. 

This indicates that the proposed method can be used to predict the cracking position. 

In addition, it was found that the position at which the collision angle is close to 180° 

and the crystals collide provides greater restraint against solidification shrinkage, 

suggesting that the tensile strain at the weld is large, i.e., such solidification morphology 

is prone to solidification cracking. 
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ABSTRACT 

To improve the assessment methods of the cold cracking risk, the usage of the Tekken welding test is 

proposed. The test load is generated by the residual stresses, whose magnitude is controlled by the size 

of the Tekken mock-up. In order to conduct a subsequent test benchmarking campaign, the optimum 

dimensions providing a suitable, realistic load are sought. A 2D computational model is developed to 

answer this question. A range of thicknesses from 15 mm to 150 mm is investigated. An enrichment by 

experimental data allows predictions with a great level of confidence. For the welding parameters and 

metals selected, it is found that the level evolution of the self-restraint conditions reaches a stabilization 

above a thickness of 50 mm. Moreover, the non-negligible effect of the solid-solid phase transformation 

induced material property changes is highlighted. 

 

Keywords: cold cracking, residual stresses, Tekken test, metallic microstructure, nuclear industry 

INTRODUCTION 

GENERAL BACKGROUND 

As one of the world’s major electricity operators and with 73 operating reactors on 

several continents, the EDF group faces some technical challenges in maintaining and 

modernizing its fleet of nuclear power plants. The research presented here is motivated by 

the need to qualify innovative repair methods and accredit them with the local regulatory 

bodies. More precisely, we are focusing on repair methods using nickel-based alloys for 

ferritic steel components of the nuclear steam supply system, the core element of a 

pressurized water reactor. 

Part of the technical solution explored here is focused on cladding using multi-pass 

welding, optimized with bead tempering principles [1]–[6] in place of additional 
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conventional heatings to tackle their difficulties of execution. Indeed, these additional 

heating steps are generally applied [7] for such massive parts to meet a high level of 

quality and safety of the welding bead deposition during the manufacturing processes [8], 

as well as for repair operations only if the component can be accessible or disassembled 

and manipulated. However, in contrast with the oil & gas industry, most of the elements 

constituting a nuclear reactor cannot be easily accessible or removed, because of reduced 

space, structural embedment, and radioactivity (often from the component itself). 

Therefore, to address the necessity to increase the expertise on these innovative 

methods prior to their deployment in the nuclear industry, several experimental and 

numerical analyses are being conducted. Among others, the base metal resistance to cold 

cracking [8] must be assessed in the weld configuration proposed for these new methods 

(this is also known as hydrogen assisted cold cracking, delayed cracking, or under-bead 

cracking [9]). To conduct this assessment, strong couplings between experiments and 

modelling are of great interest to inform and/or validate each other. Within this research 

project [10], one of the objectives is to establish a comparative benchmark between a 

conventional welding quality test and another, potentially more realistic test, respectively 

the implant and Tekken tests [5], [11]–[15]. Both are allowed by the standard ISO 17642 

for characterizing the risk of cold cracking. This comparison allows the following to be 

assessed: 

• First, the performance of the Tekken test in comparison with the implant test. The 

latter is historically used in France for welding process qualification of 

potentially susceptible components. 

• Second, the accuracy of further computational models able to quantify the 

margins against cold cracking. 

All the modelling presented here was undertaken using the platform Salome_Meca 

[16]. The finite element solver used was Code_Aster [17]. Both are open-source software 

and code developed by EDF with other partners. 

TEKKEN TEST: LITERATURE REVIEW 

The Tekken test was conceived and developed by the Technical Research Institute of the 

Japanese National Railways [11]. This is a self-restraint test made from a plane-slotted 

specimen, as shown in Fig. 1. High stress state is achieved by the slot/slit and groove 

characteristics and the mock-up thickness [14], [18], [19]. It was principally designed for 

quantitatively assessing base metal weldability in a configuration representative of the 

intended application thanks to its massiveness and intrinsic architecture. The Tekken test 

focuses mainly on assessing the risk of cold cracking. It can be also used for other defect 

types within the base and/or the weld metal. It requires good repeatability in the case of 

non-cracking to confirm this result. The Tekken specimen has been studied by a number 

of researchers who have provided relevant conclusions on the slot/slit types, shapes, and 

locations within this monolithic mock-up [20]–[23]. However, it is still difficult to 

estimate or even to find in the literature accurate details of the stress state surrounding the 

weld of a Tekken test. 
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METHOD APPROACH 

Based on previous research, it was decided to conduct this research project [10] with 

centered y-slit Tekken and circular V-notched implant designs. 

In parallel, prior to manufacture the Tekken specimens, it was decided to conduct a 

series of computational studies to optimize the specimen thickness. The local stress level 

increase with thickness, at the expense of higher material consumption. It was decided to 

aim at maximum load in order to generate the highest risk of cold cracking. 

 

GLOBAL VIEW CROSS-SECTIONAL VIEWS 

Fig. 1 Illustration of a Tekken test mock-up ; before & after the weld bead deposition [11] 

A 2D thermo-metallo-mechanical finite element model was constructed to compare the 

evolution of local stress level depending on the mock-up thickness. The 2D idealization 

ensures a good ratio between the calculation duration and sufficient accuracy of the 

results. The model represents a mid-length transverse cross-section of a Tekken mock-up, 

as shown in Fig. 2. This ignores the perturbations at the welding start and stop regions at 

the bead extremities. Models were generated and run for a full range of different mock-up 

thickness (15 mm to 150 mm), allowing rapid identification of the stress state level for 

each Tekken size, for the base and filler metals selected and for welding parameters 

previously defined by parallel experiments. 
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Fig. 2 Illustration of the modelled 2D slice position within the Tekken test mock-up 

MATERIAL DATA 

The base metal employed is from a 18MND5 material batch whose chemical composition 

diverges slightly from specification, allowing it to be treated – only for research 

purposes – as a 16MND5, commonly used for manufacturing reactor pressure vessels. It 

is equivalent to similar specifications such as SA-508 Grade 3 Class 1 or SFVV3 [24], 

[25]. The filler metal utilized is nickel-based alloy 52M, which has been selected 

previously for the proposed repair procedure. A potential application is repairs to the 

nickel-based alloy 182 welds which join the vessel to the bottom-mounted 

instrumentation nozzles. The exact metal chemical compositions are given in Table 1, as 

well as additional details. 

The thermal, metallurgical and mechanical properties used in the simulations have 

been principally identified by several previous studies carried out by EDF with different 

partners [26]. These have been supplemented with updated values from recent studies. In 

order to reliably reproduce the actual mechanical properties of this metal batch after 

quenching-tempering-rolling operations, the initial distribution of micro-constituents was 

assumed to be a mixture made of 61 % ferrite and 39 % bainite (which may not reflect the 

real microstructure composition). 

In addition, some major features considered in all the simulations presented in this 

study can be highlighted. For the base metal: 

• Metallo-dependent elasto-visco-plastic model, including the effects of the solid-

solid phase transformation induced plasticity and of the strain-hardening recovery 

• Grain growth modelling during the austenitization steps (driving parameter for 

the micro-constituent fraction predictions) 

Concerning the filler metal: 
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• Chaboche elasto-visco-plastic model (parameters recently calibrated within 

parallel studies [27], [28]) 

Table 1 Chemical composition analysis of the employed metal batches (values from the 

material certificates provided by the suppliers Creusot-Loire Industries and Special Metals 

Corporation) 

 

In order to refine the microstructure prediction abilities used for the particular chemical 

composition of this steel batch, a specific continuous cooling transformation diagram was 

calculated using a tool recently developed at the Modelling and Simulation Center (EDF 

& The University of Manchester), based on Li’s model [29]–[32]. However, a preliminary 

estimation of the austenitization temperature and prior austenite grain size range that 

could be typically encountered in the gas tungsten arc-welding process was necessary. 

Considering the observations of [29], a range from 3 µm to 130 µm was adopted. Hence, 

the average value (66 µm) and the commonly considered temperature of welding molten 

pools (1 450 °C [33], [34]) were utilized to run this continuous cooling transformation 

diagram calculation. It was directly returned under a table format readable by the 

Code_Aster solver. An overview of this continuous cooling transformation diagram is 

given in Fig. 3. During simulation, the feature enabling this solver to adapt its 

interpretation of the continuous cooling transformation diagram as function of the 

calculated grain size was activated. 
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Fig. 3 Representation of the continuous cooling transformation diagram calculated for the 

base metal (each dotted line represents a cooling rate step) 

SIMULATION: FIRST CALIBRATION & QUALIFICATION 

DILATOMETRY 

Different thermal cycles have been explored using dilatometry testing in parallel studies 

[27], [28], [35]. In a few words, a dilatometry machine measures the material expansion 

as a function of the temperature. It allows investigation at the same time of both 

conventional thermal expansion behavior and solid-solid phase transformation. The 

experimental data produced on the base metal have been used as reference to assess the 

reliability of the numerical continuous cooling transformation data set utilized in the 

welding simulation. Testing has been performed both on the used 16MND5 material lot, 

and also on the SA-508 Grade 3 Class 1 steel. The 2D axisymmetric modelling of the 

dilatometry test specimen (half-rod) comprised an imposed heating temperature 

(reproducing the induction heating), a heat exchange (reproducing the convective loss and 

gas cooling), and the radiation loss. The nodes of one half-rod end were considered as 

embedded along the longitudinal direction, and the nodes of the half-rod axis of symmetry 

as fixed along the transverse direction. The displacement was therefore followed using the 

nodes on the other half-rod end. The mesh was built of 125 linear quadratic elements 

about 400 µm × 400 µm. 

A few examples of the predicted temperature-strain cycles compared with the 

experiments are presented in Fig. 4 & 5. Agreement is generally good, confirming the 

suitability of the calculated continuous cooling behavior. 
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Fig. 4 Comparison between the simulated 16MND5 behavior and the experimental 

observations for this modelled steel (NeT–TG8 project [27], [28]) as well as for the SA-508 

(NNUMAN project [35], [36]) 

 

Fig. 5 Comparison between the simulated 16MND5 behavior and the experimental 

observations for this modelled steel (NeT–TG8 project [27], [28]) as well as for the SA-508 

(NNUMAN project [35], [36]) 
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TEKKEN MODELLING 

MESHING STRATEGY 

As presented above in Fig. 2, only slices representing the mid-length transverse cross-

section of the Tekken mock-ups were modelled in 2D. The meshes were built of linear 

quadratic elements (4 977 for the 30 mm specimen). Particular attention was paid to the 

element refinement and quality in the critical areas surrounding the weld bead. The 

element size adopted in these locations is about 250 µm, and it is gradually increased in 

the remote areas that were expected to be relatively unaffected. The weld bead thickness 

was estimated of 4,5 mm. 

 

Fig. 6 Illustrations of the mesh generated for a mock-up thickness of 30 mm 

The sketching and meshing operations were fully executed using Python command 

script instructions for Salome_Meca. To aid computation, the slices were sub-divided into 

different zones constituting the global geometry and then concatenated. Some illustrations 

of the mesh modelling the 30 mm thick mock-up are given in Fig. 6. 
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Fig. 7 Results of the mesh element quality control, the criterion being based on the shape 

ratio of the quadrangles (size: 30 mm thick) 

The global element quality assessment has shown that 82 % of the elements have an 

aspect ratio inferior at 1,5 , which is considered acceptable for this study (refer to Fig. 7). 

In particular, elements within the heat-affected zone and fusion zone all have relatively 

good aspect ratios despite of the geometry singularities. The method utilized for 

calculating this ratio is given with Equations (1)-(2)-(3) [16]. Note that a perfect square 

would have a ratio equal to 1,0. 

𝑞 =
𝐿𝑚𝑎𝑥(𝐿0+𝐿1+𝐿2+𝐿3)

4𝐴
  𝐴 =

1

2
‖𝐿0⃗⃗⃗⃗ × 𝐿1⃗⃗⃗⃗ ‖ +

1

2
‖𝐿3⃗⃗⃗⃗ × 𝐿2⃗⃗⃗⃗ ‖  (1) (2) 

  𝐿𝑚𝑎𝑥 = max(𝐿0, 𝐿1, 𝐿2, 𝐿3)  (3) 

AUTOMATION OF COHERENT MESHING’S 

Considering the wide range of Tekken mock-up thicknesses to investigate, a sampling of 

representative thicknesses was selected: every 5 mm from 15 mm to 50 mm thick, then 

every 10 mm from 50 mm to 100 mm, and a final thickness of 150 mm. This resulted in a 

total of 14 Tekken tests to simulate. 



Mathematical Modelling of Weld Phenomena 13 

458 

 

The meshing command script was coded to automatically adjust the element sizes 

when necessary to ensure suitable junctions at the refinement zone frontiers. The element 

size of the critical area mentioned previously was however imposed. In addition, the 

biggest element size (at the mock-up edges) was set at 3 mm for mock-ups under 25 mm 

thick, and then at 4 mm for other sizes. 

This algorithmic automation has permitted the Tekken test meshes to be produced with 

constant and coherent characteristics, to minimize the risk of mesh differences confusing 

the results. Fig. 8 illustrates this with the extreme cases, 15 mm and 150 mm thick. 

 

FOCUSED VIEWS  COMPLETE VIEWS 

Fig. 8 Coherence illustration from the 15 mm to the 150 mm meshes with a focus on the weld 

bead area 

BOUNDARY CONDITIONS 

Conventional convection exchange and radiation loss were taken into account in the 

thermal calculation. The value of the convection exchange with air was set at 

h = 15 W∙m⁻²∙K⁻¹, which is slightly superior to a natural convection in order to add the 

effect of the shielding gas flow. The emissivity coefficient was assumed at Ɛ = 0,50 as the 

average value for ground or machined steel surfaces. In the mechanical calculation the 

nodes of the two slice extremities were considered as fully embedded for reproducing the 

mock-up stiffness (refer to Fig. 9). 
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MODELLING OPTIMIZATION 

The selected modelling type was axisymmetric about the Y-axis. This approach allows 

more realistic out-of-plane constraint than mathematical plane strain, and aids mechanical 

solution convergence in Code_Aster, according to the developer team. 

 

GLOBAL SITUATION VIEW     FOCUSED VIEW 

Fig. 9 Schematic view of the mesh re-positioning (modified scale) and mechanical boundary 

conditions 

However, the Tekken test specimens are not axisymmetric. Therefore, the modelled 

mock-up has been rotated by 90°, and placed at 10 meters from the Y-axis to give an 

effectively infinite radius and tackle the non-axisymmetry of this test device. The impact 

of this large radius was successfully examined by a quick comparison with one meter 

shorter and one meter longer radii: the results were not affected. Fig. 9 summarizes this 

re-positioning. 

EQUIVALENT HEAT SOURCE 

The heat input induced by the electric arc was reproduced through an imposed time-

depended heat flux 𝐻𝑓𝑙𝑢𝑥 on the weld metal elements. This was simply composed of two 

stages: a heating phase as described in Equations (4) and a cooling phase as described in 

Equations (5). 

𝐻𝑓𝑙𝑢𝑥 =
𝑄𝑚𝑎𝑥

𝐷𝑡1×𝑡
 𝐻𝑓𝑙𝑢𝑥 =

𝑄𝑚𝑎𝑥

𝐷𝑡2×(𝑡−(𝐷𝑡1+𝐷𝑡2))
 (4) (5) 
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Fig. 10 The thermocouple-instrumented mock-up before assembly and after the welding run 

completion 

For calibrating the parameters of this modelled heat source, a thermocouple-

instrumented Tekken test was performed at EDF with the welding parameters selected for 

this research project [10]. These have been optimized within parallel studies [27], [28], 

[37] to ensure the weld bead deposition quality, as well as maximizing the hydrogen 

absorption (deliberate placement in unfavorable conditions [38]–[40]). These welding 

parameters are detailed in Table 2. 

 

Fig. 11 Thermocouple locations utilized for the heat source calibration with a 40 mm Tekken 

mock-up 

 

TC-CO-CL 

(doubled) 

TC-SU-RE 

(tripled) 

TC-CO-RE 

(single) 

9 mm 

3,5 mm 
5,5 mm 
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Welds were deposited using a robotized tungsten inert gas welding station 

Valk Welding VWPR QE Extern (composed of a VWPR-TIG I welding torch and a WGIII-

E1400 robot system (Panasonic TA-1400 model)). A 40 mm thick mock-up made from 

two parts was utilized (Figure 10). K-type thermocouples were placed at five different 

buried and surface locations. The device utilized for recording the temperatures is a 

NI 9213 / cDAQ 9174 acquisition system supplied by National Instruments, coupled with 

the software LabVIEW – SignalExpress. The Tekken test device was then placed on 

special supports designed to minimize the heat transfer to the welding table. Some 

thermocouple locations were doubled or tripled to determine repeatability. For this study 

calibration, only three positions were selected in order to get rid of any potential 

perturbations caused by the heat source shape assumptions. They are detailed in Fig. 11. 

Table 2 Welding parameters selected for this research project 

parameter value 

shielding gas Linde – Varigon 5 (5 % H2 + 95 % Ar) 

gas flow rate 11,0 ± 0,3 l/min 

welding torch travel speed 0,12 m/min 

nominal current intensity 240 ± 1 A 

pulsing frequency 0 Hz (direct current) 

filler wire feeding speed 3,0 m/min 

contact-tip to workpiece distance 30,75 ± 0,50 mm 

standoff distance 21,25 ± 0,35 mm 

electrode stick out 15,00 ± 0,1 mm 

electrode extension 24,50 ± 0,25 mm 

arc length (from groove bottom) 6,25 ± 0,25 mm 

filler metal wire-electrode distance 2,50 ± 0,25 mm 

gas cup internal diameter Ø 11,25 ± 0,10 mm 

filler metal wire diameter Ø 0,9 mm 

arc polarity electrode [ - ] 

electrode tungsten – 2 % lanthanum 

electrode diameter Ø 2,4 mm 

electrode angle 30° 

arc voltage control feature (A.V.C.) enabled 

voltage 15,60 ± 0,75 V 

welding process type tungsten inert gas (T.I.G.) 

deposited metal section 15,9 mm² 

linear energy 18,7 kJ/cm 

average power 3,7 kW 

Following the welding test, the three thermal cycle curves from the experiment were 

generated by first synchronizing the time axis, and then averaging when doubled or 

tripled. A wide range of heat source parameter combinations were simulated using a 
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design of experiment matrix. Then, the set providing the most suitable match in terms of 

peak temperatures and cooling rates was selected. Hence, the identified parameters used 

in Equations (4)-(5) was 𝑄𝑚𝑎𝑥 = 18,0 J, 𝐷𝑡1 = 6,0 s and 𝐷𝑡2 = 8,6 s. The heating phase 

has been considered as having a limited effect for this study needs. The base material heat 

capacity function has been also slightly adjusted. The comparison between the 

experimental data and the obtained simulation results with the calibrated heat source are 

presented in Fig. 12. 

Although there is a certain degree of uncertainty about how suitable this calibration 

would be for other mock-up thicknesses, which still have slight meshing differences, 

these parameters were assumed as being constant. 

 

Fig. 12 Comparison of the experimental thermocouples data with the virtual ones of the 

Code_Aster simulation after the heat source parameter calibration using a 40 mm Tekken test 

mock-up  

RESULTS 

Once the thermal model was calibrated, the 2D thermo-metallo-mechanical simulation 

was run on each mesh. According to [41], mainly a uniform normal stress is experienced 

by bead deposited in an oblique y-slot. Considering this, the temporal evolution of the 

nodal loads on the restrained faces (as shown in Fig. 9) was extracted and used to estimate 

the average normal stress σavg occurring on the weld bead cross-section. This last value 

was then utilized as the benchmark criterion for studying the effect of thickness. This 

comparison is presented in Fig. 13 at a focused time scale. Fig. 14 shows an observation 

over a period of 10 hours for the 15 mm, 30 mm and 50 mm specimens. 
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Fig. 13 Benchmarking of the relative effect of the Tekken mock-up thickness on the average 

stress σavg experienced by the weld bead perpendicular cross-section (relative stress value) 

 

Fig. 14 Average stress σavg evolution 10 hours after the weld completion for the 15 mm, 

30 mm and 50 mm Tekken specimens (relative stress value)  
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DISCUSSION 

The results show a compressive stress state during the filler metal deposition and the 

beginning of the cooling. This is in line with the experimental observations by indirect 

measurement conducted by [21] using similar y-slit crack test specimens. However, this 

must be treated with caution : the simulation approach considers the weld metal elements 

already in place before their simulated deposition (no “inactive element method”), 

without a deactivation or mitigating feature for their thermo-mechanical characteristics 

(no “quiet element method”). Considering that the weld metal is molten at this stage, the 

magnitude of this first part of the mechanical results cannot be considered as entirely 

correct. Only the results after complete metal solidification can be exploited here. 

According to the experimental and computational results produced, it can be estimated 

that the weld metal is fully solidified approximately five seconds after the passage of the 

welding torch. At that stage, the stress state is more or less equal to zero. 

 

Fig. 15 Focus on the thermocouple TC-CO-CL location (Tekken 40 mm) : correlation 

between the drop in the stress increase during the metallurgical changes 

Following this, rapid growth of the tensile stress is observed, until a sudden drop. The 

divergences for the smallest thicknesses start at the end of this first stress increase. The 

drop observed results from metallurgical changes (solid-solid phase transformations), 

principally from “hot” to “cold” micro-constituents, as seen previously with the 

dilatometry testing. This aspect has been studied in detail by [42], who measured a similar 

drop in magnitude during their welding test. This is mainly caused by the atomic re-

arrangement occurring within the unit cells during solid-solid transformations, as well as 

differences in the thermo-mechanical properties of the different micro-constituents. This 
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correlation is shown in Figure 15 with a 40 mm Tekken mock-up by focusing on the local 

changes surrounding the closest thermocouple to the fusion boundary (TC-CO-CL). 

After solid-solid phase transformations are complete, the tensile stress increase 

resumes. The increasing rate is rather moderated in the thinnest specimen thicknesses due 

to their lower mass, which reduces the cooling rate. From this point onwards, there is a 

net effect of the thickness. The maximum achievable self-restraint condition is reached 

above a thickness of 50 mm. It can take more than 10 hours to experience the final 

residual stress level. Moreover, it was found that this stabilization phenomenon is 

insensitive to variations of the material and equivalent heat source parameters made 

during the model calibration steps, which raised confidence in these findings. 

CONCLUSION 

A numerical study enriched by experimental analyses was conducted to develop 

understanding of the Tekken welding test. The finite element model was used to 

investigate the effect of mock-up thickness on the self-restraint conditions. The thickness 

is often considered as the major parameter for driving the stress state self-generated in this 

test device [14], [18], [19], [43]. 

Nevertheless, there was a lack of precise information on this impact. This study has 

permitted to propose a qualitative estimation through a first approach in 2D. A complete 

benchmarking of the different thicknesses was established, focusing on the level of the 

average normal stress experienced by the weld bead. The following are the main findings: 

• Although the standard Tekken design allows thicknesses up to 150 mm, the 

residual stress saturates above a thickness of 50 mm using these materials and 

welding parameters. 

• Moreover, this saturation stress is rapidly reached at such thicknesses because of 

fast heat dissipation into the material remote from the weld. This demonstrates 

that the mechanical loading peaks quickly after weld completion when the 

hydrogen level is at its peak, which is thereby the moment when the risk of cold 

cracking occurrence is the highest. 

Thanks to this study and the established benchmarking, it has been possible to 

conclude that for the remainder of this research project [10], a thickness approaching 

50 mm would provide the best compromise for quickly maximising the stress state using 

this metal combination with these specific welding parameters. 
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RECOMENDATIONS 

Finally, this study has also permitted to identify several elements that would require 

further development : 

• Quantitively speaking, the convergence to a maximum stress state of about 

650 MPa may seem plausible (relative value). Nevertheless, this would require 

additional verifications before any conclusion on the absolute values of the 

residual stress experienced. For instance, an extensive experimental small-scale 

testing under different temperature intervals and for several microstructure types of 

this base metal would be of interest to finely adjust its material properties and 

calibrate the model. 

• Improvements of the meshing strategy are now possible using the weld 

macrography realised at the end of this project. This would allow modelling of the 

actual weld bead shape, the y-slot dimensions, fusion boundaries, and heat-affected 

zone limits. 

• The equivalent heat source could also be improved by modelling its shape 

accurately and refining its parameters using the experimentally measured isotherm 

boundaries. 

• The calculation duration could be optimised by applying simpler material 

behaviour models to regions outside the heat-affected zone. 

• Prior austenite grain size is an important variable, as the prediction of the micro-

constituent proportions within the heat-affected zone is highly dependent on this 

parameter. This only had an impact in the smallest thicknesses, since heat 

dissipation there was insufficient to lead to fully martensitic heat-affected zones. 

However, a lack of experimental data and model development makes optimisation 

of this part of the solver difficult. 

• Finally, a transposition to a 3D model would be of interest to validate a part of the 

assumptions made for these 2D simulations. 
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ABSTRACT 

Advances in steel manufacturing technologies made possible the use of high-strength steel (HSS) and 

ultra-high strength steel (UHSS) in bridges, cranes, offshore structures, oil pipelines and automotive 

parts. Welding procedures had to be developed to join these materials successfully, but this is still a 

major issue in mechanical design of HSS elements. Particularly in welding codes and design documents, 

fatigue resistance of as-welded joints is normally considered to be independent of the base material 

(BM) static strength. However, cyclic loaded as-welded components with high quality or post-weld 

treated joints have shown improved performance when using HSS and UHSS as the base material. 

The present work aims to apply a fracture mechanics methodology to the analysis of fatigue behaviour 

of welded joints. The approach requires estimating the driving force available for subcritical crack 

growth at the location of maximum stress concentration. In this regard, stress intensity factor proved to 

be a sensible parameter that can account for loading scheme and local weld geometry. It can be 

determined by numerical modelling, which demands a change from continuum mechanics stress analysis 

to one that estimates fracture mechanics parameters, considering the existence of defects and cracks. 

Then, the total driving force applied to the crack can be compared to its threshold for propagation, 

resulting in the effective driving force for crack growth. 

Particularly, the effect of welding process on the fatigue behaviour of ultra-high strength steel butt-

welded joints was studied. Sheets of steel S960MC and S960QL were joined with different welding 

techniques: Gas Metal Arc Welding (GMAW), Laser Hybrid Welding (LHW) and Electron Beam 

Welding (EBW). To validate the model, fatigue tests were performed with stress ratio R = 0.1, under 

four points bending loading. Joints manufactured with GMAW exhibited the highest fatigue strength of 

the three configurations. Compared to the fatigue limit of the BM, a decrease in fatigue strength around 

60% was observed in welds jointed with LHW and EBW, although the latter showed longer fatigue lives 

for higher nominal stresses. 

Proposed methodology allows to assess the effect of microstructure, defect size, hardness, and joint 

geometry resulting from each welding technique. Results conservatively describes the fatigue behaviour 

of each weld configuration and highlights the relative influence of all factors considered in the 

assessment. Although the validated results request further studies to improve understanding of the acting 
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mechanism, they also show the potential of welded HSS and UHSS joints compared to the standard 

design approaches. 

 

Keywords: Welding process; Welded joints; Ultra-high strength steel; Fracture mechanics approach 

NOMENCLATURE 

a  crack length 

af  final crack length 

ai  initial size of defect/initial crack length 

(area)1/2 square root area parameter 

C, m  environmental sensitive material constants 

d  microstructural dimension (e.g., grain size) 

da/dN crack propagation rate 

HV  Vickers hardness 

k  material constant that accounts for development of ΔKC 

Nf  cycles to failure in S-N curves 

P  applied load in the four points bending test 

R  stress ratio (minimum stress/maximum stress) 

s, L  half the minor and major span in four points bending scheme 

t  plate thickness 

Y  geometrical factor 

α  material exponent for R correction 

β  weld reinforcement angle 

ΔK  applied stress intensity factor range 

ΔKC  “extrinsic” component of ΔKth 

ΔKdR  microstructural crack propagation threshold 

ΔKth  fatigue crack propagation threshold 

ΔKthR fatigue crack propagation threshold for long cracks 

Δσ  nominal applied stress range 

ΔσeR  plain fatigue limit (material endurance, dependent on R) 

Δσth  threshold stress range for crack propagation 

σUTS  ultimate tensile strength 

σys  static yield strength 

INTRODUCTION TO THIS DOCUMENT  

Among construction materials, high-strength low-alloyed (HSLA) structural steel is 

particularly attractive due to its satisfactory weldability and high ductility. Immediate 

applications include structures where the volume of material needed to bear design loads 

is high, and therefore the weight of metal is comparable to external loads (for example, 

cranes, long-span beams, and drill string components, among others). At the present time, 

strength up to 1300 MPa can be found in the market, but this development has not been 

accompanied accordingly in design codes, as it is usually the case. The former exclusion 

of HSS and UHSS from documents devoted to welded constructions was due to safety 
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issues related mainly to the lack of experimental data on these materials in the welded 

condition, and the uncertainty in their mechanical behaviour. Extensive discussions and 

well-proved results are needed to achieve a fully developed standard or code dealing with 

new materials, which justifies this late upgrade in legal documents. This highlights the 

need for a deep understanding of mechanical response of HSS and UHSS weldments to 

different loading conditions.  

There are currently several methods available to determine fatigue resistance of welded 

joints, which make use of different stress definitions (nominal stress, structural stress, 

notch-stress, or hot-spot stress) or, alternatively, employ local strain measurements [1-4]. 

However, an important aspect in welded joints is that crack initiation period is greatly 

reduced or suppressed, due to the usual existence of weld flaws and local stress 

concentrators. Early works on this matter revealed initial crack-like defect depths of about 

20-400 μm [5, 6], depending on the welding conditions. In IIW recommendations [1] 

initial crack lengths in the range of 50 to 150 μm are suggested for fracture mechanics 

applications. Radaj et al. [4] recommended an initial crack size above ai = 100 μm for life 

prediction of welded structures. A review by Grover [7] pointed out that even high-quality 

welds contain flaws up to a depth of about 100 μm. Such defect sizes fall clearly within 

the short crack regime. This prompted Chapetti et al. to propose in the 2003 annual 

meeting of the International Institute of Welding [8] (see also reference [9]) a fracture 

mechanics methodology that employs the resistance curve concept, including the short 

crack regime, to estimate the fatigue behaviour of welded joints. After this, various 

studies were performed in order to assess the influence of different mechanical, 

geometrical and microstructural parameters on the fatigue resistance of welded joints [10-

13]. Recently proposed IBESS model [14-16], is also a fracture mechanics methodology, 

based on the same resistances curve concept that considers the short crack regime. 

Principal differences arise from methodological aspects and simplification hypothesis, 

which are out of the scope of the present study. Other assessment techniques can be found 

in literature (see, for instance, [17] and [18]), but they do not consider the short crack 

regime and differ in the basic assumptions. 

In the present study, a fracture mechanics methodology is described and applied to 

different butt-welded joints to predict their fatigue behaviour. Three welding processes 

were considered to join UHSS plates. Fatigue tests were carried out to determine the 

strength of the welds under constant amplitude loading. Microstructures, hardness, and 

size of weld defects were measured and used as data input in the assessment.  

MATERIALS AND WELDING TECHNIQUES 

Materials employed in the present study are structural high-strength low-alloyed steels, 

designated as S960MC and S960QL in EN 10149-2 [19] and EN 10025-6 [20], 

respectively. The former is a microalloyed, thermomechanical-processed steel with fine-

grained microstructure, consisting principally of martensite and tempered martensite [21, 

22]. The second is a hot-rolled, quenched, and tempered steel, with similar 

microstructure. Steels are supplied in 8 mm thick sheets. Chemical composition is 

exhibited in Table 1.  
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Table 1 Chemical composition of steel products, in wt % 

Chemical 

elements 
C Si Mn P 

∑ (Cr, Ni, 

Mo) 

∑ (V, Nb, 

Ti) 

CEV 

[23] 

CET 

[23] 

PCM 

[24] 

S960MC 0.09 0.12 1.69 0.007 1.63 0.14 0.66 0.34 0.27 

S960QL 0.17 0.22 1.23 0.007 0.857 0.05 0.54 0.36 0.3 

Butt-welded joints were manufactured with gas metal arc welding (GMAW), laser-

hybrid welding (LHW) and electron-beam welding (EBW), with a 2.5 m long weld seam. 

Weld direction was parallel to the rolling direction. The filler material was BÖHLER 

alform 960 IG [25], and BÖHLER EMK 8 [26] for GMAW and LHW, respectively. 

Chemical composition and standard designation of the wires are listed in Table 2. 

Welding parameters were defined by trial and error [27] with the aim at producing sound 

and representative welds for each welding process.  

Table 2 Chemical composition of steel products, in wt % 

Chemical elements C Si Mn Ni Cr Mo CEV [23] CET [23] PCM [24] 

G4Si1* 0.1 1.0 1.7 - - - 0.38 0.27 0.22 

G89 5 Mn4Ni2.5CrMo** 0.12 0.8 1.9 2.35 0.45 0.55 0.79 0.45 0.34 

*BÖHLER EMK 8 

**BÖHLER alform 960-IG 

FRACTURE MECHANICS APPROACH 

A fracture mechanics methodology was employed for the fatigue assessment of welded 

components to analyse different variables of the damaging process. Description of this 

method and hypothesis needed for its application were thoroughly presented in previous 

publications from the authors [9-11]. Weld toe geometry, joint design and the presence of 

undercuts were already studied, and their effect on fatigue strength of weldments could 

successfully be analysed. This approach is based on the resistance curve concept that 

compares the total driving force applied to a crack with its threshold for crack 

propagation. The difference is the energy needed for crack growth, known as the effective 

driving force.  

The applied driving force can be determined as a function of loading configuration 

(simple traction, bending, or torsion), sample geometry and crack length. To do this, the 

applied stress intensity factor range, ΔK, has proven to be a proper parameter. Likewise, 

crack propagation threshold, ΔKth, can be employed to describe crack grow resistance. 

Both quantities depend on crack size and include the short crack regime. This is 

particularly useful in the present assessment because of the use of high-strength steels and 

good quality welds. Relationship between ΔK and ΔKth can be expressed as a modified 

Paris Law according to Eq. (1). 

𝑑𝑎/𝑑𝑁 =  𝐶 (𝛥𝐾 –  𝛥𝐾𝑡ℎ)
𝑚      (1) 

where C and m are material constants that depend on the environment. It is important to 

mention, that in the case of fatigue limit determination, the value adopted by these 
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constants in Eq. (1) is irrelevant, since for da/dN approaching to zero, the critical stress 

range is just defined by ΔK = ΔKth. For higher level of stress, where ΔK > ΔKth, Eq. (2) 

must be solved. 

𝑁𝑓  = ∫
𝑑𝑎

𝐶 (𝛥𝐾 – 𝛥𝐾𝑡ℎ)
𝑚

𝑎𝑓
𝑎𝑖

       (2) 

where Nf is the number of cycles needed to grow a crack from initial crack length, ai, to 

final crack size, af. Both situations described previously can be visualised in Fig. 1a and 

1b, for the fatigue strength and the fatigue resistance for finite life estimation, 

respectively. In the former case, there is a value of Δσ for which both curves touch at a 

single point. This is the critical stress or fatigue limit of the configuration, and the contact 

point between the two curves is the non-propagating crack length. In the second case, the 

shaded area represents the energy available for fatigue crack growth.  

    

Fig. 1 Graphical method to estimate fatigue resistance of a welded joint for (a) infinite 

fatigue life (fatigue limit) and (b) finite fatigue life, considering an initial crack length, ai 

To determine the crack propagation threshold, it was suggested [28] that location d of 

the strongest microstructural barrier defines a microstructural threshold for short crack 

propagation. This parameter can be expressed as follows: 

𝛥𝐾𝑑𝑅 = 𝑌 𝛥𝜎𝑒𝑅 (𝜋𝑑)
1/2      (3) 

where Y is a geometrical factor and ΔσeR is the plain fatigue limit, defined as the lowest 

nominal stress range for crack propagation in a smooth sample. It depends on the stress 

ratio R, and therefore the microstructural fatigue threshold is also affected by R. The value 

of microstructural barrier d can be estimated with the ferrite grain size and bainite or 

martensite lath length [28, 29]. 

Long crack behaviour is characterised by a constant threshold, represented by ΔKthR, 

for a given stress ratio R. Difference between this mechanical threshold and 

microstructural fatigue threshold ΔKdR, is constant and depends on the stress ratio R. 

However, a transition exists from the short crack behaviour, characterised by ΔKdR, to the 

long crack regime, where ΔKthR domains crack growth. Chapetti proposed [28] that the 

development of the extrinsic component ΔKC can be calculated with Eq. (4). 

𝛥𝐾𝐶 = (𝛥𝐾𝑡ℎ𝑅–𝛥𝐾𝑑𝑅) {1 − 𝑒𝑥𝑝[−𝑘(𝑎 − 𝑑)]}    (4) 

d d 

(a) (b) 
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where k is a material constant that characterises the transition zone for each stress ratio, 

and a is the crack length in mm, measured from the free surface. 

In summary, the shape of the threshold curve is given by Eq. (5), and it describes the 

resistance of a material to fatigue crack propagation. 

𝛥𝐾𝑡ℎ = 𝛥𝐾𝑑𝑅 + 𝛥𝐾𝐶 = 𝑌 𝛥𝜎𝑡ℎ (𝜋𝑎)
1/2    (5) 

Replacing Eq. (4) into (5) gives the full form of the threshold curve, as expressed by 

Eq. (6): 

𝛥𝐾𝑡ℎ = 𝛥𝐾𝑑𝑅 + (𝛥𝐾𝑡ℎ𝑅 –  𝛥𝐾𝑑𝑅) {1 − 𝑒𝑥𝑝[−𝑘(𝑎 − 𝑑)]}   (6) 

which is valid for a ≥ d. 

The expression for k is given in Eq. (7). It defines a threshold for fatigue crack 

propagation that correlates well with experimental data [28]. 

𝑘 =  𝛥𝐾𝑑𝑅 / [4𝑑 (𝛥𝐾𝑡ℎ𝑅 –  𝛥𝐾𝑑𝑅)]      (7) 

ESTIMATION OF THE APPLIED ΔK. FINITE ELEMENT MODEL 

Crack propagation can be quantified by means of a Fracture Mechanics Approach that is 

extensively described in previous works from the authors [10-13, 28]. In order to apply 

these methodologies, stress intensity factor range as a function of crack length must be 

known. With this objective, different finite element (FE) models were conducted, 

considering representative real weld profiles resulting from each welding procedure. 8 

mm plates made of S960MC and S960QL steels were used as the base material and three 

different welding processes were employed (LHW, EBW and GMAW). Each process 

gives quite different weld profiles, which results in different crack growth behaviour. 

These geometries were obtained from cross sections of relevant weld beads, as can be 

seen in Figs. 2a, 2b and 2c for LHW, EBW and GMAW, respectively. Corresponding 

weld reinforcement heights and reinforcement angles were 1.08, 0.2 and 0.97 mm, and 

144, 150 and 160°, respectively. Average weld toe radius at the crack initiation site was 

0.4 mm for LHW and 1.4 mm for GMAW specimens. Because of the presence of 

undercuts, and crack nucleation from flaw root, toe radius was not determined for EBW 

samples. 

  

Fig. 2 Weld profile for FEM. (a) LHW (LM). (b) EBW (EM). (c) GMAW (MM) 

(a) (b) (c) 
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FE model is depicted in Fig. 3. It consists in a simplified 2D symmetric weld, with a 

crack, a, growing from the weld toe. Four points bending scheme was considered for 

stress analysis. Minor and major span are represented by s and L, respectively, t is the 

plate thickness and P is the applied load. All these variables define the maximum nominal 

stress on the surface that is used in S-N curves. Stress intensity factors and real crack path 

were obtained following software procedure for fracture mechanics simulations [30]. 

Cracks were introduced as “seam cracks” growing from the weld toe and the maximum 

energy release criterion was used to determine the crack propagation direction. Concentric 

circular partitions were done at the crack tip, and the area defined by the first circle was 

the crack front, which will later be computed as the first contour integral. Mesh at the 

crack front was constructed with 6-node quadratic plane strain triangles, which use a 

modified second-order interpolation. The software converts the elements in the crack 

front to collapsed quadrilateral elements. To improve accuracy, a square root singularity 

is recommended to be assigned to the crack tip, which constrains the collapsed nodes to 

move together. 8-node biquadratic plane strain quadrilateral elements were assigned to the 

rest of the mesh. It must be mentioned that residual stresses and linear or angular 

misalignment were not considered in this work. Figs. 4a to 4c illustrate examples of mesh 

configuration and Von Mises (VM) stress distribution close to the crack for LHW, EBW 

and GMAW, respectively. In all cases, crack length was assumed equal to 0.2 mm and 

nominal stress equal to the fatigue strength of each weld detail. Note that stresses above 

960 MPa are only reached in a very small region around the crack tip. 

 

Fig. 3 Geometry, load configuration and boundary conditions of the finite element model. t is 

the plate thickness, a is the crack length, β is the reinforcement angle, s is half the minor 

span, L is half the major span and P is the applied load  
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Fig. 4 2D FE mesh and VM stress distribution for a = 0.2 mm and a nominal stress range of 

169 MPa. (a) LHW, Δσe0.1=175 MPa. (b) EBW, Δσe0.1=189 MPa. (c) GMAW, Δσe0.1=204 

MPa  

Stress intensity factor depends on weld geometry, crack length and applied remote 

stress. Having defined the weld detail and load in the bending test, their values can be 

obtained for different crack lengths by means of the finite element analysis described 

previously. This procedure was repeated for different crack lengths ranging from 50 μm 

to 4 mm, following the path that maximise energy release rate [30]. Step size was varied 

from 25 μm to 100 μm in the first millimetre, to obtain an accurate profile in the short 

crack range. For larger crack lengths, 0.5 mm was selected. Fig. 5 presents values of ΔK 

for different crack lengths. These curves can be plotted together with threshold curve to 

determine fatigue limit for each case, as it was explained in Fig. 1.  

(a) 

(b) 

(c) 
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Fig. 5 Stress intensity factor as a function of crack length. Nominal stress range 169 MPa 

To explain crack behaviour observed experimentally in some GMAW specimens, 

where the crack grew following the fusion line, a model was considered using this tilted 

crack path. Fig. 6a illustrates a side view of a cracked sample, and Figure 6b presents a 

cross section showing similar tilted profile in early crack growth. FE results for this crack 

path are shown in Figure 6c, in terms of VM stress. Values of ΔK vs. a are also displayed 

in Fig. 5 (GMAW-tilted). 

 

Fig. 6 (a) Fatigue crack path at the side of the sample. (b) Cross section showing early crack 

grow following the fusion line. (c) FE results in terms of VM stress. Nominal stress range: 

169 MPa 

THRESHOLD CURVE DETERMINATION 

Threshold curve can be determined by means of several parameters and mechanical 

properties, defined for the microstructure developed in the crack initiation zone, 

preferably. In the following, each variable is considered and discussed separately. 
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Strongest microstructural barrier, d 

In the 80´s and 90´s microstructure and grain boundaries and their relation with plain 

fatigue limit were deeply studied [29, 31-37]. It was found that the fatigue limit of plain 

and blunt-notched specimens in steels is defined by the ability of the strongest 

microstructural barrier, d, to arrest a small crack. For engineer applications, d can be 

related to a microstructural characteristic dimension, such as ferrite grain size and bainite 

or martensite lath length [28, 29, 32]. In the present work, microstructure was analysed in 

the crack initiation zone, and an average local grain size was determined. Since all cracks 

nucleated preferably in the CG-HAZ, variation of grain size was not significant. 

Therefore, d = 30 µm will be assumed for all welds. 

Intrinsic fatigue threshold in the resistance curve is also affected by d according to Eq. 

(3). It additionally modifies the development of the extrinsic component as shown in Eq. 

(7). Bigger grain sizes lead to higher values of ΔKdR, and a retarded development of the 

plateau in the threshold curve. The overall effect on the fatigue strength of the weld will 

be determined together with the applied driving force for crack propagation. 

Due to the fact that cracks usually form with a semi-circular shape, the geometrical 

factor Y in Eq. (3) can be assumed to be 0.65 [38, 39]. 

Intrinsic fatigue threshold, ΔKdR 

In the present methodology, the plain fatigue limit refers to the resistance of material to 

fatigue cracking in conventional fatigue testing. ΔσeR is 550 MPa at R = 0.1 for test 

performed in steel S960MC under traction loading mode. Fatigue limit for bending may 

be different [13, 40-42]. This must be considered a first approach, since cracks may 

nucleate in a microstructure different from that of the BM. There are two options to take 

this into account in assessment. First, an empirical correlation can be used to determine 

ΔσeR as a function of hardness or tensile strength, considering proportionality with fatigue 

strength [43]. In the former case, relationship can be written as presented in Eq. (8), 

which should later be used in Eq. (3) to obtain ΔKdR. 

𝛥𝜎𝑒𝑅 (𝐵𝑀) / 𝛥𝜎𝑒𝑅   (𝐻𝐴𝑍)  =  𝐻𝑉 (𝐵𝑀) / 𝐻𝑉 (𝐻𝐴𝑍)   (8) 

Second, ΔKdR can be estimated using the Murakami-Endo model, expressed as shown 

in Eq. (9). 

𝛥𝐾𝑑𝑅  =  0.0033 (𝐻𝑉 + 120)(√𝑎𝑟𝑒𝑎)
1/3
 [
1−𝑅

2
]
𝛼

    (9) 

where α = 0.266 + HV · 10-4 and √area refers to the square root of defect/crack area 

projected normal to the maximum principal stress, according to Murakami´s proposal 

[43]. Eq. (9) can be expressed in terms of the average grain size, d, as follows [44]: 

𝛥𝐾𝑑𝑅 = 0.00356 (𝐻𝑉 + 120)𝑑
1/3  [
1−𝑅

2
]
𝛼

    (10) 

with ΔKdR in MPa·m1/2, for d in µm and HV in kgf/mm2. 

Steel S960MC and S960QL have an average hardness of 320 and 350 HV0.5, 

respectively. Depending on the welding process and filler materials different hardness 
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values are achieved in the HAZ. Measured values were in accordance with results from 

microstructures simulated by Gleeble. These outcomes are displayed in Table 3. 

Additionally, last column presents values of microstructural fatigue threshold, ΔKdR, as 

estimated with Eqs. (3) and (8), and (10), using Gleeble hardness and d = 30 μm for all 

welds. Fatigue strength of S960QL had to be estimated using fatigue strength of S960MC 

and Eq. (8). 

Table 3 Mechanical properties and important parameters for the model. R = 0.1. 

  d [μm] HV10 (Gleeble) ΔσeR [MPa] ΔKdR [MPa√m] 

Base 

Material 

Welding 

Process 
HAZ 1200°C BM Eqs. (3) and (8) Eq. (10) 

S960MC LHW 30 350 550 3.80 4.09  

EBW 370 4.01 4.26  

GMAW 330 3.58 3.92  

S960QL LHW 30 420 600 4.55 4.67  

EBW 420 4.55 4.67  

GMAW 390 4.23 4.42  

Long crack propagation threshold, ΔKthR 

Although long crack propagation threshold was determined experimentally, 

reproducible values were only obtained for BM, giving 7.38 ± 0.22 and 8.5 MPa√m for 

S960MC and QL, respectively. It is expected a lower threshold for harder 

microstructures, as it was found in several investigations [45, 46]. Particularly, Eq. (11) 

expresses the relationship between long crack propagation threshold and ultimate tensile 

strength [46]. Additionally, the latter can be estimated with hardness measurements 

according to Eq. (12). Outcomes are presented in Table 4. In this sense, it can be seen in 

Figs. 4 and 6 that cracks grew preferably throughout the HAZ, thus justifying the use of a 

smaller ΔKthR than that of the BM.  

𝛥𝐾𝑡ℎ0.1  =  −0.0021 𝜎𝑈𝑇𝑆  +  8.4      (11) 

𝜎𝑈𝑇𝑆  =  3.26 𝐻𝑉        (12) 

It must be highlighted that the higher the ΔKthR, the wider the range of crack length 

covering the development of the extrinsic threshold. 
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Table 4 Mechanical properties and important parameters for the model. R = 0.1. Values of 

C for ΔK in MPa∙m0,5 and da/dN in m/cycle. 

 

Paris equation constants, C and m 

Like ΔKthR, C and m can be obtained from experimental tests. Results are also 

displayed in Table 4 for base metals. Although some tests were performed for 

microstructures different from the base material, more outcomes are needed to assess 

experimental scatter, which can be large in this kind of test. In this regard, it is important 

to mention that a statistical determination of C and m can be done, and it may lead to 

better estimations of the finite life regime. The fracture mechanics model can consider 

these variations based on Eq. (1). For the present assessment, the lower experimental 

value of C was considered (1.64E-7) and the average value of m =2.08 will be used (for 

ΔK in MPa∙m0,5 and da/dN in mm/cycle), which are similar to those obtained by Lukács 

for a welded joint made of steel S960MC [47]. 

Initial crack length, ai 

IIW recommendations [1] define an initial crack length for fracture mechanics 

assessment of welded joints between 50 and 150 μm. Based on the work from Signes [5] 

and Watkinson [6], BS 7910 recommends values from 100 to 250 μm. In the present 

work, an initial crack length of 100 μm can be assumed for LHW and EBW, according to 

fracture surface inspection. In contrast, GMAW resulted in better quality toe profiles. 

Therefore, a slightly lower crack length of 50 μm can be considered. Both values fall 

within the typical ranges from literature. 

FATIGUE STRENGTH DETERMINATION 

Having calculated ΔK vs. a for a predefined Δσ and a propagation threshold curve, ΔKth, 

fatigue strength can be determined by solving Eq. (2) for every stress level (above fatigue 

endurance). af was defined as t/2 [1, 4] for the present analysis, where t = 8 mm. Results 

can be appreciated in Figs. 7a and 7b, for S960MC and S960QL, respectively. Since 

Murakami´s modified equation in Eq. (10) is well-known and widespread, fatigue 

estimations were calculated using the value of ΔKdR resulting from this expression. 
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Fatigue strength did not show significant differences when modifying the BM. LHW 

specimens resulted in 175 MPa and 176 MPa for S960MC and S960QL, respectively. 

EBW presented higher resistance to fatigue cracking, with a fatigue strength of 189 and 

188 MPa for S960MC and S960QL, respectively. Finally, stronger welds were obtained 

with GMAW process, giving 222 and 246 MPa for respective steels and smaller initial 

crack size ai = 50 μm. 

   

Fig. 7 S-N curves with fatigue strength predictions for (a) S960MC and (b) S960QL 

DISCUSSIONS 

In the present work two base materials (S960MC and S960QL) were welded with three 

different welding processes (LHW, EBW and GMAW). Sound welds were obtained with 

proper selection of welding parameters, and fatigue tests were carried out considering 

four points bending configuration. S-N curves for weld toe failure are shown in Fig. 7 and 

reproduced in Fig. 8 for all combinations of welding procedure and base metal. No 

relevant differences between S960MC and S960QL welds were found. However, a 

notable reduction in fatigue strength around 60% could be observed in LHW joints 

compared to BM S960MC. EBW unions showed slightly higher fatigue resistance than 

their counterpart, and longer fatigue lives for higher nominal stresses. Joints 

manufactured with GMAW presented the highest fatigue strength, with a ca. 20% 

decrease compared to standard specimens made of S960MC. Moreover, slope is similar to 

that of the base material. These results confirm the detrimental effect of fusion welding 

processes on fatigue performance. However, differences between the three welding 

methods were not expected to be large, since they are all butt-welds tested under the same 

loading configuration. IIW recommendations [1] set a maximum fatigue strength of FAT 

90 for a butt joint with reinforcement, at 2 million cycles with 95% probability of survival 

in the as welded conditions. If a thinness effect [1] is considered for the 8 mm thick plate, 

a higher strength of FAT 113 is obtained. This curve is presented in Fig. 8 with a slope m 

= 3, laying below all experimental points. LHW results suit well to this FAT value, but it 

is conservative for EBW and GMAW joints. In these cases, fatigue resistance is even 

higher than recommendation of FAT 140 for a transversely loaded butt-weld ground flush 

(b) (a) 
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to plate, corrected by thickness effect (FAT 112∙(25/8)^0.2=FAT 140). Best FAT curves 

for EBW and GMAW are displayed, showing that a FAT 200 with a slope of 3.5 and a 

FAT 300 with a slope of 5 are respectively suitable. These high fatigue strengths and 

changes in slopes were also observed in high-performing welds [40, 47-49] and post weld 

treated joints [17, 50-52].  

 

Fig. 8 Nominal stress range vs. cycles to failure, with standard FAT curves from IIW [4] 

To analyse these variations in fatigue behaviour, a fracture mechanics methodology 

was applied to cracks growing from weld toes. Thorough experimental measurements 

were made to obtain input data for the model, although some parameters had to be 

estimated using hardness results. This approach is different from other fatigue life 

estimation techniques, like the hot-spot or the notch stress approach [3], because it 

considers an initial crack size, disregarding the crack initiation stage. This allows to 

predict fatigue strengths if the short crack behaviour is included [29, 32, 33-37].  

Relevant weld profiles were simulated in a finite element model, to obtain stress 

intensity factors for cracks growing from the weld toe. Fatigue threshold was determined 

using a microstructural dimension, d, of 30 μm and a long crack propagation threshold 

defined by local hardness measurements. Fatigue strengths were calculated for ai = 100 

μm in LHW and EBW samples, and for ai = 50 μm in GMAW specimens. This is justified 

because the latter resulted in high quality welds, with smooth weld profile and no 

remarkable flaws at the initiation site. Results agreed with fatigue tests, giving the highest 

strength for GMAW batch, although prediction was still very conservative. In the finite 

life regime, predictions were also conservative for EBW and GMAW specimens, but 

slightly unconservative for LHW. As it was mentioned previously, fracture mechanics 

methodology can consider variations of C that may results from experimental testing. 

More accurate determinations of constants in Eq. (1) might definitely lead to better 

predictions in the finite life region. Furthermore, a statistical analysis of each variable that 

serves as input data for the model is feasible. This will give confident bands for predicted 

S-N curves. 

In the case of GMAW specimens, a tilted crack path was observed during early 

propagation, as depicted in Fig. 16. From an energetic point of view, this is not the most 
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critical situation, and therefore it is expected a reduction in the stress intensity factor 

along the new crack path. It can be thought that some metallurgical factors (for instance, 

fusion line and CG-HAZ) are contributing to early crack growth, deviating crack path 

from what it would be, according to stress configuration. When considering the deviated 

initiation, a higher less-conservative fatigue strength was obtained, although predictions 

could not precisely reproduce the experimental endurance observed in GMAW samples. 

Further studies are needed to better predict these specimens’ behaviour. 

In summary, conservative predictions of fatigue strength were obtained for all welding 

processes. Results highlight the ability of fracture mechanics methodologies to safely 

predict the fatigue behaviour of welded components. Several contributing factors were 

considered, and their effects could be quantified. This is very attractive from a design 

point of view, but also, for developing less conservative but safe standards and 

construction codes. Additionally, enhanced fatigue strength observed in high quality 

welds and post-weld treated joints made of high strength and ultra-high strength steels, 

can be assessed. In the former case, fewer defects reduce initial crack length, which is 

translated into a higher strength as it was the case for GMAW samples. Although this 

could not completely explain the superior fatigue strength of GMAW specimens, it 

demonstrates the ability of the fracture mechanics approaches to reproduce variation in 

endurances when relevant parameters are changed. On the other hand, TIG-dressing not 

only re-shape weld profile, but also introduce residual stresses [53]. In this regard, much 

effort is needed to adequately include residual stresses in the analysis, which is subject of 

a future publication from the authors. 

CONCLUSIONS 

The development of fracture mechanics methodologies that include short crack behaviour 

made it possible to estimate fatigue lives and fatigue limits of welded joints. The 

suppression or reduction of the crack initiation stage allows to consider solely crack 

propagation in the assessment of each weld detail, with reasonable accuracy. 

Additionally, the resistance curve concept is employed to relate the driving force for crack 

propagation with material´s resistance. Determination of the latter is the main difference 

between models currently available for this kind of assessment. In this work, Chapetti´s 

model was used to calculate the threshold curve. This method demands experimental 

measurement of some mechanical parameters, such as grain size, hardness, and plain 

fatigue limit, at the crack initiation region. For welds, this can be the WM, the HAZ or the 

BM.  

In the present study, three different welding processes were used to join 8 mm thick 

plates made of steels S960MC and S960QL. Dog-bone samples were machined from the 

main plate in all configurations to obtain S-N curves under four points bending scheme. 

Weld geometry, microstructure, hardness, and weld defects were evaluated close to the 

weld toe, where all samples failed. Experimental outcomes were used in the fracture 

mechanics methodology, which was applied to all combinations of welding processes and 

base materials. Results conservatively describe the fatigue behaviour of each 

configuration and highlight the relative influence of all factors considered in the 

assessment. Weld profile cannot solely explain the differences between S-N curves 
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because there is also an influence of weld defects (undercuts and underfills) on early 

crack propagation, particularly for LHW and EBW. GMAW samples resulted in the 

highest fatigue resistance, which reflects the benefits that can be experienced when using 

HSS or UHSS as BMs. In this regard, welds made with GMAW showed high quality 

profile, which can be translated into a smaller initial crack length in the fracture 

mechanics approach that enhances the fatigue strength. This, however, cannot reproduce 

by itself the superior endurance observed in GMAW specimens. Additionally, some 

metallurgical effects may have contributed to early crack propagation, giving a tilted 

crack with a lower stress intensity factor along crack path.  

Although residual stresses were not considered in this work, the methodology is able to 

describe their effect on fatigue behaviour, which is subject of a future work from the 

authors. Finally, it must be pointed out that accuracy of estimations is better, the better the 

determination of relevant parameters. In this sense, statistical studies can be performed to 

obtain ranges of fatigue endurances and fatigue lives for different weld configurations. 
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ABSTRACT 

Directed energy deposition (DED) presents a versatile method in the field of Additive Manufacturing 

that allows to create complex structures by continuously welding new filler material to the underlying 

structure. The technology is developing quickly and DED structures with several kilometres of weld 

length are already engineering reality. Although numerical analysis has proven a valuable tool for the 

evaluation and understanding of different welding processes, typical transient simulations cannot handle 

such long weld tracks as time needs to be discretized in increments short enough to track the movement 

of the weld source in steps not larger than its own dimension. In this contribution, we present an 

Advanced Thermal Cycle (ATC) that allows to reduce the number of computational steps while still 

capturing the heat source’s movement, local temperature differences, and maintaining the correct energy 

balance. The approach is validated by comparing the simulated thermal profile with the thermal history 

measured both for the substrate and the deposited weld filler of a demonstrator part. 

 

Keywords: additive manufacturing, directed energy deposition, welding simulation, finite element 

method, thermal history 

INTRODUCTION 

Directed energy deposition (DED) refers to a family of Additive Manufacturing (AM) 

methods in which a metal filler material is continuously molten by a focused energy 

source and deposited onto the underlying substrate to create new features or entire 

components [1]. Filler materials include powder or wire feedstock, while energy sources 

may encompass virtually all welding technologies ranging from laser or electron beam to 

arc and plasma welding. In contrast to powder bed fusion (PBF) processes, DED is not 

limited to a single build direction or the restricting dimensions of a build tank while 

offering much higher deposition rates. Due to this vast potential, DED technology is 

evolving rapidly, and successful builds of sophisticated large-scale components have 

already been reported [2], [3], [4].  

Despite these successes, DED still holds many challenges related to the complex 

thermal history that the deposited material experiences during many subsequent heating 
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and cooling cycles. As local characteristics of the final part – such as microstructure, 

phase transformations, or residual stresses – strongly depend on local temperature 

gradients [5], a thorough understanding of the DED part’s thermal history is crucial for an 

optimized choice of process parameters and tool path planning. Numerical process 

simulation offers the unique opportunity to evaluate the thermal history of a DED build 

without the need for elaborate experimental set-ups or the use of expensive machinery, 

material, or operating staff. It gives access to results which are difficult to measure during 

the real process and allows to compare different process variants before the first real 

component is manufactured.  

Transient, thermo-mechanical computational weld mechanics (CWM) approaches have 

already been demonstrated to be capable of capturing both the local thermal history as 

well as the distortions arising during the DED process [6], [7]. Such models offer a 

detailed representation of the weld source movement and its heat input into the deposited 

material and are thus well-suited to evaluate local temperature gradients with a high 

resolution. However, the computational cost of such DED simulations strongly depends 

on the applied discretization in space and time and therefore increases dramatically with 

the total length of the deposited weld bead. This issue is illustrated by the sample 

component presented in [6]. In this case, the transient, thermo-mechanical simulation 

required 100.9 h for depositing the 17.4 m of weld bead while the real build time only 

amounted to 74 min.  

The spatial discretization is determined by the number of elements and nodes required 

to adequately mesh the DED deposit. In order to retain a detailed representation of 

material deposition, the element size ideally does not exceed the thickness of a single 

layer of deposited filler material. Thus, a longer weld bead quickly leads to a dramatic 

increase of the element count within the model. The issue of spatial resolution can be 

addressed via specific meshing techniques such as the mesh zoning approach presented in 

[8]. However, this topic will not be treated by the present contribution.  

This contribution focuses on the discretization of process time. The models presented 

in [6] and [7] rely on a detailed time-stepping scheme that moves the weld source along 

the weld path in small time increments that are chosen such that there is a certain degree 

of overlap between the individual positions of the weld source. With weld source 

dimensions in the order of millimetres and total weld bead length in the order of metres to 

kilometres, the number of required time steps clearly becomes a limiting factor to the 

accessible model size. Similar restrictions apply to the simulation of PBF processes for 

which voxel approaches are applied to combine the heating of several powder layers into 

only a few computational increments [9]. Similar approaches have been followed in the 

context of DED by selectively heating entire layers [10] or pre-selected model sections 

[11]. While these approaches allow a significant speed-up of the simulation, they require 

the manual partitioning of the model into meaningful sections for heat input. The issue of 

manual model preparation is avoided by the elongated heat source model proposed in 

[12]. This approach performed well on the presented model of a simple wall, but its 

applicability may be limited for curved features that cannot be resolved by an elongated 

straight heat source. 

This contribution presents the approach of an Advanced Thermal Cycle (ATC) that 

allows a simplification of the process by combining the heat input of an arbitrary number 

of smaller time steps whilst maintaining locally resolved the physical energy balance of 
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the process, similar to the technique proposed for powder bed fusion (PBF) in [13]. In the 

following sections, the model is introduced and for increasing simplifications of the 

model the quality of the resulting temperature distribution is benchmarked against an 

experimental reference. 

METHODS 

EXPERIMENTAL PROCEDURE 

A thick-walled part was manufactured from G3Si1 wire filler material onto a S235JR 

steel substrate with the dimensions of 200 mm x 140 mm x 24 mm (length x width x 

height) using the Fronius CMT (Cold Metal Transfer) process. 

The sample geometry consists of three subparts, as can be seen in Fig. 1(a). Subparts A 

and B are composed of 15 layers whilst subpart C only contains 14 layers; in total, 44 

layers have been applied to form the part. Subpart C is missing one layer, due to an error 

in the tool path creation process. 

The part was modelled in a CAD software and processed in the CAM software 

Mastercam (for slicing and tool path generation). It was then imported into Robotmaster; 

a software for robot-offline programming. The tool path for the first layer was applied to 

the substrate by the CMT-Marking process - as seen in Fig. 1(b). This allows visualization 

of the weld path before producing the part. 

 

Fig. 1 (a) Welded part after cleaning. (b) Clamped substrate with weld path applied by CMT-

Marking process and temperature sensors 

The substrate was clamped on four different spots onto the horizontal table with a 

cooling plate positioned in between, as can be seen in Fig. 2(a). The cooling plate was 

designed such that the coolant, which flowed at a volume flow rate of approximately 6 

l/min, could directly conduct the heat from the substrate. The design of the cooling plate 

can be seen in Fig. 2(b). 
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The part was produced using a Fronius TPS 600i PULSE in combination with a 

Fronius MTB 500i torch and ABB IRB 2600 robot. Shielding gas with a composition of 

90% Argon and 10% CO2 was used with a volume flow rate of 20 l/min. 

 

Fig. 2 (a) Clamped welded part (b) Cooling plate 

The mean temperature of the environment was 26.1°C. The feed flow and return flow 

temperature of the coolant has been measured and can be seen in Fig. 3. The feed flow 

temperature was relatively constant over time, whereas the return flow temperature 

fluctuates – highlighting the influence of the individual weld seams.  

 

Fig. 3 Feed and return flow temperature of the coolant 
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Fig. 4 Mean power per weld seam and waiting time before each weld seam 

The mean values of power for each weld seam and the waiting times before each weld 

seam are displayed in Fig. 4. It should be noted that the set values of power for each weld 

seam were chosen from experience. Such that, the power was increased for the first layer 

to ensure sufficient bonding to the substrate and reduced to a relatively constant mean 

value for weld seams 4-44 (layers 2 to 14 respectively 15). 

Temperature data was gathered by application of Type K thermocouples with a 

diameter of 0.2 mm to the substrate on seven different positions (Fig. 8). After 

application, the thermocouples were covered by aluminium foil tape. Additionally, Type 

K thermocouples with a diameter of 1.3 mm were applied manually into the weld pool 

during the welding process. However, useable data was only collected from three of these 

thermocouples, as the others were damaged by the arc during application. Due to this 

manual work the waiting times before each layer deposition varied as can be seen in Fig. 

4.  

The total build time, including waiting times between the seams as well as the time for 

cooling to room temperature at the end, was about 3800 s. The total welded filler material 

is 1.5 kg. 

SIMULATION MODEL 

All of the here-presented simulations are performed within the framework of the finite 

element (FE) model provided by the commercial welding simulation software Simufact 

Welding 2021.1. A fully transient, thermal DED simulation is set up as reference for the 
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simplifications introduced via the proposed Advanced Thermal Cycle (ATC) approach 

and to validate the model against the experimental measurements.  

Fig. 5 illustrates the DED model. The deposit geometry is represented by 28352 eight-

noded, isoparametric, three-dimensional hexahedral elements with trilinear interpolation 

which are defined to match the layer thickness of 2 mm. It is positioned on top of the 

baseplate which is cooled from below by the cooling system acting as a temperature sink 

at 22.2°C representing the mean temperature of the coolant (see Fig. 3).  Heat loss to the 

26.1°C environment is considered with a constant convective heat transfer coefficient of 

20 W/(m²K) and constant emission coefficient of 0.6.  

Both the baseplate and deposit are approximated with the same S235 material data 

from the Simufact Welding database. A linear decrease of density is assumed between 

20°C and 1300°C. The relevant thermal properties are shown in Table 1 as well as in Fig. 

6. The weld source is modelled as a double-ellipsoidal Goldak source defined by the 

constant parameters listed in Table 2. For each weld seam, the experimentally recorded 

mean power is applied as illustrated in Fig. 4. A tolerance of 20 K is set for thermal 

convergence. 

The deposition of material during the DED process is controlled by the element-birth 

routine described in [6] which controls activation and heating of elements touched by the 

moving weld source. In order to fully capture the transient movement of the weld source, 

a fixed time increment of 84 ms is chosen, resulting in a total of 21628 increments 

calculated for welding. The total simulation, including additional 421 increments for 

cooling cycles, required a total computational time of about 44 hours on a 64GB RAM 

Windows machine with Intel® Xeon® W-2145 CPU @ 3.70 GHz processor.  

 

Fig. 5 Model set up in Simufact Welding 
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Table 1 S235 material data used for the DED simulations 

Density (20°C) Density (1300°C) Solidus  Liquidus Latent heat for melting 

7852.2 kg/m³ 7397.4kg/m³ 1466.9°C 1517.1°C 256400.0 J/kg 

 

Fig. 6 Temperature-dependent thermal conductivity and specific heat capacity used for the 

DED simulations 

Table 2 Layer-independent welding parameters 

Velocity Front length Rear length Width Depth Efficiency 

20.0 mm/s 2.0 mm 4.0 mm 1.5 mm 3.5 mm 0.8 

This fully transient model was simplified via an Advanced Thermal Cycle (ATC) that 

was implemented into the SF Marc solver utilized by Simufact Welding. Instead of 

calculating individual increments for all time steps, the ATC allows to combine an 

arbitrary number of time steps into segments which will then be treated in a combined 

fashion. The ATC is controlled by two parameters: the ATC-factor N and the ATC time 

step Θ. 

The combination of time steps is controlled by the ATC-factor N which defines how 

many time steps are grouped together. With n being the total number of time steps 

required for transient treatment of a given weld bead, meaningful values for the ATC-

factor encompass integer values in the range 2 to n.  Accordingly, the total number of 

segments defined by the ATC-factor is the integer value of n/N. 

For each segment, the solver internally processes N virtual time steps in which the weld 

source is moved along the weld path and the resulting fluxes are collected without 

applying them to the model yet. Once these virtual time steps are completed, two 

increments are calculated: In the first one, the accumulated heat fluxes are applied during 

the ATC time step Θ. With θ being the time the weld source requires to travel the 

complete segment, the duration of the second computed increment is set to θ – Θ. During 

this second increment, no heat fluxes are applied, and the segment is allowed to cool. 

Once both increments are completed, the next segment is considered in a similar fashion. 

In Fig. 7, this procedure is schematically shown for a weld path that requires 50 

increments to complete in a transient analysis. In each of these increments, a constant heat 

flux of relative magnitude 1 is applied. Given an ATC factor N = 10 and ATC time step Θ 
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= 2 s, the total number of increments required for welding reduces to 10 and the relative 

heat flux 𝑓𝑟𝑒𝑙 in every second increment is computed from 𝑓𝑟𝑒𝑙 =
𝜃

Θ
, thus increased to 

1.25. Note that the total amount of heat entering the model per segment is identical for 

both the transient and ATC variants.  

The ATC time step Θ is a free parameter that needs to be adjusted to calibrate the peak 

temperature reached in the model. If the value of Θ is increased, the peak temperature 

decreases as a greater amount of heat can be lost to the environment or conducted into the 

surrounding material during heating. Likewise, the peak temperature increases as the 

value of Θ decreased. There are two major advantages of this simplified approach: Unlike 

conventional thermal cycle approaches [14], [15], the ATC maintains the physical energy 

balance, globally and locally. At the same time, the total number of computed increments 

is reduced by the factor 2/N, resulting in a considerable potential to reduce the required 

computational time.  

 

Fig. 7 Schematic illustration of the relative heat flux during a transient analysis with 50 

increments and its simplification with ATC factor N =10 and ATC time step Θ = 2 s. The 

time required to complete each segment is θ = 2.5s.  

RESULTS AND DISCUSSION 

VALIDATION OF THE REFERENCE MODEL  

In order to validate the transient reference model, temperatures were recorded for 10 

positions on the baseplate and deposit as shown in Fig. 8. Although the model was set up 

according to the experimental process parameters, a slight timing offset was found 

between the experimental and numerical data sets increasing towards the end of the 

process. This effect is attributed to limited precision in the available velocity data of the 

welding robot which adds up to the observed offset of temperature peaks. To ease 

comparison between experimental and numerical data, the numerical time is scaled with a 

factor of 1.01. With this correction, Fig. 9 highlights the good agreement between 

numerical and experimentally measured temperature data.  
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Fig. 8 Positions of temperature measurement 

Temperature differences between numerical and experimental data are shown in Fig. 

10, with the corresponding values for mean and standard deviation listed in Table 3. The 

best agreement between numerical results and experimental data is found at measurement 

positions 1 and 4, situated on the baseplate at some distance to the deposit. In these 

positions, the mean and the standard deviation of the temperature difference are smaller 

than 10 °C, indicating excellent agreement between model and reality. Positions 2, 3, and 

5 are also located on the baseplate, but closer to the deposit. In these positions, the mean 

temperature difference is still below 10 °C, but with slightly increased standard deviations 

up to 23 °C. Also positions 6 and 7 are located on the baseplate, enclosed by the deposit 

in three directions. Contrary to points 1 to 5, in these positions, the numerical prediction 

slightly underestimates the measured temperatures, highlighted by the mean temperature 

difference of -18 °C at position 7.   

Table 3 Mean, μ, and standard deviation, σ, of temperature differences (simulation – 

experiment) for the 10 measurement positions shown in Fig. 8. 

Position 1 2 3 4 5 6 7 8 9 10 

μ (°C) 5.5 0.4 4.7 9.6 7.8 -7.3 -18.0 -7.0 -35.0 -40.1 

σ (°C) 8.5 22.9 13.1 8.4 20.3 15.6 22.1 169.8 197.3 137.8 

This effect is probably caused by the restriction of the physical effects included in the 

model. While conduction, convection, and emission are included, the interaction of the 

deposit walls enclosing positions 6 and 7 or local variation in the surrounding temperature 

are not considered. Yet, it is noted that for all measurement points on the baseplate the 

mean difference to the experimental data lies below or very close to the thermal 

convergence tolerance of 20 K that is applied in the model.  

For measurement positions on the deposit (positions 8-10), a more pronounced offset to 

the experimental data is observed with a widely spread distribution of the temperature 

differences. While on average, the simulation underestimates the experimental reference, 

the predicted peak temperatures lie well above the experimentally recorded values. 

Besides the unknown error introduced by the behavior of the thermocouples under 

extreme conditions, this issue is closely connected to the discretization of the model.  
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Fig. 9 Experimental and numerical temperature data for the 10 measurement positions shown 

in Fig. 8 

With only one linear element per deposited layer, the temperature difference between 

the upper and lower edges of the newly deposited element subject to heating has been 

observed to amount to as much as 800°C. Although this makes it difficult to accurately 

predict peak temperatures within the model, this localized effect is smoothed out with 

increasing distance to the weld source. 
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Despite the scaling of the numerical process time, a slight offset in timing remains 

between simulation and experiment. In combination with steep temperature gradients, this 

also contributes to the large standard deviation observed for measurement positions 8 to 

10.  

Considering the influences discussed above, the numerical analysis reproduces accurately 

the measured temperature profile, both in the baseplate as well as in the deposit. Thus, the 

applied model is qualified to serve as a reference for further model simplifications. 

 

  

Fig. 10 Distribution of temperature differences (simulation – experiment) for the 10 

measurement positions shown in Fig. 8 

SIMPLIFIED WELDING MODELS 

The performance of the Advanced Thermal Cycle (ATC) described above was tested with 

reference to the fully transient thermal analysis. Both the influence of the ATC factor as 

well as the ATC time step were probed. The ATC factor was increased up to the point 

where entire weld seams are combined into a single segment. This was reached for a 

value of N = 688. For N = 100, the bottom layers are split into 15 segments each. In this 

case, each layer requires a maximum of 30 welding increments to complete while still 

maintaining a basic representation of the process direction. Fig. 11 exemplarily illustrates 

the temperature profile for the 6 increments required to complete the second weld bead of 

the second layer.   
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Fig. 11 Temperature profile of the sample while completing the second weld bead of the 

second layer with ATC factor N = 100 and ATC time step Θ = 0.8 s. 

Table 4 lists the total number of calculated increments for the transient reference and 

all tested variations of the ATC factor N and ATC time step Θ = 0.8. Table 4, together 

with the computational times and relative time saving illustrated in Fig. 12, emphasizes 

the ATC’s potential to reduce the computational cost of the simulation. Already with the 

moderate ATC factor N = 10, the time saving with regard to the transient reference 

amounts to more than 80%. As the ATC factor is increased, the required computational 

time is further reduced.  With increasing ATC factor, the computational time required for 

the cooling sequences between layers (421 increments for all variants) starts to dominate 

the total computational time of the simulation. Accordingly, the time saving 

asymptotically approaches its maximum value that is associated with the ATC combining 

entire weld beads into one segment each (N = 688). In this particular case, the most 

simplified variant with N = 688 could be completed in about 46 minutes, while the variant 

with N = 100 required about 1 hour and 20 minutes.  

Table 4 Number of calculated increments for the transient reference and different ATC 

factors N.  

 Transient N = 10 N = 20 N = 50 N = 100 N = 688 

Nr. of increments 22049 4761 2597 1275 847 509 
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Fig. 12 Computational time and relative time saving for the transient reference and all tested 

ATC variations with ATC time step Θ = 0.8 

With the time saving potential of the ATC established, it is necessary to check how it 

performs regarding the result quality. Fig. 13 shows exemplarily the thermal profile at 

positions 6 and 9 recorded for different ATC factors and ATC time step Θ = 0.8. The 

graphs highlight that the global temperature history is virtually not affected by the 

simplifications introduced by the ATC with factors up to N = 100. Fig. 13 (a) and (c) 

illustrate that even for N = 100, no significant differences are visible when the entire 

process is considered. Only a close-up of individual temperature peaks (Fig. 13 (b) and 

(c)) reveals the effect of the ATC and the impact of further simplification with N = 688.  

Especially the close-up of position 9 (Fig. 13 (d)) illustrates how the time stepping is 

affected. Depending on the relative positions of the measurement point and the 

boundaries of the heated segments, the temperature peak is shifted on the time axis or 

smaller sub-peaks are introduced. Once the heating phase is completed, the heat spreads 

into the deposit and it is allowed to cool. This part of the curve is much less affected by 

the localized influence of the weld source and the temperatures measured for the 

simplified simulations merge again with the transient reference. 

Position 6 is not located on the deposit, but on the baseplate. Accordingly, the timing 

of the temperature peaks is not as much affected by the ATC as for position 9. The close-

up of position 6 (Fig. 13 (b)) merely reveals a slight decrease of the recorded peak 

temperatures as the ATC factor is increased.  

Fig. 14 exemplarily illustrates the influence of the ATC time step Θ on the first 

temperature peaks recorded for constant ATC factor N = 20 at positions 8 and 9, 

respectively. As Θ defines the length of the first increment calculated for each segment, a 

smaller Θ slightly shifts the temperature peak on the time axis. Due to the shorter time 

available for heating, a smaller ATC time step leaves less opportunity for heat losses due 

to conduction, convection, or radiation. Consequently, the peak temperature increases as 

Θ is decreased as it is observed in Fig. 14. This makes the ATC time step Θ a free 

parameter that needs to be calibrated to achieve the required peak temperatures. In case of 

the present model, the best fit was found for Θ = 0.8 s.  
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Fig. 13 Temperatures measured at positions 6 and 9 recorded for different ATC factors and 

ATC time step Θ = 0.8. (a) and (c) show the entire process time, (b) and (d) a close-up of the 

first temperature peak, respectively 

 

Fig. 14 Variation of the ATC time step Θ for constant ATC factor N = 20 

CONCLUSIONS 

The present contribution shows how a transient DED simulation can be simplified by 

introducing an Advanced Thermal Cycle (ATC). To test the approach, a transient thermal 

model was validated by comparison to experimentally measured temperature data 

recorded both on the baseplate as well as on the deposit itself, and excellent agreement 

between numerical and experimental data was found. The ATC allows to combine 

multiple transient time steps into segments for which the heat input is treated in a joint 
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fashion. It is controlled by two parameters, namely the ATC factor and the ATC time 

step. The influence of both parameters was evaluated, showing very good agreement 

between the transient reference and the simplified models. With only a minor loss of 

result accuracy and resolution in time, the required computational time required for 

welding could be reduced by more than 97% so that the simulation can be completed 

within the same time as the real DED built. These results qualify the ATC as a valuable 

tool for the simulation of large DED processes which cannot be handled via transient 

simulation otherwise and as a feasible method to evaluate thermal profiles which are 

difficult to measure experimentally.  
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ABSTRACT 

Data evaluation is of great importance for quality assurance and control loops. Components and process 

parameters involved in the production process can be networked and evaluated using all relevant 

information and controlled in real time. Thermal joining processes are complex; so is laser beam 

welding (LBW). The numerical description of the processes provides good approximations for partial 

aspects. However, experiments are still the basis for determining optimal process parameters. This is 

time-consuming and cost-intensive. 

For the evaluation of experimental data there are some AI approaches; e.g. response surface method, 

Taguchi method, KNN models, Kriging models, principal component analysis (PCA). Systematic 

backup, analysis and visualization of welding and quality data using database systems and analysis 

algorithms is not currently taking place on a wide scale. Expert knowledge is a mandatory prerequisite 

for the preparation, execution and evaluation of LBW processes. Therefore, the potentials of the process 

are often not fully exploited. The consequences are e.g. long commissioning times, low flexibility for 

new tasks and missing objective knowledge management. 

In the lecture a tool based on PCA will be presented. The interdependencies between process parameters 

and the welding result in the form of the 2D weld geometry are mapped in a statistical model. The 

system is learned from experimental data sets. The weld geometry can contain further characteristic 

values; e.g. weld penetration depth, weld width or load-bearing weld cross-section. These characteristic 

values can be linked to the quality of the welded joint. The two-dimensional weld formation and all 

contained spatially resolved result variables can be represented; e.g. width of heat affected zones and 

grain size distribution. This requires the analysis of multivariate data; e.g. micrographs with a pixel 

number of several million, as dependent result variables with all nonlinear dependencies. To realize the 

spatial resolution of the result variables, the full pixel resolution is used for image analysis. From the 

formed statistical model, the seam geometry with all properties can be predicted ad hoc within the 

learned data space for arbitrary parameter combinations, or local target variables can be specified and an 

optimization algorithm searches for the best possible parameter combination from many model queries. 

Using an LBW task as an example, the evaluation principle and the GUI are shown. Key points are the 

permanent accumulation of knowledge, usable control strategies, quality proofs and thus time and cost 

savings. 

 

Keywords: Seamprognosis; measurement data; principal component analysis; spatially resolved result 

variables 
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INTRODUCTION 

Individual operations or several operations in a process chain always have influencing 

variables; some can be easily influenced (controlled variables) and some are difficult to 

influence. In the complex operation of laser welding LBW, controllable influencing 

variables are e.g. feed rate, focus position and power; difficult to influence is usually the 

task, i.e. the materials to be welded. At present, theoretical control of the LBW-process is 

not sufficient to dispense with experiments. Therefore, the welding parameters are mainly 

determined experimentally (Fig. 1). 

 

Fig. 1 Iterative approach to experience-based welding parameter determination 

There is not always sufficient time available for test series. Technological decisions 

often have to be made on the basis of subjective empirical values. Potentials of the 

processes are not exploited to the full extent. For manufacturing companies, problems 

arise during preparation due to long commissioning times and during processing due to 

non-optimal parameters. 

This situation is exacerbated by the increasing individualization of production. The 

development is characterized by the increase of small series, one-off productions or 

changing component derivatives within a series production. Rapid adaptation of 

technology parameters to new production tasks is required. This flexibility demanded by 

customers poses great challenges for plant manufacturers as well as for the supply 

industry and contract manufacturers. 

Therefore, the following objectives are pursued: 

• Predict welding parameters for desired seam geometries without time-, material- 

and energy-intensive welding tests; that leads to fast, efficient, accurate planning 

processes  

• improvement of quality through optimal parameter selection  

• fast commissioning of welding systems even for batch size 1; making 

uneconomical orders profitable  

• Process stabilization in automatic control loops 

• make welding knowledge independent of people; constantly expand know-how. 

The analysis of complex data makes sense only if a large number of setting parameters 

are required and the user therefore has difficulty in keeping track of the interdependencies 

between input variables and welding results. 
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STATE OF THE ART 

Data evaluation is of great importance for quality assurance and control loops. 

Components and process parameters involved in the production process can be networked 

and evaluated using all relevant information and controlled in real time. 

Transforming the experiential knowledge of experts into usable algorithms has been 

the subject of research for years. For the evaluation of experimental data there are some 

AI approaches [1]; e.g. Response Surface Method [2], Taguchi method [3], Neuronal 

Network models [4], Kriging models [5], Principal Component Analysis (PCA) [6]. 

As parameter studies carried out on various manufacturing processes, PCA makes it 

possible to analyze multivariate data with a high number of input and dependent result 

variables - up to the range of millions [7]. Thus, complex nonlinear dependencies can be 

spatially resolved and mapped with good accuracy by statistical methods. 

COUPLED PROCESS ANALYSIS 

Coupled Process Analysis (CPA) is discussed in [8-10]. 

A number of 12 tests were performed to realise a prediction in this data space from 

experimental data with the CPA-Tool. In Fig. 2 the processing cycle of CPA is shown 

beginning with a Design Of Experiments (DOE). 

 

Fig. 2 CPA - processing cycle 

There are indications that the acquisition of complex experimental data represents 

reality better and more efficiently than the attempt of numerical description. But, also 

targeted experiments to determine material properties [11] or serial measurements to 

describe processes are costly. This data acquisition incl. the preparation of the data for 

automatic machine readability are often 90% and more of the expenses for a successful AI 

project. Therefore, minimizing the experiments by maximizing the use of the data is an 

important criterion. 
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For the realized LBW task, the input variables with the selected data space are shown 

in Table 1; the fixed boundary conditions are shown in Table 2. As DOE a Latin 

Hypercube Sampling was used to determine the variable parameters for the 12 weld tests; 

see Table 3. 

Table 1 Data space of the input variables 

Input variable min max 

welding speed [m/min] 1,5 5 

Power [kW] 2 5 

Focus position (mm) -4 5 

Table 2 Fixed boundary conditions  

description Value (const.) 

Laser source Disk laser Trumpf „TruDisk 10002“ 

Fiber diameter 0,4 mm 

Welding optic Trumpf MSO (focal length 200 mm) 

Base material Steel (DC04) / thickness 1,0 mm / uncoated 

Weld configuration lap joint in flat position 

Table 3 Variable laser parameters 

Test Test Speed [m/min] Power [kW] Focus Position [mm] 

1 2,83 2,83 2 

2 3,17 2 3 

3 4,5 3,13 1 

4 1,5 4,62 -2 

5 1,83 5 -4 

6 4,17 3,37 0 

7 5 3,37 0 

8 1 2,62 5 

9 2,5 4,12 -3 

10 2,17 2,88 -1 

11 3,83 2,38 5 

12 3,5 4,38 4 

Data acquisition is carried out on the prepared 12 cross sections in high pixel 

resolution. An example for a narrow seam, see Fig. 3, welded at higher speed and lower 

power. For a wide seam see Fig. 4, welded at lower speed and higher power. 

The images were taken in a high resolution with millions of pixels; each with a gray 

value between 1 and 256. Suitable algorithms for image preprocessing and feature 

extraction are available open-source [12] as well as commercially. For supervised 

learning classifiers up to complex neural networks, a wide range of methods exists [13]. 
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In addition to the gray values, color and texture features can also be recorded in order to 

make statements about the microstructure; e.g. about the grain size distribution. 

Data processing means make the data machine readable. The LBW-micrographs will 

be formatted to the same size, i.e. to an identical number of pixels. 

Classically, the relationship to the input variables could be mapped in an extra 

metamodel for each pixel. This does not make sense with current computing technology. 

So data reduction based on PCA is used. 

Supervised learning on the basis of Python-based engines determines the best 

mathematical approximations for various relationships. Automatic model building takes 

place in the reduced data space. Often simple polynomial approaches are sufficient for the 

description. In the case of the LBW task, 5 modes with maximum quadratic terms 

resulted. Based on the created analytical model, input variables with only minimal 

influence can be sorted out in a sensitivity analysis. In the present case with only three 

input variables, no parameter was sorted out. 

A dynamic shape-based visualization for arbitrary parameter combinations is 

performed. This GUI of the relationships can be automated by analytically calculating a 

large number of variants for a desired target variable in an optimization run and 

determining the parameter combination that best satisfies the target variable. 

The whole cycle can be repeated if the model quality does not meet the set 

requirements. In this case, a new DOE is created with a serial Latin Hypercube Sampling, 

whereby only new values for the variables are specified. 

LASERTOOL 

In [14] the LBW-example was published for the first time. In the following the evaluation 

principle and the GUI are shown. 

The 2D virtual micrograph is represented by different gray values, the fusion line - the 

boundary between laser weld seam and heat affected zone - by two blue lines. The data 

for the blue lines were determined manually in the 12 micrographs and then 

approximated. See Fig. 3 and 4 to compare the real micrograph with the image from the 

virtual model. 

 

  

Fig. 3 Cross sections from experiment; Test 7 left; Test 12 right 
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Fig. 4 Shape-based visualization with grey values and blue fusion line from metamodel; 

Test 7 left; 12 right 

Fig. 6 shows the Graphic User Interface. 

The two target variables – grey values and blue lines - are each represented by a separate 

metamodel. 

Model-based generation of a 2D virtual micrograph with the geometry of the heat-

affected zone and the fusion area of the laser weld seam for various parameter 

combinations is possible in real time – see Fig. 5 and 6 for process chain and GUI.  

 

Fig. 5 Shape-based visualization with grey values and blue fusion line from metamodel; 

Test 7 left; 12 right 
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Fig. 6 GUI Virtual, shape-based visualization 

OUTLOOK 

Many other influence parameters have an impact on the process; e.g. process gas or laser 

parameters (e.g. laser beam wavelength, fibre diameter, spot diameter, power distribution 

in the beam ...). These variables multiply the solution space and the effort. Especially the 

material combination can hardly be parameterised. 

Further characteristic values can also be evaluated for the target variables; e.g. weld 

penetration depth, load-bearing weld cross section or grain size distribution. These 

characteristic values can be linked to the quality of the welded joint. 

Based on the described approach, the goals stated in the introduction can be achieved. 

CONCLUSION 

For the field meta modelling approach based on the sensitivity analysis of variances it will 

be necessary to automate the pre- and post-processing of experiments and data analytics. 

In the presented example "LBW", a prediction of the seam geometry becomes possible 

on the basis of micrographs using the variance-based sensitivity analysis with field 

metamodeling. This makes it possible to find suitable parameters for welding processes. 

Often the data acquisition can be the biggest cost driver. What is sought is the 

analytical model that achieves the best process description at the lowest cost for 

measurement. Such an analytical model is then used as a basis for the automatic control of 

processes based on the developed software workflow via suitable control variables; e.g. 

laser parameters.  
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ABSTRACT 

The ultrasonic vibration enhanced friction stir welding (UVeFSW) process has unique advantages in 

joining dissimilar Al/Mg alloys. While there are complex coupling mechanisms of multi-fields in the 

process, it is of great significance to model this process, to reveal the influence mechanism of ultrasonic 

vibration on the formation of Al/Mg joints. 

In this study, the acoustic-plastic constitutive equation was established by considering the influence of 

both ultrasonic softening and residual hardening on the flow stress at different temperatures and strain 

rates. And the ultrasonic induced friction reduction (UiFR) effect on friction coefficient in different 

relative directions at the FSW tool-workpiece interface was quantitatively calculated and analyzed.  

The Al/Mg UVeFSW process model was developed by introducing the above acoustic effects into the 

model of Al/Mg friction stir welding (FSW). The ultrasonic energy is stronger on the aluminum alloy 

side. In the stirred zone, there is the pattern distribution of ultrasonic sound pressure and energy. The 

heat generation at the tool-workpiece contact interface and viscous dissipation were reduced after 

applying ultrasonic vibration. Due to the UiFR effect, the projections of friction coefficient and heat flux 

distributions at the tool-workpiece interface present a "deformed" butterfly shape. The calculated results 

show that ultrasonic vibration enhanced the material flow and promoted the mixing of dissimilar 

materials. 

 

Keywords: Friction stir welding; Ultrasonic vibration; Al/Mg alloys; Numerical simulation 

INTRODUCTION  

With the development of the economy and society, the demand for energy conservation 

and emission reduction has increased, and light materials such as aluminum and 

magnesium alloys are widely used in automobile, aerospace, and high-speed train 

industries [1]. This inevitably faces welding of dissimilar Al/Mg alloys, and the joining of 

aluminum alloy and magnesium alloy can make full use of their advantages and make up 
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for each other's shortcomings. However, due to the great differences in crystal structure 

and physical properties between the two materials, the high-quality joining of Al/Mg 

dissimilar alloys faces special challenges [2]. Although friction stir welding (FSW) has 

some prominent advantages in the joining of Al/Mg alloys [2-5], there is still growing 

demand for further improvement in the microstructures and mechanical properties of 

dissimilar joints.  

Recently, ultrasonic vibration has been used to improve the FSW process of dissimilar 

material FSW. Sachin et al. [6] applied ultrasonic vibration to the tool along the welding 

direction. Strass et al. [7-10] exerted the ultrasonic vibration to one side of the workpiece 

through rollers. Ji et al. [11-13] conducted the static shoulder FSW with the ultrasound 

applied to the back of the workpieces. Lv et al. [14] used the ultrasonic vibration 

enhanced FSW (UVeFSW) for joining Al/Mg alloys, and the ultrasonic vibration was 

applied to the top surface of the workpieces in front of the tool. All the above 

experimental studies show that ultrasonic vibration can improve weld quality and 

decrease welding loads.  

However, there are complex coupling mechanisms of multi-fields in the Al/Mg 

dissimilar UVeFSW process, and the influence of ultrasonic vibration on the "heat 

generation/temperature profile-stress/strain-material flow-material mixing" behaviors is 

more complex. Therefore, it is of great significance to model the UVeFSW process of 

dissimilar Al/Mg alloys and conduct the coupled numerical analysis of multi-physical 

fields, to reveal the influence mechanism of ultrasonic vibration on the formation of 

dissimilar Al/Mg joints and realize the effective utilization of ultrasonic energy field in 

friction stir welding of dissimilar Al/Mg alloys. 

For dissimilar FSW of Al/Mg alloys without ultrasonic assistance, Singh et al. [15] 

established a heat transfer model of 6061 Al/AZ31 Mg, and Lim et al. [16] developed a 

finite element model based on the coupled Euler-Lagrange method for Al 6061-T6 and 

AZ61 Mg to predict the temperature and strain. The authors’ group has established 

computational fluid dynamics (CFD) model of Al-Mg considering local turbulence [17]. 

On the other hand, for the UVeFSW of a single material (Al alloy), Shi et al. established a 

CFD model which considered the acoustic softening effect [18], on this basis, the acoustic 

softening & residual hardening effects [19] and the ultrasonic induced friction reduction 

(UiFR) effect were considered [20] separately. However, the ultrasonic field induces all 

these influences simultaneously during the UVeFSW process of Al/Mg alloys, which 

should be considered in a single comprehensive model.  

In this study, a multi-physical coupling model including the acoustic plasticity 

(softening & residual hardening effects) and UiFR effect was developed and 

experimentally validated for UVeFSW of dissimilar Al/Mg alloys. The ultrasonic effects 

on the friction coefficient, heat generation, temperature, and material flow fields were 

analyzed quantitatively. 

EXPERIMENT 

In the Al-Mg UVeFSW process, as shown in Fig. 1, ultrasonic vibration is transmitted to 

the top of the workpiece in front of the FSW tool directly through the sonotrode at a 

certain angle. FSW was performed on dissimilar AZ31B-H24 Mg and 6061-T4 Al alloys. 
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The Mg alloy sheet was on the advancing side (AS), and the Al alloy sheet was on the 

retreating side (RS). The sheet size was 200 mm (length) × 60 mm (width) × 3 mm 

(thickness). The FSW tool constituted a concave shoulder (diameter 12 mm) and a 

frustum-shaped right-hand threaded pin (tip diameter 4.2 mm, root diameter 3.2 mm, and 

length ground from 3 mm to 2.7 mm), and its material was tool steel. The tool was rotated 

anticlockwise with a tilt angle of 2.5°. The tool rotation speed, welding speed, and 

shoulder plunge depth were 800 rpm, 50 mm/min, and 0.15 mm respectively. The tool 

offset was 0.3 mm to the Mg sheet (AS). The frequency of the ultrasonic vibration is 20 

kHz, the amplitude is 40 μm, and the effective power is 220 W. The radius of the 

sonotrode tip is 4.0 mm, the center of the tip is 20 mm away from the axis of the FSW 

tool, and the angle between the axis of the sonotrode with the welding direction is 40 °, 

the pressing force on the sonotrode is 300 N. 

 

Fig. 1 Schematic of Al-Mg UVeFSW 

After welding, metallographic samples at the horizontal section around the keyhole for 

FSW and UVeFSW were prepared.  

AL/MG UVEFSW CFD MODEL 

The Al/Mg dissimilar UVeFSW model is a combination of the UVeFSW model with 

acoustic softening and hardening effects [19], the UVeFSW model considering the UiFR 

effect [20], and the Al/Mg dissimilar FSW model [17]. The geometric model of the 

Al/Mg UVeFSW process is shown in Fig. 2.  



Mathematical Modelling of Weld Phenomena 13 

520 

 

 

Fig. 2 The geometry model in UVeFSW of Al/Mg alloys 

There are three kinds of acoustic effects considered during the welding process model: 

the preheat effect, the acoustic-plastic effect (acoustic softening and residual hardening 

effects) as well as the ultrasonic induced friction reduction (UiFR) effect. 

THE PREHEAT EFFECT 

When the ultrasound is applied, not only frictional heat is generated on the sonotrode-

workpiece interface, but also the heat due to plastic deformation exists. 

According to the frictional law, the heat generated ( F
Q ) at the interface between the 

ultra-sonic horn and the workpiece is as follows [21], 

0 tool

tool

4 cos
W N

F

f F
Q

A

 
=       (1) 

where 0
  is the amplitude of the ultrasonic vibration, W

f  is the frequency of the 

ultrasonic vibration,   is the angle between the sonotrode and the workpiece surface 

(horizontal plane), N
F  is the axial pressure due to the clamping force acting on the 

sonotrode, tool
  is the friction coefficient at the sonotrode-workpiece contact interface, 

and tool
A  is the area of sonotrode–workpiece contact interface. 

The heat ( W
Q ) generated by plastic deformation at the contact surface between the 

ultrasonic horn and the workpiece can be expressed by the following equation, 
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tool

0
4 cos

2 2

y N

W W

F A
Q f


 

   
= −   

  

    (2) 

where y
  is the temperature-dependent yield stress. 

The total heat generation at the sonotrode-workpiece contact interface is written as, 

s w F W
Q Q Q

−
= +         (3)  

THE ACOUSTIC PLASTIC EFFECT 

In the upsetting process of metal samples, when ultrasonic is applied at a certain moment, 

the stress decreases, which indicates that the deformation resistance of the material 

decreases due to ultrasonic action, which is called the acoustic softening effect. If the 

ultrasonic action time is long enough, the stress will increase when the ultrasonic 

application is stopped, which is called the acoustic residual hardening effect [22].  

In the process of applying ultrasound, the dislocations in the material absorb acoustic 

energy, so that they are easier to be activated and leave their pinned equilibrium positions, 

and the amplitude of dislocation oscillation increases until they exceed the normal 

distance from the equilibrium positions. As the dislocation absorbs additional acoustic 

energy, the shear stress required for metal plastic deformation is significantly reduced, 

which is called the acoustic softening effect.  

When there is a superposition of acoustic stress and internal stress caused by lattice 

defects, dislocations are forced to move in the preferred direction, thus changing the 

internal structure. In other words, the material properties will change permanently, and 

the ultrasound enhances the proliferation and redistribution of dislocations, which will 

lead to the acoustic hardening effect.  

During the process of ultrasonic application, the activated dislocations are much larger 

than the proliferated dislocations, and finally, show a softening effect. However, when the 

application of ultrasound is stopped, the activation disappears, but the dislocation 

proliferation caused by the application of ultrasound is permanent, so it shows the 

hardening effect.  

Although we calculate the situation in the process of ultrasonic application, there is a 

difference between the final softening shown and the actual softening effect, so it is 

necessary to comprehensively consider the acoustic softening and hardening effects to 

describe the acoustic plastic effect. 

In the process of metal plastic deformation, dislocations proliferate and annihilate 

simultaneously. The strength of dislocation proliferation and annihilation determines the 

increase or decrease of the dislocation density. The change of the dislocation density, in 

turn, determines the increase or decrease of the strength of the materials [23]. We describe 

the acoustic softening effect by considering the influence of ultrasonic vibration on the 

activation process of dislocation, and reflect the acoustic residual hardening effect by 

expressing the influence of ultrasound on the proliferation process of dislocation. Finally, 

we can use Eq. (4) to express the acoustic plastic effect of ultrasound. 
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What’s more, for the Mg alloy AZ31B, Dong et al [24] found that the stress gradually 

de-creases with the increase of strain when strain is over 0.2, which is due to the softening 

caused by recrystallization. When the softening reaches a certain level, the stress-strain 

curve tends to be a straight line. On the other hand, the parameters of the constitutive 

equation taken by Yu et al. [25] in modeling the FSW of the magnesium alloy were all 

measured near the peak of the stress-strain curve (corresponding to the strain 0.2). 

According to the experimental results of Liu et al. [26], the strain around the tool in the 

FSW process can reach 35 or even higher. Therefore, the constitutive equation is modified 

by multiplying a softening coefficient to avoid the calculation result caused by excessive 

stress from being inconsistent with the experimental ones. 

1 2
1 2

r am s s

s,am
ln exp 1 exp

n n

Q Q

A RT A RT







         

= + +        
          

   (4) 

where r

s,am
  is the flow stress, am

  is the softening coefficient when recrystallization is 

considered,   is the strain rate, R  is the gas constant, T  is the temperature,  , A , n  are 

the material constants, s
Q  is the activation energy with the acoustic plastic effects, and can 

be expressed as follow, 

0

m

B m

s

R F E

k a
Q Q

b



  

 
 
 + 

= −      (5) 

where Q  is the activation energy without the ultrasound affected,   and m  are 

experimentally determined parameters in the model of the change in the dimensionless 

stress ratio caused by the acoustic softening effect, F  is the change of Helmholtz free 

energy, B
k  is Boltzmann constant, E  is the sound energy density, 0

  is the lattice 

resistance, m
  is the shear elastic modulus, a  is a parameter close to 1/3, b is the length 

of the Burgers vector and   is the dislocation density. Based on the Kocks-Mecking 

(KM) [i,ii] dislocation model as well as the acoustic hardening effect,   is then 

expressed by the following, 

( )
1

2

1 2
1 exp /

2
k

k M
k k


 

 −  
= + −  

  
    (6) 

where 1
k  is the dislocation storage coefficient, and 2

k  is the dislocation dynamic recovery 

coefficient   is the strain. In this study,   takes a value of 30 [26]. The acoustic residual 

hardening effect is introduced into the constitutive equation model via the parameter 
1k

 , 

which is the dimensionless parameter that defines the rate of change of 1
k  under the 

action of ultrasound. M  is the Taylor factor. 
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Using the Logistic function to describe the S-shaped saturation phenomenon of 

dislocation density [29-31] 

( ) ( )
1 0 0 0

/ exp
k a v

KP P K P r t = + − −  
     (7) 

where 0
P  and K  are the initial and saturation values, v

t  is the duration time of the 

ultrasound exertion, and a
r  is the growth rate of dislocation density which is mainly 

affected by the intensity of the ultrasonic energy field. In this study, a
r  is considered to be 

proportional to the vibration amplitude ( 0
 ), and the ratio is  , that is 0a

r = . The 

duration time of the ultrasound exertion ( v
t ) equals to the time during which the material 

flows through the FSW tool shoulder (about the time when the material undergoes the 

combined action area of the plastic deformation and the ultrasonic vibration). 

And then the viscosity s
  is expressed as [32], 

r

s,am

3
s





=         (8) 

And then the viscosity was used for the momentum equation and the viscous dissipation 

source 

in the energy equation. 

THE ULTRASONIC INDUCED FRICTION REDUCTION EFFECT 

The friction coefficient between the FSW tool/workpiece is a prerequisite for determining 

the heat generation and velocity boundary. When ultrasonic vibration is applied in 

UVeFSW, the ultrasonic induced friction reduction (UiFR), i.e., the friction reduction 

effect due to ultrasonic vibration, must be taken into account. 

The relative direction between the vibration direction and the relative sliding direction 

is different, and the reasons for the reduction of friction caused by ultrasound are 

different. Referring to the contact plane and the sliding direction, the ultrasonic vibration 

can be exerted in three orthogonal directions: ① In-plane parallel, i.e., longitudinal, ② In-

plane perpendicular, i.e., transverse, and ③ Out-of-plane perpendicular, i.e., normal, as 

shown in Fig. 3. 
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Fig. 3 Ultrasonic vibration application direction in contact friction 

The ultrasonic induced friction reduction (UiFR) caused by in-plane vibration is 

generally interpreted as the ultrasonic reversal effect [33,34]. It implies that when the 

vibration occurs, the normal force and the instantaneous friction coefficient remain the 

same, but the direction of the friction force is changed or reversed within a vibration 

cycle, resulting in a decrease in the average coefficient of friction during one vibration 

cycle. Storck et al. proposed an ultra- sonic reversal effect model based on the Coulomb 

friction law [34,35]. For a slider that slides at the speed 0
v , the friction coefficient without 

ultrasonic vibration is written as 0
 . When the ultrasonic vibration is applied along the 

longitudinal direction (direction ①), the amplitude of the vibration velocity is expressed 

by v . Then, the ratio between the average friction coefficient L
  with UiFR and the 

friction coefficient without UiFR in the longitudinal direction can be written as [34,35]: 

( )1

0

1 1

2
= sin -1 1

-1 1

L

L

L L

L




 

 



−





 


 −

     (9) 

where 
0L

v v = . The subscript L denotes the longitudinal direction of vibration. Only if 

0
1

L
v v =  , i.e., 0

v̂ v , the motion direction of the slider is reversed, and the ultrasonic 

vibration can decrease the friction coefficient. The larger is v , the more obvious the 

ultrasonic induced friction reduction (UiFR) is. In the UVeFSW system, the vibration 

amplitude at the sonotrode end is 40 μm (idle condition), and the amplitude of the 

vibration velocity is estimated to be 3.2 m/s. Here the amplitude of the vibration velocity (

v ) under the idle condition is at the workpiece location with the maximum sound 

pressure, and the values of v  at other workpiece locations are determined according to 

the sound pressure distribution. 

When the ultrasonic vibration is applied in the transverse direction (direction ②), the 
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ratio of the average friction coefficient T
 with UiFR to the coefficient of friction without 

UiFR in the transverse direction is written as [34,35], 

( )
2

0

2

2sgn 1
=

11
1

TT

L

L

K


 




 
 
+ 

+

      (10) 

where ( )K s  is the first type of complete elliptic integral, which can be obtained by 

integrating the eight-node Gauss-Legendre quadrature formula.  

When ultrasonic vibration is exerted in the normal direction (direction ③ in Fig. 3), 

the normal force of the friction pair changes periodically, which leads to the periodic 

change of the real interface contact area. Then, in friction metal forming under normal 

ultrasonic vibration, the ratio of the contact friction coefficient N
  to the contact friction 

coefficient 0
  without ultrasonic action in the normal direction is expressed as [36], 

*

0

1N N N N

D

RH

sE

       

   

−  
=  = −  

 
    (11) 

where   is the shear strength without ultrasonic vibration, respectively, N
  is the 

relevant parameter related to the acoustic softening effect, 0
 is the vibration amplitude, H  

is the hardness of the softer material, *
E  is the Hertz elastic modulus, N

R  is the radius of 

curvature of the micro-convex peaks at the contact surface, and D
s  is the standard 

deviation of the height of the micro-convex peaks at the contact surface, and 

( )*

D N
E H s R =   is the plasticity index proposed by Greenwood and Williamson 

[36]. 

In UVeFSW, the ultrasonic vibration is in all three directions on the workpiece. For a 

point at the horizontal plane (between the shoulder/pin bottom and the workpiece), where 

the amplitude of vibration is 0
  and the velocity amplitude of the vibration is v̂ , we have, 

Longitudinal: ( )ˆ cos sin
L

r v   =      (12) 

Transversal:  ( )ˆ cos cos
T

r v   =     (13) 

where   is the rotation speed, r  is the length between the elemental and the tool axis,   

is the angle between the welding direction and the r radius vector direction. 

When L
  and T

 are calculated from Eqs. (12) and (13), 
0

L



and 

0

T



is determined by  
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Eqs. (8) and (9). And 
0

N



is determined by the following equation, 

0

sin
1n N

    

  

 
= −  
 

      (14) 

For a point at the contact interface between the pin side and the workpiece, where the 

amplitude of vibration is   and the velocity amplitude of the vibration is v̂ , we have 

Longitudinal： ( )ˆ cos sin
L

r v   =      (15) 

Transvers：  ( )ˆ sin
T

r v  =     (16) 

Then, 
0

L



and 

0

T



is determined by Eqs. (15) and (16). And 

0

N



is determined by the 

following equation, 

0

cos cos
1N N

     

  

 
= −  
 

     (17) 

Taking into account the friction reduction effect from all three directions, the final friction 

coefficient after considering the ultrasonic friction reduction effect is the product of L
 ,

T
 , N

 , and 0
 , 

0 2

0 0 0 0

=N L T NL T

f

    
 

   

 
=         (18) 

And then, f
  is used as the friction coefficient in the UVeFSW instead of 0

  to calculate 

the velocity boundary and heat generation at the FSW tool-workpiece interface. 

While for the other details for the UVeFSW CFD model, the control equations [17], 

boundary conditions [17,20], heat generation [17,20] of the FSW part, and the ultrasonic 

sound field [18] involved in the multi-field coupling model of Al-Mg dissimilar UVeFSW 

can refer to [17-20]. All the above were solved by employing the Ansys Fluent software. 

The volume fraction of each material was determined by the Volume of Fluid (VOF) 

method, and the physical parameters at each grid were weighted by the volume fractions 

of two materials inside the control element [17].  

RESULTS AND DISCUSSION 

ULTRASONIC FIELD OF AL/MG DISSIMILAR ALLOYS UVEFSW 

Fig. 4 shows the acoustic energy distribution after the sound pressure field is stabilized in 

Al/Mg UVeFSW. From (a) to (c) are the acoustic energy distribution at x = 0 mm 

transverse cross-section, y = 0 mm longitudinal cross-section, and z = 1.5 mm horizontal 
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section, respectively. The AS, RS, LS, and TS in the figures are abbreviations of the 

advancing side, retreating side, leading side, and trailing side, respectively. Owing to the 

material flow and the different physical parameters between the two materials, the 

acoustic energy is distributed asymmetrically about the x-axis and y-axis.  

The sonotrode was placed in front of the FSW tool and tilted forward, which conducts 

ultrasonic energy to the workpiece in front of the FSW tool, as shown in Fig. 4(b), the 

distribution law obtained from the longitudinal cross-section is similar to that of Al alloy 

UVeFSW [18]. While in the transverse cross-section (Fig. 4a), it is different from the Al 

alloy UVeFSW: (1) the acoustic energy is higher on the aluminum alloy (RS) than the Mg 

side (AS) due to the significantly different properties of aluminum alloy and magnesium 

alloy; (2) the acoustic energy distribution is no longer monotonically changes from one 

side to another but presents a pattern in the nugget zone, due to the complex material 

mixing in the weld nugget zone. While in the horizontal plane (Fig. 4c), on the one hand, 

the area with higher acoustic energy tends to extend to the tool pin as shown in the Al 

alloy UVeFSW [14], on the other hand, the high acoustic energy area tends to rotate 

around the FSW tool due to the influence of material distribution. 

It is obvious that the sound energy field is distributed asymmetrically rather than 

symmetrically, because there are differences in physical parameters and plastic 

deformation between the two materials. The transmission of ultrasonic sound to the 

aluminum alloy side is more obvious, and the propagation of ultrasound in magnesium 

alloy is a little difficult. The density of magnesium alloy is smaller than that of aluminum 

alloy, and the sound speed in magnesium alloy is also smaller than that of aluminum 

alloy, resulting in a larger attenuation coefficient in magnesium alloy. The sound pressure 

on the magnesium alloy side is generally lower than that on the aluminum alloy side. 

According to the calculation process of the sound field, this is due to the low incoming 

sound pressure and large attenuation coefficient on the magnesium alloy side. 
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(a) 

 
(b) 

 
(c) 

Fig. 4 The calculated acoustic energy density field at the (a) transverse cross-section, (b) 

longitudinal cross-section and (c) z = 1.5 mm horizontal plane 

THE INFLUENCE OF ULTRASONIC VIBRATION ON FRICTION COEFFICIENT 

Considering the UiFR effect, the friction coefficient distribution on the tool-workpiece 

interface in the Al/Mg dissimilar alloys UVeFSW model will be more complicated. Fig. 5 

compares the distribution of the friction coefficient on the tool-workpiece contact 

interface with and without the UiFR effect.  
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Without UiFR, the friction coefficient gradually decreases with the increase of the 

distance away from the tool axis, because the slip ratio model and friction coefficient 

model proposed by Arora et al. [37] based on the rolling process, and a slight difference 

between AS and RS due to the dissimilar materials are placed on each side, as shown in 

Fig. 5(a).  

After considering the UiFR effect, the friction coefficient near the tool axis is small and 

increases gradually with the increase of radial distance, which is similar to the case of 

6061 UVeFSW [20]. Because the UiFR in the longitudinal direction plays a leading role 

[20], and according to Eq. (9), the smaller the ratio of material relative sliding speed to 

ultrasonic vibration speed is, the greater the UiFR effect will be. Based on that the 

amplitude of ultrasonic velocity is not much different at all parts of the FSW tool-

workpiece contact interface, the closer the material is to the axis of the FSW tool, the 

smaller the relative sliding speed will be, and the smaller the ratio will be, the greater the 

UIFR effect will be.  

However, in the case of Al-Mg UVeFSW, the UiFR effect is asymmetric due to the 

asymmetrical ultrasonic field, and finally, the friction coefficient presents a complex 

"deformed" butterfly shape, as shown in Fig. 5(b).  

 

  

(a) Without UiFR (b) With UiFR 

Fig. 5 The distribution of friction coefficient on the tool-workpiece contact interfaces 

(vertical view) 

THE EFFECT OF ULTRASONIC VIBRATION ON HEAT GENERATION AND TEMPERATURE 

The heat generation of each part in FSW and UVeFSW models is compared in Table 1. It 

can be seen that after applying ultrasound, the sonotrode preheats the workpiece. 

Although the preheat effect will increase the temperature, the temperature around the 
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FSW tool will decrease due to the UiFR effect, and the viscous dissipation of the plastic 

deformation zone decreases with the viscosity. 

Table 1 Comparison of the heat generation (W) of the contact interface in FSW/UVeFSW 

 Shoulder Shoulder side Pin side Pin bottom Sonotrode Viscous dissipation  

FSW 315.069 67.159 45.465 22.119 0 94.64 
UVeFSW 201.689 51.338 10.963 5.721   137.04 79.691 

The friction coefficient distribution with the UiFR effect is very complex, making the 

heat flux distribution on the tool-workpiece interface becomes complex. The heat flux 

distribution of FSW/UVeFSW projected on the z = 0 mm horizontal plane is shown in 

Fig. 6. After applying ultrasonic, the distribution of friction coefficient is a "distorted" 

butterfly due to the UiFR effect, and the distribution of heat flux is distorted similarly as 

friction coefficient, but the deformation of the butterfly of heat flux is weakened by 

plastic heat generation. What’s more, the heat flux is higher on AS than that on the RS 

after the ultrasonic application, because the degree of UiFR effect is different between the 

AS and RS. 

 

  

(a) FSW (b) UVeFSW 

Fig. 6 The heat flux on the tool-workpiece contact interfaces in FSW/UVeFSW (vertical 

view). 

Fig. 7 shows the temperature distribution on the top surface (including the shoulder). 

There is a small area in the sonotrode-workpiece interface where the temperature is higher 

due to the preheat of ultrasound.  

For the tool-workpiece interface and its surroundings, after ultrasonic application, the 

highest temperature area around the tool pin disappears while the area of the sub-high 

temperature increases due to the coupling of the preheat and UiFR effects.  
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According to Fig. 5 and Fig. 6, the UiFR effect reduces the heat generation on the FSW 

tool-workpiece contact interface, so that the temperature of the part close to the contact 

interface will drop and the highest temperature area around the tool pin disappears.  

However, due to the acoustic plastic effect of ultrasound, the softening effect of 

ultrasound is dominant in the area with a low strain rate, that is, the outer ring below the 

shoulder, and the flow stress will drop [20]. So that more areas will participate in the 

plastic deformation, resulting in viscous dissipation in more areas, so the sub-high 

temperature range will increase.  

In addition, due to the preheating effect and the applied ultrasound to the leading side 

(LS), the high-temperature area shifts from the magnesium alloy (AS) to the area between 

AS and LS. 

 

  

(a) FSW (b) UVeFSW 

Fig. 7 The calculated temperature on the top surface of the workpiece (including the contact 

surface of the shoulder) 

THE EFFECT OF ULTRASONIC VIBRATION ON MATERIAL FLOW AND MIXING 

Figs. 8 and 9 compare the macrograph of FSW and UVeFSW at different horizontal 

cross-sections with the corresponding calculation results, the right column is the 

experimental results, and the left column is the simulation results. In the simulation 

results, the boundary of the mixing zone is highlighted by the white dotted line.  

After applying ultrasound, the width of the mixing zone becomes wider at the mid-

depth plane (Fig. 8) and the plane of the pin bottom (Fig. 9), both in the experimental and 

calculated results, due to the acoustic plastic effect (soften and harden effects). The 

aluminum alloy goes deeper into AS (Fig. 8) also due to the acoustic plastic effect.  
When we only studied the acoustic-plastic effect of ultrasound in FSW [20], we found 

that for the low level of the strain rate, the flow stress obtained by the constitutive 

equation considering ultrasonic hardening and softening is lower than that obtained by the 

constitutive equation only considering acoustic softening. When the strain rate is large 

enough, the flow stress calculated by the former is larger than that by the latter. The 
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acoustic softening and hardening effects dominate the conditions of high and low strain 

rates, respectively. 

In the inner annular region near the pin side surface, the flow stress calculated by the 

constitutive equation considering ultrasonic hardening and softening is higher than that 

obtained by the constitutive equation only considering acoustic softening. But near the 

outer annular region, the flow stress by the former is lower than that by the latter.  

It is easy to understand that at locations where the flow stress is reduced, the fluidity is 

improved, and it is easier to get rid of the rotating motion that follows the tool and to 

restore its horizontal flow in reverse to the welding direction. This means that if the flow 

stress in the region where the material flows through is reduced, the streamlines are not 

shifted to the rear AS. 

 
Experiment Simulation 

 

 

(a) FSW 
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(b) UVeFSW 

Fig. 8 The material distribution at mid-depth horizontal cross-sections 

 
The macrograph The calculated 

 

 

(a) FSW 
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(b) UVeFSW 

Fig. 9 The material distribution at the plane of pin bottom horizontal cross-sections 

Considering the combined effect of hardening and softening of ultrasound, the flow 

stress in the outer region below the shoulder is reduced, and the material on the RS that 

flows through there is not offset toward the rear AS. However, at the inner region around 

the tool, the flow stress is not decreased, thus, the streamlines on the AS after bypassing 

the tool offset toward the rear AS. As the strain rate is gradually reduced from the inside 

to the outside of the regions covered by the FSW tool, the flow stress distribution of the 

inner and outer rings below the shoulder is different, which causes the flow lines flowing 

through different positions to be more biased toward the AS, while others are biased 

toward the RS. That means the combination of the two effects (acoustic softening and 

residual hardening) will lead to the widening of the mixed zone. 

However, at the bottom of the tool pin or near the pin bottom surface, the strain rate is 

slightly higher. If only acoustic plasticity is considered, the softening of the material will 

be minimal at the inner ring below the shoulder, and the mixing will hardly be intensified. 

Therefore, it is difficult to explain this phenomenon just with the acoustic plastic effect. 

At the same time, the UiFR effect will also reduce the velocity boundary inputted as well 

as the material flow around the pin bottom. Therefore, the preheating effect is the main 

reason explaining the mixing intensification of the material around the pin bottom. 

Additionally, at the plane of the pin bottom which did not show the acoustic hardening 

effect, the materials mixing just below the pin bottom is intensified, and the 

characteristics of ring-shaped aluminum outside and magnesium inside are weakened 

(Fig. 9), which is a consequence of the thermal effects. 

CONCLUSIONS 

In the Al/Mg UVeFSW model, the acoustic energy is stronger on the aluminum alloy 

side, the distribution of acoustic energy presents a pattern in the nugget zone, and the area 
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with high acoustic energy tends to extend to the tool pin and rotating around the FSW 

tool. Considering the ultrasonic vibration, the friction coefficient decreases. The 

distribution of the friction coefficient presents a "deformed" butterfly shape. With 

ultrasound, the heat generations at the tool-workpiece interface and the viscous 

dissipation are reduced. The heat flux at the tool-workpieces interface shows a less 

"deformed" butterfly-like than the friction coefficient. Comparing the material 

distributions with and without ultrasound at horizontal planes, the mechanism that 

ultrasonic vibration is beneficial to the mixing of dissimilar materials is clarified. 
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ABSTRACT 

Process modelling (PM) is used in many industries to make considerable contributions to the 

development of safe and efficient engineering designs. The authors have experience of applying PM to a 

wide range of industries and applications; they are currently investigating the application of commercial 

CFD software to Friction Stir Welding (FSW). PM augments results generated by laboratory testing by 

providing full field and full duration predictions of important parameters such as material state. Analyses 

of engineering processes are increasingly conducted with commercial software, which attracts a 

significant license fee, but license fees may not be the only barrier to the utilisation of PM in engineering 

design.  PM can be very complex and the requirements for an understanding of many advanced material 

behaviours may deter their use. It might fairly be expected that there could be a considerable investment 

needed before a desirable return is achieved. FSW has been the fastest growing joining technology over 

the last two decades and it now being used in many industries, including aerospace, automotive and 

shipping. The process has advantages over the more traditional techniques for joining metallic materials. 

Results show that FSW joints have a superior fatigue resistance when comparted to fusion joining, and 

the lower process temperature means that thinner sheet fabrications are less likely to suffer heat-related 

distortion. FSW procedure development is needed for each application to show that the proposed 

welding procedure for any application will robustly produce defect-free welds of suitable quality. The 

current paper extends a FSW PM technique which assumes that accuracy mostly depends upon the 

conditions that exist near the FSW tool plus some straightforward mechanics and thermodynamics 

remote from the tool. The technique can be used for a wide range of materials using properties that are 

generally available and easily understood by a process engineer. Comparisons are made here against test 

data of a series of lap welds for a range of conditions. Of particular interest is the effect of two different 

tool pin designs on the corresponding welds. The test data showed that welding parameters (rotation rate 

and welding speed) and tool pin design strongly affect the characteristics of the typical defect features 

(hooking and cold lap defects).  The comparisons showed that the tool pin design including thread must 

be captured explicitly in the model, and that the relative position of the tool as it rotates must also be 

modelled. This results in quantitatively accurate predictions of torque and qualitatively realistic results 

for hooking and cold lap defects. The approach is based upon the use of general purpose CFD software 

combined with a set of easy to access materials data. 

 

Keywords: (Process Modelling, CFD, Lap Welding, Hooking, Cold Lap Defects) 
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INTRODUCTION  

Friction Stir Welding (FSW) tends to be a solid-state welding process because the input 

power would drop considerably if the material around the tool became molten. A 

schematic of this behaviour is shown in Fig. 1. 

 

Fig. 1 Simple relationship between the main characteristics that determine the conditions that 

are generated during Friction Stir Welding 

The current Process Modelling (PM) assumes that the material behaviour in the heavily 

straining region is dominated by an exponentially weakening trend of material strength as 

the material temperature approaches its melting point. A simple relationship between 

material strength at pseudo-static strain rates and temperature, T is assumed as described 

in reference [1]. A simple strain rate sensitivity was added to augment the pseudo-static 

strength behaviour. 

Work with this model has previously analysed butt welds. The current paper presents 

its use on lap welds where hooking and cold laps can reduce weld strengths [2, 3].  

MODEL DESCRIPTION 

The current work was undertaken using the Computational Fluid Dynamics (CFD) code 

STAR-CCM+ [4] which provides user friendly and simple to learn facilities for the 

development of a FSW model. The CFD model approach is quite straight forward and has 

been outlined previously in [1].  

Two regions are created representing the tool and the upper and lower work pieces. 

The travel of the tool is captured by “moving” the work piece, i.e. the upstream boundary 

condition is a fixed inlet velocity boundary condition and the work pieces move past the 

tool. The outlet boundary condition is a fixed pressure boundary condition. The Volume 

of Fluid method is used to separate the upper and lower work pieces, and to measure the 

mixing of the work pieces following welding. The tool is rotated at the given rotation rate, 

and the interface between the tool and the work piece experiences the shear stress 

associated with that. A predominantly hexahedral mesh consisting of approximately 18 

million cells is used for all simulations. 
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All simulations are steady state, which implies an infinite weld.  Subsequently, the far 

field temperature boundary conditions are adjusted to account for the short test section 

seen in the tests. 

The derivation of viscosity is provided in [1]. It was assumed that the correct room 

temperature strength parameter was the Ultimate Tensile Strength, which was chosen to 

be 550MPa. The melting temperature assumed was 710°C [5]. 

The heat generation was assumed to be by adiabatic shearing alone. Many models of 

FSW adopt advanced friction characteristics that would be both expensive and laborious 

to develop on a bespoke basis for general analyses of FSW. The current work assumed 

that friction was caused by the shearing of the workpiece material in the small crevices 

that represent the surface of the tool, so, even at a microscopic level friction is really the 

adiabatic shearing of material. 

ALDANONDO TESTS 

Z shaped extrusions of aluminium alloy AA2099-T83 with a thickness of 2 mm (UTS 

about 560MPa [6]) and sheets of aluminium alloy AA2060-T8E30 with a thickness of 2.5 

mm (UTS about 540MPa [7]) were used as base materials in this work. Both alloys were 

in a T8 hardened temper condition. 

FSW joints were performed in overlap configuration where the alloy AA2099-T83 was 

used as a stringer and placed on top of the alloy AA2060-T8E30 which was used as a 

skin. An example of this lap joint is shown in Fig. 2a. 120mmlong joints were performed 

for each welding condition investigated. 

 

Fig. 2 a) Friction stir welding (FSW) lap joint between AA2099-T83 extrusion and AA2060-

T8E30 sheet and FSW tools used to produce them; (b) conventional threaded tool; (c) 3 flats 

+ mixed thread tool; and (d) sketch showing details of the top view of the 3 flats + mixed 

thread tool. Reproduced from [3] 

Two types of FSW tools were employed to produce lap joints. Both FSW tools had a 

plane shoulder of 10 mm in diameter and a probe 4 mm in diameter and 2.5 mm in length. 

The difference between the tools was the probe design. One probe had a conventional 

right-handed thread cylindrical probe (Fig. 2b) while the other tool had a probe with 3 
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flats and 3 types of threads in the 3 cylindrical sections (Fig. 2c,d). The flats were used to 

divide the probe in three different threaded sections. All threads were produced with the 

same pitch and depth dimensions, but each had different thread orientations. One section 

had a right handed thread, another one a left handed thread and the other thread was 

neutral (no inclination). The main purpose of this probe design was to avoid any 

preferential vertical plasticized material flow to reduce the hook formation, while 

promoting sufficient flow at the faying surface to break the oxide layers and produce a 

mixing between the parts to be welded. All the welds were performed with a tool tilt 

angle of 1.5o. 

Combinations of two rotational speeds and two welding speeds were investigated.  The 

rotational speeds investigated were 800 rpm and 1200 rpm, and the welding speeds 

investigated were 150 mm/min and 250 mm/min. 

FRICTION STIR WELDING PROCESS MODELLING OVERVIEW 

The modelling approach developed using the CFD code is outlined in Lewis [1] with a 

few minor adjustments.  Previously, it was noted that the torque was under-predicted, and 

subsequent analysis showed this was due to the simplified representation of the tool 

thread; so the tool thread has to be captured explicitly.  Here the two Aldanondo tool 

types are investigated: a standard threaded tool and a mixed threaded tool (see Fig. 3).   

 

Fig. 3 Standard threaded tool and mixed threaded tool used in this study 

The tool rotation can be captured explicitly using a transient analysis, but this is 

computationally expensive. Instead, the simulations are steady state and the tool rotation 

is captured using a rotating reference frame such that the shear stress of the movement is 

experienced by the material close to the tool. To study the effect of keeping the tool in 
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one orientation, separate simulations were carried out with the tool at four different angles 

of rotation (see Fig. 4). 

 

Fig. 4 Four orientations of the tool used in steady state analyses to accommodate the 

behaviour of real tool rotation 

Each of these steady state simulations with different tool pin leading edge rotations 

produce slightly different results.  This is clearly demonstrated in Fig. 5 for the 

conventional threaded tool at a rotational rate of 1200rpm and welding speed of 

250mm/min. The contour plots show a transverse section post welding where the colours 

show the mixing of the top (white) and bottom (black) plates.  Hooking is shown at 0o and 

90o and a cold lap defect is shown at 270o. 
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Fig. 5 A series of contour plots with the tool pin in a different rotational position, each 

contour plot is of a transverse section post welding; colours show the mixing of the top and 

bottom plates; for the conventional threaded tool at 1200rpm and 250mm/min 

The results from each of these four simulations have then been averaged to get an 

overall behaviour. Fig. 6 shows the average behaviour via a contour plot of a transverse 

section post welding where the colours show the mixing of the top and bottom plates for 

conventional threaded tool at a rotational rate of 1200rpm and welding speed of 

250mm/min. 

 
Fig. 6 Contour plot of a transverse section post welding; colours show the mixing of the top 

and bottom plates; for the conventional threaded tool at 1200rpm and 250mm/min 

Fig. 7 shows the Aldanondo [3] cross section for a weld made with the conditions used 

to create the CFD result shown in Fig. 6.  The hooking and cold lap defects that are clear 

from the measurements can be inferred from the CFD simulation results. 
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Fig. 7 Cross-section and microstructural zones of a FSW lap joint produced using a 

conventional threaded tool at 1200 rpm and 250 mm/min (Reproduced from [3]) 

Fig. 8 shows contour plots from the CFD which show the mixing of the weld for the 

conventionally threaded tool at a range of rotational rates and welding speeds. Fig.9 

shows transverse macro sections from the equivalent welds from [3].  Comparing these 

two figures it can be seen that the hooking and cold lap defects, clear from the actual 

welds, can be inferred from the edge of the mixing zone in the CFD results. 

 
Fig. 8 Contour plot of a transverse section post welding; the grey scale shows the mixing 

of the top and bottom plates; for the conventional threaded tool 
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Fig. 9 Cross-section and microstructural zones of a friction stir welding (FSW) lap joint 

produced using a conventional threaded tool (Reproduced from [3]) 

Fig. 10 shows contour plots from the CFD which show the mixing of the weld for the 

mixed threaded tool at a range of rotational rates and welding speeds. Fig. 11 shows 

transverse macro sections from the equivalent welds from [3].  Comparing these two 

figures it can be seen that the reduction in the cold lap defects seen in the test sections for 

the mixed threaded tool is reproduced in the CFD simulations. 

 
Fig. 10 Contour plot of a transverse section post welding; grey scale shows the mixing of the 

top and bottom plates; for the mixed threaded tool 
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Fig. 11 Cross-section and microstructural zones of a friction stir welding (FSW) lap joint 

produced using a mixed threaded tool (Reproduced from [3]) 

Fig. 12 shows comparisons of measured and predicted torques for the mixed threaded 

tool; the trends are captured quantitively as are the individual values of torque. 

 

Fig. 12 Torque predictions and measurements for the Mixed Thread tool 
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DISCUSSION AND CONCLUSIONS 

The comparisons showed that the tool pin design including thread must be captured 

explicitly in the model.  However, the simulations are steady state and the relative 

position of the tool as it rotates influences the results. A series of simulations for a range 

of tool angular orientations has been modelled and then the results averaged. The method 

produces quantitatively accurate predictions for torque and qualitatively realistic results 

for hooking and cold lap defects. The approach is based upon the use of general purpose 

CFD software combined with a set of easy to access materials data. 

PM can be applied to lap welds and is now available for use by welding engineers to 

provide a detailed understanding of FSWs based upon an extension the CAD/CAM tools 

that they are currently familiar with. 
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ABSTRACT 

Capacitor discharge welding (CDW) is defined by a pulsed current profile. It is usually used for 

projection welding and is characterized by very high power density and very short welding time. The 

process can be classified into four phases: Contacting, Activating, Material Connection and Holding 

Pressure. High-speed images show the formation of metal vapor during the activation phase. This 

removes impurities and oxide layers from the contact zone and activates the surfaces. The material 

connection is achieved by pressing the activated surfaces together. The purpose of the investigation is to 

describe the impact of activation on the formation of the material connection. 

A capacitor discharge welding system at the Technische Universität Dresden has the unique feature of 

interrupting the current flow at a given time. That allows different current profiles with the same rate of 

current increase. This unique feature permits the experimental investigation of activation and their 

impact on the formation of the material connection. To achieve this, projection components with 

different interruption times were welded. The transition voltages were measured before, while and after 

welding at each contact area. The mechanical strength of the welded joints was measured and a 

metallographic investigation was performed. To evaluate the impact of the activation in time and 

location, the experimental results were combined with simulative investigations. The evaluation of 

temperature and current density distributions enables the physical description of the activation. An 

iteratively coupled electrical-thermal and mechanical-thermal FEM-model was used. The experimental 

measured process variables force and current were used as boundary conditions for the simulation. A 

contact theory was implemented. In addition, the model considers temperature-dependent material 

characteristics and a remeshing procedure to model high projection deformations. The validation of the 

simulation was done by comparing measured and simulated transition voltages at the contact areas. 

 

Keywords: Capacitor Discharge Welding, Projection Welding, Numerical Simulation, Contact 

Resistance, Transition Resistance, Activation 
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Symbol Description Unit 

𝐶 Capacity F 
𝐸el Electrical energy J 
𝐼 Current A 
𝑗 Current density A/m² 
𝜅 Numerical parameter - 
 Specific electric resistance Ω ⋅ m 

𝜌1 Specific electric resistance of material 1 Ω ⋅ m 
𝜌2 Specific electric resistance of material 2 Ω ⋅ m 
𝜌film Specific electric resistance of surface Ω ⋅ m 

�̇� Heat flux density W/m² 
𝑄 Amount of heat J 

�̇� Heat flux W 

𝑄Ẇ Heat flux caused by the resistance heating  W 

𝑄Ṙ 
Heat flux caused by the contact resistance 
heating 

W 

𝑅 Resistance Ω 
𝑅K Contact resistance Ω 
𝜎s Yield strength of the soft material N/mm² 
𝜎K Contact pressure N/mm² 
𝑡 Time s 
𝑇 Temperature T 
𝑈C Charging voltage V 
𝜉 Numerical parameter - 

INTRODUCTION 

Capacitor discharge welding (CDW or CD-Welding) is a stable, efficient, cost-effective 

and easy-to-use joining process. It is mostly used for projection welding. For example, 

finished components with diameters up to 200 mm can be welded in a few milliseconds 

[1]. The Chair of Joining Technology and Assembly at the Technische Universität 

Dresden has developed a new process understanding in recent years [2-4]. The process is 

classified into four phases transitioning into each other (contacting, activating, material 

connection, holding pressure). When activating, the power density in the joining zone is 

so high that metal vaporization appears. This results in the activation of the surfaces. The 

joint is established without a welding nugget. The joint is established just by pressing the 

activated surfaces together. Plastic deformation of the projection activates further surface 

areas by displacing the surface layer. Activation by metal vaporization has been verified 

by high-speed imaging [2, 3]. It has not been possible yet to determine the impact of 

activation, because the joint is formed under electrical, thermal and mechanical stress, 

hidden and nearly immediately within a very short time (5 to 15 ms). Only by numerical 

process simulation, it is possible to investigate the hidden short-time process in a location- 

and time-dependent way. The finite element method allows electrical, thermal and 

mechanical evaluation, local resolution of the stress, time resolution of the stress and 

sensitive analysis with boundary conditions that cannot be adjusted experimentally. 

Therefore, a numerical simulation model has been developed to provide a more holistic 

representation of the CD projection welding process. The joining process includes the 

following complexities that make model development difficult: 

• Very high temperature gradients 
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• Strong temperature-dependent deformation of the projection 

• Emergence of different phases (melt, metal vaporization) 

The high temperature-dependent projection deformations produce a high distortion of 

the mesh. This results in convergence problems. To avoid this, the simulation model must 

be remeshed at the time of strong distortion [5-7]. By experimental investigations on a 

new machine technology for CD welding, it is possible to measure transition resistances 

before and after welding in a process-integrated way for the first time. The current flow 

can also be interrupted. This means that for the first time, different current intensities can 

be investigated at the same rates of current rise. In addition to the simulative analysis, this 

also enables an experimental estimation of the influence of activation.Capacitor 

Discharge projection Welding 

PROCESS FUNDAMENTALS 

CD welding is mostly used for projection welding and is a conductive resistance welding 

process. Before starting the welding process, one or more capacitor banks are charged. 

This causes an electrical energy 𝐸el to be stored in the capacitor as a function of the 

charging voltage 𝑈C and the capacity 𝐶 (see equation 1) [8].  

𝐸el =
1

2
𝐶 ∗ 𝑈𝐶

2       (1) 

Discharging the electrical energy 𝐸el starts the welding process. The current flow is 

transferred to the joining point. This results in the transformed and unregulated welding 

current as shown in Fig. 1. The peak current 𝐼p is reached in a few milliseconds. This time 

is called the current rise time 𝑡p. The welding time 𝑡h is reached when the peak current 𝐼p  

drops by 50 %. The current flow time 𝑡l is reached when the current drops to 95 %. [1] 

 

Fig. 1 Characteristic current curve of a capacitor discharge projection welding 

This clearly illustrates the differences to mid-frequency (MFDC) spot welding. This 

means that very high current intensities are obtained in very short current rise times [1, 9]. 

The projection geometry in the joining zone focuses the current flow and therefore 

increases the electric current density 𝑗. Based on Joule's heat law, the amount of heat 𝑄 is 
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generated in an electrical wire as a function of the square of the current and the ohmic 

resistance 𝑅 (see equation 2). A differential observation based on equation 3 allows the 

local description of the heating by the heat flux density �̇�. This depends on the specific 

electric resistance 𝜌 of the material and the current density 𝑗. The differential description 

is useful, for example, for using the finite element method (FEM). Equation 3 shows that 

a high current density in the joining zone results in a high heat flux density. The high 

power density in the joining zone is the critical parameter for the heating of the short-time 

projection welding process. That’s why the heat flux 𝑄Ẇ caused by the resistance heating 

in the projection and component is much smaller than the heat flux 𝑄Ṙ caused by the 

contact resistance heating in the joining zone at the beginning of the process (see equation 

4). As a result, no weld lenses are obtained in CD projection welding (see Fig. 2). [10] 

 

 

Fig. 2 Missing of a joint without nugget lens in the joining zone during CD projection 

welding 

SURFACE ACTIVATION 

Investigations using high-speed imaging have shown that metal vaporization occurs due 

to the high power density in the joining zone [10]. CD projection welding is always 

associated with the appearance of weld spatter. Objective criteria for evaluating weld 

spatter were defined in [10]. This makes it possible to classify the weld spatter into four 

classes (classes 0 to 3). These classes are shown in Fig. 3. No sparks or weld spatter can 

be detected in class 0. Only a glow in the contact area may be visible. There is hardly any 

weld spatter visible in Class 1. These glow after a very short time. In Class 2, weld spatter 

 

 𝑄 = 𝐼2 ⋅ 𝑅 ⋅ 𝑡 (2) 

 �̇� =
�̇�

𝑉
=  ⋅ 𝑗2 (3) 

 𝑄Ṙ = 𝑗2 ⋅ 𝑅C ⋅ 𝑑𝐴 ≫  𝑄�̇� =   𝐼2 ⋅ 𝑅 ⋅ 𝑑𝑉 (4) 
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is clearly visible. The direction of travel of the weld spatter is towards the ground. They 

do not reach the ground. Strong weld spatter can be seen in Class 3, which flies down to 

the ground and can also continue to glow there. 

In [2-4] a new process understanding with four characteristic phases has been defined: 

Contacting, Activating, Material Connection and Holding Pressure. When contacting the 

electrodes moves onto the components. The electrode force is increasing up to the 

predefined welding force. Plastic deformation begins in the contact area of the projection. 

When activating, the current flow starts with high current density gradients. This results 

in very high power densities in the contact area. This eliminates the foreign and oxide 

layers on the surfaces. With this begins the activation of the contact surface. To build the 

material connection, the activated contact areas are pressed together. The current and the 

current density decreases. The heat conduction of the projection starts. Further softening 

and plastic deformation of the projection occurs. With a further decrease of the current 

density, the last phase begins: Holding Pressure. The electrodes continue to follow-up. 

Further plastic deformation of the projection continues. This increases the contact area. 

Finally, the follow-up of the electrodes ends. The heat conduction continues and the 

joining zone is cooling down. 

Following the characterization of the process phases, an activation of the surface by 

metal vaporization is necessary for the formation of the material connection. This means 

that a joint cannot be formed without activation. A capacitor discharge welding system at 

Technische Universität Dresden has the unique property of interrupting the current flow at 

a specific point of time. This allows different current profiles at the same rate of current 

rise. This unique feature allows the experimental investigation of activations and their 

effects on the formation of the material connection. 

 

Fig. 3 Classification of welding spatters in capacitor discharge welding [9] 

NUMERICAL SIMULATION 

In addition to the experimental investigation of surface activation, the finite element 

method can also be used. The FEM allows an electrical, thermal and mechanical 

evaluation, local resolution of the stress, temporal resolution of the stress and sensitive 

analyses with boundary conditions that cannot be set experimentally. An iteratively 

coupled simulation model for CD projection welding was developed at the Technische 

Universität Dresden with ANSYS MECHANICAL APDL. The iterative simulation process 

is described in detail in [11]. Input data are the current and the force as a function of time 

by experimental measurement data. The mechanical environment is solved for a small 

time step Δ𝑡. Then the contact pressure 𝜎𝐾 is determined in all contact areas. Using the 

contact pressure 𝜎K and the room temperature 𝑇𝑅 at the beginning, it is possible to 

calculate the contact resistance 𝑅C by equation 5 [12]. This temperature and contact 
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pressure dependant contact theory according to SONG is validated for projection welding 

of steel alloys. The yield strength 𝜎s of the soft material, the specific electric resistances 

𝜌1,2 and a specific film resistance 𝜌film are considered. Two numerical parameters are 

also considered. According to Song, the numerical parameters 𝜉 and 𝜅 describes the 

surface condition. 

𝑅K(𝑇, 𝜎K) = 3𝜉 ⋅ (
𝜎s(𝑇)

𝜎𝐾
𝜅 ) ⋅ (

𝜌1(𝑇)+𝜌2(𝑇)

2
+ 𝜌film)     (5) 

The developed numerical process simulation is adapted to experimental measurement 

data. For this, the transition voltages 𝑈e,p, 𝑈p,s und 𝑈s,e of the single contact zones are 

measured during the process. When evaluating the transition voltages, they are corrected 

by subtracting the induced voltage of the CD welding machine [13]. The measurement 

setup is shown in Fig. 4a. The numerical parameters are time varied in the numerical 

process simulation so that the voltage curve matches the reality (Fig. 4b). [11] 

  

   a) Experimental Setup    b) Voltage curve of all contact zone 

Fig. 4 Experimental Setup to measure the dynamic transition resistance for adjusting the 

numerical parameters for all contact zones 

 

Fig. 5 Illustration of the remeshing process within a structure simulation. A deformation of 

the projection is calculated for the given temperature distribution. From left to right: last 

converged load step (nkonv), convergence problems in the following load step (nkonv + 1 (a)), 

converged solution after remeshing (nkonv + 1 (b)) 
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With the progress of the simulation time, strong temperature-dependent plastic 

deformation appears. These result in such strong mesh distortions that convergence 

problems occur. Therefore, a remeshing is necessary [5-7]. Fig. 5 shows a situation where 

mesh distortion becomes too big. The initial situation for the remeshing process is a 

converged solution 𝑛konv. The next load step 𝑛konv + 1(𝑎) results in convergence 

problems because of strong mesh distortion. A remeshing will result in the solution of the 

load step 𝑛konv + 1(𝑏). 
Since the distortion of the mesh with the high temperature-dependent deformation 

occurs in the mechanical environment, remeshing starts there. Proprietary simulation 

applications usually provide remeshing for structural analysis to calculate large 

deformations [14]. In the thermo-electric environment, these tools usually cannot be used. 

Therefore, the challenge is to remesh the thermo-electric environment as well and 

implement it into the iteratively coupled simulation process. Both indirectly coupled 

simulation environments require the same mesh. To do this, the last converged load step 

in the structural simulation is loaded. The global node coordinates (physical coordinates) 

are exported. The remeshing is then performed in the region of greatest distortion. Based 

on the new mesh geometry, the thermo-electric simulation must be continued. For this, 

the temperature distribution on the old mesh must be transferred to the new mesh 

generated in the mechanical domain. To do this, all the associated elements of new 

coordinates are defined in the old mesh. Then the natural node coordinates (element 

coordinates from -1 to 1) of the new physical coordinates in the old elements are 

determined. With the determined natural node coordinates, the temperature and electric 

voltage can be interpolated using to the element solution of the old mesh and the shape 

functions. At the end, interpolated solutions are available for all nodes in the new mesh, 

which can be applied as initial conditions. As a last step, a converged solution on the new 

mesh must be generated in order to continue the thermal electric simulation.  

EXPERIMENTAL AND NUMERICAL PROCEDURE AND RESULTS 

EXPERIMENTAL INVESTIGATION 

The resistance welding task consists of a sheet and a ring projection with a projection 

diameter 𝑑R = 15 mm, radial contact area 𝐴𝑅 = 1 mm and a projection angle 𝛼R = 45° (see 

Fig. 6a). The sheet thickness of the component is 𝑡s = 3 mm. The ring projection and the 

sheet are made of S355MC. The resistance welding electrodes are made of CuCr1Zr. The 

investigations are performed on a portal system „KKP 18-MCS/gKE“ of the company 

Kapkon GmbH. The system has an electric servo motor with an electrode force of up to 

30 kN. It is possible to weld both MFDC and CD. This enables investigation of the 

electrical influence on the welded joint without affecting the mechanics. Four capacitor 

banks are available for capacitor discharge. Peak currents of up to 210kA in 2.1ms can be 

realized. A unique feature is the process-integrated transition resistance measurement 

during CD welding. During the transition resistance measurement, the CD circuit is 

disconnected so that the measurement current flows solely through the welding task. 

Additionally, current flows in the welding process can be interrupted using a pulsed 
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capacitor discharge. This results in different current profiles depending on the interruption 

time 𝑡I. Fig. 6b shows this behavior. The capacitor bank was charged with a voltage 𝑈C = 

1000 V. This capacitor bank has a capacity of 21320 µF. This charging voltage 𝑈C allows 

the activation to be investigated, since no welding connection is established at an 

interruption time 𝑡I = 0.4 ms and the upper limit of the welding range has been established 

at an interruption time 𝑡I = 30 ms. The interruption time 𝑡I = 30 ms is equivalent to no 

interruption, because after 30 ms the capacitor banks are already completely discharged. 

The upper limit is defined by the appearance of class 2 to 3 weld spatter and by 

imperfections in the cross section. A total of 11 interruption times 𝑡I were investigated. 

Each interruption time was repeated 7 times. A static press-out test was performed for 

each experiment. A total of 76 experiments were evaluated, as one false measurement was 

removed. 

Fig. 6 Geometry of the ring projection and current curves as a function of the interruption 

time tI 

The results of the transition resistance measurement before and after welding are 

shown in Fig. 7a. An instantaneous drop of all transition resistances 𝑅𝑇 can be observed 

at an interruption time of  𝑡I = 0.4 ms. The drop in the transition resistances 𝑅T changes 

the order of the single transition resistances 𝑅EP, 𝑅PS, 𝑅SE. The transition resistance 𝑅EP in 

the welding zone now represents the largest value of 14.35µΩ ± 0.03 µΩ for 𝑡I = 0.4 ms. 

The transition resistance before welding was 𝑅PS 35.27µΩ ± 0.16 µΩ. At an interruption 

time of 𝑡I = 0.4 ms no material connection is established, even though the resistances drop 

significantly. Only at an interruption time of 𝑡I = 0.8 ms and bigger it is possible to 

establish a material connection. The transition resistances have fallen further to 𝑅PS 
10.66µΩ ± 0.02 µΩ. But that does not mean high press-out forces 𝐹Z = 6.87 kN ± 1.06 kN 

(see Fig. 8) can be reached. Fig. 7b shows a detailed evaluation of the transition 

resistances after welding. Especially in the joining zone, the transition resistance 𝑅EP 
decreases strongly with an increase of the interruption time from 𝑡I = 0.4 ms to 𝑡I = 0.6 ms 

(-4.08 µΩ ≙ 28.4 %). As the process continues, the transition resistances continue to 

decrease. From an interruption time 𝑡I = 1.4 ms a value of approx. 7.3 µΩ until 7.8 µΩ is 

reached for the joining zone. From this time on, the destructive force 𝐹𝑍 of the press-out 

 

 

   a) Geometry of investigated projection    b) Current curves at interruption time 𝑡I 
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test also stops increasing and varies between 23 kN until 30 kN (see Fig. 8). A connection 

is completely established at an interruption time of 𝑡I = 1.4 ms and more. The further 

energy up to 𝑡I = 30 ms does not provide a significant increase of the press-out force. Only 

from 𝑡I = 30 ms a lower standard deviation is evident. But in this range, a spatter class 3 is 

always detected or bonding defects are present in the microsection. 

  

  a) 𝑅𝑇 before (REF) and after welding    b) Detail view of 𝑅𝑇 after welding 

Fig. 7 Transition resistances RT before and after welding. Before welding is the reference 

(REF) 

 

Fig. 8 Press-out force FZ of the ring projections as a function of the interruption time tI 

NUMERICAL INVESTIGATION 

The numerical process simulation is based on the modeling method according to [11]. 

This considers the continuous adjustment of the contact resistance as a function of 

temperature and contact pressure, a nonlinear adaptive remeshing according to [7], the 

input parameters as time-dependent measurement data and the temperature-dependent 

material data for S355MC and CuCr1Zr. The material data used are in the appendix. In 
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Table 1 are the temperature-dependent thermomechanical properties of S355MC. In Table 

2 are the temperature-dependent thermomechanical properties of CuCr1Zr. Table 4 and 

Table 5 show the corresponding temperature-dependent flow-stress curves for S355MC. 

In [15] the flow-stress curves for CuCr1Zr are shown. 

The experimental investigations have shown that a significant collapse of the transition 

resistances already begins at 𝑡I = 0.4 ms. Fig. 9a shows the temperature distribution for the 

time 𝑡 = 0.4 ms. The heating is the highest at the edges of the projection cross-section. 

The temperature is about 80 K over the value in the middle of the cross section. Fig. 9b 

shows the temperature distribution for 𝑡 = 0.8 ms. A connection might be established at 

this time. The heating continues to increase at the edge of the projection cross-section, 

since the contact resistance heating continues to dominate over the conductive heating 

(see equation 4). The temperature difference is now about 220 K. No strong projection 

deformations are noticeable at both time points. The current density is at its highest in the 

regions of the highest temperature increases. The maximum current density at 𝑡 = 0.4 ms 

is 𝑗 = 6.17 ∗ 109 A / m2 and at 𝑡 = 0.8 ms it is 9.07 ∗  109 A / m2. This results in a 

maximum power density of 0.585 MW / cm2 at 𝑡 = 0.4 ms and 1.501 MW / cm2 at 𝑡 = 

0.8 ms. 

  

  a) Temperature distribution at 𝑡 = 0.4 ms   b) Temperature distribution after  𝑡 = 0.8 ms 

Fig. 9 Temperature distribution of the numerical process simulation in the projection cross-

section in the joining zone after different interruption times tI 

Fig. 10 shows the distribution of the current density 𝑗 at the time of maximum current 

(𝐼𝑤= 117 kA, 𝑡𝑤= 2.4 ms). This results in a maximum power density of 32.56 MW / cm2. 

The deformation of the projection starts to increase further at this time. Contact resistance 

heating continues to be highest in the outer zone of the projection (𝑇max = 2100 K). 
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Fig. 10 Current density distribution at the time of maximum current (𝑡 = 2.37ms) 

DISCUSSION 

The decrease of the transition resistance in the contact zone points to a surface activation 

even at very low current maxima. With a small increase of the interruption time to 𝑡I = 

0.6 ms no connection could be established. It can be concluded that activation is not 

completed yet. With a further increase of to 𝑡I = 0.8 ms a connection with low press-out 

forces can be reached. This shows that the surface activation at this point is enough to 

establish a connection. The remaining energy at this interruption time is not high enough 

to optimize the connection. As interruption times continue to increase, the connection 

quality becomes better. These investigations are consistent also with the observations 

from high-speed imaging [3, 10]. 

The numerical process simulation shows the heating in the outer area of the projection. 

This is the reason why the activation is clearly visible on the high-speed images. The 

heating proceeds from the outside to the inside. Investigations in laser keyhole welding 

with steel alloys indicate this. In laser keyhole welding a metal vapor-filled keyhole is 

formed, when high power densities are achieved. The required power densities depends 

on the material, the traveling speed and the depth of the keyhole. Recent investigations 

show that these vary between 1 and 5 MW / cm2 [16-18]. The evaluation of the power 

density confirms the hypothesis of surface activation by metal vapor. These values are not 

reached with interruption times of 𝑡I = 0.4 ms. The connection is also not established at 

these interruption times. However, the necessary power densities are reached at 𝑡I = 

0.8 ms and the formation of a welded connection can also be discovered for the first time. 

The power density in the joining zone increases with a further increase in the current 

intensity. The experiments also show this, because the splash class increases up to class 3. 

This defines the upper limit the welding range. The use of a multi-pulse technology is 

useful to further increase the connection quality. One pulse can be initiated to activate the 

surfaces. The connection is then established with a following second pulse. 

The combination of experiment and simulation confirms the hypothesis of surface 

activation by metal vaporization. The formation of the connection by pressing activated 
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surfaces onto each other is to be analyzed in further investigations. Additionally, the 

activation of the surface is to be investigated as a function of different surface properties. 

Finally, further investigations with multi-pulse discharges are intended. 

CONCLUSIONS 

The experimental investigations show an immediate drop in the transition resistances of 

all contact zones after just 𝑡I = 0.4 ms. First connections could only be established after 𝑡I 
= 0.8 ms. The connection quality did not increase further after approximately 𝑡I = 1.4 ms. 

From the experimental investigations it can be concluded that activation does not occur 

sufficiently at the lowest interruption times. The temperature distribution and current 

density distribution were investigated in numerical simulations to describe this physically. 

It was determined that the heating occurs in the outer region of the projection and moves 

inward. The current density is also the highest there because of the concentration of 

heating in the outer region. Power density of 0.585 MW / cm2 was observed for the 

interruption time 𝑡I = 0.4 ms. This is close to the power densities necessary for deep-hole 

welding. Metal vaporization is well known to occur there. Power densities of 1.501 

MW / cm2 are determined from an interruption time of 𝑡I = 0.8 ms onwards. The 

occurrence of metal vaporization during CD projection welding for steel alloys can be 

demonstrated by combining experimental and simulative investigations. This also 

confirms the observations from high-speed imaging. 

APPENDICES 

Table 1 Thermophysical properties of S355MC 

𝑻 / K 
𝝆𝑫 / 

kg*m-3 

𝑬 / 

GPa 
µ / 1 

𝜶 / 

K-1*10-5 

𝝀 / 

W*m-1*K-1 

𝒉𝑽 / 

MJ*m-3 

𝝆 / 

µΩ*mm2*m-1 

298 7807 208 0.290 Reference 37.368 1 0.251 

333 7797 207 0.291 3.185 38.113 10 0.272 

373 7785 205 0.293 3.216 38.787 103 0.297 

403 7775 204 0.294 3.239 39.163 216 0.317 

433 7766 202 0.295 3.263 39.426 332 0.337 

473 7753 199 0.297 3.296 39.601 491 0.366 

503 7743 197 0.298 3.320 39.602 613 0.389 

533 7733 195 0.299 3.345 39.497 737 0.413 

573 7720 191 0.301 3.379 39.200 908 0.448 

603 7710 189 0.302 3.405 38.871 1040 0.475 

633 7700 186 0.303 3.432 38.458 1175 0.504 

673 7686 181 0.304 3.468 37.799 1360 0.546 

703 7675 178 0.306 3.495 37.236 1504 0.580 

733 7664 175 0.307 3.523 36.627 1652 0.615 

773 7650 170 0.308 3.561 35.768 1856 0.665 

803 7639 166 0.309 3.590 35.102 2016 0.704 
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833 7628 162 0.311 3.619 34.433 2181 0.745 

873 7612 156 0.312 3.659 33.550 2413 0.802 

533 7733 195 0.299 3.345 39.497 737 0.413 

573 7720 191 0.301 3.379 39.200 908 0.448 

603 7710 189 0.302 3.405 38.871 1040 0.475 

633 7700 186 0.303 3.432 38.458 1175 0.504 

673 7686 181 0.304 3.468 37.799 1360 0.546 

703 7675 178 0.306 3.495 37.236 1504 0.580 

733 7664 175 0.307 3.523 36.627 1652 0.615 

773 7650 170 0.308 3.561 35.768 1856 0.665 

803 7639 166 0.309 3.590 35.102 2016 0.704 

833 7628 162 0.311 3.619 34.433 2181 0.745 

873 7612 156 0.312 3.659 33.550 2413 0.802 

903 7602 152 0.314 3.691 32.478 2645 0.860 

933 7593 147 0.316 3.725 31.742 2849 0.906 

973 7581 141 0.318 3.774 30.823 3136 0.967 

1003 7574 - - 3.813 30.146 3368 1.011 

1033 7577 - - 3.868 29.055 3620 1.057 

1073 7597 125 0.334 3.969 27.325 3956 1.103 

1103 7605 - - 4.039 26.694 4162 1.116 

1133 7589 - - 4.072 27.035 4291 1.126 

1173 7566 - - 4.116 27.512 4415 1.138 

1203 7548 - - 4.150 27.869 4546 1.147 

1233 7531 - - 4.184 28.227 4678 1.156 

1273 7508 105 0.351 4.232 28.703 4855 1.167 

1303 7491 - - 4.269 29.060 4987 1.176 

1343 7469 - - 4.320 29.535 5165 1.187 

1373 7451 - - 4.360 29.891 5300 1.195 

1403 7434 - - 4.401 30.246 5435 1.202 

1433 7417 - - 4.443 30.601 5571 1.210 

1473 7394 84 0.363 4.501 31.076 5751 1.220 

1503 7378 84 0.363 4.546 31.434 5885 1.227 

1533 7362 84 0.363 4.593 31.791 6019 1.234 

1573 7341 84 0.363 4.658 32.269 6198 1.243 

1603 7325 84 0.363 4.708 32.627 6333 1.250 

1633 7309 84 0.363 4.761 32.984 6469 1.256 

1673 7287 84 0.363 4.833 33.461 6651 1.264 

1703 7271 84 0.363 4.889 33.819 6788 1.271 

1733 7250 84 0.363 4.937 34.144 6946 1.291 

1738 7192 84 0.363 4.824 33.917 7203 1.369 

1743 7165 84 0.363 4.777 33.843 7350 1.409 

1748 7153 84 0.363 4.764 33.851 7427 1.406 

1753 7139 84 0.363 4.745 33.844 7518 1.403 

1758 7121 84 0.363 4.718 33.819 7627 1.399 

1763 7099 84 0.363 4.679 33.767 7760 1.394 

1768 7071 84 0.363 4.625 33.679 7930 1.388 
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1773 7034 84 0.363 4.548 33.538 8149 1.380 

1778 6983 84 0.363 4.436 33.318 8445 1.371 

1803 6924 84 0.363 4.357 33.519 8789 1.367 

1833 6900 84 0.363 4.382 34.067 8929 1.372 

1873 6868 84 0.363 4.416 34.798 9114 1.379 

1973 6785 84 0.363 4.500 36.626 9566 1.396 

2073 6700 84 0.363 4.585 38.454 10000 1.414 

2173 6613 84 0.363 - 40.282 10420 1.431 

2273 6525 84 0.363 4.754 42.109 10820 1.448 

2373 6435 84 0.363 - 43.937 11200 1.465 

2473 6344 84 0.363 - 45.765 11570 1.482 

2573 6251 84 0.363 - 47.593 11920 1.499 

2673 6158 84 0.363 - 49.420 12250 1.516 

2773 6065 84 0.363 5.176 51.248 12560 1.532 

2873 5971 84 0.363 - 53.076 12860 1.549 

2973 5877 84 0.363 - 54.904 13150 1.566 

3073 5782 84 0.363 - 56.732 13420 1.583 

3173 5688 84 0.363 - 58.559 13670 1.600 

3273 5594 84 0.363 - 60.387 13900 1.616 

Table 2 Thermophysical properties of CuCr1Zr 

𝑻 / K 
𝝆𝑫 /  

kg*m-3 

𝑬 /  

GPa 
µ / 1 

𝜶 /  

K-1*10-5 

𝝀 /  

W*m-1*K-1 

𝒉𝑽 /  

MJ*m-3 

𝝆 /  

µΩ*mm2*m-1 

298 8882 87.8 0.326 Reference 326 0 0.021 

473 8803 81.0 0.298 1.650 305 623 0.033 

573 8755 - - 1.720 291 968 0.039 

673 - 77.9 0.279 - - - - 

773 8656 - - 1.800 281 1660 0.054 

873 - 69.6 0.230 - - - - 

973 8549 - - 1.890 275 2820 0.070 

1073 - 65.1 0.238 - - - - 

1173 8425 60.6 0.212 2.020 268 3680 0.098 

Table 3 Flow-stress curve of S355MC for 298 K until 673 K 

 𝝈𝑭 / MPA 

𝝐 / 1 298 K 323 K 373 K 423 K 473 K 523 K 573 K 673 K 

0.00 277.2 252.6 217.5 193.8 177.0 164.7 155.4 142.8 
0.02 422.3 393.1 350.3 320.5 298.4 281.3 267.4 245.7 
0.04 466.8 435.6 389.6 357.4 333.4 314.6 299.2 274.6 
0.06 495.6 463.0 415.0 381.3 356.1 336.2 319.8 293.4 
0.08 517.2 483.7 434.2 399.3 373.2 352.5 335.3 307.5 
0.10 534.7 500.4 449.7 413.9 387.0 365.7 347.9 319.0 
0.15 568.2 532.4 479.4 441.9 413.6 391.0 372.1 340.9 
0.20 593.3 556.4 501.8 463.0 433.6 410.1 390.4 357.4 
0.25 613.6 575.8 519.8 480.0 449.8 425.6 405.1 370.8 
0.30 630.7 592.2 535.1 494.4 463.5 438.6 417.6 382.1 
0.35 645.5 606.4 548.3 507.0 475.4 450.0 428.5 392.0 
0.40 658.6 619.0 560.1 518.1 486.0 460.1 438.1 400.7 
0.50 681.2 640.6 580.3 537.2 504.2 477.5 454.7 415.7 
0.60 700.2 658.9 597.3 553.3 519.6 492.2 468.7 428.5 
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0.70 716.7 674.7 612.1 567.3 532.9 504.9 480.9 439.5 
0.80 731.3 688.7 625.3 579.8 544.8 516.3 491.7 449.3 
0.90 744.5 701.4 637.1 591.0 555.5 526.5 501.5 458.1 
1.00 756.4 712.8 647.9 601.2 565.2 535.8 510.4 466.2 
2.00 840.1 793.3 723.4 672.9 633.7 601.3 573.0 522.7 

Table 4 Flow-stress curve of S355MC from 773K until 1673K 

 𝝈𝑭 / MPA 

𝝐 / 1 773 K 873 K 973 K 1073 K 1273K 1473K 1673K 

0.00 135.5 135.4 131.9 0.0 58.4 42.3 34.8 

0.02 228.7 214.3 200.9 0.0 101.2 72.5 41.4 
0.04 254.9 237.4 221.8 0.0 116.2 83.1 41.4 
0.06 271.7 252.3 235.2 0.0 126.1 83.1 41.4 
0.08 284.4 263.4 245.3 0.0 133.7 83.1 41.4 
0.10 294.7 272.4 253.4 0.0 139.9 83.1 41.4 
0.15 314.3 289.7 269.0 0.0 151.9 83.1 41.4 
0.20 329.1 302.6 280.7 0.0 161.1 83.1 41.4 
0.25 341.0 313.0 290.1 0.0 167.5 83.1 41.4 
0.30 351.1 321.8 298.1 0.0 167.5 83.1 41.4 
0.35 359.9 329.4 305.0 0.0 167.5 83.1 41.4 
0.40 367.7 336.1 311.1 0.0 167.5 83.1 41.4 
0.50 381.0 347.7 321.6 0.0 167.5 83.1 41.4 
0.60 392.3 357.5 330.4 0.0 167.5 83.1 41.4 
0.70 402.1 366.0 338.1 0.0 167.5 83.1 41.4 
0.80 410.8 373.5 344.9 0.0 167.5 83.1 41.4 
0.90 418.7 380.2 346.3 0.0 167.5 83.1 41.4 
1.00 425.8 386.4 346.3 0.0 167.5 83.1 41.4 
2.00 475.8 429.4 346.3 0.0 167.5 83.1 41.4 
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ABSTRACT 

The Gaussian laser beam can be transformed into a ring-shaped beam profile. The laser hardening can be 

performed by directing the obtained ring spot to the inner surface of the small-diameter holes. In this 

case, the laser irradiation falls inclined to the material surface. In this study, a simulation model was 

developed, which allows for the computation of temperature distribution during the laser hardening of 

the holes. The heat source model was developed to describe the intensity distribution on the inner 

surface of the holes as a function of the inclination, distance to the laser focal plane, and parameters of 

the laser beam. The intensity distribution changes during the hardening of complex holes (varied 

diameters along the hole). The developed simulation model accounts for the changes in the laser 

inclination, the distance to the focal plane, and the circumference of the irradiated area inside the hole 

during the processing. The simulations were performed using the open-source software FEniCSx. The 

developed model was validated by comparing the computed and experimentally measured temperature 

cycles. 

 

Keywords: Heat source model, Laser hardening, Optimization 

INTRODUCTION  

Axicon lenses allow the transformation of the Gaussian laser beam into a ring-shaped 

beam. By directing the obtained ring spot to the inner surface of the holes the hardening 

can be performed. A significant advantage is that no optic elements must be inserted into 

the hole. It enables the hardening of small-diameter holes. However, this technique 

implies high incidence angles between the laser beam and the material surface. Fig. 1 

schematically shows the process.  
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Fig. 1 Scheme of the hardening process 

Such inclination leads to a crucial change in the size of the laser spot on the surface [1]. 

The higher the incidence angle (α), the larger the irradiated area and the lower the laser 

intensity. Moreover, processing outside of the beam focal plane (h ≠ 0), besides further 

increase in the spot area, results in asymmetric intensity distribution [2,3]. Furthermore, 

the circumference of the irradiated area changes with the diameter of the hole, affecting 

the local intensity distribution. Geometric singularities such as sharp edges concentrate 

the heat flow, leading to local overheating and melting. To maintain the required 

temperature to achieve the uniform hardness distribution along the hole and to avoid 

melting, the laser power needs to be dynamically adapted during the processing. It can be 

normally handled by the control loops [4]. However, the integration of such loops is 

challenging due to the limited optical accessibility inside the hole. Alternatively, 

processing parameters can be optimized in advance using simulation techniques. The 

current study aims to develop a simulation model to enable prompt parameter 

optimization for the laser hardening of complex holes. 

EXPERIMENTAL SETUP 

Laser hardening of holes made of C45 steel was performed without shielding gas. The 

chemical composition of the alloy can be found in Table 1. First, the hardening of simple 

holes with constant diameter (d = 10 mm) was performed. The temperature cycles were 

measured using Ni/CrNi type K thermocouples. These trials served to validate the FE 

model. Subsequently, to demonstrate the applicability of the developed simulation model, 

the complex holes were hardened. The complex holes exhibit two diameters along the 

length (dmax = 13 mm and dmin = 7 mm).  

Table 1: Chemical composition of C45 steel (wt. %) [5] 

C Si Mn Mo Cr Ni P S 

0,42-0,5 <0,40 0,5-0,8 <0,1 <0,4 0,4 <0,045 <0,045 
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SIMULATION MODEL 

Numerical simulation of the considered laser hardening technique primarily requires a 

heat source model, which properly defines the laser intensity distribution on the inner 

surface of the holes as a function of the processing parameters, hole geometry, and 

parameters of the applied laser beam. The influence of the beam inclination on the 

intensity distribution was extensively discussed in work [1]. In the current study, we 

adapted the suggested approach to the laser hardening of holes. Fig. 2 shows the 

irradiation area inside the hole. The laser energy is evenly absorbed along the entire 

circumference. As mentioned earlier the location of the highest intensity point does not 

match the geometrical center of the irradiated area if the material surface is outside the 

laser focal plane (h ≠ 0 in Fig. 1).  

 

 
Fig. 2 Energy absorption inside holes  

The geometrical parameters of the irradiated area can be calculated using the equations 

suggested in [1].  

𝑟𝐿 = √
𝑤0
2+𝜃2ℎ2

cos2𝛼−𝜃2sin2𝛼
+
(𝜃2ℎsin𝛼)2

(cos2𝛼−𝜃2sin2𝛼)2
     (1) 

𝑐 =
𝜃2ℎsin𝛼

cos2𝛼−𝜃2sin2𝛼
       (2) 

where α is the beam incidence angle, h is the distance to the focal plane, θ is the 

divergence half-angle of the beam and w0 is the beam waist. The asymmetric intensity 

distribution was captured using the same principle as in the well-known double ellipsoidal 

model [6]. One half of the source is based on one ellipsoid and the other half on another 

ellipsoid. The surface heat source model for the two-dimensional axisymmetric FE model 

(Fig. 3) is then 

𝑞(𝑥, 𝑦) = (2 − 𝑓2) ∙
√2∙𝑃∙𝜂

√𝜋∙𝑟𝐿1∙2𝜋𝑅
∙  𝑒𝑥𝑝 [−2 ∙ (

𝑦2

𝑟𝐿12
)] + 𝑓2 ∙

√2∙𝑃∙𝜂

√𝜋∙𝑟𝐿2∙2𝜋𝑅
∙

 𝑒𝑥𝑝 [−2 ∙ (
𝑦2

𝑟𝐿22
)] (3) 
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where the radius of the first rL1 and second rL2 ellipsoids are  

𝑟𝐿1 = 𝑟𝐿 − 𝑐       (4) 

𝑟𝐿2 = 𝑟𝐿 + 𝑐       (5) 

and the coefficient f2 is 

𝑓2 =
2

1+
𝑟𝐿1
𝑟𝐿2

       (6) 

The heat efficiency coefficient depends on many parameters such as wavelength, 

polarization, surface roughness, surface contamination, formation of the oxide layer and 

therefore cannot be normally calculated precisely and should be determined 

experimentally. The heat efficiency coefficient was found to be 0.75 for the current 

research. The open-source software GMSH was used for meshing. The meshing strategy 

is shown in Fig. 3. All boundaries experience heat exchange with the ambient. The 

contact with the clamping device was neglected. Mesh convergence analysis was done to 

ensure mesh-independent computational results. The FE computations were performed 

using the open-source FEniCSx software. The FEniCSx implementation was successfully 

verified by comparing the results with the ones obtained using Ansys. Regarding the 

mathematical formulation required for FEniCSx please refer to work [1].  

Additional subroutines have been added to calculate the hole radius, incidence angle, 

and distance to the focal point at any time step during simulations. The optimization 

algorithm to determine the required laser power is shown in Fig. 4. The peak temperature 

on the inner surface is assessed after each simulation step and compared to the target 

temperature, TR. Based on this comparison the laser power is set for the next step.  

The hardness model was established using physical simulations. The Gleeble-samples 

were heated up to various peak temperatures and cooled down at different rates. The 

hardness of the achieved microstructures was measured. In the simulation model, the 

hardness is calculated directly as a function of the temperature cycle. In detail, this 

approach is described in [7–9]. 

 

Fig. 3 Axisymmetric two-dimensional FE model (complex hole) 
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Fig. 4 Optimization algorithm 

 

RESULTS AND DISCUSSION 

The developed FE model allows computation of full temperature history during laser 

hardening of the holes. Fig. 5 shows computed temperature cycles (dashed lines) and 

hardness versus measured ones for the simple hole. 
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Fig. 5 Validation of the simulation model  

As can be seen, the computed maximum temperatures, heating, and cooling rates as 

well as the hardness distribution are in good agreement with the measurements, thus 

validating the model. This validated model was used to compute the laser power for the 

hardening of the complex hole. The scanning speed was set to 2 mm/s. Fig. 6 shows the 

expected (computed) and real (measured) hardness profiles in the complex hole. The 

simulation showed that the hardening of the area next to the transition is challenging. The 

same area could not be hardened during the experimental trials in good agreement with 

the simulation. Since the irradiated area becomes large due to the beam inclination, 

melting of the sharp edges and hardening of the surfaces close to those edges cannot be 

controlled separately. The power is reduced to avoid the edge melting and at the same 

time, the temperature becomes insufficient to harden the material close to the edges. The 

developed simulation model makes it possible to identify the limits of the process and to 

show in advance whether the hole can be uniformly hardened. For the holes, which are is 

suitable for this hardening technique, the model can be used to determine the optimal 

processing parameters.  
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Fig. 6 Computed optimal laser power for hardening of the complex hole (left). The computed 

versus measured hardness profile (right)  

CONCLUSIONS 

The study presented a numerical model for laser hardening of holes. The heat source 

model calculates the intensity distribution on the inner surface as a function of beam 

parameters (beam waist, divergence half-angle), processing parameters (laser power, 

incidence angle, distance to the focal plane), and the circumference of the hole. The 

implementation was done using open-source FE code. The simulation allows optimization 

of the processing parameters, making the new hardening technique more attractive to the 

industry. 
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