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#### Abstract

Photometric stereo refers to the process to compute the $3 D$ shape of an object using information on illumination and reflectance from several input images from the same point of view. The most often used reflectance model is the Lambertian reflectance, however this does not include specular highlights in input images. In this paper we consider the arising non-linear optimisation problem when employing Blinn-Phong reflectance for modeling specular effects. To this end we focus on the regularising Levenberg-Marquardt scheme. We show how to derive an explicit bound that gives information on the convergence reliability of the method depending on given data, and we show how to gain experimental evidence of numerical correctness of the iteration by making use of the Scherzer condition. The theoretical investigations that are at the heart of this paper are supplemented by some tests with real-world imagery.


## 1. Introduction

The photometric stereo (PS) problem is a fundamental task in computer vision [5]. The aim of PS is to infer the 3D shape of an object from a set of multiple images. Thereby the images depict an object from the same perspective, but the illumination direction changes throughout the images. An important information besides the illumination is the light reflectance of the object. The classic PS model [13,14] is formulated in terms of Lambertian light reflectance. A Lambertian surface is characterised by diffuse reflectance and the independence of perceived shading from the viewing angle. The Lambertian set-up is certainly convenient for modeling, as it represents the most simple mathematical model for reflectance, and thus resulting formula and inverse problems are relatively simple. However, it is quite well known that in PS specular highlights [6] as well as nonLambertian diffuse effects [7] may have an important impact on 3D reconstruction.

Let us also comment on some other basic characteristics of PS. Depending on the knowledge on the lighting, one discerns between calibrated and uncalibrated PS. In this work we consider only the calibrated case, where lighting directions and intensities are known. Furthermore, the final goal of PS is to obtain a depth map, such that for each relevant image pixel three-dimensional information of the depicted object is obtained. While some approaches tackle this problem directly in terms of depth values [8], the more common strategy is to divide depth computation into two sub-problems. In doing so at first a map of normal vectors is computed, from which the (relative) depth is obtained in a second step. See for instance [11] for a survey on surface normal integration. In this paper we only consider the first of the latter tasks, that is to find the normal vectors. Another aspect is sometimes the projection performed by the camera during image acquisition, often leading to orthographic or perspective models, respectively. In this work we address effectively both settings.

Our contribution. In this paper, we consider some theoretical aspects of practical value in the optimisation of PS when using Blinn-Phong reflectance. Here we extend in several ways upon previous work; let us especially refer to [6], where the Blinn-Phong model is employed in a similar way as here. Thereby, we consider to include the potentially most important specularity parameter, the so-called shininess, as an unknown in the optimisation, which is in contrast to [6] and many other works in the field. The approximate solution of the non-linear optimisation problem arising pixelwise is performed by the regularising Levenberg-Marquardt method, see especially [2]. As this is an iterative method, it is important to assess the influence of initialisation on the convergence and to give a rigorous bound as a stopping criterion. Furthermore as the problem is non-linear, one can observe in practical examples, that it may be difficult to minimise the underlying residual. To address this issue we investigate the use of a coarse-to-fine (CTF) scheme as well as an initialisation obtained through classical PS. We show how to explore Scherzer's criterion [3], which appeared in [4] for the first
time. This criterion is considered for theoretical purposes within the construction of the method, in order to assess the convergence property in our PS problem experimentally.

## 2. Classical Photometric Stereo

Let us reiterate the classic PS approach of Woodham [13, 14]. Given is a set of $m \geq 3$ images $\left(\mathcal{I}_{1}, \ldots, \mathcal{I}_{m}\right)^{\top}=: \mathcal{I}$, so that $\mathcal{I}: \Omega \rightarrow \mathbb{R}^{m}$, along with the corresponding lighting directions $L_{k} \in \mathbb{R}^{3}$ with $\left\|L_{k}\right\|=1$ for $k=1, \ldots, m$, with associated intensities $l_{k} \geq 0$. Throughout the paper $\|\cdot\|$ denotes the Euclidean norm or the induced spectral norm. The object to be reconstructed is depicted usually as a non-rectangular domain $\Omega \in \mathbb{R}^{2}$, which is embedded in the image domain.

The surface normal vectors $\mathcal{N}: \Omega \rightarrow \mathbb{R}^{3}$ with $\|\mathcal{N}(x, y)\|=1$ for all $(x, y)^{\top} \in \mathbb{R}^{2}$ and the albedo $\rho^{d}: \Omega \rightarrow \mathbb{R}$ are fitted through a least squares approach, by minimising

$$
\begin{equation*}
\iint_{\Omega}\left\|\mathcal{R}^{\mathrm{L}}(x, y)-\mathcal{I}(x, y)\right\|^{2} \mathrm{~d} x \mathrm{~d} y \tag{1}
\end{equation*}
$$

with reflectance function $\mathcal{R}^{\mathrm{L}}:=\left(\mathcal{R}_{1}^{\mathrm{L}}, \ldots, \mathcal{R}_{m}^{\mathrm{L}}\right)^{\top}$, consisting of components

$$
\begin{equation*}
\mathcal{R}_{k}^{\mathrm{L}}:=\rho^{d} l_{k} L_{k}^{\top} \mathcal{N}, \quad k=1, \ldots, m \tag{2}
\end{equation*}
$$

In practice this boils down to finding a local solution $N \in \mathbb{R}^{3}$ at every sample location $(x, y)^{\top}$ for the problem

$$
\min _{N}\|L N-I\|^{2}, \quad L:=\left(\begin{array}{c}
l_{1} L_{1}^{\top}  \tag{3}\\
\vdots \\
l_{m} L_{m}^{\top}
\end{array}\right), \quad I:=\mathcal{I}(x, y)
$$

This, in turn, leads to the computation of the normal vectors and, as a byproduct, the albedo according to

$$
\begin{align*}
& N=\left(L^{\top} L\right)^{-1} L^{\top} I,  \tag{4}\\
& \rho^{d}(x, y)=\|N\|, \quad \mathcal{N}(x, y)=N /\|N\| . \tag{5}
\end{align*}
$$

## 3. Blinn-Phong Photometric Stereo

In the general least squares approach Eq. (1), we can modify the reflectance function to account for non-Lambertian effects. To this end we investigate the Blinn-Phong (BP) model $[1,9]$, which has the form $\mathcal{R}^{\mathrm{BP}}:=\left(\mathcal{R}_{1}^{\mathrm{BP}}, \ldots, \mathcal{R}_{m}^{\mathrm{BP}}\right)^{\top}$ with components

$$
\begin{equation*}
\mathcal{R}_{k}^{\mathrm{BP}}:=\rho^{d} l_{k} L_{k}^{\top} \mathcal{N}+\rho^{s} h_{k} \max \left\{0, \mathcal{H}_{k}^{\top} \mathcal{N}\right\}^{\alpha} \tag{6}
\end{equation*}
$$

$k=1, \ldots, m$. We observe by (6) that in the BP model, diffuse reflection as in (2) is supplemented by a specular reflection term. Here $\rho^{s}: \Omega \rightarrow \mathbb{R}$ denotes the specular albedo. Another material parameter is the specular sharpness
or shininess $\alpha: \Omega \rightarrow \mathbb{R}$. The halfway vectors $\mathcal{H}_{k}: \Omega \rightarrow \mathbb{R}^{3}$ depend on the viewing directions $\mathcal{V}: \Omega \rightarrow \mathbb{R}^{3}$ and are computed for $k=1, \ldots, m$ as

$$
\begin{equation*}
\mathcal{H}_{k}(x, y):=H_{k} /\left\|H_{k}\right\|, \quad H_{k}:=L_{k}+\mathcal{V}(x, y) . \tag{7}
\end{equation*}
$$

Making use of focal length $f$, the viewing directions $\mathcal{V}^{\perp}$ and $\mathcal{V} \mathcal{V}^{\llcorner }$in the orthographic and perspective setting respectively are

$$
\begin{equation*}
\mathcal{V}^{\perp}=(0,0,1)^{\top}, \quad \mathcal{V}^{\perp}(x, y)=(x, y, f)^{\top} \tag{8}
\end{equation*}
$$

We reinterpret $l_{k}$ as diffuse intensity of the light source and denote $h_{k} \geq 0$ as specular intensity. To ensure that image intensities are only increased due to diffuse and specular terms, it is reasonable to enforce $\rho_{d}, \rho_{s} \geq 0$. Furthermore $\rho_{d}, \rho_{s} \leq 1$ ensures that at most as much image intensity is added as light intensity is supplied by each light source. Finally, it is reasonable to enforce $\alpha>1$ to actually produce specular highlights through the specular term.

The BP model was originally proposed for computer graphics. It is not based on physical laws, but it enables to create plausible images with a still simple model compared to other possible approaches. Despite its simplicity, for use in inverse problems in computer vision, the non-linearities in Eq. (6) may pose considerable hurdles.

Let us now discuss the modeling of the components in Eq. (6) along with a few adaptations we employ. First we turn our attention to the normal vectors $\mathcal{N}$. One may model them through derivatives of the depth or its logarithm. In this approach we may parametrise them at a specific location through depth derivatives $p, q$ as

$$
\begin{equation*}
\mathcal{N}(x, y)=\frac{N(p, q)}{\|N(p, q)\|} \tag{9}
\end{equation*}
$$

However the step of obtaining a normal vector of length 1 in Eq. (9) adds another layer of non-linearity to the model. In numerical experiments we found this approach to be not very reliable. Therefore we opt for an approach in analogy to classical PS. In Eq. (6) we replace $\rho^{d} \mathcal{N}=N$ introducing the auxiliary variable $r=\rho^{s} /\left(\rho^{d}\right)^{\alpha}$.By furthermore replacing $\alpha=1+\exp (a)$ we ensure that $\mathcal{R}^{\mathrm{BP}}$ has continuous first derivatives. Eq. (6) then takes the form

$$
\begin{equation*}
\mathcal{R}_{k}^{\mathrm{BP}}(N, r, a)=l_{k} L_{k}^{\top} N+r h_{k} \max \left\{0, \mathcal{H}_{k}^{\top} N\right\}^{1+\exp (a)}, \tag{10}
\end{equation*}
$$

with $r, a \in \mathbb{R}$ and $N \in \mathbb{R}^{3}$.

## 4. On the Optimisation Strategy

With BP reflectance, we have to solve a non-linear least squares problem, to which end we utilise the regularising Levenberg-Marquardt (RLM) scheme [2,3]. Writing the
underlying task in standard notation, with this algorithm one may aim to find a solution $\vec{x}$ of the problem

$$
\begin{equation*}
F(\vec{x})=\vec{y}, \quad F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m} \tag{11}
\end{equation*}
$$

with a known differentiable function $F$. Let us note that the description and discussion of the RLM algorithm in [3] is in a more general setting. For simplicity we only give an overview of the algorithm based on finite dimensional spaces, as is fitting for the problem at hand.

It is furthermore assumed that the original data $\vec{y}$ is not known, but with some $\delta>0$ an estimate is required on how good the given data $\vec{y}^{\delta}$ approximates the original data, according to

$$
\begin{equation*}
\left\|\vec{y}^{\delta}-\vec{y}\right\| \leq \delta \tag{12}
\end{equation*}
$$

Then with some starting point $\vec{x}_{0}$ the iterative rule takes the form

$$
\begin{align*}
& \vec{x}_{k+1}=\vec{x}_{k}+\left(F^{\prime}\left(\vec{x}_{k}\right)^{\top} F^{\prime}\left(\vec{x}_{k}\right)+\alpha_{k} I_{n}\right)^{-1} \\
& F^{\prime}\left(\vec{x}_{k}\right)^{\top}\left(\vec{y}^{\delta}-F(\vec{x})\right) \tag{13}
\end{align*}
$$

with Jacobian matrix $F^{\prime}, n \times n$-dimensional identity matrix $I_{n}$ and a regularisation weight $\alpha_{k}>0$ such that with a preassigned $\rho \in(0,1)$ the new iterate $\vec{x}_{k+1}$ fulfils

$$
\begin{equation*}
\left\|\vec{y}^{\delta}-F\left(\vec{x}_{k}\right)-F^{\prime}\left(\vec{x}_{k}\right)\left(\vec{x}_{k+1}-\vec{x}_{k}\right)\right\|=\rho\left\|\vec{y}^{\delta}-F\left(\vec{x}_{k}\right)\right\| . \tag{14}
\end{equation*}
$$

The stopping criterion of the RLM scheme depends explicitly on the noise level $\delta$ in the given data. To stop at an iterate $\vec{x}_{k}$, it has to fulfil

$$
\begin{equation*}
\left\|\vec{y}^{\delta}-F\left(\vec{x}_{k}\right)\right\| \leq \tau \delta \tag{15}
\end{equation*}
$$

with a preassigned $\tau>2$, fulfilling $\rho \tau>1$. For numerical experiments we set $\rho=0.5, \tau=2.5$, following [3].

The discussion of the RLM scheme in [3] relies on the strong Scherzer condition [4]. For the Jacobian matrices at two points $\vec{x}_{1}, \vec{x}_{2} \in \mathbb{R}^{n}$ there exists a matrix $R=R\left(\vec{x}_{1}, \vec{x}_{2}\right)$ such that $F^{\prime}\left(\vec{x}_{1}\right)=R F^{\prime}\left(\vec{x}_{2}\right)$ and

$$
\begin{equation*}
\left\|R-I_{m}\right\| \leq C^{R}\left\|\vec{x}_{1}-\vec{x}_{2}\right\| \tag{16}
\end{equation*}
$$

with some $C^{R}>0$, which is constant for all $\vec{x}_{1}, \vec{x}_{2} \in \mathbb{R}^{n}$. This condition imposes a certain regularity of the Jacobian matrix $F^{\prime}$. In this context we are interested in a local approximation of $C^{R}$. For two consecutive iterations $\vec{x}_{k}, \vec{x}_{k+1}$ we estimate $R$ as a solution of $F^{\prime}\left(\vec{x}_{k}\right)=R\left(\vec{x}_{k}, \vec{x}_{k+1}\right) F^{\prime}\left(\vec{x}_{k+1}\right)$ with minimal norm. Then we can locally approximate the constant in Eq. (16) as

$$
\begin{equation*}
C_{k}^{R, \mathrm{loc}}=\frac{\left\|R\left(\vec{x}_{k}, \vec{x}_{k+1}\right)-I_{m}\right\|}{\left\|\vec{x}_{k}-\vec{x}_{k+1}\right\|} \tag{17}
\end{equation*}
$$

Since $F$ in Eq. (11) is nonlinear, we employ a CTF framework. In doing so the data is scaled to a coarser scale, i.e.
to a lower resolution. The obtained result is then used as initialisation on the next finer scale, until we arrive at the original resolution.

Let us focus on the assumption Eq. (12). The noise level $\delta$ governs the stopping criterion of the RLM scheme. If Eq. (12) is not fulfilled then the iterates may actually diverge.

At this point we make the assumption that our data $\mathcal{I}(x, y)$ is a realisation of the BP model corrupted by additive white Gaussian noise, i.e. it can be modelled as

$$
\begin{equation*}
\mathcal{I}(x, y)=\mathcal{R}(x, y)+\varepsilon(x, y), \quad \text { for }(x, y)^{\top} \in \Omega \tag{18}
\end{equation*}
$$

Here $\varepsilon(x, y)$ is a realisation of a multivariate normal distribution, such that the $m$ components are independent and identically distributed (i.i.d.) with mean zero and standard deviation $\sigma>0$, the corresponding density function is

$$
\begin{equation*}
f(X)=\frac{1}{\sqrt{2 \pi}^{m} \sigma^{m}} \exp \left(-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{m} X_{i}^{2}\right) \tag{19}
\end{equation*}
$$

cf. [10]. The probability that Eq. (12) holds can be computed with the following result. The proof, which is technical but straightforward, is included for the readers convenience. The following result is also related to the Chi distribution.

Proposition 1. Let $m \in \mathbb{N}, \delta>0$ and let $\varepsilon$ be a realisation of an $m$-dimensional multivariate normal distribution with mean zero, standard deviation $\sigma>0$ and density Eq. (19). The probability of $P:=P(\|\varepsilon\| \leq \delta \mid \sigma, m)$ can be computed as follows:
(i) If $m$ is even, then

$$
\begin{equation*}
P=1-\exp \left(-\frac{\delta^{2}}{2 \sigma^{2}}\right) \sum_{i=0}^{\frac{m}{2}-1}\left(\frac{\delta^{2}}{2 \sigma^{2}}\right)^{i} \frac{1}{i!} \tag{20}
\end{equation*}
$$

(ii) If $m$ is odd, then

$$
\begin{align*}
P= & \sqrt{\frac{2}{\pi}}\left(\frac{1}{\sigma} \int_{0}^{\delta} \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right) \mathrm{d} r-\exp \left(-\frac{\delta^{2}}{2 \sigma^{2}}\right)\right. \\
& \left.\sum_{i=1}^{\frac{m-1}{2}}\left(\left(\frac{\delta}{\sigma}\right)^{m-2 i} \prod_{j=1}^{\frac{m+1}{2}-i}\left(\frac{1}{2 j-1}\right)\right)\right) . \tag{21}
\end{align*}
$$

Proof. For any continuous probability density $f$ we have

$$
\begin{equation*}
P=P(\|\varepsilon\| \leq \delta \mid \sigma, m)=\int_{\|X\| \leq \delta} f(X) \mathrm{d} X \tag{22}
\end{equation*}
$$

Since the density function in Eq. (19) is radially symmetric, this simplifies to

$$
\begin{equation*}
P=\int_{0}^{\delta} O_{m}(r) f(r, 0, \ldots, 0) \mathrm{d} r \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
O_{m}(r)=2 r^{m-1} \frac{\pi^{\frac{m}{2}}}{\Gamma\left(\frac{m}{2}\right)} \tag{24}
\end{equation*}
$$

denotes the surface area of a sphere with radius $r$ around the origin in $\mathbb{R}^{m}$. $\Gamma$ denotes the gamma function. Inserting Eq. (19), we write

$$
\begin{equation*}
P=\frac{2^{1-\frac{m}{2}}}{\sigma^{m} \Gamma\left(\frac{m}{2}\right)} \int_{0}^{\delta} r^{m-1} \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right) \mathrm{d} r . \tag{25}
\end{equation*}
$$

Since $\int r \exp \left(r^{2} /(2 a)\right) \mathrm{d} r=a \exp \left(r^{2} /(2 a)\right)+c$, for $m>$ 2 the integral in Eq. (25) can be simplified by partial integration, i.e.

$$
\begin{align*}
& \int_{0}^{\delta} r^{m-2} \cdot r \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right) \mathrm{d} r \\
& \quad=-\sigma^{2}\left[r^{m-2} \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right)\right]_{r=0}^{\delta} \\
& \quad+\sigma^{2}(m-2) \int_{0}^{\delta} r^{m-4} \cdot r \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right) \mathrm{d} r \tag{26}
\end{align*}
$$

We now consider the two cases of $m$ being even or odd.
Let $m \in \mathbb{N}$ be even. Then repeated partial integration of the integral Eq. (25) leads to

$$
\begin{align*}
& \int_{0}^{\delta} r^{m-1} \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right) \mathrm{d} r \\
&=-\sum_{i=1}^{\frac{m}{2}-1} \sigma^{2 i} \prod_{j=1}^{i-1}(m-2 j)\left[r^{m-2 i} \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right)\right]_{r=0}^{\delta} \\
&+\sigma^{m-2} \prod_{j=1}^{\frac{m}{2}-1}(m-2 j) \int_{0}^{\delta} r \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right) \mathrm{d} r \\
&=-\sum_{i=1}^{\frac{m}{2}} \sigma^{2 i} \prod_{j=1}^{i-1}(m-2 j)\left[r^{m-2 i} \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right)\right]_{r=0}^{\delta} \\
&=-\sum_{i=1}^{\frac{m}{2}} \sigma^{2 i} \frac{2^{i-1}\left(\frac{m}{2}-1\right)!}{\left(\frac{m}{2}-i\right)!}\left[r^{m-2 i} \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right)\right]_{r=0}^{\delta} \\
&= \sigma^{m} 2^{\frac{m}{2}-1} \frac{\left(\frac{m}{2}-1\right)!}{} \\
&-\sum_{i=1}^{\frac{m}{2}} \sigma^{2 i} \frac{2^{i-1}\left(\frac{m}{2}-1\right)!}{\left(\frac{m}{2}-i\right)!} \delta^{m-2 i} \exp \left(-\frac{\delta^{2}}{2 \sigma^{2}}\right) \tag{27}
\end{align*}
$$

This formula can easily be verified for $m=2$, as in this case the initial integral simplifies to the form $\int r \exp \left(r^{2} /(2 a)\right) \mathrm{d} r$. Inserting Eq. (27) and $\Gamma(m / 2)=$ ( $m / 2-1$ )! into Eq. (25), we obtain after an index shift Eq. (20).

Now let $m \in \mathbb{N}$ be odd. Again we use repeated partial integration on the integral in Eq. (25), until we arrive at

$$
\begin{align*}
& \int_{0}^{\delta} r^{m-1} \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right) \mathrm{d} r \\
& =\sigma^{m-1} \prod_{j=1}^{\frac{m-1}{2}}(2 j-1) \int_{0}^{\delta} \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right) \mathrm{d} r \\
& \quad-\sum_{i=1}^{\frac{m-1}{2}} \sigma^{2 i} \frac{\prod_{j=1}^{\frac{m-1}{2}}(2 j-1)}{\prod_{j=1}^{\frac{m+1}{2}-i}(2 j-1)} \delta^{m-2 i} \exp \left(-\frac{\delta^{2}}{2 \sigma^{2}}\right) . \tag{28}
\end{align*}
$$

Plugging this together with

$$
\begin{align*}
& \Gamma\left(\frac{m}{2}\right)=\Gamma\left(\frac{m-1}{2}+\frac{1}{2}\right)=\frac{(m-1)!\sqrt{\pi}}{\left(\frac{m-1}{2}\right)!2^{m-1}} \\
& \quad=\frac{\prod_{j=1}^{\frac{m-1}{2}}((2 j)(2 j-1)) \sqrt{\pi}}{2^{\frac{m-1}{2}} \prod_{j=1}^{\frac{m-1}{2}}(2 j)}=\frac{\sqrt{\pi}}{2^{\frac{m-1}{2}}} \prod_{j=1}^{\frac{m-1}{2}}(2 j-1) \tag{29}
\end{align*}
$$

into Eq. (25) leads to Eq. (21).

## 5. Experiments

Since we focus on the computed vector fields of surface normals, it appears adequate to employ colour coding of surface normals for visual assessment, cf. Figure 1. For quantitative evaluation we consider here the standard AAE, where the averaging is performed over the object domain. Let us note that we use the result obtained through classical PS as an initialisation for the BP model. Throughout the experiments we computed $\delta$ according to Proposition 1, such that Eq. (12) is fulfilled with a probability of $95 \%$. We observed that the choice of this confidence level is not critical for the outcome of our experiments.

Synthetic Test Example. As a synthetic experiment for our investigations we consider the sphere example, see Figure 1 . Let us note that we consider an orthographic setting for all the sphere experiments. As we observe in Figure 1, in this experiment the developed computational model and set-up enables to obtain a nearly perfect result. For optimisation we employed in total 5 input images, of which we show here just one example. For comparison, we give here the corresponding result obtained by Lambertian PS applied at analogous input images where we filtered the specular highlights by the subspace technique proposed in [15], which is supposed to make the input nearly Lambertian. As is confirmed here visually as well as quantitatively, it appears favorable (at least in this example) to explore an explicit modeling like with the proposed BP framework.


Figure 1. (left-to-right:) one of the input images of the sphere rendered using the BP model; colour coded vector field of ground truth normal vectors; classical PS with preprocessing [15], average angular error (AAE) 1.02; developed BP framework with CTF, AAE 0.37

Let us note that in fact this test example may not be too easy, as can be observed by the results obtained by preprocessing and Lambertian PS. The reason is that the specular highlights in the input are not perfectly distributed over the sphere and may result in distortions if not being accounted for sufficiently accurate in the model.

Evaluation of Scherzer's Condition. As discussed in Sec. 4, between two iterates of the RLM scheme we observe the local approximation $C_{k}^{R, \text { loc }}$ of the constant in Eq. (16) according to Eq. (17). As the Scherzer condition is an important assumption for the results in [3], we opt to add a break condition, where the algorithm stop if the estimate grows too large. In practice the algorithm is halted if we observe an iterate with $C_{k}^{R, \text { loc }} \geq 2000$. As can be seen in Figs. 2 and 3 this is usually the case at locations where specular highlights may occur, as the angle between halfway vectors and surface normals becomes small. One may interprete this result in the way, that the energy that is minimised features at highlights many small variations that makes it difficult to obtain a reliable local minimum.

We evaluated the restarting of the RLM scheme with a larger parameter $\rho$ in Eq. (14), if it stopped before an iterate fulfils Eq. (15). This may lead to a smaller trust region and to a more stable behaviour of the algorithm. However we did in general not observe a significant increase in quality. The results displayed here were thus computed without restarting the RLM scheme, giving an account of the unstabilised version of the method.

Real World Test Example. In order to assess the properties and usefulness of the developed numerical BP framework, we exploit here a selected variety of examples taken from the DiLiGent data set [12] which gives an account of photographed real-world objects with different reflectance properties. Here we do not employ a CTF scheme, as we rely on the initialisation obtained with classical PS. Let us note that the underlying model is now (in practice, weakly) perspective.


Figure 2. Algorithmic behaviour in the sphere experiment (left) and an example from the DiLiGent data set [12] (right). White depicts the locations where the RLM scheme stopped due to the $C_{k}^{R, \text { loc }} \geq 2000$ criterion.

As can be visually assessed by means of Figure 3, the proposed model along with its adaptations performs very reasonably but in some details not perfect, depending on the actual example. For clarifying thereby the zones of influence of the specular terms we depict masks showing the object parts where the BP model gives an effective contribution. When taking into account the properties of the considered examples, it appears especially that the broad specularities as appearing in the input (teddy bear, goblet) may result in a certain inaccuracy. In turn, when highlights appear but are not too strong (cat, tea pot), results are quite convincing, given that the underlying reflectance in these cases is supposed to be non-linear in the diffuse reflectance as the underlying material is rough. In the tested real world setting from DiLiGent the results are overall of similar quality to the preprocessed Lambertian method. Therefore we conjecture that our numerical BP framework appears to be especially suited for dealing with objects with not too strong highlights, being at the same time able to tackle a certain range of diffuse reflectance of rough materials.

## 6. Conclusion

We discussed the BP reflectance in the context of PS. The augmentation of classical PS with this reflectance model is


Figure 3. (left-to-right:) Examples from Diligent data sets. (top-to-bottom:) Visualisation of ground truth normals; normal fields based on BP (where we note the effect of the not satisfied Scherzer condition at some highlights at the goblet); mask based on half directions. White depicts locations where the maximum of the cosines between halfway vectors and the normal vector obtained with classical PS is $\geq 0.99$.
straightforward, but solving the arising optimisation problem is less so. This task can be tackled with the RLM scheme, which leads to satisfactory results.

The findings for the implementation of the RLM scheme may be translated to other problems, since the assumption that the data follows a normal distribution is very common. The application of the BP model to more complex data sets poses considerable hurdles, which may be adressed in future work.
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