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Editor’s preface

Our civilisation depends to a large extent on electrical energy as a basic energy supply. For
the operation of electrical energy systems both an operational management appropriate to
the situation and considering all modern findings, as well as a consistent and scientifically
analysis of the grid assets, is of utmost importance. The present publication "Analysis of
Power Transformers under DC/GIC Bias" is dedicated to the analysis of power transformer
behaviour under DC bias or geomagnetically induced currents (GIC), using a new developed
measurement setup to measure the transformer characteristics under saturation conditions
for the subsequent modelling approach. This topic is important for a safe grid operation
for the following reasons:

• Minimization of the negative effects of transformer saturation during grid operation,
as additional noise, reduces efficiency and increased reactive power demand;

• Guarantee safe mains operation during increased electromagnetic activity due to
solar storms;

• Resilient power transformer operation in the vicinity of DC sources such as HVDC
lines or DC traction operation.

Dennis Albert traces back the practical orientation to scientific foundations, so his work is
intended to be of interest and useful to a multitude of interest groups: graduate students
of electrical power engineering, researchers in the field of power transformers as well as
lecturers with an interest in understanding the behaviour of power transformers under
saturation conditions. As the head of the Institute of Electrical Systems, I believe that
the author successfully fulfilled the requirements from the point of view of the major task
of a technical university, namely research-led teaching and continuing education. I hope
the readers will enjoy reading and apply the topics investigated and described by Dennis
Albert.

Univ.-Prof. DDipl.-Ing. Dr. techn. Robert Schürhuber
Head of Institute for Electrical Power Systems
Graz University of Technology
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Abstract

Power transformers are key components in the interconnected bulk power transmission grid.
Moreover, to ensure the reliable and stable operation of the power grid, the interaction of
the transformers and the power grid during normal and abnormal operation conditions
were studied. To study abnormal operation conditions of power transformers it may be
necessary to include the non-linear hysteresis characteristics of the transformer cores in
electromagnetic transient studies. The modelling of the hysteresis characteristics of the
transformer cores requires detailed information about the transformer core design and
material. If this information is not available, it is challenging to establish an adequate
electromagnetic transformer model. Especially during deep saturation conditions, typically
near two Tesla for gain-oriented steels, an accurate modelling of the hysteresis characteris-
tics can be essential for the calculated phase currents. Such saturation conditions could
be caused by geomagnetically induced currents (GICs) or direct current (DC) bias caused
e. g. by power electronic devices. This work is a follow-up investigation, motivated by
increased transformer sound, which could be traced back to GICs in the high and extra
high-voltage transmission grid.

This work presents a measurement based modelling approach to establish electromag-
netic topology models of power transformers, including the transformer’s core hysteresis
characteristics. First the AC saturation test was developed with the idea to saturate
the outer two legs of a three-phase transformer core by two elevated 180◦ phase-shifted
single-phase voltages. The AC saturation test was successfully used to parametrise the
hysteresis model of two transformer topology models, using the inductance-reluctance and
the capacitance-permeance analogy. Because the AC saturation test requires a sufficiently
large power source, it was further developed to the DC hysteresis test. Instead of using
a 50/60 Hz sinusoidal voltage, a DC with reversal polarity was used. The DC hysteresis
test was also successfully used to parametrise the transformer hysteresis models. The
implementation of the DC hysteresis test in a portable transformer test allows to conduct
this test in the laboratory and in the field. Together with the principle of variable core gap
inductance the transformer topology models of a 50 kVA reveal a high accuracy of the
calculated and measured current waveforms during the AC saturation and the standard
no-load test, as well as the corresponding power demand.

For the measurement of transformer neutral point currents, including geomagnetically
induced currents (GICs), an existing measurement system was further developed to
minimise the constraints of the monitoring system on grid operations. The utilisation
of a split-core current transducer around the earthing switch, together with a software-
supported correction of the offset drift, reveals a low long-term offset drift of the measured
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transformer neutral point current. In addition to the measurement of the transformer
neutral point current, the measurement system was extended to monitor a direct current
compensation (DCC) system, installed in several transformers in the transmission grid.
The analysis of the DCC measurements, which allows a calculation of the DC per phase,
reveals an equal distribution of the DC between the high-voltage phases and the capability
of the system to minimise the effects of GICs in transformers.



Kurzfassung v

Kurzfassung

Leistungstransformatoren sind Schlüsselkomponenten des elektrischen Übertragungsnetzes.
Um einen zuverlässigen und stabilen Betrieb des Stromnetzes zu gewährleisten, wurde
die Wechselwirkung zwischen den Transformatoren und dem Stromnetz unter verschiede-
nen Betriebsbedingungen untersucht. Um auch ungewöhnliche Betriebsbedingungen von
Leistungstransformatoren zu untersuchen, kann es notwendig sein, die nichtlinearen Hys-
tereseeigenschaften der Transformatorkerne in der Modellierung zu berücksichtigen. Die
Modellierung der Hystereseeigenschaften von Transformatorkernen erfordert detaillierte
Informationen über die Konstruktion und das Material des Transformatorkerns. Wenn diese
Informationen nicht verfügbar sind, ist es schwierig, ein geeignetes elektromagnetisches
Transformatormodell zu erstellen. Insbesondere bei Sättigung des Transformatorkerns,
typischerweise in der Nähe von zwei Tesla für kornorientierte Elektrobleche, kann eine
genaue Modellierung der Hystereseeigenschaften für die Berechnung der Phasenströme
entscheidend sein. Solche Sättigungsbedingungen können z. B. durch den Einfluss von
leistungselektronischen Geräten verursacht werden. Bei dieser Arbeit handelt es sich um
eine Folgeuntersuchung, die auf Grund von zunehmenden Transformatorengeräuschen
initiiert wurde und auf geomagnetisch induzierte Ströme (engl. GICs) im Übertragungsnetz
zurückgeführt werden konnte.

Der in dieser Arbeit vorgestellte Modellierungsansatz basiert auf einer zusätzlichen Mes-
sung an den Transformatorklemmen. Mit den Transformatorkenndaten, wie z. B. der
Nullimpedanz, und der zusätzlichen Messung wird das Topologiemodell des Transformators
samt Hysterecharakteristik des Kernmaterials erstellt. Dazu wurde zunächst der AC
Sättigungstest entwickelt, bei dem die beiden äußeren Schenkel eines Dreischenkeltransfor-
mators durch zwei erhöhte, um 180◦ phasenverschobene Einphasenspannungen gesättigt
werden. Der AC Sättigungstest wurde erfolgreich zur Parametrierung des Hysteresemodells
von zwei Transformator-Topologiemodellen eingesetzt, wobei die Induktions-Reluktanz-
und die Kapazitäts-Permeanz-Analogie verwendet wurden. Da der AC Sättigungstest eine
Spannungsquelle mit ausreichend großer Leistung erfordert, wurde aus dem AC Sättigung-
stest der DC Hysteresetest entwickelt. Anstelle einer 50/60 Hz-Sinusspannung wird für die
Messung eine Gleichspannung mit wechselnder Polarität verwendet. Der DC Hysteresetest
wurde ebenfalls erfolgreich zur Parametrierung der Transformator-Hysteresemodelle im
Rahmen des Modellierungsansatzes verwendet. Die Implementierung des DC Hysteresetests
in einem tragbaren Transformatorprüfgerät ermöglicht die Durchführung dieser Messung
im Labor und im Feld. Zusammen mit dem Prinzip der veränderbaren Luftspaltinduk-
tivtität zeigen die Transformatortopologiemodelle eines 50 kVA eine hohe Genauigkeit des
berechneten und gemessenen Stroms während des AC Sättigungs- und des Leerlauftests.
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Für die Messung von Transformatorsternpunktströmen, einschließlich GICs, wurde ein
bestehendes Messsystem weiterentwickelt, um die Einschränkungen durch das Messsystem
auf den Netzbetrieb zu minimieren. Die Verwendung eines teilbaren Stromwandlers um
den Erderarm eines Erdungsschalters in Verbindung mit einer softwaregestützten Korrektur
des Offsetdrifts, der auf den verbauten Hallsensor im Stromwandler zurückzuführen ist,
wird der Langzeit Offsetdrift reduziert. Dadurch kann das Messsystem für Langzeitmes-
sungen verwendet werden. Zusätzlich zur Messung des Transformatorsternpunktstroms
wurde das Messsystem erweitert, um die Ströme eines Gleichstromkompensationssystems
(engl. Direct Current Compensation, kurz DCC), das in mehreren Transformatoren im
Übertragungsnetz installiert ist, zu messen. Die Analyse der DCC-Messungen, die eine
phasenaufgelöste Berechnung des überlagerten Gleichstroms auf den Hochspannungswick-
lungen ermöglicht, zeigt eine gleichmäßige Verteilung des Gleichstroms zwischen den drei
Hochspannungsphasen. Im Vergleich mit dem gemessenen Sternpunktstrom konnte gezeigt
werden, dass das System auch während eines Sonnensturms und den damit einhergehenden
GICs die Auswirkungen auf den Transformator minimieren kann.
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Introduction 1

1 Introduction

1.1 Motivation and Research Questions

An increased transformer sound level initially motivated this research work after the
commissioning of a new transformer in a substation where an east-west 380 kV transmission
line terminates. Measurements in the transformer neutral revealed an increased low-
frequency current (LFC) or quasi-DC level [Hal+14]. Further analysis of the measured
transformer neutral point current (NPC) and the magnetic field revealed that GICs are
the dominating source of the LFC measured in the transformer neutral. In the Austrian
transmission grid one transformer neutral point per voltage level (220 kV and 380 kV)
and per substation is solidly grounded. Due to the solidly grounded neutral points, GICs
can enter and leave the transmission grid via the transformer neutrals and can cause
transformer saturation, which is accompanied by an increased level of harmonics and
increased reactive power demand. Long-term measurements, started in 2016, were used
to validate GIC calculations in the transmission grid [Hal19], to monitor the GICs and to
identify other LFC sources besides GICs. In alternating current (AC) power systems LFCs
are undesired, due to the increase of losses and possible saturation effects in transformers
and reactors with a magnetic core. Nevertheless, a certain LFC level may be present in
any grounded, electrically conductive circuit. One origin of LFCs in AC circuits is a time
varying magnetic field penetrating conductive circuits, such as AC power transmission
grids.

This PhD work is a follow-up of [Hal19] investigating the effects of LFCs on the power grid
and power transformers. The former work focused on the development of a transformer
neutral point current measurement and the calculation of GICs based on magnetic field
measurements [Hal+14; Hal14; Hal+16; HRA18; Bai+18; Hal19; Alb+19]. Moreover, this
work focuses also on power transformer modelling [Alb+20; Pro+20; Alb+21a; Alb+22b;
Alb+22a] based on terminal measurements [AMR21] and the development of a transformer
NPC measurement system which does not restrict the power grid operation as the previous
system. Moreover, the measurement system was extended to monitor a direct current
compensation (DCC) system installed in several transformers in the transmission grid
[Alb+21b]. The DCC system compensated the undesired DC flux inside the transformer
core with an additional compensation winding on the wounded legs of the transformer.
The compensation winding is connected to an external power electric device, providing a
phase-cut current which induces a compensating flux in the wounded legs. In this scope
the following research questions are addressed.
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Research questions regarding power transformers:

1. How can the transformer core hysteresis characteristics be modelled and parametrised
from transformer terminal measurements?

2. What is an appropriate modelling technique that reproduces the transformer terminal
characteristics during saturation?

3. What is an appropriate transformer terminal measurement for the parametrisation
of transformer hysteresis models including moderate saturation conditions?

4. How can five-leg multi-winding power transformers be reliable demagnetised and
how can the successful demagnetisation be proofed?

Research questions regarding low frequency transformer neutral point current mea-
surements:

1. What are the specifications for a measurement system in order to measure low
frequency transformer neutral point currents?

2. What is the measurement accuracy of the developed system?

1.2 Research Methodology and Scope

The research methodology in this thesis is primarily experimental. The measurement data
from laboratory tests is used to parametrise a transformer model, which replicates the
transformer voltage and current terminal characteristics best, as well as the power demand
(abduction). The simulated and measured current waveforms and power demand are
compared and used to judge the models accuracy.

1.3 Thesis Outline and Scientific Contribution

Chapter 2 provides the state-of-the-art on the calculation and measurement of GICs in
power grids as well as their causes. Subsequently, the effects of LFCs and GICs, especially
on power transformers are highlighted. To calculate the transformer terminal behaviour
under LFC/GIC bias, transformer grey box topology models are introduced. Furthermore,
GIC mitigation techniques and important aspects during the power transformer GIC studies
are presented.

GICs are caused by the varying earth magnetic field. Strong earth magnetic fields can be
caused by space weather events. Therefore, the interaction processes between the space
weather and the earth magnetic field are reviewed in Section 2.1.1. The principle of
geomagnetically induced electric fields are explained on a simple example, using the Maxwell
Equations, in Section 2.1.2. In order to derive an induced electric field from geomagnetic
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field variations, the earth conductivity need to be taken into account. Important aspects
related to the earth conductivity modelling in the scope of GIC calculations are presented
in Section 2.1.3. To derive the GICs in the power grid, a model of the power grid is
required. The important grid parameters for the model are explained in Section 2.1.4.

LFCs in power grid can be caused by space weather events, but also by other sources. These
sources, such as DC powered public transportation systems or nuclear electromagnetic
pulses (NEMPs), are presented in Section 2.2.2 and Section 2.2.3.

To validate calculated GICs in power grids, measurements are required. The principle
of GIC measurements in power grids and a promising technology, the optical current
measurement technique, are presented in Section 2.3.

Section 2.4 focuses on the fundamentals of electromagnetic modelling of power trans-
formers in the context of grey box topology models. The inductance-reluctance and
capacitance-permeance analogy are presented and used to derive a transformer topology
model in Section 2.4.1. The transformer grey box model parameter derivation from
the transformer factory acceptance test and the effects of these parameters are high-
lighted in Section 2.4.2. Effects of the transformer design in the scope of transformer
core saturation and terminal behaviour is reviewed in Section 2.4.3. Subsequently, the
modelling of the transformer core material hysteresis is presented in Section 2.4.4. The
transformer susceptibility in the context of GICs and the mitigation of GICs presented in
Section 2.5. In order to remove a remanent flux in a transformer core before energisation,
the demagnetisation techniques of power transformers are reviewed in Section 2.6

The technical design aspects for LFC measurements in transformer neutral points are
given in Chapter 3. The existing measurement system, using a mobile earthing equipment
which is feed through a current transducer (CT), was further developed to reduce the
restrictions during operation of the transformers. In addition to the NPC measurement, the
measurement system was extended to monitor the currents of DC compensation system.
The system design and measurement system uncertainty is presented in Section 3.1 and
Section 3.2.

In Chapter 4 a developed measurement based modelling approach is presented with
examples of two 50 kVA three-leg transformers. The two grey box models are parametrised
based on the data from the factory acceptance test, the transformer core design and the
supplemented AC saturation or DC hysteresis test, to provide models also valid for deep
transformer core saturation conditions. Section 4.1 provides and overview of the modelling
process. Section 4.2 presents the laboratory setup and the transformers under test. The
model’s parameter derivation and the effect of the model parameters on the transformer
electrical characteristics are presented in Section 4.3. The developed AC saturation and
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DC hysteresis tests are explained in detail in Section 4.3.2. The derived transformer
models from the AC saturation and DC hysteresis test are compared to the measurement
in Section 4.4.2 and validated with the standard no-load test in Section 4.4.3. Moreover,
the modelling approach was successfully applied to calculate inrush currents with the
ATPDraw software in [Zir+22b], with the results presented in Section 4.4.4. Furthermore,
the measurement results of back-to-back (B2B) tests with and without superimposed
DC from different DC sources are outlined in Section 4.4.5. The effects of different
transformer vector groups on the power demand during various superimposed DC levels
are examined in Section 4.5. Besides the increased power demand of transformer during
DC bias, the transformer sound level increases during DC bias. Different aspects related
to the transformer sound level measurement are discussed in Section 4.6. The DC bias
mitigation effect of a delta winding is analysed on a measurement example and new DC
mitigation setup is proposed in Section 4.7. The effects of long-term GIC on power
transformers are discussed in the context of a GICsum value in Section 4.8. Finally, a new
procedure to demagnetise five-leg transformer is presented and tested on transformers of
different rated power in Section 4.9.

The major findings of this thesis and an outlook on further research in the field of power
transformer modelling and LFC measurements are given in Chapter 5.

The main contribution to science in the field of power transformer grey box modelling
are:

• provide a modelling guideline for grey box models of three- and five-leg power
transformers, validated by laboratory test,

• provide electromagnetic grey box models of three-leg and five-leg power trans-
formers, compared to tests with transformer saturation and validated by no-load
measurements,

• present a developed method to measure the transformer hysteresis up to deep
saturation on-site,

• approach to use the measured hysteresis characteristics to model the transformer
hysteresis characteristics in transformer topology models

• investigation of power transformer power demand during unbalanced and non-
sinusoidal conditions

• proposed and successfully evaluated a new demagnetisation approach for five-leg
transformers
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The main contribution to science in the field of low frequency current measurements
are:

• design specifications for transformer neutral point current measurement systems,
• field experience with transformer neutral point current measurements on a trans-

former neutral point switch,
• LFC distribution on the three phases are analysed with measurements.
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2 State of the Art

2.1 Geomagnetically Induced Current Modelling and Simulation

GICs are caused by space weather events, which affect the earth magnetic field. The
varying earth magnetic field induces an electromagnetic field in the transmission lines of
the power grid and the earth itself. For the calculation of GICs in the electric power grid,
the following data and information are required:

• ground conductivity model,
• power grid model or transformer neutral point current measurements,
• magnetic or electric field data.

Depending on the geographic location of the (power) system under investigation, different
approaches for the geoelectric field calculation from magnetic field data can be used. The
magnetic-geoelectric field relation can be modelled as plane-wave, with a thin-sheet model
or with the complex-image method (CIM). The plane-wave and the thin-sheet model are
used in mid-latitude countries, because the ring current1 is assumed as dominating source
of the magnetic field variations. At higher latitudes, the CIM is an adequate method for
the geoelectric field calculation, which allows taking into account the more complex polar
current systems. A detailed mathematical analysis of the plane-wave method, assuming
an infinite horizontal current sheet and assuming an infinitely long harmonically oscillating
straight line current as primary source, is given in [Pir82]. An explanation and example of
the thin-sheet model can be found in [HL93]. The CIM approach is explained in detail in
[BP98].

Another aspect, which is related to geographic location, is the earth conductivity in the
region of interest. Depending on the complexity of the earth conductivity structure, a 1D,
2D or 3D earth conductivity model should be selected for GIC calculations.

2.1.1 Space Weather

The interference of the space weather with the earth magnetic field causes earth magnetic
field changes (dH/dt), inducing an electromotive force (emf) in the earth, described in
Section 2.1.2. The magnetosphere contains various current systems, which contribute
to the overall earth magnetic field. Therefore, it is crucial to study the structure of
the earth magnetosphere in order to understand magnetic field variations on earth. The

1The ring current is part of the earth magnetospheric current system. The ring current ranges from
approx. three to eight earth radius toroidally around the earth in the equatorial plane [Dag+99]. The
main charge carriers are positive ions with energies in the range of 1 - 200 keV. The charge carriers
are trapped in the geomagnetic field and undergo different motion types [PB04].
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magnetosphere around the earth is dominated by the earth magnetic field and less affected
by the interplanetary space. It is the boundary between the earth magnetic field and the
solar wind. The shape of the earth’s magnetosphere is mainly affected by the solar wind,
which is a flow of plasma, and is therefore in constant motion. The solar wind compresses
the sunward side of the magnetosphere to a distance of about six to ten times the radius
of the earth. A supersonic shock wave is created sunward, called the bow shock. Most of
the solar wind particles are heated and slowed down at the bow shock and detour around
the earth in the turbulent magnetosheath. Below the magnetosheath, the magnetopause
is located with a thickness of less than 100 km. It is the outer boundary of the earth
magnetosphere, where the dynamic pressure (left side of (2.1)) of the solar wind and the
magnetic pressure (right side of (2.1)) of the geomagnetic field just cancel each other
out.

ρv2

2 = B2

2µ0
(2.1)

with the density ρ and the speed v. The primary areas of the magnetosphere are depicted
in [Nas17]. The solar wind drags out the night-side magnetosphere to possibly 1,000
times earth’s radius (moon orbit is approx. 60 earth radius away from earth), its exact
length is unknown. This extension of the magnetosphere is known as the magnetotail.
The earth’s magnetosphere is a highly dynamic structure that responds to solar variations.
The interaction between the solar wind and earth’s magnetic field, and the influence of
the underlying atmosphere and ionosphere, creates various regions of fields, plasma, and
currents inside the magnetosphere, such as the plasmasphere, the ring current, and the
radiation belts [PB04]. A complex current system inside the magnetosphere is created
and influenced by the solar wind and the coupled geodynamo. This system preserves the
earth’s magnetic field and protects the earth from high radiation levels.

The resulting magnetic field is opposite to the earth’s magnetic field. Thus, solar storms
can cause a major reduction of the overall magnetic field at low latitude areas. The
magnetic fields of the ring current are measured using the Dst index. If the Dst value
drops below −50 nT, then the event is classed as a magnetic storm, whereas a negative Dst
value indicates a weakened earth magnetic field. For comparison: during the Halloween
Storm in October 2003 the Dst reached almost -450 nT. The index is derived from four
magnetic observatories (Hermanus, Kakioka, Honolulu, and San Juan) aligned along the
earth equator. Further information on the Dst value can be found in [SK91].
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The effects caused by space weather interaction with the earth magnetic field also depend
on the magnetic field in the region of interest, because the earth magnetic field is not
homogenous across the earth.

Although the cities Québec/Canada and Vienna/Austria are approximately located at
the same geographic latitude, both are exposed to different earth magnetic field strength
BF, as it can be seen in [NN20]. Therefore, also the magnetic latitude on earth affects
the GICs. Countries at higher geomagnetic latitude, such as the Scandinavian countries,
usually experience higher GICs. This is due to the complex current systems in the Northern
Hemisphere (see [Rus05]) and the lower distance between ground and the magnetospheric
current systems at higher latitudes. Whereas magnetic field variations in mid-latitude
countries, such as Austria, are dominated by distant magnetospheric currents and spatially
smooth mid-latitude ionospheric currents [GLD18].

Space Weather Indices

For the measurement of geomagnetic disturbances (GMDs), mainly the global Kp index
and Dst value are used. The Kp index is a measure of the natural magnetic field
disturbances. It is calculated in several steps from the disturbance index K of the two
horizontal magnetic field components at 13 selected observatories outside the auroral zone.
The Kp index ranges from 0 to 9 with 28 steps and is calculated for a 3 h period [Mat+21c;
Mat+21b]. The global Kp is calculated in Potsdam/Germany [Mat+21c]. The National
Oceanic and Atmospheric Administration (NOAA) in Boulder/USA [NOA20] calculates a
pseudo Kp index for real-time use. This pseudo Kp index is based on a limited number
of stations and is therefore only an approximation of the global Kp index calculated in
Potsdam/Germany. The Kp index can be used to identify disturbed periods, but short-time
duration disturbances can be hidden by the averaging effect of the 3 h-value.

The Dst value in nano Tesla (nT) is dominated by the magnitude of the ring current,
which produces an axially symmetric disturbance field. The Dst value is based on the
measurement of the horizontal magnetic field component H at four measurement station
located at low latitudes in the equatorial region [SK91; Nos+15]. During periods with low
geomagnetic disturbances the Dst value is above -50 nT. In [EGT11] storms with Dst
values below -50 nT from 1957 to 2008 are analysed. During the Carrington event, which
is known as the largest documented geomagnetic disturbance, a Dst between -850 nT and
-1760 nT was estimated [Lan01; Tsu03]. GMDs can be characterised in several phases.
The largest GICs at higher latitudes are usually caused by magnetic substorms. Sudden
storm commencements (SSCs) have a high latitude enhancement during larger space
weather events. This increases the risk factor for power systems [FBG14].
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2.1.2 Geomagnetically Induced Electric Field

The time varying magnetic field induces an electric field, according to Faraday’s law of
induction. An example for slow magnetic field variations is the regular daily geomagnetic
field variation, also referred to as solar quit, or Sq, day variation [YM17]. The geomagnetic
field usually varies within several tens of nano Tesla per day [Bai18]. These slow magnetic
field changes induce a slow varying electric field in electrically conductive materials. The
induced electric field depends on the material conductivity and the local magnetic field
change. Considering now that the electric power transmission grid spans hundreds of
kilometres across the land. Integrating the induced electric field along a loop, results in
an emf unequal to zero. This emf drives a current in the loop formed by e. g. an overhead
line, two grounded transformer neutral points at both ends and the earth. Such a setup is
depicted in Figure 2.1.

Figure 2.1: The time varying earth magnetic causing geomagnetically induced currents in
electric power systems.

The emf amplitude is equal to the voltage drop (Vdrop) across the earth impedance but
has the opposite sign. Thus, the voltage drop across the earth impedance and the emf
vanishes. Otherwise, a potential difference on earth would be caused, which is not the
case [BP17]. The current is also referred to as GIC or quasi-DC, because of frequencies
below 1 Hz, which is well below the nominal power system frequency of 50/60 Hz.

Taking a closer look at the emf induced in the earth and assuming a rectangular electrical
conductor with the conductivity σ, a relative permeability µr, a length of L in x-direction
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and a height of H in z-direction [Sim71]. The conductor has an infinitesimal thickness
and is located in free space, as depicted in Figure 2.2.

Figure 2.2: Electric field in a conductor with infinitesimal thickness.

The conductor in free space is penetrated by a xy-planer magnetic field #»
H propagating

in z-direction. Because the source field horizontal extension is greater than the skin
depth, the change in x- and y-direction can be neglected in comparison to the change in
z-direction (∂/∂y = ∂/∂x = 0). Therefore, the disturbance field #»

H can be approximated
as a plane wave propagating vertical down. Further, the magnetic field #»

H varies with a
frequency well below 1 Hz, therefore, magneto-quasi static conditions can be assumed.
This is valid if, ∂ #»

D( #»r , t)/∂t can be neglect with respect to κ #»
E( #»r , t), which is the case

when:

max
r∈R3

∣∣∣∣∂ #»
D

∂t

∣∣∣∣≪ max
r∈R3

∣∣κ #»
E
∣∣ , (2.2)

applies, where κ is the electric conductivity. The Maxwell equations in differential form
are:

rot #»
E = −jω #»

B, (2.3)

rot #»
H = #»

J l + #»
J e, (2.4)

div #»
D = ϱ, (2.5)

div #»
B = 0, (2.6)
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with the consideration of a plane-wave magnetic field (∂/∂y = ∂/∂x = 0), the Maxwell
equations from (2.3) and (2.4) resolved in:

rot #»
E =

∣∣∣∣∣∣∣
#»e x

#»e x
#»e z

0 0 ∂/∂z

Ex Ey Ez

∣∣∣∣∣∣∣ = −
∂Ey

∂z
#»e x + ∂Ex

∂z
#»e y + 0 #»e z

!= −jωµ
(
Hx

#»e x +Hy
#»e y +Hz

#»e z
)
, (2.7)

rot #»
H =

∣∣∣∣∣∣∣
#»e x

#»e x
#»e z

0 0 ∂/∂z

Hx Hy Hz

∣∣∣∣∣∣∣ = −
∂Hy

∂z
#»e x + ∂Hx

∂z
#»e y + 0 #»e z

!= κ
(
Ex

#»e x + Ey
#»e y + Ez

#»e z
)
, (2.8)

with the coefficient comparison follows Ez = 0. The link between the individual magnetic
field components and the electric field components are given in (2.9) - (2.12).

−
∂Ey

∂z
= jωµHx, (2.9)

∂Ex
∂z

= −jωµHy, (2.10)

∂Hy

∂z
= −κEx, (2.11)

∂Hx
∂z

= κEy, (2.12)

where µ = µ0µr with the magnetic permeability constant µr and µ0 the vacuum magnetic
permeability constant. Differentiating (2.9) and (2.10) again and substituting (2.11) and
(2.12) respectively, results in the following equations:

∂2Ex
∂z2 = −jωµ

Hy

∂z
= jωµκEx, (2.13)
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∂2Ey

∂z2 = jωµHx
∂z

= −jωµκEy. (2.14)

Introducing the relations:

p2 = jωµκ, (2.15)

p = (1 + j)k, (2.16)

k =
√
ωµκ

2 , (2.17)

results in the following homogeneous, differential equations second order:

d2Ex
dz2 = p2Ex, (2.18)

d2Ey

dz2 = −p2Ey. (2.19)

The general solution for (2.18) and (2.19) is of type:

E = Aepz +Be−pz. (2.20)

The complex constants A and B are determined by the boundary conditions. The first
boundary condition requires that the field inside a conductor, for z → ∞, reduces to zero,
because inside the medium power is converted to Joule heating. If the earth model is
assumed as half-space with uniform conductivity, the second boundary condition requires
the defined electric field on the conductor surface. Therefore, the complex constants
are:

A = 0,

B = E0.
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The electric field in x- and y-direction can therefore be written as:

Ex = E0e
−kze−jkz = E0e

−kz(1+j), (2.21)

Ey = −E0e
−kze−jkz = −E0e

−kz(1+j). (2.22)

The induced electric field in Figure 2.2 fall off exponentially from the edge #    »
AB to the edge

#    »
CD, according to (2.21) and (2.22). Following Faraday’s law of induction, the induced
electric field #»

E( #»r , t) drives a current in the same direction as the emf. The induced
voltage Vind between the edges #    »

BC and #    »
DA can be calculated with (2.23).

The sections #    »
AB, #    »

BC, #    »
CD and #    »

DA are the edge ∂A of the surface A. The voltage of
∂A can be split up in the section-wise electric potential, as derived in (2.23).

Vind(t) =
∫

#   »
AB+ #   »

CD

#»
E(t)d #»s (2.23)

Integrating the electric field along #    »
BC and #    »

DA results in 0 V, because the electric field is
orthogonal to the integration path.

For GIC calculations in mid-latitude countries, such as Austria, GIC studies can be
performed with the plane-wave or thin-sheet method, which is acceptable if no spatial
dependence of the magnetic/electric field in the area under investigation is considered and
no conductivity anomalies appear in the area under investigation [Cag53; McK03; Bai+17;
Bai+18; Hal19; Tho+05; Ngw+09; Pul+12].

Under geomagnetically disturbed conditions the magnetic field strength measured by the
Conrad Observatory (WIC2), as part of the INTERMAGNET observatory network [Int],
is in the range of 200 - 400 nT. The magnetic field variations during geomagnetic quiet
conditions are in the range of 0.4-2.0 nT/min [Leo+20]. During a geomagnetic storm on
May, 12th 2021 a maximum magnetic field change of 100 nT/min was measured. Figure 2.3
depicts the measured absolute magnetic field and magnetic field change from May, 12th

2021. The event on May, 12th 2021 was triggered by a coronal mass ejection (CME) on
May 9th 2021 on the sun. Further information on the May 2021 event can be found in
Section 3.5.2.

2WIC is the INTERMAGNET code for the Conrad Observatory.
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Figure 2.3: Measured magnetic field and magnetic field change of in west-east (x), north-
south (y) and vertically down (z) components from WIC.

2.1.3 Earth Conductivity Model

The geomagnetic induction depends on the frequency of the source field. In this context,
the skin effect need to be considered. The skin effect describes the field density near the
surface of a conductor, which is not uniform across the cross-section. The density is higher
near the conductor surface and decreases exponentially with increasing distance to the
surface. The distance, where the density reaches 37 %, or 1/e, is referred to as skin depth.
This provides an indicator for the depth of penetration of the disturbance field.

In order to calculate the depth of penetration, the skin depth is defined as follows:

σ = 1
k

=
√

2
ωµκ

. (2.24)

The penetration depth λe is defined with:

λe := 2πσ. (2.25)

Considering the geomagnetic induction in the earth, it can be seen from Figure 2.2 and
Figure 2.4, that modelling the earth up to a certain deep is essential for calculating the
driving emf. Figure 2.4a depicts the magnetic and electric field as function of depth from
above the earth into the earth ground, whereas the earth ground is separated into two
sections with different conductivity. The red and blue marked areas indicate the time
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varying magnetic and electric field. The thick blue and red line indicate the electric and
magnetic field at one time instant. In Figure 2.4b the magnetic field from above ground
into the earth is depicted for different frequencies. It can be seen that the penetration
depth of the time-varying magnetic and corresponding electric field depends on the ground
conductivity and the frequency.

(a) Geomagnetic induction. (b) Geomagnetic field of different frequencies.

Figure 2.4: Schematic representation of geomagnetic and geoelectric field from above
ground into ground.

Evaluating the electric field at z = λe reveals, that the electric field amplitude is reduced
below 0.2 % of its value on the (conductor) surface. For z > λe the penetrating field
practically disappears. To get an idea of the penetration depth magnitude, assuming a
field with an alternating frequency of 10 mHz, µr = 1 and κ = 1/1000 (Ω · m)−1, the
penetration depth is calculated to be 159.15 km, according to (2.25) and (2.24). Because
the penetration depth is in the range of at least several hundred kilometres and more,
GICs require an earth conductivity model down to those depths. If only a loop, formed by
the transmission line and the earth surface, is taken into account, the induced voltage
is miscalculated. The loop needs to be extended into the earth to calculate the correct
driving emf. In GIC studies the height of the transmission line above the earth surface
is usually neglected, because the average height is in the range of several ten meters.
Compared to the penetration depth of several hundred kilometres and more into earth, the
distance above ground can be neglected. A review of GIC modelling methods is presented
in [BP17].
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The induced emf in the conductor of the overhead transmission line and the earth have
the same direction. The induced current in the earth and the associated voltage drop is
distributed equally across any chosen length. The induced emf across this length exactly
matches the voltage drop. Thus, no potential difference across the considered length
arises. The current is driven purely by the induced emf, without any potential gradients
in the earth. Due to the previously derived induced emf and explanation, GICs in power
system calculations should be implemented as voltage source located in the high-voltage
transmission line [BP17].

The earth conductivity can be modelled as 1D-, 2D- or 3D-models [Tho+05; Fer12; AKP15;
LLK18; KL20]. In 1D-layered models, the earth conductivity varies only in z-direction
(vertically down into the earth). 2D models also contain varying earth conductivity
in one horizontal direction. 3D models contain varying earth conductivity in the two
horizontal directions and vertically down [Hon+18]. The 1D-layered models can be used
for homogeneous earth conductivity areas. The 2D models are more likely used if the
earth conductivity changes abrupt in one horizontal direction, which is e. g. the case at a
coastline between the land and the sea (coastal effect [Bot94; Iva+18]). 3D models usually
require on-site magnetotelluric soundings3 [Al-13] and are computationally intensive. For
Austria, the comparison of a 1D-layered and a 2D earth conductivity model indicated
a slightly higher accuracy of the GIC calculation with a 2D earth conductivity model,
at the expense of a significantly increased modelling effort [Bai+18]. Besides the earth
conductivity, the substation grounding resistance affects the GIC amplitude. Available
data on substation grounding resistance in Austria indicate an overestimation of the
substation grounding resistance for Austria with standard values in range of 0.2 Ω to 1 Ω,
recommended in [Hor+12; Kel+17; RH19]. More realistic values for substations in Austria
are 0.1 Ω and below. In case of missing earth impedance models, the earth impedance can
be calculated using transformer neutral point current measurements [SAR21b].

1D-layered earth conductivity models are available for Europe, e. g. from EURISGIC
WP2 project [ÁPW12]. Data for 1D-layered models is commonly available in fairly good
resolution, regarding the number of layers and the spanned area. The equivalent surface
earth impedance from a 1D-layered earth conductivity model can be derived with recursive
convolution, as presented in [MRB14]. The multi-layered earth conductivity model is
reduced to a single surface layer by recursive convolution4, using the analogy between

3Magnetotelluric soundings are used to explore the earth conductivity. The electric field is linked to the
primary magnetic field via the impedance. In order to determine the earth impedance in practice, the
horizontal and vertical magnetic in combination with the horizontal electric field components are
measured at the earth surface. The electric field is measured via non-polarising electrodes, which are
placed in the ground. The magnetic field is measured with fluxgate magnetometers [Sim05].

4Assuming the impulse response is being causal and also a minimum phase-shift function. A transfer
function is said to be minimum-phase if the transfer function and its inverse are causal and stable.
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transmission line theory and electromagnetic-wave reflections. The electric field intensities
can be expressed as an incident and reflected-wave intensity or, as field-intensity components
at the surface of a discontinuity [Bro44]. A 1D-layered earth conductivity model is also
used in the simulation tool ’LFC Simulator’ (https://github.com/P-Schachinger/LFC_

simulator) [SAW22].

The thin-sheet approximation, originally developed in [VW77] and based on [PRI49], holds
true if, (1) the electric field within the layer is roughly constant, (2) the thickness of the
surface layer must be small in comparison with the skin depth of the underlying medium,
(3) the cell spacing between the thin-sheet model not exceed a third of the skin depth of
the underlying medium and (4) the side length of the thin-sheet model grid may not be
less than the skin depth of the underlying medium [HL93].

2.1.4 Power Grid Modelling for GIC studies

To identify transformers and other assets at risk from GICs, a model of the power system
is required. But not all voltage levels and assets need to be modelled. Three important
aspects, regarding GIC calculations are (1) the transformer neutral point treatment (solidly
grounded, resonance grounded5, low-resistance grounded, or isolated), (2) the distance
between two grounded transformer neutrals and (3) the power grid resistances. All three
aspects are related to the voltage level. In Austria the 220 kV and 380 kV transmission levels
are operated solidly grounded, with one grounded transformer neutral per substation and
voltage level. Typically, with increasing voltage level, the distance (length of transmission
lines) between the grounded transformer neutrals increases. Thus, higher GIC amplitudes
are more likely to occur in higher transmission voltage levels. The 110 kV voltage level
in Austria is operated with resonance grounded transformer neutrals. Thus, the winding
resistance of a Petersen coil need to be added between the transformer neutral and the
substation grounding. In addition to the resonance grounded transformer neutrals, the
distance between the resonance grounded transformer neutrals is shorter, as the distance
between the grounded transformer neutrals in the 220 kV and 380 kV transmission levels.
With decreasing voltage of the transmission level, usually the power grid resistance increases,
offering an increased resistance to GICs in comparison to transmission levels with higher
operating voltage. Therefore, only the solidly grounded voltage levels are considered during
GIC simulations in the power grids. The main components which need to be included

This is the case if all poles and zeroes of the transfer function are in the left half of the complex
plane.

5In case of a line-to-ground fault a capacitive current via the transformer neutral flow via the earth
capacitance from between the line and ground. If an inductance of an appropriate value is connected
in parallel with the capacitance of the system, the fault current flowing through the inductance will
be in phase opposition to the capacitive current. This is known as resonant grounding.

https://github.com/P-Schachinger/LFC_simulator
https://github.com/P-Schachinger/LFC_simulator
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in the power grid model are the substation grounding resistance RG, the transformer
winding resistances Rw, and the transmission line resistance RL. The resistance of the
transmission line RL is divided by three, because of the three parallel conductors/phases.
The shield wires are commonly neglected, based on the assumption that their resistance
is always much larger than those of the transmission lines. If the measured substation
grounding resistance is used instead of standard values, the resistance of the shield wires
and transmission line towers are considered by the standardised grounding resistance
measurements [IEC01b; IEE15]. The effect of shield wires on GIC amplitudes is discussed
in detail in [LBP20]. Figure 2.5 depicts the aforementioned power grid components. In
black e. g. the 380 kV and in grey the 220 kV voltage level. The impedance Z represents
the earth impedance calculated with the plane-wave method, described in Section 2.1.3.

Figure 2.5: Components of the power grid for GIC studies.

For the GIC calculation the stand-alone LFC-Simulator was developed, based on MATLAB,
with a graphical user interface (GUI) (Figure 2.6) [SAW22]. The GICs are calculated
with the nodal analysis from a predefined electric field or from a measured geomagnetic
field. The driving voltage sources are placed between the substation ground resistances
R0, which results in the same GICs as they were located in series to the resistances RL/3
of the high-voltage transmission lines [SAW22]. The power system data can be loaded via
an Excel spreadsheet. The GUI is depicted in Figure 2.6.
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Figure 2.6: GUI of LFC-Simulator [SAW22].

For the GIC calculation, the electric field is calculated in the frequency domain by
recalculating the measured magnetic field to an emf with the 1D earth impedance model.
The calculated electric field in the frequency domain is transformed back into the time
domain with an inverse fast Fourier transformation (IFFT). With the power grid data and
the nodal voltage, the GICs in each transmission line and transformer are calculated, using
the nodal analysis. The calculated GICs in the different transformer neutrals are verified
with nine transformer NPC measurements, installed in the transmission grid. For a further
power grid risk analysis, the transformer models and used to calculate e. g. the reactive
power demand. The described process is depicted in Figure 2.7.

2.2 Sources of Low Frequency Currents in Transformer Neutrals

Transformer NPCs can have different origins. NPCs can be caused by space weather
events, as described in Section 2.1.1, then the NPCs are referred to as GICs. Besides
space weather effects, technical systems can cause LFCs in the electric power transmission
grid, highlighted in Section 2.2.2. The NPC can be further analysed using a frequency
analysis, to identify further sources of contribution to the overall measured NPC [Alb+20].
Thus, mitigation or counter measures can be planned (Section 2.5.2) to prevent the
interference with the power grid and to increasing the grid reliability.
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Figure 2.7: GIC calculation work flow [ASB21].

2.2.1 Space Weather

The earth magnetic field is affected by the space weather, as outlined in Section 2.1.1.
The earth magnetic field is constantly varying, causing an induced emf, which drives
currents in electrically conductive infrastructures, such as pipelines or electrical power
grids. Even the day/night cycle of the earth can be measured in the power grid [Kel+21;
Alb+21b]. Besides the daily cycle the solar cycle with an approximately 11-year cycle
causes increased GICs, which also caused power grid disturbances [Lun06; Bol02]. The
current solar cycle 25 began in December 2019. The next solar maximum with the highest
solar activity is expected for 2025 [McI+20].
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2.2.2 Power Electronics and DC Infrastructure

Power Electronic Converters

Power electronic devices and converters connected to the AC grid can inject a certain DC
in AC power grids [GKS05; IEE03]. The DC can appear in common mode (CM), which
can have an impact on the power loss of transformers [WNM21].

Semiconductor switches are subject to a certain scattering regarding unmatched turn-on/off
times, forward voltage drop (forward on resistance), gate driving signal delays, insufficient
pulse-width modulation (PWM) resolution, or pulsating loads [OMe83; Xu+94; Ort+14;
Rah+19; Ngn+12]. E. g. in [Xu+94] a voltage drop deviation of ±70 mV across each
thyristor of a static VAR compensator (SVC) is reported. Power converters with a high
current or voltage rating are built with arrangements of multiple semiconductor switches
in parallel and/or in series. The component tolerances in combination with a serial and/or
parallel structure of the converts can result in a positive or negative volt-second value,
which results in a DC magnetic flux component in the transformer core. As an example,
consider a three-phase AC/DC converter connected to the low-voltage terminals of the
transformer T3Sa (Appendix C.1), as depicted in Figure 2.8.

Figure 2.8: Schematic of AC/DC converter connected to the transformer T3Sa.

The converter output voltages at the terminals and the three-phase sinusoidal voltages,
as well as the control signal, are depicted in Figure 2.9. For a better visualisation the
control signal frequency in Figure 2.9 is set to 1 kHz.

Assuming ideal steady state conditions, the turn-on and turn-off times of the power
electronic switches are equal. Thus, no DC flux offset is present in the transformer core.
Assuming a relative difference between 0.02 % in the duration of the positive and negative
semi-cycles at a switching frequency of 20 kHz, a switching time error of 5 ns arises. The
equivalent DC voltage component can be derived from (2.26).
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Figure 2.9: Three-phase sinus-PWM output voltage of converter.

VDC = 0.02 % · |Vmax|, (2.26)

where |Vmax| is the peak of the AC voltage. The corresponding DC flux density offset per
leg is calculated as follows:

BDC = VDC

Rp
· N
lm

· µ0µ̄r, (2.27)

where VDC is the DC voltage in the primary circuit, Rp the average winding resistance of
a low-voltage winding, N the number of turns per winding, µ0 the vacuum permeability,
µ̄r the mean relative permeability in the linear region of the transformer core material
and lm the mean magnetic path length of the transformer core. With VDC = 32.5 mV,
N = 102, l = 1.91 m, µ̄r = 15, 000 (assumption based on data in Appendix C.1) and
Rp = 79.61 mΩ, the DC flux density offset is 0.37 T. For the transformer T3Sa this flux
offset of 0.35 T corresponds to 20 % of the minimum saturation inductance (1.746 T
Appendix C.1).

This flux offset corresponds to an AC root mean square (rms) voltage increase of 46.19 V
for the transformer T3Sa, which corresponds to 19.8 % of the nominal peak voltage per
phase. A maximum allowed DC value can be calculated using the B −H characteristic
of the core material, assuming a constant µr, and defining the minimum saturation flux
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density BS, the corresponding magnetic field strength HS, the coercive force H0, the
remanent magnetisation BR, and the nominal operation point B1, H1.

IDC <
∆H
l ·N , (2.28)

where ∆H = HS −H0, l is the mean magnetic path (2.213 m) and N the number of turns
per winding (102) penetrated by the DC. Appling (2.28) to the aforementioned setup
with the AC/DC converter and the transformer T3Sa, with H(BS = 1.746 T) ≡ 300 A/m
and H1(B1 = 1.5 T) ≡ 40 A/m the maximum allowed DC is 1.15 A (1.6 % of the rated
current) without causing transformer saturation. Taking into account the mean winding
resistance of the transformer T3Sa of 79.65 mΩ, these currents correspond to a DC voltage
of 106 mV per phase.

HVDC and HVAC Systems

In order to increase the transmission capacity of bulk power systems, it is planned to
convert existing high-voltage alternating current (HVAC) overhead lines into high-voltage
direct current (HVDC) lines. If one HVAC system on a multi-system tower is converted
to a HVDC system, this is referred to as hybrid HVAC/DC transmission. This will result
in an ionic coupling of the different systems installed on one transmission line tower. DC
ion currents in the adjacent AC system can cause transformer saturation. On the other
side, a current ripple is caused by an induced AC voltage in the DC system, causing
also transformer saturation, which affects the system performance [LWB89; UYM98;
Ngn+12]. Depending on weather conditions, conductor surface and distance between
the different systems, DC ion currents in the range 15 mA/km [PHF18] can be caused
in parallel hybrid HVDC/AC systems. In a field test 2012 one out of four 420 kV AC
systems, along a distance of 2.4 km, were supplied with DC in bipolar, monopolar and
hybrid configuration. The maximum ion current amplitude of 10 mA/km were measured
in one conductor [Rus+13]. Besides the ionic coupling of HVDC and HVAC systems, the
monopole operation of HVDC systems could increase the DC stray currents in AC systems
[DDY05]. Moreover, asymmetries between the phases can cause asymmetric currents,
which are usually below 1-2 % of the rated current [Fuc+14], which also contribute to
transformer saturation.

DC Leakage Currents by Public Transportation Systems

Leakage currents of public transportation systems in transformer neutral point current
measurements were first described by [Hal19]. Comparing the operating hours of the Vienna
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subway system and analysing the frequency spectrum of several transformer neutral point
current measurement in Austria, revealed that during the operating hours of the Vienna
subway system the leakage currents contribute roughly 0.2 A to the measured transformer
neutral point current [Alb+21b]. Further analysis of transformer NPC measurements
during the COVID-19 pandemic further support the aforementioned influence of the Vienna
subway system [SAR21a; Sch+22].

2.2.3 Physical Phenomena

Electrochemical/Galvanic Effect

As a possible cause of long-term fluctuations or continuous offsets in the transformer
neutral point current, electrochemical/galvanic effects in the earth should be investigated.
Different metallic materials have different electric potentials (galvanic series [Lid96]). The
different occupied electron levels of two metals attached to each other cause a diffusion
of electrons from the metal with the lowest work function to the other metal. During
the diffusion, a voltage between the two metals arises, which causes electrons to move
in the opposite direction. If this voltage is equal to the Fermi energy difference between
the metals, the electron transition stops. Another voltage difference can be caused by the
thermoelectric effect [Mes15]. Depending on the geological structure and the power grid
configuration (grounded transformer neutrals and transmission line corridors), the galvanic
and thermoelectric effect could drive a current via the transmission grid. This is part of
ongoing research and need to be further analysed. In order to (optically) measure small
voltage deviations over a long time, the Lippmann electrometer could be used, which also
serves as a null measurement instrument [Mes15].

Photovoltaic Effect

A daily offset in all transformer neutral point current measurements were recognised
[Hal19]. Therefore, the electric potential between the substations changed in a daily
cycle. One hypothesis, causing the daily fluctuations, is the photoelectric effect. The
photoelectric effect describes the mechanism of electron emission during the impingement
of energetic photons on matter [Mes15]. To prove this hypothesis measurements during low
(cloudy/night) and high (sunny/day) global solar radiation (GSR) from the measurement
station “Wien Hohe Warte” [ZAM19] were taken into account. No correlation between the
GSR and the transformer neutral point current could be detected during the observation
interval of three months in 2017 [Hal19] and 2018 [Alb+20].
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Lithospheric Sources

The earth lithosphere is the outermost shell of the earth. The lithosphere is composed
out of the crust and part of the upper mantle up to depth of about 80 km - 100 km
[Cla16]. During earthquakes, anomalous electromagnetic signals are detected [Zha+21].
The mechanism causing the anomalous electromagnetic signals is not fully understood,
but different physical mechanisms are used to model the anomalous signals [SPS18;
Zha+21]. The measured electric fields during earthquakes reached amplitudes in the
region of 15 mV/km (Qingchuan earthquake Mw = 6.1) [Zha+21]. Therefore, the effect
of electric dipoles, formed in the lithosphere before an earthquake, and their effects on
power system infrastructure close to the epicentre was evaluated in [VGK20].

Nuclear Electromagnetic Pulse

NEMP can be caused by nuclear explosions at altitudes of 30 km above ground, they
are referred to as electromagnetic impulse (EMP) and/or high-altitude electromagnetic
impulse (HEMP) [IEC21]. The impulse duration ranges from sub-nanoseconds to several
hundred seconds. They can cause electric fields up to several tens of V/km [VU88; Gil+10;
Hor+19]. Nuclear burst at high-altitude (30 km above ground) produce three types of
electromagnetic pulses, which can be observed on the earth’s surface:

(1) E1 early-time HEMP (fast),
(2) E2 intermediate-time HEMP (medium),
(3) E3 late-time HEMP (slow),

whereas the E2 and E3 class HEMPs are important regarding the power gird susceptibility,
due to their period range of 1 ns - 1 s (E2) and above 1 s (E3) [PS18]. E3 HEMPs is often
compared to GMDs, but the duration of E3 EMPs is much shorter than server GMDs,
which can last several days [Hor17; Hor+19].

The EMP is caused by the motion of ionised particles and atmosphere relative to the
geomagnetic field of the earth. The electromagnetic field is caused by two different physical
mechanisms. During the first 10 s time period is referred to as ’Blast Wave’, which is
caused by the compression of the geomagnetic field by the expansion of the burst. The
debris are accelerated along the magnetic field lines heating and ionising the atmosphere,
causing an expansion and rise in altitude of the heated conductive atmosphere. The
conductive and rising atmosphere crosses the compressed magnetic field, causing a current
induction which is accompanied by a magnetic field. This process is also referred to as
’Heave’ in the time range of 10 s - 300 s after the detonation [GD77; Gil+10]. Further
information on the nature and coupling of HEMPs and power grids can be found in
[LAT85].
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In an example for a 500 kV transmission line in North America a peak electric field of
40 V/km would result in a peak GIC of 1,630 A, approximated as a uniform pulse with a
pulse width and rise time of 20 ms [IEC21]. Another example in [LAT85], with a 170 km
long three-phase 161 kV overhead transmission line, reveals a current amplitude in the
transformer neutral of 286.5 A, caused by a time varying electric field with an amplitude
of 20 V/km. In [Hor+19] a blackout of several regions due to a E3 HEMP, is expected
to be possible, but widespread transformer outages due to half-cycle saturation and the
associate hotspot heating is not expected. But it may be prudent to evaluate the number
of transformer spare (parts) to ensure a replacement in case of damage in an adequate
time [Hor+19]. Further studies on effects of a HEMP on the power transmission grid can
be found e. g. in [Rab87; Min+17; Mat+21a; Ove+22]. Further information on HEMP
and their comparison to lightning can be found in [Nan+88; UMK82; Rus87; LC89].

Devices mitigating induced currents in power grids due to EMP E3 pulses are commercially
available [emp22]. Other mitigation techniques are comparable to those during GMDs
[Hor+19].

2.3 Measurement of Geomagnetically Induced Currents

GIC measurements are an important tool to validate GIC calculations, whereas GIC
calculations usually do not take into account other LFC sources (Section 2.2). Therefore,
GIC or LFC measurements should be used to validate GIC models for the power grid
vulnerability to GICs and to determine the level of other LFC sources. This information can
also be used for the tendering of new power transformers to specify certain DC levels in
the transformer neutrals. This information can affect the design process of a transformer,
in order to guarantee e. g. a certain maximum transformer sound level during a specified
DC bias.

Also, indirect methods measuring the electric or magnetic field [But+17; LGK18] or using
phasor measurement unit (PMU) data [Kaz+15; Nar16] are proposed in literature to
measure GICs.

Section 2.3.1 discusses design aspects of transformer NPC measurement systems. Besides
NPC measurements, which give the sum of the DC/LFC in all three phases without any
information about the distribution across the three phases, DC/LFC measurement on
the phase could give information about the distribution, which is usually assumed to be
symmetrical. The challenge is the measurement of comparable small DC/LFC to the
nominal phase AC. A promising sensor is the optical current transformer, discussed in
Section 2.3.2.
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Besides technical challenges, cybersecurity issues need to be addressed, before the inte-
gration of a NPC measurement systems in the power grid’s supervisory control and data
acquisition (SCADA) system. Therefore, often a Global System for Mobile Communica-
tion (GSM) based communication between the measurement system and operator of the
measurement system is used, which makes integration of the measurement system into
the company’s own SCADA system obsolete.

2.3.1 Low Frequency Transformer Neutral Point
Current Measurements

GIC/LFC measurements in power transformer neutrals are carried out at different latitudes
around the world [Pir89; Tho+05; Cho+15; Bar+15; But+17; Bai+18; Alb+19; Div+20;
Rod+20; VCK20; EUR21; Alb+21b; Hug+22]. The current probe of the measurement
system is located between the transformer neutral point and the substation grounding. As
current probe, a magnetic ring core with a Hall effect sensor or only Hall effect sensors are
used [Rad+19; Alb+21b]. For the further signal processing, two options are available:

(1) analogue filtering and sampling with a comparable low frequency,
(2) sampling with a high frequency and digital filtering.

Using (1), the measurement signal is filtered with a low-pass filter with 3 dB cut-off
frequency up to several Hertz [Dyn18; Hal19]. The low-pass filter is used, e. g. to suppress
the 50 Hz signal from the power system or 16.7 Hz signal from railway systems. A sampling
frequency of 5 Hz and below is accepted in order to capture GIC events in power grids
[Cli+20]. The comparatively low sampling rate allows using a low-cost analog digital
converter (ADC) and secondary processing electronic, which reduces the overall costs of
the measurement system.

In addition to the filtering, the installed CT is required to withstand short-circuit currents
and to compensate/prevent remanence flux, caused by short-circuit currents. Besides
the over-current capability, the CT and measurement system offset drift, related to the
temperature, should be in the range of ppm/month. Also, the linearity error of the
measurement system should be in the range of parts per million (ppm).

In order to measure the correct amplitude of the GIC, the measurement system should
have a low offset in the range of several milliamps. Especially Hall sensor based current
transducers could suffer from a comparable high offset and a temperature related offset
drift. Therefore, a periodic offset control/zeroing should be considered, when using current
transducers with Hall sensors for GIC measurements.



State of the Art 29

Employing option (2), higher computational power can be required for the digital signal
processing, which increases the overall costs of the measurement system. Using digital
filtering instead of analogue filtering, mitigates the effects of tolerance fluctuations of the
analogue filter components and allows adopting the sample rate during operation of the
measurement system.

Up to the date of writing, no commercially available transformer NPC measurement system
exists [WNE21]. Only CTs with a built-in filter but without data logging or data processing
unit are commercially available [Dyn18].

2.3.2 Optical Current Transformer

Another option to measure GICs/LFCs is the measurement of the phase GIC/LFC. This is
not possible with existing CTs without any modifications. In [RDS13] a conventional CT
is converted to a fluxgate CT, which is successfully used to measure DC in transformer
neutrals (Section 2.3.1). This conversion was tested on a 500 A/5 A 5 VA CT with an
accuracy of 10 % for DC and 1.5 % for AC, whereas it is not stated for which AC and DC
range these accuracies apply. The weak points of the proposed approach are the possibly
reduced accuracy of the CT for 50 Hz current sensing, the dependency of the DC sensing
accuracy on the power grid impedance, which can change over time, and the injection of
AC into the primary current circuit [RDS13].

Besides conventional current sensing, optical current transformers can be used to measure
a DC. Commercial optical current transformers are available from different manufacturers
[ABB11; Art16; GE 16; Tre21] and are already used in a test facility [Sme+20] and power
grids [Cha18; Hei+20]. The optical current transformer uses the Faraday effect to measure
the current. The Faraday effects describes the rotation of polarised light while passing
through a magneto-optical medium, which is penetrated by a magnetic field. Research has
been carried out on the accuracy of the overall measurement system, which is sensitive to
vibration and temperature [WB02; MB02; Boh+05; Len+20; Mad+19]. The advantages
of optical current transformers are the reduced weight and size and the extended frequency
operation range [Cha18]. Nevertheless, very little information about the DC accuracy
for DC below 1 A are available. Therefore, a dedicated research project was established
with the goal to develop an optical current transformer with high accuracy for small DCs
[Man+21]. An overview of the technique of optical current transformers can be found in
[Sim01; Sil+12; Ria18].
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2.4 Power Transformer Modelling for Low Frequency Transients

Transformer topology models usually do not require as much computational power as finite
element methods and can accurately reproduce the transformer terminal characteristics.

For modelling the transformer behaviour under deep saturation, the transformer behaviour
is dominated by the transformer core properties. Therefore, only phenomena well below
the first resonance frequency (usually below 1 kHz) of the transformer are considered.
With this restriction some simplifications can be made, e. g. neglecting the transformer
winding capacitance, as done in [Cha+03; Mor+07]. For the modelling of low frequency
transients in power transformers, the core remanence needs to be considered. Neglecting
the transformer core hysteresis effects causes e. g. an underestimation of the remanence
flux after a disconnecting event of the transformer from the power grid [Cha+03] or in
case of a fault in the power grid.

This work focuses on transformer grey box models, as the transformer models should be
derived based on the physical design of the transformer and measured data. The challenge
during the modelling process is the implementation of the transformer core’s hysteresis
characteristics, if the core material is unknown and only supplement measurements via the
transformer terminals are possible. In literature, different terminal measurements [DW81;
FY02] are proposed to measure the transformer core hysteresis characteristics. But very lit-
tle information about the model accuracy is available. An overview of available transformer
models for low- and mid-frequency studies can be found in [MM05]. Another important
aspect is the transformer model validation with laboratory and/or field measurements.
Especially, the transformer model validation during saturation requires a sufficiently large
short-circuit capacity of the power source and a suitable test setup. The B2B test setup
with superimposed DC between the high-voltage neutral points is commonly employed
during transformer GIC studies. The B2B test requires two transformers with at least
similar core characteristics. The advantage of the B2B tests is that superposition of DC
on ground potential. The superimposed DC saturates the transformer core and causes
half-cycle saturation. So far, very few large scale B2B tests have been reported in literature
[LE02; RA14; Zir+18a].

2.4.1 Grey-Box Transformer Models

Power transformer models for low frequency transients are e. g. used to analyse dielectric
failures and study the electrical behaviour under GIC/DC bias. For this purpose, white
and black box transformer models were used. White box models are based on the physical
structure of the transformers and do not depend on measurement data. The white box
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model parameters are derived with physical laws. Black box models, in contrast, are a
mathematical representation of the transformers, which matches the input and output
data of the actual transformers. The black box model parameters may have no physical
meaning. The model structure is based on a well-known set of models. Grey box models
are bridging the gap between white and black box models, using the physical structure of
the transformer in combination with measurement data (e. g. terminal voltage and current
waveforms during no-load and high-voltage winding capacitance) for the parametrisation
of the model parameters [Cig14; HR21].

Transformer grey box models are topology models derived from limited design data and
measurements. The grey box models take into account the transformer mechanical and
electrical design. The models can be fitted to measurement data. The unknown design
parameters act as variables during the fitting process. The parameter fitting is done
based on empirical knowledge or with optimisation logarithms. Due to the phase-to-phase
magnetic coupling, the topology models can reproduce the operation conditions in the yoke
and legs over a wide operation range. Especially for the investigation during transformer
core saturation, grey box models offer the advantage to model the different magnetic flux
paths with different levels of detail. At the same time, the parametrisation of the model is
based on open circuit and short circuit test data [Zir+17]. Different models neglecting
[FYR99; FY02] and including the transformer core hysteresis characteristics have been
proposed.

Inductance - Reluctance Analogy

In topology models, each section of the core and each flux path can be represented
separately. This allows reproducing different flux density levels in the legs and yokes
[Lur08], as it arise when the core approaches saturation. Also, the different off-core
(leakage) flux paths can be included in the models [LHC16]. To derive a topology model,
the inductance-reluctance analogy, also known as principle of duality between electric and
magnetic circuits [Che49], can be used. According to the principle of duality, this requires
that:

(1) to each element in the electric network, a counterpart in the magnetic network
exists and vice versa;

(2) the current through an element in one network is proportional to the voltage across
the counterpart in the other network.

These requirements lead to the analogies given in Table 2.1. The inductance-reluctance
analogy is limited to planar networks. A counterexample is a transformer possessing four
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windings per leg with leakage coupling or a transformer core which has a 90◦ angle between
the yoke of the outer two legs and the middle leg (Figure 2.10) [Ham93].

Figure 2.10: Example of non-planar magnetic circuit.

In that case of the aforementioned examples, no physical feasible electric circuit exists,
except by the use of five special artifices, summarised and applied in different examples in
[Blo46]. For the further course of this work, the transformers under investigation can be
considered as planar networks.

Another limitation of the inductance-reluctance analogy is the requirement of equal
number of turns for the different windings. This requirement is inconvenient for the
modelling of power transformers, but it can be overcome with the implementation, of ideal
transformers instead of current sources, whereas the ideal transformer a treated as part of
an external load [Che49]. For the practical implementation it is convenient to use two
ideal transformers, one with a turn ratio of 1:1 and one with the turn ratio NLV : NHV.
The usage of the two ideal transformers allows using directly the characteristic transformer
parameters, such as the zero-sequence impedance from the measurements during the
factory acceptance test, without referring these values to the low- or high voltage side
with the transmission ratio.

The electric equivalent circuit of a transformer with the inductance-reluctance analogy is
derived in three steps:

(1) sketch physical design of transformer (Figure 2.11),
(2) mark magnetic flux paths, which should be considered in the model (Figure 2.11),
(3) sketch magnetic circuit with elements according to Table 2.1 (Figure 2.12a),
(4) place a dot in every closed loop/circuit and mark one reference point outside the

circuit, (Figure 2.12a)
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(5) connect neighbouring dots with line through the circuit elements, whereas these
lines crossing the magnetic elements represent the branches of the electric circuit
with their equivalent electric component according to Table 2.1 (Figure 2.12a),
and

(6) derive electric circuit based on (5), whereas nodes/loops of the magnetic circuit
transformed into loops/nodes in the electric circuit (Figure 2.12b).

Table 2.1: Analogies between electric and magnetic circuits.
Magnetic Circuit Electric Circuit

mmf F =
∫
H · dl A Voltage V =

∫
E · dl V

Flux rate Φ̇ V Current i A
Reluctance R H-1 Inductance L H
Permeance P = 1/R H Capacitance C F
Flux Φ =

∫
Φ̇dt Wb Charge q =

∫
idt C

Permeability µ = µ0µr H/m Permittivity e = e0er F/m
Power P = F Φ̇ W Power P = vi W
Energy E =

∫
FdΦ J Energy E =

∫
vdq J

To demonstrate the usage of the principle of duality, according to [Che49], the analogy is
applied to one wounded leg of a three-leg three-winding transformer core to derive the
equivalent circuit of the first wounded leg step by step in Figure 2.11 to Figure 2.12. The
full models of a three-leg and five-leg three-winding three-phase transformer are presented
in Figure 2.13 and Figure 2.14.

Figure 2.11 depicts a three-leg three-winding transformer core and its different magnetic
flux paths on the example of the first leg. RLeg and RYoke represent the magnetic
reluctance of the leg and yoke, respectively. R0 is the off-core magnetic flux between the
two yoke sections, which is represented by a single flux path, but the off-core flux actually
distributed along the length of the yoke [ZMA21]. R01 is the reluctance of the flux path
between the leg and the innermost winding. R12 is the reluctance of the path between the
innermost and second innermost winding. R23 is the reluctance path between the middle
winding and the outer winding.

The equivalent magnetic circuit of the first leg is depicted in Figure 2.12a. The three
windings cause a flux inside the transformer leg, therefore all magnetomotive force (mmf)
sources (ΦLV, ΦMV, ΦHV) are in series. The hysteretical transformer leg is represented
by the reluctance RLeg, whereas R01 is shunting RLeg. The reluctance of the stray path
between the inner and middle and between the middle and outer winding is represented by
the reluctance R12 and R23, respectively. R0 shunts R01, R12 and R23. By reconfiguring
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Figure 2.11: Step 1 and 2: for a three-leg three-winding transformer core and different
flux paths.

the loops from Figure 2.12a into nodes and substituting the magnetic elements into their
electric equivalent Figure 2.12b is derived.

(a) Step 3 and 4: magnetic circuit of first trans-
former leg with 3 windings.

(b) Step 5 and 6: equivalent circuit of first trans-
former leg with 3 windings after transformation.

Figure 2.12: Magnetic and electric equivalent circuits applying the inductance-reluctance
analogy.

Repeating the aforementioned steps for all legs of the three-leg transformer, replacing the
current sources by ideal transformers and combining the parallel RGap and RYoke elements
into one element for each part, Figure 2.13 is derived. The vector group is realised by the
electric connection of the ideal transformer terminals.

The topology model of a five-leg three-winding transformer is depicted in Figure 2.14.
In contrast to the three-leg transformer model, the two unwounded return legs need to
be included considered the model. These unwounded return legs offer a low reluctance
flux path to zero-sequence currents and are therefore in series with the zero-sequence
impedance.
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Figure 2.13: Three-phase three-winding three-leg transformer grey box topology model.

The blue hysteresis sign in Figure 2.13 and Figure 2.14 indicates that this circuit
components contains eddy current, hysteresis and excess losses. Detailed information
about the underlying structure of this element can be found in Section 2.4.4 and
Chapter B.
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Figure 2.14: Three-phase three-winding five-leg transformer grey box topology model.
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Capacitance - Permeance Analogy

The capacitance-permeance analogy, also names gyrator-capacitor approach in literature
[Ham94; You+16; SZK21; Sze+21] is based on [Bun68; Bun69] and was further applied
in [Ham93; Ham94]. The capacitance-permeance analogy links the magnetic and electric
domain with a gyrator. The gyrator fulfils the function of an ideal transformer in the
inductance-reluctance analogy (see section before). In quasi-static conditions, the magnetic
reluctance is represented by a capacitor in an electric circuit, using the modelling technique
described in [Ham93].

The gyrator is, physically speaking, a coil on a magnetic core. The gyrator represents
the coupling of an electric and magnetic circuit using only electrical elements. With
the gyrator, an equivalent electric circuit of a coupled electric and magnetic circuit is
derived.

Figure 2.15: Gyrator interfacing an electric circuit and an electric representation of a
magnetic circuit.

The gyrator principle, depicted in Figure 2.15, uses two voltage controlled current sources,
governed by the following equations:

v1 = RG · i2, (2.29a)

i2 = 1
RG

· v1, (2.29b)

v2 = RG · i1, (2.30a)

i1 = 1
RG

· v2, (2.30b)
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whereas the voltage v1 on the primary (index 1) terminal controls the current i2 on the
secondary (index 2) terminal and the voltage from the secondary terminal v2 controls the
current on the primary current i1. The currents and voltage are linked via the resistance
RG ≡ N , which corresponds to the number of turns N of the coil coupling the electric
and magnetic circuit.

According to Table 2.2 the electric voltage v is equivalent to the magneto motive force
(mmf) F and the electric current is equivalent to the magnetic flux Φ or the magnetic
flux rate ϕ̇, depending on whether the gyrator is implemented in integral or differential
representation, respectively.

Table 2.2: Capacitance-permeance analogy between electric and magnetic circuits.
Magnetic Circuit Electric Circuit

magneto motive force F A Voltage/emf v V
Flux rate Φ̇ V Current i A
Reluctance R 1/H Resistance R Ω
Permeance P = 1/R H Capacitance C F
Flux Φ =

∫
Φ̇dt Wb Charge q =

∫
idt C

Power P = F Φ̇ W Power P = vi W

For the further analysis the differential representation of the gyrator is used, because it
mitigates to numerically evaluate integrals, which yields a better convergence behaviour in
the calculations than the integral representation of the gyrator. By using the differential
representation, the integration of the voltage for each time step becomes obsolete. Besides
the improved convergence behaviour with the differential representation of the gyrator,
losses in the equivalent circuit also have the unit Watt (Φ̇ · F = P , with [P ] = W), as in
electric circuits.

Using Faraday’s law, the relationship between the electric and magnetic domain are
expressed, enabling the usage of the gyrator to couple electric and magnetic circuits.

∫
∂A

#»
E( #»r , t) · d #»s =

∫
A

∂
#»
B( #»r , t)
∂t

· d #»
A. (2.31)

This leads to (2.32) assuming a homogeneous field

v = − d
dtΦ = −Φ̇. (2.32)
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Including the number of turns N of a coil, (2.32) becomes v = −NΦ̇. Recall (2.29), the
following analogies (⇀↽) apply:

i2 = 1
RG

· v1 ⇀↽ Φ̇ = 1
RG

v, (2.33)

i1 = 1
RG

· v2 ⇀↽ i1 = 1
RG

F . (2.34)

Taking a closer look at the magnetic domain and the linkage of the magnetic flux rate Φ̇c

and the mmf Fc. Recalling the relation between the current ic and the voltage vc across
a capacity C:

ic = C · dvc

dt = C · v̇c. (2.35)

Replacing ic and vc in (2.35) with their derived analogies, according to Table 2.2, (2.35)
yields:

Φ̇c = C · dFc

dt . (2.36)

Integrating (2.36) and solving for the mmf Fc yields:

Fc = 1
C

· Φc. (2.37)

(2.37) imply the magnetic reluctance R can be represented as 1/C in its equivalent electric
circuit. Thus, C can be interpreted as permeance P which is equal to 1/R. Therefore,
the used analogy is also called reluctance-permeance analogy or ’ReCap’ [Eat94].

For the modelling of losses in the electric equivalent circuit, the relationship between the
mmf F and the magnetic flux Φ is given by Hopkinson’s law, analogue to Ohm’s law:

F = Rm · Φ, (2.38)

where Rm is the magnetic reluctance with the unit 1/H.

Considering the ohmic loss representation in the equivalent circuit using the reluctance-
permeance analogy, they can be expressed as follows [AHS12]:
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Ploss = Φ̇2 ·Rm. (2.39)

In order to derive the transformer model parameters, such as the different leakage paths,
depicted in Figure 2.16 and Figure 2.17 the following conversion applies:

C = L

N2 , (2.40)

where L is the inductance of the specific path in Henry and N is the number of turns of
the inductor of the corresponding element/path. The inductance of the stray flux paths
are converted to Farad with N = 1 according to [Ham94].

The following analogies in words in Table 2.3 are derived by using the differential gyrator
formulations.

Table 2.3: Electric and magnetic analogies derived with the differential gyrator equations.
Electric Circuit Magnetic Circuit
resistance dissipative losses
capacitance permeance
current magnetic flux rate
voltage magnetic voltage

The capacitance-permeance analogy offers the following advantages [AHS12; You+16],
regarding power transformer modelling:

(1) to model dissipating losses electrical resistance are used, which is intuitive,
(2) magnetic fields store energy, this means the magnetic path elements of the circuit

should be able to do so, which is true for capacitors. Therefore, the energy
relationship is preserved/energy invariant,

(3) the circuit model topology is similar to the physical magnetic component.

The capacitance-permeance analogy was successfully applied in electrical (power) engi-
neering to electromagnetic coupled devices, such as power electronic converters [Eat94;
Che+09], a Fluxgate magnetometer [Eat94], a ferroresonant regulator [Eat94], a con-
tinuously variable series reactor [You+16; HD21] and power transformers [Alb+21a;
Alb+22a].

The ReCap models of a three-leg and five-leg three-winding transformer are depicted in
Figure 2.16 and Figure 2.17, respectively. The gyrators on each wounded leg represent
the mmf source of each winding (primary (1), secondary (2) and tertiary (3)). The indices
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of the leakage flux paths, represented as shunting elements of the leg, referred to the
corresponding windings, starting with the innermost winding next to the leg (1) and go
radial towards the outermost winding (3). The vector group of the transformer is realised
by connecting the gyrators to each other via their outer terminals.

Figure 2.16: Three-phase three-winding three-leg transformer grey box ReCap model.

Figure 2.17: Three-phase three-winding five-leg transformer grey box ReCap model.

2.4.2 Transformer Grey Box Model Parameters

Depending on the available transformer data and their quality, it can be necessary to
approximate transformer parameters. The following section gives an overview of the most
important transformer parameters and their calculation or approximation for low-frequency
transient models. The formulas represent the values in the equivalent electric parameters,
applying the inductance-reluctance analogy. Further information on the representation of
network elements for transient studies can be found in [Cig90].
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Winding Resistance
The transformer windings resistance Rw is measured for each winding with DC. With
the resistance measurement the temperature should be recorded or noted, in order to
make a temperature correction possible [IEC12a]. The winding resistance measurement
is usually performed with a mobile transformer test device and the winding resistance is
recorded, if the deviation in Ohm between two measurement points is below a certain
limit. Usually, the winding resistance is given for the measured temperature and for 20◦ C
and/or 85◦ C.

Turns per Winding
The number of turns per winding is usually not listed in the factory acceptance test protocol.
This additional information needs to be evaluated from the transformer manufacturer. If
the number of turns per winding is unknown, it can be estimated from the transmission
ration and the rated winding voltage. Whereas the number of turns on the low-voltage
winding is typical in the range of 100 turns. If the transformer core dimensions are known,
the number of turns can also be estimated from the transformer core window height
and the rated current of the winding. The current density per winding is typical in the
range of 2.5-4 A/mm2. Together with the aforementioned current density and the winding
resistance measurement from the factory acceptance test, the number of turns can be
approximately determined. For the different vector groups the transmission ratios are
calculated as follows:

üYy = wHV

wLV
= VHV

VLV
, (2.41)

üYd5 =
√

3 · wHV

wLV
· ejφ◦

= VHV

VLV
, (2.42)

üYz5 = 2√
3

· wHV

wLV
· ejφ◦

= VHV

VLV
, (2.43)

where φ is the angle related to the phase-shift between the windings, wHV and wLV are
the number of turns of the high-voltage (index HV) and low-voltage (index LV) windings,
respectively.

Transformer Core Cross-Section Area
The transformer cross-section area directly scales the flux density in the transformer core.
For three-leg transformer cores, the cross-section area of the yoke and the leg sections
are usually the same. For five-leg transformer cores, the cross-section area of the yoke is
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usually 55-60 % of the leg cross-section area. The cross-section of the unwounded outer
two return legs is typical 88-90 % of the main yoke cross-section area.

Regarding the cross-section area, it is important to note whether the filling factor is
already included in the stated cross-section area or not. The filling factor is the ration of
the effective transformer core cross-section area to the physical cross-section area. The
filling factor is typical in the range of 0.955-0.965 (see Appendix C). The transformer is
manufactured from stacked laminated steel sheets. The lamination is usually a varnish
or an insulating coating to reduce eddy current losses in the transformer core. This
lamination thickness is typical in the range of 1.5 - 3µm on each side of the steel sheet.
The lamination reduces the effective cross-section area available for the magnetic flux.
Due to the non-linear hysteresis characteristics of the transformer core materials, small
changes in the transformer core cross-section area, and thus in the magnetic flux density,
can cause significant deviations in the magnetising current.

Mean Magnetic Path Length
The mean magnetic path length of the transformer core can be calculated from the
transformer core design data and is used to scale the current in the hysteretic yoke and
leg sections of the transformer topology model. If the transformer core design is unknown,
it can be estimated from the outer transformer dimensions.

Iron Core Resistance
The iron core resistance Rfe represents the eddy current losses in the transformer core.
Rfe is derived from the three-phase no-load test, subtracting the winding resistance losses
(I2

0 ·Rw). The resistance Rfe is calculated from the no-load voltage and current, whereas
the current Ife is calculated as follows:

Ife = PNL − 3 · I2
0 ·Rw

VNL − Vw
, (2.44)

with the three-phase measured no-load losses PNL, the average voltage applied during
the no-load test to the three phases VNL, the average voltage drop per phase across the
winding resistance Vw and the average winding resistance per phase Rw.

Rfe = VNL

Ife
. (2.45)

Typical the no-load currents per phase vary from phase to phase, as well as the losses
per phase [Esc+07]. Therefore, the calculation should be done separately for each phase
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and then summed up the phase parameters to avoid inaccuracies during the calculation
process.

Zero-Sequence Impedance
The method of symmetrical components is used in electrical power engineering, typically
on a system-level basis, to analyse the three-phase power systems, which are operated
symmetrically during normal operation. The phase symmetry, with respect to the amplitude,
is used to simplify the mathematical description of the power system with its different
components. The method of symmetrical components uses the modal transformation
to decouple the three-phases into equations for the three-phase system, by a change of
base. This result in a representation of the power system in three components: positive-
sequence (PS), negative-sequence (NS) and zero-sequence component. In the context of
power transformers, a distinction is made between two types of zero-sequence impedances,
the open-circuit zero-sequence impedance and the short-circuit zero-sequence impedance.
The zero-sequence impedance in power transformers also depends on the transformer
vector group, the physical winding position and core design and can vary for different test
setups [IEC12a]. In transformer grey box models, the zero-sequence path represents a
magnetic shunt path of the wounded transformer legs for a zero-sequence flux, resulting
from a zero-sequence current in the windings. This zero-sequence current depends on the
neutral point treatment and on the winding connection. In a star-connected winding with
grounded neutral the zero-sequence current can only return via ground. In star-connected
windings without grounded neutral, no zero-sequence can be formed. In delta-connected
windings a zero-sequence current can circulate in the windings, reducing the effective
zero-sequence impedance. YNyn-connected transformer without tertiary delta winding has
a higher zero-sequence impedance as transformers with a tertiary delta winding [IEC97;
ABB10]. If a delta winding is present, providing balancing ampere-turns through the
circulating current, the zero-sequence impedance will be approximately equals the short-
circuit impedance of the pair of windings (star and delta) [ABB10]. In transformers
with zigzag windings, the zero-sequence current component on each leg cancels out,
because each leg carries part windings from two phases with opposite winding direction
[IEC97]. The effects of a tertiary delta winding on the zero-sequence impedance are
discussed in detail in [IEC97; Car+03; SS08; Ros05; SB12; Ram+13; Kam+16; RB17a;
RB17b]. In case of a five-leg transformer core, a zero-sequence flux can re-close via the
outer unwounded return legs, offering a low reluctance path for a zero-sequence flux. In
case of a three-leg transformer core, a zero-sequence flux between the yokes can only
re-close via off-core flux paths. The off-core flux paths can include the transformer tank
and/or transformer shields and the oil/air gap between the transformer core and tank.
During balanced operation of the transformer, the zero-sequence impedance and therefore
transformer tank has a low influence on the transformer behaviour [FY02]. Typical values
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for zero-sequence impedances for transformers with different core design and winding
connections are given in [IEC97] Tab. 1. The zero-sequence impedance can be measured
by connecting the line terminals in parallel and attaching a single-phase voltage source
between the line terminals of a star- or zigzag-connected vector group and the neutral
terminal. The test current should not exceed the current-carrying capability of the neutral
conductor. If a tertiary delta-connected winding is present, the test current shall be such,
that the current in the delta-connected windings is not excessive [IEC12a].

The zero-sequence impedance, represented by a parallel connection of R0 and L0 in trans-
former topology models using the inductance-reluctance analogy, calculates as follows:

Z0 = 3 · Vrms

Irms
, (2.46)

and is expressed in ohms per phase. The test current per phase I/3 should be stated with
the zero-sequence impedance. If the phase angle between voltage and current is assessed
during the zero-sequence test, the impedance can be split up into a parallel connection of
a resistive and reactive part R0 and X0, according to the following equations:

R0 = 3 · V 2
rms

PZ0,test
, (2.47)

X0 = 3 · V 2
rms

QZ0,test
. (2.48)

Note that the values for R0 and X0 can vary, depending on the calculation method of
the reactive power (see Section 4.4.1). PZ0,test and QZ0,test are the measured active and
reactive power during the zero-sequence test. The measurement method implies an equal
distribution of the zero-sequence impedance between the phases/legs. The zero-sequence
path is of interest, especially in case of three-phase three-leg transformer cores. In case
of a zero-sequence flux in the transformer core, the zero-sequence flux can only close via
the free-space or the transformer tank. The transformer tanks are usually manufactured
out of a different steel than the transformer core [AHH95]. Thus, considering the tank
with its own hysteretic characteristics could improve the model accuracy. In case of a
three-phase five-leg transformer core, the effect of the tank is reduced, due to the outer
unwounded legs, which offer a low magnetic resistance return path for a zero-sequence flux.
Three-phase three-leg 300 kVA transformer studies in [Lot20], revealed that the transformer
tank can be neglected, if the ratio of core-cover distance and core-wall distance is above
2.5. The zero-sequence path is important, especially during an increased flux density in
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the transformer core. E. g. during over excitation of the transformer core, an increased
zero-sequence impedance causes a reduction in current amplitude, an increase in active
power loss, a reduced non-active power demand and a reduced magnetic flux density in
the transformer yoke. These effects are related to the saturated core material.

Inter Winding Leakage Inductance
When studying the transformer under saturation conditions, special attention should be
paid to the representation of the leakage inductance [Mah12]. Neglecting the stray path
between two opposite yoke sections, will result in an underestimation of inrush currents
[Zir+12a]. The inter-winding leakage inductance Lxy represents the stray flux paths
between winding x and winding y. Usually the windings are numbered starting with 1,
which is the innermost windings, next to the transformer core. The leakage inductances are
derived from short-circuit tests, whereas the first mentioned winding is the excited winding,
and the second mentioned winding is the short-circuited winding. For three-winding
transformers usually the three short-circuit impedances are measured, Z12 (HV/LV), Z13

(HV/TV) and Z23 (LV/TV) with HV: high-voltage winding, TV: tertiary-voltage winding,
and LV: low-voltage winding. Lyy represents the flux path between two opposite yokes
via air/oil. This path comes into place during saturation of the yokes and controls the
current peak, e. g. during the inrush. The leakage inductance can be calculated from
the short-circuit measurements in different ways, depending on the available data. All
methods are presented herein.

Calculation with the angel cos(φ) between voltage and current:

Lxy = Xxy

2π · fr
, (2.49)

where the short-circuit impedance is calculated with (2.50).

Xxy = V̄SC

ĪSC
· sin(φ), (2.50)

with the mean short-circuit voltage V̄SC and the mean short-circuit current ĪSC. The
calculation with cos(φ) is only defined for pure sinusoidal voltage and current waveforms.
Therefore, distorted current and/or voltage waveforms introduce an error in this calculation
method. Some measurement software offers the calculation of a cos(φ) value for each
individual harmonic [DEW19].
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Calculation with power factor (PF ):

Xxy = V̄SC

ĪSC
· (1 − PF ), (2.51)

whereas in case of non-sinusoidal current PF ̸= cos(φ) (see also Section G.3.1). Calcula-
tion with relative short-circuit impedance uk:

X12 =
√
v2

k − v2
r · V̄SC

ĪSC
, (2.52)

where vk is usually given for the short-circuit test, vr can be found on the transformer
nameplate or the factory acceptance test and V̄SC and ĪSC is the mean value of the
short-circuit voltages and currents per phase. Usually the same leakage inductance is used
for all phases, which introduces a model uncertainty [Esc+07].

Core-Inner Winding Leakage Inductance
The leakage inductance between the core and the inner winding next to the core is referred
to as L01. If the winding design data is unknown, L01 can be approximated according to
(2.53) [Mor+07].

L01 = k01 · L12, (2.53)

where k01 is derived from insulation clearance of the channel between winding 1 (index
W1) and 2 (index W2) with (2.54).

k01 = VW 1

VW 2 − VW 1
. (2.54)

If detailed information on the winding design is available, (2.55) can be used to calculate
the leakage inductance between the windings. (2.55) is based on the ’reactive kVA method’
proposed in [BLU+38], and is rewritten as follows:

LHL = µ0N
2

h
·
(
lmw,H · bH

3 + lmw,L · bL

3 + lmw,H · aH

)
, (2.55)

where µ0 is the vacuum permeability, N is the number of turns of the winding 1 or 2,
depending on which voltage level the leakage inductance is referred to, h is the height
of the winding, lmw = 2πrmw is the mean winding length of the circular coil (assumed
coil design), with rmw the radius from the middle centre of the core leg to the mean
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of the corresponding winding, a is the thickness of the (insulation) channel between
the conductors of the two windings and b is the coil thickness. Further information
on the leakage inductance calculation, based on winding design data, can be found in
[BLU+38].

An acceptable approximation for k is 0.5 [CH09; Høi+09; Ave+18; MGI05]. This applies
if the gap volume between the primary and secondary winding is equal and the axial
and radial dimension of both windings match. In case of a zigzag winding, additional
inductance is added by the wiring between the windings on the different legs [Zha+20].

Leg-Yoke Equivalent Joint Air Gap
Transformer cores are usually manufactured out of multiple sheets stacked together. The
legs and the yokes are commonly produced separately and jointed together during the
manufacturing process. Therefore, a small air gap is introduced in the joints between
the legs and yokes. The air gap in power transformer cores is undesired, because they
increase the reluctance of the magnetic path, and linearise/rotates the magnetisation
characteristics of the transformer core. Thus, a higher magnetisation current is required
to cause the same magnetic flux density in the transformer core, as in a transformer core
without an air gap [Zir+12a]. Constructive measures, such as step-lap core design and
mitered joints with angles between 30◦ and 60◦ are used to reduce the air gap length.
Increasing the equivalent air gap inductance Lgap in the transformer model results in a
counter-clockwise rotation of the hysteresis characteristics.

Figure 2.18 depicts the sheet arrangement in a mitered core joint and the flux. The
fringing flux around the gap also increases the losses. The calculation of the loss increase
due to the gap is difficult, because the gap size depends on the deviation during the
manufacturing process. Taking a closer look at the flux distribution around core joint
area for low and high flux density levels, the flux has two ways to pass from one sheet to
another in longitudinal and traversal direction.

Figure 2.18: Top view of mitered core joint and flux paths at normal flux levels (black
dart) and increased flux levels (black and red darts).
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During low flux density level (red darts), the flux avoids the longitudinal air gaps and passes
to the neighbouring sheet via the overlap (traversal) region. During high flux density levels,
the flux is forced also to pass through the longitudinal air gap. Therefore, the equivalent
air gap value Lgap changes as a function of the flux density inside the core. This change
can be reproduced by a varying equivalent air gap length [EP97]. This approach is also
used for saturated AC machines [ML92]. Therefore, a transformer topology model with
the capability to reproduce the measured transformer characteristics under various flux
density levels, should include a variable air gap component [EP98]. Moreover, the air gap
between the sheets is a linear reluctance, whereas the path inside the sheets is a non-linear
reluctance.

The introduced joint air gap causes the B −H characteristic to flatten around the knee
point. In [GM01] Fig. 12 the B −H characteristic shows the flattening effect, if a joint
air gap with different effective lengths in introduced in non-oriented (NO) steel. Thus,
neglecting the air gap in the transformer model, can be a reason for the discrepancy
between calculated and measured hysteresis characteristics in the area of the knee point.
The joint air gap inductance is calculated according to (2.56).

Lgap = N2

Rgap
= µ0AlegN

2

∆ , (2.56)

where N is the number of turns, which could be used to refer the air gap to a dedicated
side of the transformer, Aleg and ∆ is the joint air gap cross-section and equivalent joint
air gap length, respectively.

It was shown in [CBG18], that the correlation of a finite element method (FEM) model of
a single-phase four leg 4.4 kVA laboratory transformer could be improved by incooperating
the transformer core joints with the concept of ’equivalent air gap’. Taking into account a
DC bias on the transformer, the measured leakage flux exceeded the leakage flux calculated
in the FEM studies with solid joints (without air gaps).

Winding Capacitance to Ground
The transformer winding capacitance to ground should be included in the transformer
model together with the parameter Lgap. Increasing Lgap rotates the hysteresis loop
counter-clockwise, whereas decreasing the winding capacitance C rotates the hysteresis
loop clockwise. The winding capacitance can vary from phase/leg to phase/leg around
or below 1 %. The order of magnitude scales is in the range of several nano Farad up
to several ten nano Farad, depending on the transformer size/rated power and winding
design. In the factory acceptance test, usually the mean capacitance of the corresponding
windings is stated. The winding capacitance is measured via the bushings. Therefore, the
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winding capacitance C also includes the bushing capacitance to ground. A cobra-shaped
Φ − i loops with negative slopes around their waits can be an indication for the effect of
the winding capacitance [Zir+22b]. Figure 2.19 depicts the different transformer winding
capacities. CHL is the capacitance between the high- and low-voltage winding, CML is
the capacitance between the low- and medium voltage winding, CHM is the capacitance
between the medium- and high-voltage winding and CL, CM and CH is the capacitance
between the low-, medium and high-voltage winding to the tanks/ground.

Figure 2.19: Different capacities in transformers during transformer winding capacity
measurement.

The transformer winding capacities are usually measured at 10 kVrms at the rated frequency
together with the loss factor tan(δ) [IEE13].

2.4.3 Transformer Design - Effects on Behaviour

Due to the transformer design, the hysteresis characteristic of the transformer core material
can’t be derived from three-phase terminal measurements, as outlined in the following
section. Furthermore, the vector group of the transformer can have a positive effect on
the transformer saturation, e. g. if delta windings are present that delay the saturation of
the transformer during an GIC event, as described below. A remanence in the transformer
core, caused by GICs or DC winding resistance measurements, should be considered before
conducting diagnostic measurements on the transformer.
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Effect of Transformer Magnetic Core Design
The zero-sequence flux can only leave the core in the yoke sections, because the wounded
legs act as a magnetic flux ’tube’. Under ideal conditions, no flux from the core can
leave the wounded leg section. Therefore, it should be considered that the flux density
in the wounded transformer leg can reach values of the order of 3 T or higher [ZMA21],
whereas the magnetic flux density in the yoke will remain moderate during the same time.
This difference in flux density is possible due to the shunting effect of the zero-sequence
impedance Z0 and the leakage flux path between the yoke and windings (see Figure 2.13,
Figure 2.14, Figure 2.16 and Figure 2.17).

The tube-like behaviour can be proven by evaluation of the Biot-Savart law (2.57) for a
linear current excitation (2.58). The assumed setup is depicted in Figure 2.20.

H⃗(r⃗p) = I

4π

∫
C

ds⃗× r⃗d

r3
d

dV, (2.57)

H⃗(r⃗p) = I

4π

∫
V

J⃗(r⃗) × r⃗d

r3
d

dV, (2.58)

where the point P is located on the infinitesimal small winding together with point Q.
Thus, #»r d becomes zero and #»r p = #»r q. With #»s along the conductor (in (2.57)) is only in
the current direction x the vector product of ds⃗× r⃗d becomes zero, and therefore also the
magnetic #»

H( #»r d) is zero (at the conductor plane).

Taking a closer look on the symmetry of the transformer core and the magnetic path
lengths in three-leg transformers, it is noticeable, that the middle leg is magnetically
shorter, than the outer two legs. This results in a zero-sequence current i′0 (2.63), as
derived in the following equations. Assuming a conventional three-leg transformer core
with three windings with the same number of turns N connected in star and without a
dedicated neutral conductor, as depicted in Figure 2.21. The three windings are connected
to a balanced three-phase sinusoidal voltage source. The magnetic flux linkages ΨU, ΨV

and ΨW are therefore also balanced and sinusoidal. The magnetic paths of the three
legs start at point X and end at point Y. It is obvious that the length of the magnetic
path of the middle leg is shorter, than the path of the outer two legs. The instantaneous
mmf Ni′ in each leg, causing the flux linkage Ψ. The phase currents i differs from the
instantaneous current i′, required to produce the mmf Ni′, because the phase currents
iA,iB and iC depend on the magnetic flux density of all legs and not just the one leg
under consideration. The same holds true for the active and non-active power measured
at the transformer terminals [Wal57; KK13].
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Figure 2.20: Schematic cross-section view of wounded leg and applied Biot-Savart law for
line currents.

The required mmfs and actual mmfs derived from the phase currents are related as
follows:

NiA −NiB = Ni′ANi
′
B, (2.59a)

NiB −NiC = Ni′BNi
′
C, (2.59b)

NiC −NiA = Ni′CNi
′
A. (2.59c)

The division of (2.59a) to (2.59c) by the number of turns N leads to:

iA − iB = i′Ai
′
B, (2.60a)

iB − iC = i′Bi
′
C, (2.60b)
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Figure 2.21: Conventional three-leg transformer core with three windings in star connection
without dedicated neutral conductor and indicated individual magnetic paths.

iW − iU = i′Wi
′
U. (2.60c)

Due to the star connection of the transformer windings, the following holds true according
to Kirchhoff’s law:

iA + iB + iC = 0. (2.61)

Combining (2.61) with (2.60a), (2.60b) and (2.60c) results in the following expressions
for the phase currents:

iA = i′A − 1
3
(
i′A + i′B + i′C

)
, (2.62a)

iB = i′B − 1
3
(
i′A + i′B + i′C

)
, (2.62b)

iC = i′C − 1
3
(
i′A + i′B + i′C

)
. (2.62c)

(2.62a) to (2.62c) containing the zero-sequence current component i′0:

i′0 = 1
3
(
i′A + i′B + i′C

)
. (2.63)
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The zero-sequence current i′0 causes a mmf Ni′0, also during balanced conditions. The
produced zero-sequence flux linkage Ψ0 is forced to leave the transformer core at point
A and return into the core via point B to re-close. In consequence, this means that the
magnetisation characteristics of the transformer can’t be derived from terminal current and
voltage measurements from a balanced three-phase excitation of a three-leg three-winding
transformer. This can easily be proven by comparing the Ψ − i characteristics of phase
A and C measured in positive sequence (A-B-C) and measured in negative sequence
(C-B-A).

Remanence in Transformer Cores
Transformer cores can acquire a remanence flux up to several ten percent of the nominal
flux density [Cig96]. Remanence flux can be caused e. g. by DC winding resistance mea-
surements or by transient phenomena, such as inrush. The remanence in the transformer
core can be reduced by driving the transformer core into deep saturation and reduce
the AC voltage of the supply continuously towards zero volts, decreasing the size of the
hysteresis characteristics. The flux density in a transformer core has a finite maximum flux
density. This value cannot be exceeded, even not with a remanence flux. Therefore, heavily
saturating the transformer force the core to operate on the major hysteresis loop. By
reducing the AC supply voltage, the hysteresis loop is decreased in size and the remanence
can be reduced to a minimum. The transformer core can be either saturated at rated
frequency by over-excitation or by decreasing the excitation frequency, which allows also
to reduce the excitation voltage (Ψ = û/f). The latter approach is used with portable
transformer test devices.

Harmonics
Current and voltage harmonics at three-phase transformer terminals arises during balanced
and imbalanced operation conditions. Regardless of the operation condition, the trans-
former characteristics are governed by the history-depended BH-characteristics of the core
material, Ampère’s law (I =

∮
S

#»
H · d #»s ) and by Kirchhoff’s law, which requires the sum

of the phase currents to be zero. In order to fulfil all these requirements, the transformer
draws a compensating current in the neutral conductor, if the neutral is connected to
ground. With or without a dedicated neutral conductor, the requirements are meet by
taking into account three effects:

(1) varying flux path S → Ampère’s law is fulfilled, also with varying current,
(2) varying magnetising voltage → flux density is varied in a way that the phase currents

sum up to zero,
(3) leakage flux paths → leakage H field and core H field sums up to zero, whereas

the H filed inside the core corresponds to the BH-characteristics of the magnetic
core material.
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The dominating effects are the leakage flux paths. The varying of the magnetic flux path
inside the core is governed by the reluctance of the paths. In case of an ungrounded
star connection, the phase voltages can vary with respect to the voltage of the neutral
conductor to ground. The phase voltage variations are usually not very pronounced,
because the impedance of the connected grid is very low. The phase voltage is therefore
close to a sinusoidal voltage wave form.

In addition to the aforementioned effects, the magnetic asymmetry of the transformer core
introduces a zero-sequence current, as explained before. Further information on triplen
harmonics and their effects on symmetric components can be found in [CPT11].

Effect of the Winding Connection

Taking a closer look on transformers with delta windings, such as those found in transmission
grid transformers, as tertiary winding. Assuming a transformer with a YNd vector group,
which is excited via the star-windings. Any phase current imbalance in the star-connected
windings causes an induced current in the delta windings. Especially for tripled harmonics
(3rd, 9th, 15th,...) the delta windings offer a low-impedance path. With a grounded
neutral, the tripled harmonics amplitude can be even higher in comparison to a transformer
with an isolated neutral point. Current harmonics circulating in the delta windings are
limited by the winding resistance of the delta windings. Thus, the delta windings offer
a low-impedance path for zero-sequence currents. If the delta winding would be the
innermost winding next to the core and the zero-sequence impedance would be close to
zero, nearly DC flux would be present in the core, due to the mmf caused by the circulating
current in the delta windings. This would force the DC flux to re-close through paths
outside the core. An equilibrium could be reached between the ohmic voltage drop across
the low winding resistance in the delta windings and the induced LFC in the delta windings.
At that instant, the DC flux does not change over time, causing the circulating current
in the delta windings to decrease. This is the commencement of the transformer core
saturation. The time constant or time delay of transformer core saturation caused by the
delta winding is a function (2.64) of the delta winding resistance R∆ and the inductance
L.

τ = L

R∆
, (2.64)

whereas L in the range of several Henry and R∆ in the range of several milliohms, resulting
in time constant in the range of several minutes.
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Regarding the mitigation of GICs this means no further mitigation would be required, e. g.
if the polarity of the GIC changes within the time constant. This change of GIC polarity
is a common characteristic (Section 3.5) for GICs, which is related to the compression
and relaxation of the earth magnetic field in the solar wind. The polarity change of the
GICs usually do not occur in the timescale of minutes, rather in the timescale of hours.
A recent GIC measured at a 380 kV neutral point is depicted in Figure 2.22, where the
polarity change is pronounced around 5:00 UTC.
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Figure 2.22: Measured GIC at client #05 during April 10th 2022 with pronounced polarity
reversal around 5:00 UTC.
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Figure 2.23: Characteristic points on hysteresis characteristic.

2.4.4 Transformer Hysteresis Modelling

A typical hysteresis characteristic with characteristic points used to describe the hysteresis
is depicted in Figure 2.23. The orange line marks the virgin characteristic for the first time
of magnetisation of the material. If the external field is reduced, the flux density B follows
the blue characteristic. If the external field is zero, a remanence flux Br is still present
in the material. In order to reduce the magnetisation in the material to zero, a coercive
magnetic field Hc is required. During the magnetic field amplitude is further increased
with opposite polarity, the magnetic material approaches the negative saturation region.
Decreasing the magnetic field again to zero, a remanent magnetisation is present in the
material. With increasing positive amplitude of the magnetic field, the material approaches
the positive coercive field strength Hc on the red curve. If the magnetic field strength is
further increased, the material approaches the positive saturation region again.

For the modelling of transformer transients, the hysteretic properties of the transformer
core and the eddy current effect in the laminated core material should be reproduced in
the model for accurate simulation results for low and moderate saturation conditions (up
to 2.0 T). Whereas the hysteretic properties are often referred to as static and the eddy
current effects are referred to as dynamic effects. Especially during transformer energising,
reenergising, short-circuit events, generator transformer under synchronisation, voltage
switching, ferroresonance phenomena [RI10] and GIC effects on transformers, the ability
to reproduce the hysteretic and dynamic behaviour of the model is required. Also for the
modelling of current transducer transformers the hysteretic and dynamic properties should
be reproduced by the model, because they are closely linked [Ann+00; Dup+01].
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The challenge is to accurately model the eddy currents induced in electrical steel e. g.
grain-oriented (GO) or NO silicon steel sheets. In case of power transformer cores, the
induced eddy current calculation is reduced to 1D diffusion equation (2.65). It should
be noted, that (2.65) assumes a homogenous magnetic material without any magnetic
domains or grains. Thus, the loss calculation based on (2.65) results in an underestimation
of the losses, even using an accurate static hysteresis model (SHM) [Gra82; Bis85; Ber88].
Because the grain and domain size of GO steel, used in stacked transformer cores (thickness
usually 0.27 mm or 0.3 mm), is in the range of the steel sheet, additional effort for 2D or
3D models based on (2.65) will not increase the model accuracy, regarding losses.

∂B

∂t
= ρ

∂2H

∂x2 (2.65)

Even at rated power frequency the deviation between measured and simulated losses
can reach 40 % or more for GO steel, commonly used in power transformers, if (2.65) is
perished for the calculation Fig. 6 in [FWD82]. By the time of writing, no reliable physical
model has been proposed to model the dynamic behaviour of GO steel sheets. Therefore,
the most promising phenomenological approach is based on the loss separation principle,
according to (2.66) (see also Figure 2.24) [Ber08]. Indeed, up to the time of writing, all
proposed hysteresis models are phenomenological models.

Ptot = Phys + Peddy + Pexc, (2.66)

where Phys are the hysteresis or static losses, Peddy the eddy current losses, and Pexc the
excess losses. Common loss separation values for GO 0.27 mm steel are in the range of
42 % : 21 % : 37 % [Zir+11].

Figure 2.24 depicts the different loss components and the total loss of NO Si-Fe lamination
with 0.21 mm thickness at a sinusoidal peak induction of 1.5 T, adopted from [Ber08].
The loss components are calculated according to (2.67).

Ptotal = C0 + C1 · f + C3 ·
√
f, (2.67)

with C0 = 33, C1 = 0.058, C3 = 1.4 and the frequency f .

The equivalent of (2.66) is the field separation [Ber08] at the steel sheet surface, whereas
the magnetic field strength is the sum of the hysteresis, eddy current and excess field
(2.68).
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Figure 2.24: Loss components for NO Si-Fe lamination over frequency adopted from
[Ber08] Fig. 1.12

H(t) = Hhys +Heddy +Hexc, (2.68)

(2.68) can reformulate into (2.69):

H(t) = Hh(B) + d2

12ρ
dB
dt + g(B)δ

∣∣∣dBdt ∣∣∣1/2
, (2.69)

where Hh(B) is the field calculated by the SHM, the second term accounts for Heddy,
which are also referred to as classical losses [Ber08], with the steel resistivity ρ, which
is the magnetic field H calculated from (2.65), g(B) is a scaling factor, which can be
constant [Cha+04] or depend on B [Zir+06; Zir+08], δ is the directional parameter ±1
for the ascending (dB/dt > 0) and descending (dB/dt < 0) hysteresis branches. (2.69)
should be understood as phenomenological rather than physical [Zir+08].

From (2.69) the following relations can be concluded:

Weddy ∝ f, (2.70a)

Wexc ∝ f1/2. (2.70b)
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An introduction and comparison of different classical hysteresis models can be found in
[LPA00; Høi+16]. In the following sections, the used JA and the capacitance-permeance
hysteresis (CPH) model are explained in detail. Besides the aforementioned hysteresis
models, the Preisach hysteresis model, the dynamic hysteresis model (DHM) and a recent
proposed empirical hysteresis model are presented.

Jiles-Atherton Hysteresis Model

The JA hysteresis model was proposed by Jiles and Atherton in 1984 [JA84] and is an
analytical SHM for ferromagnetic materials. It is based on the idea of domain wall motion
and rotation, but in fact the JA model do not correctly represents the physical behaviour
[Zir+12b]. A similar approach to [JA84], taking into account the energy required for
the domain wall motion and rotation to align the magnetic moments with the external
field, can be found in [SH99]. The JA usually requires no extensive measurements, but
more effort during the parameter fitting [PDM95], in comparison to the Preisach model
(Section 2.4.4). Whereas the deviation between the measured and modelled current is
lower for the Preisach model, but still in the same range of magnitude [PDM95; BCP03].
Further information on the JA model can be found in Appendix B. For the further usage
in this thesis, the inverse JA model is used. The inverse JA model uses the magnetic flux
density B as input, instead of the magnetic field H. The implemented inverse JA model
with (B.19) is derived in detail in Appendix B.4. The JA model uses the five parameters
α, a, Ms, k and c to change the shape of the hysteresis characteristics. Their effects on
the hysteresis characteristics shape are listed in Table 2.4.

Table 2.4: JA parameters, their effect on the hysteresis characteristics.
Parameter Units Description
α inter-domain coupling
a A/m twists anhysteretic characteristic
Ms A/m changes the maximum magnetisation
k A/m hysteresis losses by widen the hysteresis characteristic
c accounts for the reversibility

The five JA model parameters can be determined by means of an optimisation problem, by
trial-and-error method or analytically. For further information on the analytical derivation
of the JA parameters, see Appendix B.3. However, the analytical method does not
always converge. Deriving the JA parameters in the context of an optimisation problem,
the least square fit method, using the measured voltage and current waveform together
with the corresponding waveforms of the model is a suitable method [Led+99; Alb+21a].
Other optimisation methods, e. g. with a genetic algorithm was proposed and applied in
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[WRB01]. The JA parameters for comparison or start values can be found in literature
[JTD92; Ann+00; Kis06; Cha+06; Ami+20].

Capacitance-Permeance Analogy Hysteresis Models

When using the capacitance-permeance analogy, the reluctance of the transformer core
is represented with a capacitance. To reproduce the hysteresis characteristics with
eddy current, hysteresis and excess losses, further components are needed. For that
purpose, an RLC circuit is proposed in [GE18]. A second hysteresis model [Che+09],
using the capacitance-permeance analogy, implements the hysteretical characteristics of
the magnetic core material by a series and parallel connection of a capacitor, resistors
with a series-controlled voltage and a parallel controlled current source, as depicted in
Figure 2.25. The capacitance-permeance hysteresis model was successfully implemented
in MATALB/Simulink for the simulation of a three-phase three-leg two-winding 50 kVA
power transformer in [Alb+21a; Dom22].

The model is parametrised with six model parameters Cs, Rh, a, b, n and m. The
individual components are explained below.

Figure 2.25: Hysteretical transformer core element.

The transformer core non-linear saturation characteristics are model as non-linear capaci-
tance, implemented as voltage-controlled voltage source in series with a linear capacitor.
The output voltage of the voltage source is given by:

E(Vc) = (aVc)n, (2.71)

where E is the output voltage, Vc is the voltage across the capacitor Cs, a and n are
positive model parameters. An increased voltage Vc across the capacitor C0 causes an
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increased output voltage of the voltage source. The effective capacitance Ceff , representing
the series connection of the capacitor Cs and the voltage source E, is given by:

Ceff = Cs

1 + dE
dVc

= Cs

1 + annV n−1
c

. (2.72)

The excess losses are introduced by inserting the resistor Rh with a parallel voltage
controlled current source in series to the capacitor Cs, since the excess losses are frequency
and voltage amplitude dependent. The current source is controlled according to:

I(Vh) = (bVh)m, (2.73)

where I is the output current, Vh the voltage across the resistor Rh, b and m are positive
model parameters. With increasing voltage drop across the resistor Rh, a high current
flows in the parallel branch of the current source, representing the saturated behaviour of
the core material.

The eddy current losses are implemented by placing a resistor Reddy in series to the
aforementioned components. The parameter Reddy is used to adjust the losses to the
measured losses. Thus, the reluctance of the yokes and the legs of a transformer core are
modelled as a series circuit of capacitance and resistance.

The six model parameters (Cs, Rh, a, b, n and m) are obtained by means of an optimisation
problem. The model parameters do not have any physical relation to measured parameters.
The aforementioned capacitance-permeance analogy-based hysteresis model is herein
referred to as CPH model.

Preisach Hysteresis Model

The Preisach model of hysteresis was first proposed in 1935 in [Pre35] by Ferenc Preisach.
The Preisach model is a phenomenological approach based on the parallel connection of
independent relay operators, also referred to as Preisach hysteron, to describe the rate-
dependent hysteresis phenomena. With increasing number of parallel Preisach hysterons,
the accuracy improves [May03]. The Preisach model usually provides a higher accuracy
than the JA model at the price of higher demand for computing power [BCP03]. Special
attention needs to be paid during the measurements, because the Preisach model is
sensitive to errors in the experimental data [Zir+14].
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Dynamic Hysteresis Model

The phenomenological DHM proposed in [Zir+14] uses the major hysteresis loop, e. g.
from the manufacturer’s data sheet or measured, as basis. It uses the magnetic flux density
B as input and the magnetic field H as output. A distinguishing feature of the DHM is
its ’horizontal’ organisation that is a monotonic decrease of the distance ∆H between
the ascending (for definiteness) reversal curve and the outer (envelope) loop constructed
during the previous process. This keeps any hysteresis trajectory inside the outer loop
and guarantees the absence of non-physical negative slopes (dB/dH) in any constructed
trajectory. The model principle was first verified when construction first-order reversal
curves (FORCs) [Zir+04]. Further information on the FORCs can be found in [DS13]. Due
to the absence of FORCs in steel data sheets and the challenges during the measurement
of FORCs, the currently employed DHM was fitted to symmetrical hysteresis loops given in
the steel catalogues [Zir+17]. Typical, static B−H loops provided in the catalogues reach
1.7 - 1.8 T. Therefore, they are supplemented with single-valued saturation curves, which
reach (depending on the material) the level of 1.96 - 2.06 T. Two versions of the DHM are
presented in [Zir+14], namely a history-dependent (HDHM) and a history-independent
model (HIDHM). The dynamic components, namely the last two terms of (2.69) with the
parameters g(B) and δ = ±1, incorporate the dynamic losses in the hysteresis model and
make the SHM to a DHM. The DHM has been successfully applied to many applications,
especially in the field of power transformer modelling, e. g. in [Zir+11; ZMA14; Zir+15;
Zir+17; ZMR17; Zir+21].

Empirical Hysteresis Models

In [MN21] a semi-empirical hysteresis model is proposed for the loss calculation under
non-sinusoidal flux conditions in electrical machines. The model is based on the shift of
the anhysteretic characteristic of the material, which is realised with a time-dependent
model parameter. This parameter depends on the last maximum flux density value, the
knee point, and the difference between the maximum allowed time shift and the current
value. Four additional parameters are used to fit the model to the measured material
properties. Epstein frame measurement were used to fit the model parameters and to
assess the model performance at different flux density levels and superimposed frequencies
at 5 Hz/1.8 T and 5 Hz/80 Hz, with a deviation between simulated and measured loss
below 5 % for the measured loss of 0.264 W/kg at 5 Hz/1.8 T. Further measurement and
simulation up to 2 kHz revealed a deviation in losses below 10 %. The tests were carried
out with electrical steel of the type M400-50A.
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Transformer Core Characterisation

The transformer core manufacturer usually provide Epstein frame measurements according
to [IEC09]. If the Epstein frame characteristics are not available and the core material is
unknown, transformer terminal measurements can be useful to obtain relevant information.
From the terminal measurement, the flux linkage versus current hysteresis loops (Ψ − i)
can be derived. Due to the electromagnetic coupling of all phase windings, the Ψ − i

characteristic derived from the terminal measurements cannot be used directly for the
subsequent transformer or hysteresis modelling. The Ψ − i characteristic for the three
phases differ in their width and shape. For that reason, different single-phase measurement
techniques were described to mitigate the interphase coupling [FY02; AMR21], whereas
the method described in [FY02] do not distinguish processes in the legs and yokes, which
makes the derived transformer model not topological [Zir+22b].

2.4.5 Heuristic Optimisation Algorithms for Hysteresis
Parameter Identification

Heuristic optimisation algorithms are computational processes iteratively trying to improve
a possible solution with respect to the pre-defined quality measure. Heuristic optimisation
algorithms make few or no assumptions about the given problem to be optimised. They
can search large spaces of possible (near-) solutions at reasonable computational cost,
without guarantee either their feasibility, optimality or deviation between the obtained and
optimal solution [Dub+13]. For the parameter estimation of the JA and the CPH model,
the Nelder-Mead Simplex (NMS) algorithm and the particle swarm optimisation (PSO)
are used. The NMS algorithm and the PSO algorithm were selected due to their simple
implementation, the expected short runtime and no limitation on the number of parameters
to be optimised. The PSO were first and only used for the JA hysteresis model, because
it turned out during the optimisation that the NMS algorithm computational speed is
significantly faster than the PSO algorithm on the same hardware. The same starting
points for both optimisations yield similar results, whereas the NMS required several ten
minutes and the PSO required several hours. The implementation in MATLAB of both
logarithms can be found in Appendix J.

Nelder-Mead Simplex Algorithm

The NMS algorithm was introduced in [NM65] in 1965 and is used for unconstrained
optimisation. The NMS attempts to minimise a non-linear function of n real variables
using the function value without any derivative information and is therefore assigned to
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the class of direct search methods. The method uses the concept of simplex, which is a
polytope of n + 1 vertices in n dimension. Therefore, a two-simplex can be illustrated
by a triangle in the xy-plane (two dimensions, see Figure 2.26). The NMS searches a
local optimum of a given function with n variables. Each value in the solution space is
weighted, according to is solution quality. This can be done by an objective function, e. g.
with the usage of measurement data. The algorithm can be described as follows:

(1) choose n+ 1 starting points xn which build the n-simplex,
(2) sort the starting points in descending order according to their quality,
(3) calculate the mean value m out of all starting points xn neglecting the last/most

inaccurate point,
(4) reflect the most inaccurate point on the centre: r = m+ α(m− xN),
(5) if the function value of r is more accurate than the one for x0, determine the

expansion point e = m+ γ(m− xN); replace xN by the more accurate point e or
r and start over with step (2),

(6) if the function value of r is more accurate than the second most inaccurate point
xN−1, replace xN by r and go back to step (2),

(7) let h be the more accurate function value of the two points xN and r, determine
the contracting point c = h+ β(m− h),

(8) if c results in a more accurate function value than xN, replace xN by c and return
to step (2),

(10) compress the simplex for every point xi and replace xi by xi + σ(x0 − xi).

The iteration of these steps is carried out until the convergence criteria are fulfilled. The
simplex usually moves towards a local optimum and decreases its volume/area around
the local optimum. Typical values for the parameters α, γ, β, σ are 1 (reflection), 2
(expansion), 1/2 (contraction), and 1/2 (compression), respectively. Whereas the following
constrains apply: 0 < α < γ and β, σ ∈]0, 1[. The NMS depend on the starting values
and number of iterations. Therefore, suitable starting values combined with a low number
of iterations can reduce the computational time. The starting values for the JA and ReCap
model were chosen based on trial-and-error method.

Particle Swarm Optimisation

The PSO was proposed by [KE27] in 1995 for the optimisation of non-linear functions.
Kennedy and Eberhart were interested in the models proposed by [HG90], where bird
flocks flying around in flocks with no particular destination, trying to find a roosting area.
The roosting area to Kennedy and Eberhart was the local optimum solution of a function.
The following terminology is used in context of the PSO:
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Figure 2.26: NMS operations on the example of 2-simplex with 2 + 1 vertices; original
simplex is indicated by dashed lines.

• particle: individual point in the solution space which can move/fly,
• swarm: population of particles; multiple swarms exist, attempt to find an accurate

solution,
• cycle: change of position of each particle,
• velocity: distance per cycle which can be covered by a particle,
• inertia weight: controls the impact of the previous velocity on the current velocity

of the particles,
• pbest: personal best position for each particle found so far,
• gbest: global best position found by swarm so far,
• cognition weight: attraction of particle towards its personal best position,

Assuming a function depending on N parameters xN, on which the PSO algorithm is
applied. At the beginning of the PSO algorithm a number I of random initial parameter
sets, each consists out of N parameters, are initialised. In order to reduce the computational
time, the area for the initialisation of each parameter can be pre-defined. Each parameter
is also initialised with a random speed and direction in the N -dimensional space, and the
range of speed can be pre-defined. Now, I sets/swarms of N parameters are initialised.
After each calculation step, the position, direction and speed is updated, and the function
is evaluation with the values of the parameter set/swarm. In the context of hysteresis
parameter estimation, the deviation between the measured and the calculated current
waveform is taken as a quality measure of the optimisation. The deviation between the
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measurement and the function value for each parameter set/swarm is stored in the variable
pbest, and the deviation of all sets/swarm is stored in the variable gbest. The speed and
direction of the particles is updated in a way that the deviation between the measurement
and calculation is reduced to a (pre-defined) minimum. Thus, the PSO can be carried out
simultaneously for each parameter set/swarm to reduce the computational time. This was
not done during this work, due to the additional programming effort.

2.5 Susceptibility of Power Transformers to Low Frequency Currents
and Mitigation

The transformer core design and vector group is crucial for the transformer response to LFC
[WNM21]. The typical transformer fleet of a utility is not homogenous in design and type
of transformers, due to the transformer lifetime of several ten years up to 100 years [Cig15].
Therefore, a first transformer fleet scans, taking into account the core design (number of
wounded and unwounded legs), grounding type of each transformer and the transformer
geographical location is important. Important for the decision, whether operational
or hardware mitigation techniques are required, is also the thermal assessment of the
transformer fleet. Short-duration GICs in the range of several ten minutes, will probably
not cause half-cycle saturation, whereas long-duration GICs could cause overheating of
the transformer or, at least, require a load-reduction, in order to maintain their service.
The following two sections highlight the frequency range, which can be harmful to power
transformers and possible mitigation techniques.

2.5.1 Susceptibility of Power Transformers to Low
Frequency Currents

Besides LFC bias, other low frequency transient phenomena such as inrush current events
[LFJ12], ferroresonance operation [Zir+21] and out-of-phase synchronisation of generator
transformers [Art91] can cause transformer core saturation. A transformer susceptibility
measure is based on the per-unit area of the transformer core available for zero-sequence
return flux (Table 2.5) [McN90].

Regarding the susceptibility of power transformers and the power grid to GICs, not only
high GIC/DC amplitudes should be considered [FS08; FS10; Gau14]. Still questionable is
the long-term effect of (small) GICs or DC bias on power transformers [Pul+17], because
of the significant amount of time can pass between an initial damaging event in a power
transformer and its actual failure.
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Table 2.5: Transformer susceptibility to DC for different core types [McN90].

# Phases & legs Core Type Core return area
for DC flux

Single-phase Core/Shell 1
Three-Phase, seven-leg Shell 0.67
Three-phase Shell 0.5
Three-phase, five-leg Core 0.24 - 0.33
Three-phase, three-leg Core 0

Another aspect regarding the susceptibility is the symmetry of the LFC/DC between the
phases. Experiments with three-leg transformers between 2.3 kVA and 45 kVA exposed to
unbalanced DC revealed a higher reactive power demand due to the imbalanced mmf in
each leg, resulting in a DC flux inside the core [YFB94; You+96].

2.5.2 Mitigation of Low Frequency Currents in the Power Grid

In order to mitigate LFCs or the negative effects of LFCs in the power grid, additional
active and passive electrical components can be added to the power grid or operational
strategies can implement in the power grid operation procedures.

Besides the installation of additional components in the power grid to mitigate LFCs,
operational countermeasures such as load reduction of key power transformer, line switch-
ing, restore out-of-service transmission lines and transformers and discontinue planned
maintenance work [Bol02; Mol02; KZO18] can be initiated.

Two types of DC suppression devices, which are installed in the transformer neutral points,
are standardised in [IEC01d]. The first device uses a resistor as current limiting element in
combination with a protection spark gap and a bypass switch.

The second device blocks the DC in the transformer neutral via a capacitor. During a
fault in the power grid the capacitor is bypassed with a high-speed bypass switch and
with a mechanical bypass switch. A similar device was tested in the Hydro-Québec power
system [Bol02] and the Wisconsin ATC power grid [Fax+17]. The effect of a capacitor
based neutral blocking device was investigated with an electromagnetic transient program
in [Khu+22].

In [DDY05] a DC injection system is proposed and tested in several on-site experiments.
The system can inject up to 10 A DC per transformer neutral. The compensating system
uses a rectifier bridge, controlled by transformer neutral point current measurements.
In [FFM94] an externally excited DC motor connected between the transformer neutral
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point and ground is proposed to compensate GICs. A similar approach is experimentally
investigated in [FFM94] using an externally excited DC motor connected between the
transformer neutral point and substation ground.

In [AL07] an active compensation system is proposed, which uses an additional winding
on the transformer for compensation. The DC in each phase is separated by a filter from
the line current and is supplied into the compensation winding in the opposite direction.
Thus, the DC flux inside the core is compensated. This method requires additional filter
components, which increases the transformer footprint and volume with increasing rated
voltage of the transformer.

Direct Flux Compensation
Another method to mitigate negative effects of LFCs in the power transformer is the
compensation of the low-frequency or direct flux inside the transformer core [YFB94;
Her+18]. The mmf compensation inside the transformer can be realised with an axillary
transformer in the tertiary winding, as proposed in [YFB94]. Whereas the challenge
is to build a large linear inductor and maintain a small resistance [YFB94]. Another
approach uses an additional winding on the wounded transformer legs [Ham16]. The
system presented in [Ham16] is further referred to as DCC. The method does not block
a transformer neutral point current. The current can still flow through the transformer
neutral, but the corresponding direct flux inside the transformer core, which causes half-
cycle saturation, is compensated. This approach has the advantage, that the transformer
protection is not affected and no adoption in the power system/transformer protection
need to consider [Ach22]. The direct flux compensation uses a zero-point control to
reduce the direct flux inside the wounded legs. The input signal for the control is the
second harmonic of the induced voltage, measured via two magnetic shunt paths on
the top yoke of a power transformer (see Figure 2.27) between the legs A-B and B-C
[HL14; Ham+17] or measured inside the leg with a sensor in a transformer leg cooling
channel. The second harmonic in the measured voltage increases with increasing direct
flux inside the transformer core. The increased direct flux increases the off-core flux and
thus increases the voltage induced in the measurement windings on the two magnetic
shunt paths. From the two measurements, the relative flux level can be calculated in each
wounded leg, according to (2.74) and (2.75).

A : 0 = ΦAB + ΦB + ΦBC , (2.74)

where ΦUAB and ΦBC is measured and ΦB is unknown. Then the unknown flux inside
leg V ΦB is calculated to:
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Figure 2.27: Half-section schematic of three-leg transformer core with magnetic shunt
path on top yokes.

ΦB = −(ΦAB + ΦBC), (2.75)

where ΦAB = ΦA and ΦBC = ΦC in case of a three-leg transformer. In case of five-leg
transformer core (Figure 2.28), the flux inside leg A and C can be calculated with the
knowledge of the reluctance of the adjacent leg (A’) and the wounded leg (A).

Figure 2.28: Quarter-section schematic of five-leg transformer core with magnetic shunt
path on top yoke.

The maximum DC per phase, which can be compensated by the system depends on the
number of turns and the current injected in the fourth winding, according to (2.76).

IDC = IDC,CW · NCW

N
, (2.76)

where IDC is the DC per phase which can be compensated by the system, IDC,CW is the
injected rms value of the current in the compensation winding (CW), NCW is the number
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of turns of the compensation winding per leg and N is the number of turns of the winding
where the DC to be compensated is passing through (e. g. the high-voltage winding of
the transformer). N can change during the transformer operation, if a tap changer is
used in the transformer. Assuming NCW = 2, N = 846 and IDC,CW = 300 A a DC of
709 mA/phase can be compensated by the DCC system. Figure 2.29 depicts the opened
DCC cabinet at the transformer equipped with a NPC and DCC measurement system
(Chapter 3).

Figure 2.29: DCC cabinet at 400/110/30 kV 300 MVA transformer.

The zero-point phase-fired controller is used together with thyristors to control the
compensating flux inside the transformer core [Her+18]. The power electronics supplying
the additional compensation winding on each wounded transformer leg is located outside
the active part of the transformer, e. g. in a cabinet at the outside of the transformer tank
(see Figure 2.29). Figure 2.30 depicts the simplified DCC system.

Figure 2.30: Single-phase schematic of the DCC system.
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2.5.3 Damping Effect of the Network Impedance on the Point of
Common Coupling

For transformer tests, the network impedance of the supply on the point of common
coupling can affect the current and voltage waveform. As reported in [Zir+18b] during a
B2B test of two 400 MVA power transformers, it is important ot take into account the
positive (Z1) and zero-sequence (Z0) impedance of the network at the point of common
coupling in the calculation to accurately reproduce the measured current waveform.
Especially the 150 Hz third current harmonic in the neutral conductor was pronounced, due
to the half-cycle saturation in the three phases of the two B2B transformers under DC bias,
resulting in three positive and negative current peaks during one period. Accompanied
by the half-cycle saturation, also a voltage drop at the point of common coupling can
occur, due to the increased magnetisation currents. Therefore, the excitation voltage
(waveform) and amplitude should be monitored for voltage dips during laboratory test
with superimposed DC.

2.6 Demagnetisation of Power Transformers

The remanent flux in a transformer core can be some ten percent of the nominal flux
density [Cig96]. Remanent flux in transformer cores can be caused by DC like currents
in the transformer windings. The remanent flux can negatively affect the transformer
diagnosis, such as Sweep Frequency Response Analysis (SFRA) [IEC07a], magnetising
current measurements, magnetic balancing tests or transmission ratio measurements. But
also re-energising a transformer with remanent flux can cause increased inrush currents
[Chi10]. These high inrush currents itself can cause negative effects such as mechanical
damage to the windings [SF02], increased transformer audible sound, faulty tripping of
protective devices [Kov+11] and increased stress on the insulation. Therefore, it is essential
to demagnetise the transformer core and thus reduce the remanent flux to a minimum
before energisation. In order to remove any remanent flux in the transformer core, the
magnetic flux density in the transformer core needs to be increased above nominal flux
density level to force the transformer on the major hysteresis loop. Lower flux levels will
only drive the transformer core on a minor hysteresis loop but will not remove/lower the
remanent flux. GO steel materials can be demagnetised by three methods:

(1) increase the material temperature above its Curie temperature (typical, several
hundred degrees Celsius),

(3) strong vibration force on the core material,
(3) applying on opposing magnetic field.
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The first two methods are not feasible with an assembled and installed transformer. Only
the latter method is feasible without damaging the transformer. The last method can be
accomplished by applying a varying voltage U(t) and/or a variable frequency f due to
the linkage of flux, voltage and frequency Ψ ∝ N · U(t)/f . Therefore, three electrically
demagnetisation options are available [Kov+11]:

(i) variable voltage constant frequency (CVCF),
(ii) constant voltage variable frequency (CVVF),
(iii) decreasing amplitude of DC with polarity reversal,

where (iii) is a variation of (ii). The method from (iii) is a modified version of the method
suggested in [IEE13]. The CVCF method has two advantages compared with the CVVF
method [Kov+11]:

(a) easier physical realisation as voltage source,
(b) requires less time for reduction of remanent flux.

In commercially available portable transformer test devices, the method (iii) is imple-
mented.

The common procedure for the demagnetisation of a power transformer core is to apply
the pre-defined sequence between the high-voltage terminal of the winding on the middle
leg and the high-voltage neutral point, if accessible. If no high-voltage neutral point is
accessible via a terminal, e. g. at small distribution power transformers, the windings on
the outer two legs are supplied with an in-phase voltage and the winding on the middle
leg is used as current return. Thus, the current via the winding on the middle leg is twice
the current in the outer two windings.

SFRA and hysteresis measurement (Section 4.9) proofed that demagnetise a three-leg or
five-leg transformer core via the middle leg can be insufficient. A sequential demagnetisation
of the legs via their high-voltage windings and the high-voltage neutral also show that
the sequential demagnetisation of the legs is not able to reduce the remanent flux to a
minimum, proofed by SFRA measurements [Eng20]. Depending on the demagnetisation
sequence of the phases, e. g. A-B-C or B-A-C, and due to the magnetic asymmetry of the
magnetic core, a remanent flux can remain on the transformer core.

In [Leo+15] a demagnetisation method with two voltage sources for three-phase trans-
formers with three-leg and five-leg core was tested with topology models of three-leg and
five-leg transformer cores and with a single-phase transformer in a laboratory scaled test.
Tests on large power transformers are pending.
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3 On-Site Low Frequency Current
Measurements

A self-engineered, stand-alone and remote controllable data acquisition system was first
developed in [Hal14] as version v2014 and continuously extended and improved [Woh20;
Frö21; Alb+21b]. The measurement system is currently located at nine transformer neutral
points in the 220 kV and 380 kV power transmission levels. The systems are distributed
across the transmission grid in eight different substations, as depicted in Figure 3.1.
The measurements are used to validate the developed LFC-Simulator [SAR21b] and to
continuous monitor LFCs in the power transmission grid.

380 kV

220 kV

Substation

Grid Node

GIC Measurement

DCC Measurement

#5

#3#8

#7
#1,4

#2

Status: 2021-05-02

#6

#9

Figure 3.1: Substation in the Austrian transmission grid equipped with measurement
system, adopted from [Aus21].

The first version of the measurement system [Hal14], hereafter referred to as v2014, was
first installed at measurement point #01, #02, #03, #04 and #05. From 2020 on,
the version v2019 was established in #06, #07 and #08. The latest version v2021 was
established 2021 in #09. During 2020 and 2021 the installed versions v2014 were updated
to v2019. Table A.2 gives an overview of the versions, runtime and their location.

The measurement systems are build-up with similar building blocks. A CT is used as a
current sensor, which delivers an output current proportional to the primary current to be
measured. A shunt is used to convert the current signal into a proportional voltage signal.
All voltage channels are passed through an active low-pass filter second order Sallen-Key
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design as unity-gain buffer (amplification A = 1) [SK55] with a cut-off frequency of 0.7 Hz.
The second order filter has a damping characteristic with a steepness of -20 dB/decade
and a magnification factor Q = 3. Therefore, the -3 dB damping frequency is 0.7071 Hz.
The power system frequency of 50 Hz is damped with -57.5 dB and the 16.7 Hz of the train
system is damped with -48.5 dB. The cut-off frequency of 0.7071 Hz allows using a data
acquisition system with a comparable low sample rate of 1 Hz. For that purpose, the single
board computer Raspberry Pi 4 B is used, which communicates with the ADC via I2C
protocol. In addition to the data acquisition, the single board computer, in combination
with a GSM module, provides the remote access to the measurement system.

Version v2014 could measure currents with an amplitude between 3.5 A in one direction
and 25 A in the opposite direction. The follow-up version v2019 was designed and tested
in [Woh20]. With version v2019 the system is able to measure current amplitudes in the
range of ±25 A. Both versions, v2014 and v2019, operate with the same CT (LEM IT65-S
ULTRASTAB) for the NPC measurement. For the measurement of the NPC the earthing
switch of the transformer neutral is bypassed with a mobile earthing equipment, which is
feed through the CT, as depicted in Figure 3.2a.

Besides the extended measurement range of v2019, three additional voltage measurement
channels (max. ±5 V) were added to the measurement system. These additional channels
are currently used only with client #07 to measure the injected phase currents of a DCC
system1 installed at this transformer.

The latest version v2021 is based on version v2019, but can also be operated with the
LEM LA200SD/SP3 CT to measure the transformer NPC. Version v2021 was designed
and tested in [Frö21]. This CT requires an additional supply voltage of ±24 V and an
additional burden of 350 Ω. The LEM LA200SD/SP3 CT is a split-core CT, which is
installed around the arm of the transformer neutral point switch, as depicted in Figure 3.2b.
The advantage of version2021 is that the transformer neutral point can be switched from
remote, which is not possible with v2019. No additional earthing equipment is required to
measure the NPC.

1The Direct Current Compensation (DCC) system is part of Siemens Energy Transformers Pretact®

concept. The DCC system uses a fourth winding on already wounded legs which are energised with a
phase controlled current. The magnetic flux produced by the DCC systems compensates for a DC
flux inside the legs, e. g. caused by GICs. See also Section 2.5.2 for detail information on the DCC
system.
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(a) Installed transformer neutral point current mea-
surement system with open cabinet.

(b) Split-core CT installed on a transformer neutral
point switch with the cabinet and temperature
sensor.

Figure 3.2: Installed measurement systems.

3.1 Measurement System Design and Characteristic

The measurement systems are built out of three printed circuit boards (PCBs). The supply
PCB, the measurement PCB and the DCC PCB. The supply PCB provides the power
for the CTs and the rest of the electronics. The measurement PCB contains the signal
conditioning of the NPC and DCC channels. The DCC PCB contains the power supply
and the active low-pass filter for the three DCC channels. An overview of the different
measurement system versions and PCB versions in given in Table A.1.

3.1.1 Version v2021

The LFC measurement system v2021 is an extension of v2019 and can be operated either
with the LEM IT65-S ULTRASTAB or the LA200SD/SP3 CT. The LEM LA200SD/SP3
CT uses the closed loop hall effect technology to generate an output current proportional
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to the primary current to be measured. Due to the temperature sensitivity of the Hall
sensors used in the CT, the measurement signal is temperature compensated via software.
Because the CT has no build-in temperature sensor, an external temperature sensor
(DS18S20+ in three-wire configuration) is located in the IP67 rated enclosure of the CT.
The temperature characteristic of the CT and the overall measurement system (CT and
secondary electronic) was evaluated in climate chamber tests in the temperature range
from -20 ◦C to +40 ◦C. The temperature test results and the CTs data sheet [LEM20c]
revealed, that only the CT LEM LA200SD/SP3 has a measurable temperature related
offset drift. Therefore, the temperature related offset drift was measured in the range of
-20 ◦C to +40 ◦C in steps of 4 K and 90 min per step. A correction function of fifth order
was subsequently fitted to the measurement data. The field test since December 2021
with regular offset check at intervals of 30 days reveals a small offset drift, which is within
the measurement accuracy. Table 3.1 lists the conditions during the offset corrections and
the offset. For an almost constant temperature and the period between December 2021
and January 2022 no offset correction was required. Small offset corrections were required
from March 2022 on. Figure 3.3 depicts the electronic layout of v2021. In comparison to
v2019 (Figure A.1) a non-inverting amplifier is used in block 5 (Figure 3.3) to scale input
current range of ±25 A to fit it to a voltage range of 0 V - 4.096 V. The measurement
electronic for the DCC monitoring is similar to the neutral point current measurement and
is depicted in Figure 3.4.

Table 3.1: Offset corrections of client #09.

Date relative offset Temperature Remarksin mV in ◦C
2021-12-01 -8.31 2.2
2021-12-21 -1.43 4.9
2022-01-28 0.0 5.4 no correction; offset within ±4 mA
2022-03-07 -0.08 9.1 offset current: -16.17 mA
2022-04-04 -4.13 13.3 offset current: -14.5 mA
2022-05-04 1.19 10.4 offset current: 63.97 mA

Figure 3.3: NPC measurement electronic layout of v2021.
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Figure 3.4: DCC current measurement electronic layout.

Figure 3.5 depicts the layout of the extended measurement system, including the DCC
measurement in the substation. The Raspberry Pi and the Power Supply PCB are supplied
by an isolating transformer.

Figure 3.5: Grounding schematic of the measurement system including the DCC measure-
ment.

3.2 Measurement System Uncertainty

The measurement system uncertainty is calculated according to ISO/IEC Guide 98-3
[Joi95]. Detailed information on the measurement systems component tolerances are given
in Appendix A.3. The overall measurement systems accuracy for the NPC and the DCC
channels is given in Table 3.2.

Table 3.2: Guaranteed and typical measurement systems accuracy of the versions v2019
and v2021.

Channel Accuracy Rangeguaranteed typical
NPC 2.0 % ±1 mA 0.5 % ±1 mA ±(1 ADC - 25 ADC)
DCC 1.2 % ±10 mA 0.5 % ±10 mA ±(1 ADC - 250 ADC)

For the calculation of the measurement uncertainty, the measurement system transfer
functions are derived for the different building blocks, depicted in Figure A.2, Figure 3.4
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and Figure 3.3. The summing amplifier in block 2 of the NPC channel has the following
transfer function:

VLP,NPC =
(
Vmeas · RA3

RA3 +RA4
+ 3.3 V · RA4

RA3 +RA4

)
·
(

1 + RA2

RA1

)
. (3.1)

The summing amplifier in block 2 of the DCC channel has the following transfer function:

VLP,DCC =
(
Vmeas · RA3

RA3 +RA4
+ 3.3 V · RA4

RA3 +RA4

)
. (3.2)

The active low-pass filter second order Sallen-Key design for the NPC and the DCC
channels has the following transfer function:

G(jω) = 1
1 + jωCF1(RF1 +RF2) + ω2RF1RF2CF1CF2

. (3.3)

The transfer function of the measurement system, as function of the NPC, and the DCC,
as function of the primary current, and the system components is given in (3.4a), (3.4b)
and (3.4c) respectively. (3.4a), (3.4b) and (3.4c) are the transfer functions of the NPC
with the LEM IT65-S ULTRASTAB, the LEM LA200SD/SP3 and the DCC channels with
the LEM LF306-S CTs.

ISBC, NPC LEM IT65 =
(

1 + RA2
RA1

)
·

(
Vref · RA4

RA3 +RA4
+ N · Vmeas

Rb · RA3
RA3+RA4

)
·(

1
1 + jωCF1 · (RF1 +RF2) + ω2RF1RF2CF1CF2

)
,

(3.4a)

ISBC, NPC LEM LA200SD/SP3 =

Vref · RA4

RA3 +RA4
+
N ·
(

1 + RA22
RA21

)
· Vmeas

Rb · RA3
RA3+RA4

 ·

(
1

1 + jωCF1 · (RF1 +RF2) + ω2RF1RF2CF1CF2

)
,

(3.4b)



On-Site Low Frequency Current Measurements 81

ISBC, NPC LEM LF306−S =

(
Vref · RA4

RA3 +RA4
+ N · Vmeas

Rb · RA3
RA3+RA4

)
·(

1
1 + jωCF1 · (RF1 +RF2) + ω2RF1RF2CF1CF2

)
,

(3.4c)

where RA1, RA2, RA3, RA4 are the resistor values of the summing amplifier circuit (Block
2); CF1, CF2, RF1, RF2 are the low-pass filter components (Block 3); ω is the angular
frequency of the measurement signal; Vref is the 3.3 V reference voltage from the single
board computer; Imeas is the primary current to be measured; Rb is the measurement
burden; N is the number of turns of the CT.

(3.5) describes the measurement uncertainty u of the measurement system.

u(Imeas) =

√√√√√√√√√√

(
∂VRasPi

∂Rb
· u(Rb)

)2
+
(
∂VRasPi

∂RF1
· u(RF1)

)2
+(

∂VRasPi

∂RF2
· u(RF2)

)2
+
(
∂VRasPi

∂CF1
· u(CF1)

)2
+(

∂VRasPi

∂CF2
· u(CF2)

)2
+ ...

, (3.5)

where ∂X
∂y

is the deviation of the overall transfer function to each measurement system
component, u(y) is the measurement uncertainty for each component. The system
component values, and their uncertainty are given in Appendix A.3. Figure 3.6 depict
the calculated guaranteed and typical measurement system accuracy for the CTs used for
the DCC system and NPC monitoring. For comparison the required accuracy of a class
0.5 CT, according to IEC 61869-2 [IEC12b], is indicated in Figure 3.6.
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IEC 61869-2 Class 0.5
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(a) Guaranteed and typical measurement system
accuracy for LEM LA200SD/SP3.
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(b) Guaranteed and typical DCC measurement sys-
tem accuracy for LEM LF306-S.

Figure 3.6: Measurement system accuracy for different NPC CTs.

Figure 3.7 presents the Bode diagram and the setup response of the measurement system,
which shows the aforementioned characteristics
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Figure 3.7: measurement system frequency and transient characteristic.
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3.3 Calibration of Measurement System

Before the installation of the measurement systems in the substations, the systems offset
is calibrated and the measurement accuracy is measured, using a calibrated OMICRON
CMC 256-6 (accuracy 0.03 %) as current source.

The offset is corrected running the measurement system for at least 10 min in no-load
conditions. From the measurement data the expected value µ from the data between the
0.25-quantile and the 0.75-quantile is derived. The difference between the ideal voltage
for 0 V offset and the expected value µ is corrected in the software. Using the data range
between the 0.25-quantile and 0.75-quantile, the effects of outlier on the offset correction
is reduced.

In order to proof and guarantee the accuracy of the measurement system, a current and
frequency sweep between 0 A and 25 ADC/rms and between 0 Hz and 50 Hz, as depicted
in Figure 3.8, is used. The measurement is automatically processed in MATLAB and
exported in an Excel spreadsheet. The data is then compared and guaranteed for accuracy,
whereas violations of the calculated accuracy are flagged.
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Figure 3.8: Measured current and frequency sweep profile for NPC channel.

As it can be seen from Figure 3.8 with the first frequency step from 0 Hz to 10 Hz the
measured signal/amplitude is sufficiently damped from the low-pass filter.
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3.4 Alternative Current Measurement Techniques

This section evaluates other measurement principle for the measurement of transformer
NPCs. For the power grid operator and for the mitigation of transformer NPCs it is
important that the transformer neutral point can be switched from remote, to reduce the
transformer outage time.

3.4.1 Resistive Measurement in Transformer Neutral Point Switch

For a resistive measurement via a shunt, a part of the transformer earthing switch could
be replaced by a resistive material. The arm of the switch could be separated into two
parts – the lower and upper arm (yellow and red part in Figure 3.9). The diameter of the
upper arm is larger than those of the lower arm. The shunt material is clamped between
the two parts of the arm (see as an example an earthing switch with rectangular profile
Figure 3.9).

A possible material could be the alloy MANGANIN®. MANGANIN® is used for example for
high-precision resistors, because it has a low temperature coefficient between +20 ◦C and
+50 ◦C with a parabolic R(T ) characteristic, a high long-term stability and an extremely
low thermal force against copper. The physical properties of MANGANIN® are given in
Table A.4.

Figure 3.9: Rendered model of transformer earthing switch with upper (red), lower (yellow)
and shunt-inlet (blue).

The resistive measurement of NPCs is not feasible due to two limiting effects. The
thermoelectric effect limits the minimum shunt resistance and the short-circuit current
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capability together with the shunt power loss limits the maximum shunt resistance. In
addition to the aforementioned limitations, the effort for the implementation of a resistive
transformer neutral point current measurement is, compared to the currently used system,
not in relation to the extended functionality. The shunt resistance can’t be increased up to
a level, where the measured voltage signal processing is possible with common effort, due
to measurement disturbances. With the low shunt resistance value, electrochemical and
thermoelectric effects need to be considered and will increase the measurement error.

3.4.2 Hall Sensors Laboratory Setup

With Hall effect sensors, the current through a conductor can be measured indirect via
the magnetic field of the current in the conductor. The advantage of using Hall effect
sensors is that the primary current circuit does not need to be opened for the sensor
installation. One drawback is the temperature drift of Hall effect sensors. Hall sensors are
used in test installation in the United States [Rad+19] for the measurement of the NPC
until 2006 in the Forbes substation north of Duluth, Minnesota [Rad12]. The installation
in the Forbes substation was able to measure the transformer NPC with a resolution of
approximately 0.1 A [Rad12]. A typical offset drift is 0 mV/◦ C ± 0.3 mV/◦ C [Mel13].
Another measurement uncertainty is the earth magnetic field affecting the NPC sensing.
Therefore, a pair of two or four Hall sensors should be used and arranged in a 180◦ or
90◦ angle to each other around the transformer neutral conductor. For a laboratory setup
within the framework of this work one Melxis MLX91205 [Mel13] Hall sensor was used.
The schematic of the laboratory setup is depicted in Figure 3.10. With a distance of
approximately 1 cm (conductor isolation integrated circuit (IC) package) between conductor
and Hall sensor, a DC current of ±10 A revealed a differential voltage output of 50 mV. An
AC with an amplitude of 10 A and a frequency of 0.5 Hz revealed a peak-to-peak voltage
of 63.2 mV.

Figure 3.10: Schematic of laboratory setup with rectangular conductor and Hall sensor.
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A further improvement using Hall sensors for transformer NPC sensing could be the
arrangement of four Hall sensors in a 90◦ angle to each other, as depicted in Figure 3.11.
This setup can especially be used around an earthing switch. With this arrangement, the
effect of the earth magnetic field could be compensated. The pair of sensors are indicated
with A1/2 and B1/2. The sensors A1 and A2 pick up the horizontal component of the
earth magnetic field #   »

BE with opposite sign, due to the mirrored arrangement. Thus, the
horizontal earth magnetic field component vanishes, if the signal of sensor A1 and A2 is
summed up and divided by the factor two. The same holds true for the sensor B1 and B2,
which pick up the vertical earth magnetic field component.

Figure 3.11: Proposed array out of four Hall sensors arrange around the transformer neutral
point conductor.

The measured output signal proportional to the magnetic field of the current i of the
quadrupole Hall sensor arrangement is:

V (i) = 1
4(VA1 + VA2 + VB1 + VB2), (3.6)

where VAx and VBx is the voltage of the corresponding Hall sensor from Figure 3.11.

For a measurement system, using an array of four Hall sensors, the sensor’s temperature
dependency could be recorded in a climate chamber test in order to compensate the
temperature related drift via software. Nevertheless, the long-term offset drift in the field
should be monitored and frequently checked.
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3.5 Measurement Case Studies

Typical NPC and DCC measurements during high and low geomagnetic activity are analysed
in this section, prior to typical waveforms, frequency spectrum and current distribution.

3.5.1 Direct Current Compensation Measurement Analysis for 2021

In addition to the transformer NPC measurement at client #07, a DCC measurement
system was installed monitoring the compensating current in the fourths additional winding
on each wounded leg of the five-leg 400/110/30 kV 300 MVA transformer. The operating
principle of the DCC system is explained in detail in Section 2.5.2. The measured
compensating phase currents are analysed, regarding phase profile and phase relation with
the NPC measurements at the same transformer. Due to improvements in the measurement
hardware design, several hardware updates were carried out in 2020. Therefore, only the
data from 2021 is analysed. Table 3.3 lists the data statistics for the DCC measurement
data. The total data coverage is 364.31 days which corresponds to a coverage of 99.81 %
during 2021. For the further analysis, all measured current value above the maximum acting
phase current of 250 A are removed. According to Section 3.2 the guaranteed/typical
DCC measurement accuracy is 1.2 %/0.5 % ±10 mA in the range of 1 ADC - 250 ADC,
which corresponds to an error of 3.01 A/1.26 A at 250 A. With (2.76) the DC per phase
is calculated from the compensating current measurement. ∆AB/BC/CA indicated the
deviation between the compensating current in the dedicated phases. NPCDCC represents
the equivalent NPC, calculated from the sum of the DCC currents, according to (2.76).
∆NPC is the deviation between the measured and calculated NPC.

Table 3.3: DCC data statistics for 2021.

Phase/Characteristic Acting Value % mean median σ
in % in A in A in A

U -23.11 -57.78 -61.69 29.12
V -24.49 -61.22 -64.09 29.68
W -23.10 -57.75 -61.31 26.55
∆AB 3.43 1.42 21.69
∆BC -3.47 -1.63 20.16
∆CA -0.034 -0.057 17.58
NPC -0.473 -0.477 0.156
NPCDCC -0.422 -0.450 0.213
∆NPC -0.051 -0.024 0.155

Figure 3.12 depicts the measured primary NPC and DCC currents, measured at client
#07 during 2021. The negative offset in the statistics in Table 3.3 is also visible in
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Figure 3.12 in all three DCC phases. According to the CT orientation (see Table A.2),
the negative offset corresponds to a continuous current flowing from ground into the power
grid at client #07. Beginning at the end of October 2021, the operation of the DCC was
limited first to positive currents and from December 2021 on it stopped operating. The
correct operation of the measurement system was confirmed on-site. The reason for the
inactive DCC system is unknown by the time of this writing. One presumption is that the
thyristors of the DCC system are defective.
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Figure 3.12: Measured DCC and NPC from client #07 during 2021.

Figure 3.13 depicts the weekly mean profile of the DCC and NPC measurements at client
#07 based on minutely values. In all four measurement channels, the daily profile is
clearly visible, with a minimum current amplitude around midday every day of the week. In
comparison with other measurements, the daily profile of the NPC at client #07 is unique.
For comparison, see also Fig. 4 in [Alb+21b]. The weekly/daily profile with a minimum
current during the night is due to the earth magnetic field expansion into space at the
night side of the earth and the compression of the earth magnetic field on the day side.
In addition, the influence of the solar wind, man-made LFC sources, such as the Vienna
subway system causing an increased current level during their operating hours (also during
the weekend nights) [Hal19; Alb+20].
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Figure 3.13: Measured weekly profile of NPC and DCC from 2021 based on minutely
current values.

Figure 3.14 presents the weekly calculated DC per phase and the comparison of the
measured and calculated NPC from the DCC phase measurements. The comparison of the
measured and calculated NPC in Figure 3.15 reveals an underestimation of the calculated
NPC from the DCC measurements of maximum 100 mA during 2021. This deviation could
partly be related to the measurement accuracy of the DCC measurement system.

In Figure 3.15 the absolute deviation of the primary injected DCC currents between the
phases and the deviation between the measured and calculated NPC from the DCC phase
currents is presented. The maximum deviation of the primary injected DCC currents is in
all three cases (A-B, B-C, C-A) is in a range of 20 A, which corresponds to a DC deviation
between the phases of 47.3 mA, neglecting the measurement uncertainty, according to
(2.76). Thus, a symmetrical distribution of the LFC between the high-voltage phases can
be assumed. During Mondays an offset change is visible in ∆IBC, ∆ICA and ∆INPC in
Figure 3.15. The reason for this characteristic is unknown by the time of writing.
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Figure 3.14: Measured weekly profile of NPC, calculated DCDCC and calculated NPCDCC
from 2021 based on minutely current values.
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Figure 3.15: DCC phase deviation and deviation of measured and calculated NPC from
DCC phase currents.
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3.5.2 Geomagnetic Disturbance May 12th 2021

A CME on the May 9th 2021 became geomagnetically effective on earth on May 12th

2021. During this GIC event a maximum NPC of -13.8 A was measured in client #05 (see
Figure 3.17). Table 3.4 presents the data statistic for the May 12th event between 6:00
and 18:00 UTC.

Table 3.4: Data statistics for May 12th 2021 GMD. [Zen18]

Client Max. NPC Min. NPC Mean Median σ
in A in A in A in A in A

GIC01 6.34 -8.41 -0.20 -0.15 1.04
GIC02 0.81 -0.70 -0.08 -0.08 0.09
GIC03 2.02 -2.35 -0.24 -0.25 0.38
GIC04 3.55 -4.57 -0.16 -0.13 0.52
GIC05 7.81 -13.8 -0.21 -0.13 1.24
GIC07 1.23 -1.75 -0.51 -0.54 0.24
GIC08 9.31 -6.47 0.32 0.12 1.19

During this GMD the maximum magnetic field change per minute in x- and y-direction
was 33.0 and 21.0 nT/min [Zen18], respectively (see Table 3.5). The maximum Kp value
reached during this GMD was 7o [Deu].

Table 3.5: Magnetic field statistics for May 12th 2021 GMD [Zen18].

B-Field Max. ∆B Min. ∆B Mean Median σ
in nT/min in nT/min µT/min in µT/min in nT/min

∆Bx -52.2 33.0 12.9 5.7 2.2
∆By 21.0 -13.8 5.4 0.0 1.3

Figure 3.16 depicts the measured relative magnetic field in west-east (x) and north-south
(y) direction during the GMD event [Zen18]. The magnetic field change in nt/min is
derived from the absolute magnetic field data, measured with a sample rate of 1 S/s. The
deviation in nT/min is derived by scaling the deviation in nT/s to nT/min. The largest
magnetic field changes occurred in the x-direction.

Figure 3.17 depicts the measured NPCs during the GMD. The large magnetic field
changes between 7:00 and 8:00 UTC, before 10:00 UTC, around 12:00 UTC and around
15:00 UTC are visible in almost all NPC measurements. Large currents are more likely
measurable in substations with transmission lines perpendicular to direction of the largest
magnetic field changes, as it can be seen for client #01, #05 and #08. Besides the
transmission line orientation the beginning/end of the line, as it is the case for client #05,
can cause an increased current amplitude.
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Figure 3.16: WIC relative horizontal magnetic field components and magnetic field change
[Zen18] and Kp index [Deu] during the May 2021 GMD.
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Figure 3.17: Measured NPCs during May 12th 2021 GMD.
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Figure 3.18 depicts the single-side amplitude frequency spectrum of the measured NPCs
between 6:00 UTC and 18:00 UTC, which show similar frequency patterns with different
amplitude.
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Figure 3.18: Frequency spectrum of measured NPC during May 12th 2021 GMD.

Figure 3.19 depicts the histogram of the measured NPCs with a bin size of 250 mA.
Besides client #03 and #07, all other clients show an equal distribution of currents around
0 A. In client #03 and #07 a small negative offset is visible.
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Figure 3.19: Histogram of measured NPC during May 12th 2021 GMD with 250 mA bin
size.
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3.5.3 Geomagnetic Disturbance November 3rd-4th 2021

On November 1st and 2nd 2021, several CMEs occurred in conjunction with a C1.3 flare
of AR 12887 and an M1.6 flare of AR12891, respectively [NOA20]. The GMD became
geomagnetically effective on earth on November 3rd and 4th 2021. The solar wind reached
a speed up to 809 km/s. The maximum Kp value reached during this event was 8-.
Table 3.6 gives the statistic values for the GMD for all measurement locations in service.
The largest current amplitude was measured at client #05 with -9.50 A, as depicted in
Figure 3.21.

Table 3.6: Data statistics for November 2021 GMD.

Client Max. NPC Min. NPC Mean Median σ
in A in A in A in A in A

GIC01 1.12 -4.01 -0.08 -0.04 0.67
GIC02 0.53 -0.65 -0.08 -0.08 0.07
GIC03 1.86 -2.81 -0.18 -0.21 0.32
GIC04 2.44 -2.44 -0.03 -0.01 0.39
GIC05 9.42 -9.50 -0.21 -0.14 0.86
GIC06 3.33 -9.48 -0.45 -0.48 0.13
GIC07 1.43 -2.47 -0.46 -0.47 0.34
GIC08 2.46 -2.46 0.01 0.3 0.67

The maximum magnetic field changes measured at the Conrad observatory (International
Association of Geomagnetism and Aeronomy Code of Conrad observatory: WIC) was
108.0 nT/min and 15 nT/min in x- and y-directions, respectively [Zen18].

Table 3.7: Magnetic field statistics for November 2021 GMD [Zen18].

B-Field Max. B Min. B Mean Median σ
in nT/min in nT/min in µT/min in µT/min in nT/min

∆Bx 108.0 -54.6 -0.8 -4.3 3.1
∆By 15.0 -13.2 3.7 0.0 1.3

Large magnetic field changes are visible from the graph in Figure 3.20 between 18:00 UTC
on November 3rd and midnight, after midnight and around 9:00 UTC on November 4th

2021.

The large magnetic field changes became especially pronounced in the NPC measurements
of client #01, #03, #04, #05 and #07. In the current measurement of client #08 more
disturbances are visible, in comparison with the GMD in May 2021 (Figure 3.17). Also,
visible is the typical current direction reveals of the GIC, e. g. in client #05, related to the
compression and expansion of the earth geomagnetic field. Even though the magnetic
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Figure 3.20: WIC relative horizontal magnetic field components and magnetic field change
[Zen18] and Kp index [Deu] during the November 2021 GMD.

field changes during the November 2021 GMD were larger than the ones during the May
2021 event, the NPC amplitudes stayed below the measured NPC during the May 2021
event.

The single-side amplitude spectrum of the measured NPCs has similar characteristics
as the spectrum of the measured NPCs from the May 2021 GMD, whereas the highest
amplitudes occur at client #05 and #08.

The histogram of the NPCs in Figure 3.23 shows a symmetrical distribution around 0 A,
except for client #03, #06 and #07.
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Figure 3.21: Measured NPCs during November 3rd-4th 2021 GMD.



98

0

100

200

0.01 0.1 1   10  

GIC01

0

50

100

0.01 0.1 1   10  

GIC02

0

50

100

0.01 0.1 1   10  

GIC03

0

100

200

0.01 0.1 1   10  

GIC04

0

100

200

300

0.01 0.1 1   10  

GIC05

0

50

100

0.01 0.1 1   10  

GIC06

0

100

200

0.01 0.1 1   10  

GIC07

0

100

200

300

0.01 0.1 1   10  

GIC08

frequency in mHz

|I(
f)|

 in
 m

A

Figure 3.22: Frequency spectrum of measured NPC during November 2021 GMD.
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Figure 3.23: Histogram of measured NPC during November 2021 GMD with 250 mA bin
size.
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3.5.4 Geomagnetic Disturbance September 7th-8th 2017

During the GMD on September 7th - 8th 2017 the minimum Kp value of 4 and the
maximum Kp value of 8+ were reached between 12:00 and 15:00 UTC, as depicted in
Figure 3.24. Between 12:00 and 15:00 UTC the maximum current amplitude of 13.84 A
was measured at client #05 (see Figure 3.25 and Table 3.8), which also corresponds to
the maximum magnetic field change in west-east direction (Bx) of 46 nT and north-south
direction (By) -37.2 nT, respectively.

Table 3.8: Data statistics for September 2017 GMD.

Client Max. NPC Min. NPC Mean Median σ
in A in A in A in A in A

GIC01 5.11 -3.58 -0.23 -0.20 0.71
GIC02 1.50 -0.95 0.22 0.22 0.17
GIC03 2.01 -2.42 -0.12 -0.12 0.34
GIC04 3.02 -3.20 -0.20 -0.18 0.37
GIC05 13.84 -3.71 -0.21 -0.19 0.88

Note that for the measurements during 2017, the version v2014 of the measurement
system was used, which was limited to 3.5 A in the negative current direction of the CT.
Therefore, the plots are scaled from -4 A to 15 A. Table 3.8 and Table 3.9 list the NPCs
and magnetic field change statistics for the September 2017 GMD.

Table 3.9: Magnetic field statistics for September 2017 GMD [Zen18].

B-Field Max. B Min. B Mean Median σ
in nT/min in nT/min in µT/min in µT/min in nT/min

∆Bx 45.6 -37.2 4.1 -0.1 2.7
∆By 9.0 -7.2 3.4 0.0 1.1

During the November 2017 GMD five measurement systems were in service.

Figure 3.26 depicts the frequency spectrum for the measured NPCs with similar charac-
teristics as the previous GMDs.

The histogram in Figure 3.27 with 250 mA bin size, a small negative trend for client #01,
#04 and #05.
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Figure 3.24: WIC relative horizontal magnetic field components and magnetic field change
[Zen18] and Kp index [Deu] during the September 2017 GMD.
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Figure 3.25: Measured NPCs during November 3rd-4th 2021 GMD.
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Figure 3.26: Frequency spectrum of measured NPC during September 2017 GMD.
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Figure 3.27: Histogram of measured NPC during September 2017 GMD with 250 mA bin
size.
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3.6 Discussion of On-Site Low Frequency Current Measurements

The first version v2014 of the measurement system could be continuously improved,
providing a measurement range of ±25 A with the closed loop zero-flux CT LEM IT65-S
ULTRASTAB and the split-core CT LEM LA200SD/SP3. The guaranteed measurement
accuracy of the NPC measurement for both measurement systems of is 2.0 % ±1 mA for
the range of ± 1-25 ADC. In addition to the measurement range extension with version
v2019, three additional current measurement channels were added to the system. These
additional channels are currently used only at client #07, where a DC compensation system
is installed at the transformer. The DC compensation system (DCC) is compensating the
DC flux in the transformer core, with an additional fourth winding on each wounded leg.
The primary current of the three additional fourth windings are measured and recorded
together with the transformer NPC. This allows to calculate the per phase DC and
allows a comparison with the calculated NPC from the DCC measurements per phase
and the measured transformer NPC. The analysis of the measurement data during 2021
reveals a maximum deviation between the measured and calculated transformer NPC of
100 mA, which is within in the measurement accuracy of the system. Therefore, the DCC
measurements could also be used to monitor the transformer NPC within the maximum
compensating range of the DCC system. The split-core CT uses a Hall sensor, therefore
the sensor offset drift should be checked frequently. By the time of writing, the maximum
relative offset drift was 63.97 mA within 30 days (see Table 3.1). Especially the offset
drift during the summertime with increased temperature variations should be checked.
The temperature correction via software could be improved by longer time steps for each
temperature during the reference measurement in the climate chamber. In comparison
with the LEM IT65-S ULTRASTAB CT, the split-core CT LEM LA200SD/SP3 allows
the remote control of the transformer neutral point earthing switch. Therefore, no grid
operator staff is required in the substation, if the transformer needs to be ungrounded for
any reason. With the system, using the split-core CT, a frequently remote offset check is
also possible.

The unique daily profile of the NPC and the DCC currents at client #07, with a minimum
NPC and DCC current around midday (see Figure 3.13 and Figure 3.14), reveals an
influence of man-made systems on the measured currents. To the substation of client
#07 a large on-shore wind park with several 100 MVA rated power is connected. The
hypothesis is that at lower wind speed, usually during nighttime, the DC injection by the
distributed energy resources (DER) is higher, because the converter is not operated at
its nominal operation point. This raises the question whether the operating point has an
influence on the injected DC or not. It should be noted that the injected DC is not totally
blocked by the transformer(s) between the converter and the 110/380 kV transformer
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equipped with the measurement system [GKS05]. After a certain time, determined by the
transformer parameters, the DC flux (voltage-seconds) inside the transformer core can
cause half-cycle saturation, which causes a DC component in the magnetisation current on
both sides of the transformer. A detailed correlation of the wind speed and the measured
NPC and DCC currents is pending.

During three analysed geomagnetic disturbances, the largest geomagnetic field change
(∆B) was always measured in the west-east direction (magnetic field component Bx).
Thus, the largest electric field is expected in north-south direction. Therefore, substation
with long transmission lines in north-south are more likely exposed to elevated GIC
amplitudes. Besides the transmission line orientation, beginning and end substations of a
transmission line more like are exposed to increased GIC levels.

The histogram representation of storm events shows similar characteristics for each storm
event. Due to the short duration of the maximum GIC amplitude the GIC amplitude is
not pronounced in the diagram. Therefore, the histogram representation can be used to
verify the correct operation of the measurement system.

The frequency spectrum of the measurement during the different GMDs reveal similar
frequency patterns. With a cluster between 0.1 mHz and 1 mHz, which indicates the high
geomagnetic activity, according to [Alb+20]. The frequency components above 1 mHz are
an indicator for man-made LFC sources.

From the presented measurement data, a current measurement range of ±25 A DC is
suitable to measure transformer neutral point currents during moderate GMDs in Austria.
An extended measurement range could be required during large GMDs.
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4 Power Transformer Modelling and
Measurement

Accurate modelling of the electric power grid requires detailed models of the equipment
installed in the power grid, in order to reflect the complex dynamics in the grid. E. g.
during the evaluation of differential protection settings and parametrisation, inrush current
calculations and reactive power demand calculations. Due to inconsistency of data of
the individual components, it may be necessary to use measurements for the model
parametrisation. Therefore, a measurement-based modelling approach was developed
within the scope of this work with the aim of parameterising transformer topology models.
For that purpose, two transformer terminal measurement tests were developed and tested
namely, the AC saturation test and the DC hysteresis test. Both tests aim to measure
the transformer characteristic up to deep saturation. The measurement data is used
subsequently to parametrise a saturation or hysteresis model within the transformer
topology model. The AC saturation was tested successfully in the laboratory with three
50/60 kVA three-phase three- and five-leg transformers and used to model a three-phase
three-leg 50 kVA distribution grid transformer. The DC hysteresis test was also tested
successfully in the laboratory with the same transformers and in field with three-phase
three- and five-leg transformers with rated power from 50 MVA to 786 MVA. The other
model parameters, such as stray inductances between the windings, the high-voltage
winding capacitances or the winding resistances can be extracted from the standardised
factory acceptance test report. The derived transformer topology model, based on the AC
saturation and DC hysteresis test of a three-phase three-leg 50 kVA transformer, including
the hysteresis characteristics, reveals a high accuracy between the measured and calculated
current waveform and power demand. This chapter presents the modelling approach to
setup transformers topology models, based on the data from the factory acceptance test
and a supplement DC hysteresis or AC saturation test, which overcomes the challenge of
obtaining the transformer core characteristics from three-phase terminal measurements.

The nomenclature for the transformers under test is as follows: T<number of legs>
<Small/Large rated power><small Latin letter for multiple transformers of the same
type>. Table 4.1 lists the transformer investigated in this work. Further information on
the different transformers is given in Appendix C.

4.1 Grey Box Topology Transformer Models

For the modelling of power transformers, a grey box model (Section 2.4.1) is used. In
the model either the saturation characteristic or the hysteresis characteristic of the core
material can be implemented. The saturation characteristic is modelled as 1D look-up
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Table 4.1: Nomenclature for transformers under test.
Abbreviation Rated Power in kVA Rated Voltage in kV Transformer Type
T3Sa 50 0.4/35 distribution
T3Sb 50 0.4/35 distribution
T5S 60 0.4/0.4 laboratory
T3L 50,000 110/10.5/6 transmission
T5La 600,000 345/141.5/13.8 auto
T5Lb 786,000 525/22.8 generator step-up

table with a non-linear inductor. The hysteresis characteristic is modelled as an inverse JA
model in the classical inductance-reluctance analogy, which uses the magnetic flux density
B as input. When using the capacitance-permeance analogy, the saturation is modelled as
non-linear capacitance by a capacitor in series with a voltage-controlled voltage source. The
hysteresis is modelled with a resistor in parallel to a voltage controlled current source and
the eddy current losses are considered by a resistor in series to the saturation and hysteresis
element (Figure 2.25). The capacitance-permeance analogy can also be used with a
1D look-up table to model the saturation characteristic. Both models are investigated
to determine their advantages and disadvantages, with respect to power transformer
modelling. Due to inconsistency of available data on the transformers under investigation,
the AC saturation test or DC hysteresis test is used to measure the transformer core
characteristics and to identify the model’s hysteresis/saturation characteristics. Due to
the non-linearity of the transformer models and the multiple unknown hysteresis model
parameters, a heuristic optimisation algorithm is used for the hysteresis models parameter
identification.

The flow chart in Figure 4.1 depicts the different steps in the modelling to establish a
topology model of power transformers. The structure of the transformer topology model
is derived with the capacitance-permeance or the inductance reluctance analogy, according
to the steps described in Section 2.4.1 or Section 2.4.1. The level of detail is determined
by the number and parametrisation of the considered stray paths and components (e. g.
Lgap, C). The model parameters are derived from the factory acceptance test, namely the
zero-sequence impedance, the DC winding resistance, the high-voltage winding capacitance
and the total measured no-load loss. The core dimensions and the number of turns is
usually not given in the factory acceptance test. These transformer data need to be
acquired from the manufacturer or estimated. For the parametrisation of the hysteresis
model parameters (JA model: five parameters; ReCap model: six parameters), the AC
saturation test or the DC hysteresis test is simulated. The measured terminal currents from
the AC saturation or the DC hysteresis test are used as a reference during the optimisation
of the hysteresis model parameters. In the last step, the model is validated in standard
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no-load condition, with the hysteresis parameters derived in the previous step. To judge
the model accuracy, the measured no-load current waveforms and the power demand is
used.

Figure 4.1: Flow chart of the modelling approach.

4.2 Transformers under Test and Laboratory Setup

The data of five power transformers of different rated power and core design were evaluated
for modelling procedure. Detailed information on the Transformers under test can be
found in Appendix C. Some transformers are modified for the tests, which is described in
the following section. The overall laboratory setup is described afterwards.

4.2.1 Laboratory Transformers and Test Setup

For the laboratory test two three-leg two-winding 50 kVA distribution transformers (Figure 4.3)
and one 60 kVA five-leg two-winding transformer (Figure 4.4) were used. The distribution
transformers were manufactured with the vector group Yzn5. Both 50 kVA transformers
(T3Sa and T3Sb) are modified [Tau20], adding an additional bushing for the high-voltage
neutral and making all six low-voltage windings of the zigzag windings accessible from
outside via a terminal box (see Figure 4.2). That enables tests with superimposed DC via
the high-voltage neutrals and allows to investigate the effects of different vector groups
on the transformer behaviour also under DC bias. During the transformer modification
the tap changer of T3Sa and T3Sb was fixed at position two.
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Figure 4.2: Transformer T3Sa active part and bushings during the modifications.

After the modification both transformers were refilled with NYTRO 4000A transformer oil
and de-moisture to a value of 8.9 ppm (T3Sa) and 6.3 ppm (T3Sb) over 24 h, according
to IEC 60422:2013 [IEC01a], which required a moisture content below 20 ppm. After
reassembling, both transformers successfully passed the applied voltage test (AV) and
induced voltage withstand test (IVV), according to IEC 60073-3:2013 [IEC07b]. The
lightning impulse tests were not performed because the transformers are not used in
continuous operation in the public grid and are not exposed to lightning type transient
over-voltages.

The 60 kVA five-leg two-winding transformer is designed and manufactured for laboratory
investigations without a tank. Both windings (primary and secondary) are rated for
0.4 kVL-L. The transmission ratio can be changed, using nine winding taps on each winding.
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(a) Transformer T3Sa in the laboratory after the
modification.

(b) Transformer T3Sb in the laboratory after the
modification.

Figure 4.3: Three-leg two-winding 50 kVA distribution transformers.

The core is manufactured with a rectangular cross-section and with 90◦ (butt) core joints.
Figure 4.4 depicts the transformer further referred to as T5S.

As a power source either the public distribution grid (315 kVA Dyn5 9.09/454.4 A; uk =
5.8 %) or a power amplifier is used. The 315 kVA distribution transformer is connected to
the test cell (Figure 4.6) via a 120 m 5x25 mm2 copper cable. Using the specific resistance
for copper at 20◦C of 0.0171 Ωmm2/m, the cable resistance is 82.08 mΩ/phase, neglecting
the Skin effect.

Two power amplifiers, with 30 kVA each, can be connected in parallel as controllable
voltage source (detailed information can be found in Appendix D). Figure 4.5 depicts
the schematic of the laboratory and its possible operation configurations.

The supply from the power amplifier is mainly used for the short-circuit tests and zero-
sequence tests to control the voltage amplitude and frequency. For test with both
transformers (T3Sa an T3Sb) in series on the high-voltage side both supplies, from the
public grid and the power amplifier, can be used. The comparison of the measurement
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Figure 4.4: Five-leg 60 kVA transformer T5S

results from the tests with both transformers in series with supply from the public grid
and the power amplifier reveals a higher harmonic voltage content using the supply from
the public grid. The total harmonic distortion (THD) average of all three phases is 1.5 %
and 3.93 % during the supply from the power amplifier and the public grid during no-load
conditions, respectively.

The supply network impedance has a damping effect on the measurement setup (see
Section 2.5.3) To take that into account, the source impedance in symmetrical components
of the public low-voltage grid and the power amplifier were determined. This was done
by voltage and current measurement in no-load and load condition. Balanced, as well as
unbalanced load currents of 45 A (4.9 Ω) were applied to the sources. The symmetrical
component values are listed in Table 4.2.

Table 4.2: Measured symmetrical components of the two sources used for the laboratory
tests.

Public Grid Power Amplifier
Z0 in Ω 0.227 0.243
Z1 in Ω 0.129 0.056
Z2 in Ω 0.142 0.051

The symmetrical components are derived from fundamental rms voltage and current
components with the power analyser software Oxygen 5.7.
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Figure 4.5: Single line diagram and schematic sketch of transformer test cell.

© Lunghammer – TU Graz

Figure 4.6: Picture of the transformer test cell.
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4.2.2 Large Power Transformers and Test Setup

Two large power transformers with a three-leg core (50 MVA) YNd5d5 and five-leg
core (786 MVA generator step-up transformer) YNd11 were surveyed during the factory
acceptance test at the manufacturers side. The two transformers under test are depicted
in Figure 4.7. The detailed transformer data is given in Appendix C.

(a) Transformer T3L. (b) Transformer T5Lb.

Figure 4.7: Large transformers under test at the manufacturers side.

The DC hysteresis characteristic of the transformers T3L and T5Lb were measured with
the portable transformer test device OMICRON Testrano 600 via the high-voltage phases
A-C.

4.3 Topology Model Parameter Identification

The parameters required for the power transformer modelling are based on measurements
performed during the factory acceptance test (Section 4.3.1) and the additional DC
hysteresis or AC saturation test (Section 4.3.2). Based on the measurements, the
parameters, listed in Table 4.3, required for the modelling are calculated with the equations
in Section 2.4.2.
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4.3.1 Transformer Design Data and Factory Acceptance Test

For the parametrisation of the models the factory acceptance test, according to IEC 60076-
1:2011 [IEC12a], and the transformer design data are used. An overview of the model
parameters and the required data/tests for the parameters are given in Table 4.3.

Table 4.3: Test and derived model parameters.
Source Model Parameters
Winding resistance RHV, RLV
High-voltage winding capacitance CHV
No-Load test Pfe
Non-linear joint characteristic Lgap
Zero-sequence test R0, L0
Shot-Circuit test L01, L12, L23

Design Data NLV, NMV,NHV, core cross-sections
core section lengths

Winding Resistance

The winding resistances for the transformers under test were measured with the OMICRON
Testrano 600 and stated typically for 20◦ C in Table 4.4. For the T3Sa, T3Sb and T5S
all winding resistances were measured between the phase and neutral terminal. For the
T3L and the T5Lb the winding resistances of the low- and medium-voltage windings were
measured between the phase terminals (A-B, B-C, A-C). The tap changer position for
the T3L was 11 (available taps: 1-19) and for the T5Lb the tap changer positions was 1
(available taps:1-6).

Table 4.4: Winding resistances for 20◦ C and 22.5◦ C for transformer T5La.
T3Sa T3Sb T5S T3L T5Lb

RLV in Ω 0.08132 0.06374 0.05384 0.02671 0.00755
RHV in Ω 282.00 226.33 0.06853 0.04874 0.25132
RMV in Ω - - - 0.01022 -

Iron Core Resistance

During the transformer no-load test the active, reactive and apparent power is measured
with a power analyser (Appendix G.1). The no-load loss is used in the model to calculate
the resistance Rfe which represents the eddy current loss in the JA hysteresis model,
according to (4.1).
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Rfe = kloss ·
(
Un√

3

)2

· a · lleg + b · lyoke

Pfe
, (4.1)

where kloss is a scaling factor determined with trail and error method during the no-load
calculation, Un is the nominal rms phase-to-phase voltage of the phases supplied during
the test, lleg and lyoke are the sum of the mean length of the leg and yoke sections and
Pfe are the total no-load losses minus the total ohmic losses in the winding resistances
measured during the no-load test at 100 % of the rated voltage and a and b are the
numbers of the receptive leg and yoke sections in the transformer core. In each core
section in the transformer topology model Rfe is multiplied by the corresponding core
section length.

Table 4.5 lists the calculated parameter Rfe and the determined parameter kloss for the
different transformers under test.

Table 4.5: Measured Rfe, Pfe and kloss for the transformers under test.
T3Sa T3Sb T5S T3L T5Lb

Un in V 400 400 400 10,500 22,800
Rfe in Ω 961.45 990.84 2431.54 30,203.56 31,666.5
Pfe in W 178.00 98.61 99.58 13,213 165,600
kloss 1.0 1.0 1.0 1.0 1.0
Vector Group YNyn0 YNyn0 YNyn0 YNd5d5 YNd11

Leakage Inductances

The leakage inductances are calculated according to (2.51) with the mean short-circuit
voltage and current and the power factor from the short-circuit test. For T5S the scaling
factor k01 of 0.5 is used, due to the transmission ration of 1:1 (tap position 1-9).

Table 4.6: Leakage inductances and scaling parameter k01 for the investigated transformers
(1) OLTC:10 | (2) OLTC:3.

T3Sa T3Sb T5S T3L T5Lb
L01 in mH 0.3673 0.1814 0.2117 2.91 14.78
L12 in mH 0.7346 0.3629 0.4234 2.18 325.52 2)

L23 in mH - - - 271.96 1) -
k01 0.5 0.5 0.5 4/3 0.045
Vector Group YNyn0 YNyn0 YNyn0 YNd5d5 YNd11
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Zero-Sequence Impedance

The zero-sequence impedance for the transformers under test and the corresponding vector
group are stated in Table 4.7. For T3Sb both windings are measured, using the tap
position 1-9. The zero-sequence impedances are calculated according to (2.46), (2.47)
and (2.48).

Table 4.7: Zero-sequence impedances per phase for the investigated transformers | (1)

OLTC 10 | (2) OLTC 1, Z1N0.
T3Sa T3Sb T5S T3L (1) T5Lb (2)

Z0 in Ω 2.2438 3.3526 9.8006 46.94 61.14
R0 in Ω 3.7495 7.0707 211.66 1.30 -
L0 in mH 8.7 11.3 36.7 149.38 -
Vector Group YNyn0 YNyn0 YNyn0 YNd5d5 YNd11

To justify the assumption of an even distributed zero-sequence impedance between all
three legs of the transformer T3Sa, the phase currents and the applied voltage during the
zero-sequence test is measured. The phase currents practically coincide with each other,
as depicted in Figure 4.8. Therefore, the zero-sequence impedance can be assumed to
be equally distributed between the legs of the transformer under test. The zero-sequence
impedance can be calculated more accurate by taking into account the ohmic voltage
drop across the winding resistance and the short-circuit impedance between the supply
and short-circuited windings.
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Figure 4.8: Phase currents during zero-sequence test of transformer T3Sa.
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Air Gap Inductance

Lgap represents the unavoidable gap in the joint between the leg and the yoke. With
Lgap the residual flux in the transformer legs is controlled [Zir+17] and therefore also the
reactive power demand, as well as the no-load current. In addition to the power demand,
Lgap rotates the hysteresis characteristic counter-clockwise with the increasing value of
Lgap. Figure 4.9 compares a realistic air gap inductance of 80µH with an unrealistically
large value of 2.4 H.
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Figure 4.9: Calculated Φ − i characteristic of T3Sa phase A with Lgap = 80µH and
Lgap = 2.4 H.

Moreover, the influence of an air gap between the legs and yokes is also indicated by the
rounded hysteresis loops. Figure 4.10 compares the Φ − i DC hysteresis characteristics of
the transformers T5S, T3Sa and T3Sb measured with 30 A via the low-voltage terminals
A-C with all transformers in YNyn connected windings. The effect of the butt joints (90◦

angle) of the transformer T5S in the DC hysteresis characteristics is clearly visible, in
comparison to the one of the transformers T3Sa and T3Sb with mitered joints.

Figure 4.11 depicts the AC and DC hysteresis characteristics of the transformer T3Sa
measured with the AC saturation and the DC hysteresis test between the low-voltage
terminals A-C. The peak current/flux is nearly the same. The reason for the difference in
the hysteresis width is the difference in the excitation frequency. Due to the frequency
of 0 Hz during the DC hysteresis test, the curve is narrower than the AC curve, due to
the absence of the eddy current and excess losses (see Section 2.4.4). Also visible is
the cobra shape of the AC hysteresis characteristics, due to the effect of the transformer
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core joint gap and winding capacity. The ’ringing’ in Figure 4.10 around 0 A in the DC
hysteresis test occurs during the current polarity reversals at low currents, where two
control parameters of the portable test device work against each other.
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Figure 4.10: Comparison of the measured Φ−i DC hysteresis characteristics of transformer
T5S, T3Sa and T3Sb. The zoomed view also shows the Φ − i characteristic.

The equivalent variable air gap inductance Lgap is implemented as an inductor with a fixed
inductance value or as a non-linear inductor with magnetic flux versus current (Φgap − igap)
characteristic. This characteristic is derived either from the AC saturation or the DC
hysteresis test, using the initial magnetisation characteristic up to the knee point. The
supporting points beyond the knee point are derived with a linear extrapolation of the last
defined segment of the characteristic.

The equivalent gap length ∆ is derived for a given point from the ratio Ψgap/i. Because
the equivalent air gap in the joint shares the same flux as the leg, the flux density B inside
the gap is calculated as Ψgap/(N ·Agap), where N is the number of turns of the supply
winding, Agap is the cross-section area of the gap, which is assumed to be the same as the
cross-section area of the leg Aleg, neglecting flux fringing effects. With this information
the equivalent air gap length ∆ is calculated, as a function of the magnetic flux density
B, using (2.56).

Decreasing the equivalent air gap inductance (increasing the equivalent air gap length,
see (2.56)) increases the no-load current of the corresponding phase. This effect could
be of special interest for the equivalent air gap of phase B, which usually has a lower
current amplitude in comparison to phase A and C during the three-phase no-load test.
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Figure 4.11: Comparison of the Φ − i DC and AC hysteresis characteristics of transformer
T3Sa, measured via the low-voltage terminals A-C.

The reason could be the ’T’ joint at phase B. If the same equivalent air gap length is
assumed for leg B, as for leg A and C, the no-load current of phase B is underestimated.
If the equivalent air gap length is increased (increases the equivalent air gap inductance),
the no-load current of phase B fits the measured amplitude [Zir+22a]. This could indicate
a larger equivalent air gap (length) for phase B, in comparison to phase A and C.

Figure 4.12 to Figure 4.14 depict the equivalent air gap characteristic for the different
transformers under test.
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(a) Transformer T3Sa.
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(b) Transformer T3Sb.

Figure 4.12: Φ − i characteristic and corresponding equivalent air gap length as function
of flux density, derived from DC hysteresis tests.
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(a) Transformer T5S.
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(b) Transformer T3L.

Figure 4.13: Φ − i characteristic and corresponding equivalent air gap length as function
of flux density, derived from DC hysteresis tests.
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Figure 4.14: Transformer T5Lb Φ − i characteristic and corresponding equivalent air gap
length, as function of flux density derived from the DC hysteresis test.
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Winding Capacitance

For the modelling only the winding capacitance between the high-voltage terminals and
ground/tank is used and is given in Table 4.8. The winding capacities are measured with
the OMICRON CPC100 and the Testrano 600, according to Figure 4.15.

Table 4.8: Measured high-voltage winding capacitances to tank/ground for the transformers
under test | (1) HV to core (no tank).

T3Sa T3Sb T5S T3L T5Lb
CH in nF 3.0 1.043 0.003457 (1) 3.797 16.1853
Vector Group YNyn0 YNyn0 YNyn0 YNd5d5 YNd11

Figure 4.15: Schematic of transformer winding capacitance measurement.

The winding capacitance should be implemented and parametrised before the equivalent
air gap inductance because both have an opposite effect on the shape of the hysteresis
characteristics [Zir+22b]. Oscillations, measured during the AC saturation test in the
ascending and descending branch of the hysteresis loops, which could occur due to the
interaction between the (high-voltage) winding capacitance and the stray inductance
L12, can be used to adopt the winding capacitance to accurately reproduce also the
oscillation. The measured winding capacitance is connected to the ideal transformer,
in case of the inductance-reluctance analogy model, and to the gyrator, in case of the
capacitance-permeance analogy model. To reproduce the oscillation in the calculation a
sufficiently small step size is required.

4.3.2 Transformer Saturation and Hysteresis Test Approach

The DC hysteresis and AC saturation test is a setup to measure the transformer core
characteristics and mitigate the inter-phase magnetic coupling during the terminal measure-
ments. The inter-phase magnetic coupling is demonstrated in Figure 4.16 and Figure 4.17,
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where the positive and negative sequence Ψ − i characteristics, deduced from terminal
measurement, are depicted.
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(a) Negative sequence Ψ − i characteristic.
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(b) Positive sequence Ψ − i characteristic.

Figure 4.16: Measured terminal Ψ−i characteristic of A and C during positive and negative
sequence.

Figure 4.17 depicts the Ψ − i characteristic for the T3Sa transformer derived from a
three-phase no-load test for 16 periods (50 Hz). The differences in width of the Ψ − i

characteristics are clearly visible.

Both tests, the DC hysteresis and the AC saturation test, can be used for the transformer
core parameter identification. The DC hysteresis and AC saturation test setup use the
same transformer terminal connections, whereas the hysteresis test is conduct with DC
and the saturation test with AC. Therefore, the DC hysteresis measurement does not
include eddy current or excess losses, as the AC saturation test. Figure 4.18 depicts
the schematic of the DC hysteresis and AC saturation test on the example of a three-leg
transformer core. For both tests, the transformer under test is in no-load conditions. The
flux in the middle legs vanishes under ideal conditions in a three- and five-leg transformer
core. Voltage measurement on the primary and secondary windings can be used to verify
that the flux in the middle leg vanishes or is significantly reduced (see Figure 4.19 upper
subplot). Therefore, the inter-phase magnetic coupling is mitigated. From the terminal
voltage and current measurements, the Ψ − i and/or Φ − i characteristic can be derived.
These characteristics can be used during the hysteresis modelling process. A comparison
of an AC saturation test and a DC hysteresis measurement is depicted in Figure 4.11.
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Figure 4.17: Ψ − I characteristic of T3Sa derived from three-phase no-load test.

Figure 4.18: Schematic of the AC saturation and the DC hysteresis test setup.
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AC Terminal Hysteresis Measurement

The AC saturation test requires a sufficiently large short-circuit capacity of the supply
or a power amplifier with sufficiently large rated power. For the AC saturation test the
voltage amplitude between the terminals need to be exceed at least twice the rated
phase-to-neutral voltage of one phase to cause saturation conditions (up to 2 T) in the
transformer core. Usually, a voltage increase of approximately 10 % is sufficient to cause
saturation conditions in the core. In the case of the T3Sa a voltage amplitude between
the outer terminals of at least twice 376.25 Vph-n is required. In the laboratory this is
fulfilled by applying two single-phase voltages of 415 Vpeak with 180◦ phase-shift to the
outer terminals (Vq(t) = −Vq(t)). Resulting in an effective voltage of 830 Vpeak-to-peak

between the terminals of the outer phases. Figure 4.19 depicts typical voltage and current
waveforms during the saturation test, supplied with a power amplifier. The voltage across
the low- and high-voltage winding on the middle is below 1 V and below 200 V, receptively.
This confirms the assumption that the flux in the middle leg almost vanishes during the
AC saturation test.
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Figure 4.19: Typical measured voltage and current waveforms during the AC saturation
test supplied from a power amplifier.

DC Hysteresis Measurement

The DC hysteresis test can also be carried out on transformers installed in substations.
Due to the low test voltage and current frequency of 0 Hz/DC, the transformer core can be
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driven into saturation. Therefore, the hysteresis test can be used, if the AC saturation test
(Section 4.3.2) can’t be carried out. The DC hysteresis test is done in seven sequences,
as marked in Figure 4.20. The sequences are explained in Table 4.9. The oscillation after
the polarity reveals appear during tests with comparable small currents (continuous DC
of the test device up to 33 A) are caused by two control parameters of the test device,
affecting each other.
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Figure 4.20: Typical measured current and voltage waveform during DC hysteresis test at
T3L (Section C.4) between high-voltage terminal 1A and 1C.

During the DC saturation test, the hysteresis regions are approach in the following order:
positive saturation - negative saturation - positive saturation - possible remanent flux
density. If there is any remanent flux present inside the core at the beginning of the
measurement, the hysteresis characteristic is shifted along the abscissa.

Table 4.9: Sequences during DC hysteresis test, according to Figure 4.20.
Sequence Voltage Current Hysteresis Characteristic Part

1 +DC ∆I > 0 positive saturation
2 steady state conditions
3 -DC ∆I < 0 negative saturation
4 steady state conditions
5 +DC ∆I > 0 positive saturation
6 steady state conditions
7 -DC ∆I < 0 remanent flux

The corresponding Ψ − i characteristic to the voltage and current waveform measurement
in Figure 4.20 is depicted in Figure 4.21. To derive the hysteresis characteristics from the
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measurement, the measured voltage waveform requires to be processed with the following
steps:

1.) subtract voltage drop across winding resistance from measured voltage,
2.) remove data points (current and voltage) where the magnitude of the measured

voltage is below the voltage drop across the winding resistance caused by the
pre-defined test currents (< R · Ipre−defined),

3.) numerical integration of the measured voltage using the trapezoidal method.

The flux linkage over current can be calculated as follows:

Ψ = 1
∆t ·

∫
∆t

Vcore(t) · dt, (4.2)

where ∆t is a fixed time step and the reciprocal of the sample rate and Vcore(t) is the
measured voltage over time minus the ohmic voltage drop across the winding resistance. If
further information on the transformer design, such as number of turns per winding or core
dimensions are available, the flux per turn over current or even the B −H characteristic
can be reproduced from the measurement.
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Figure 4.21: Corresponding typical Ψ − i characteristic from DC hysteresis test at T3L
(Appendix C.4) between high-voltage terminal 1A and 1C; blue: sequence 1;
orange: sequence 3; purple: sequence 5; red: sequence 7
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Hysteresis Model Parameter Estimation

A first set of JA hysteresis parameters can be determined from measurement data using
the following steps, proposed by Jiles et al. in [JTD92] or use parameters reported in
literature [JTD92; Ann+00; Kis06; Cha+06; Ami+20].

4.4 Transformer Models and Validation

For the model validation the factory acceptance test protocol data is used to parametrise
the topological transformer models (inductance-reluctance, Section 2.4.1 and capacitance-
permeance analogy, Section 2.4.1). The AC saturation test or the DC hysteresis test is
used during the hysteresis parameter optimisation in Matlab/Simulink. The measured
current waveform of the AC saturation test or the DC hysteresis test is used to calculate the
error between the measured and calculated current waveforms. During the optimisation
process with the NMS algorithm this error reduced to a minimum, by adjusting the
hysteresis model parameters. To validate the models and the corresponding hysteresis
model parameters, the standard no-load test is carried out with the derived model and
compared to the measured current waveforms from the factory acceptance test.

For the simulation of the inductance-reluctance model with the JA hysteresis model, the
step-size during the simulation need to be set to 10µs, to ensure an acceptable accuracy
of the calculation. The capacitance-permeance model can be calculated with a larger step
size of 50µs. Especially the power calculation is sensitive to step size changes.

Attention needs to be paid during the error calculation process to the time-synchronisation
of the measured and calculated current waveforms. Besides the comparison of the current
waveforms, other data representations such as the fast Fourier transformation (FFT) of
the current waveforms and the B−H representation were used and tested to calculate the
error between the measured and calculated data. The comparison of the time-dependent
current waveform yielded the best qualitative results.

4.4.1 Power Definition and Usage

Different approaches are available to calculate the power drawn by a load in a multi-wire
system [FLM01; DIN02; LQC12; Ema07; III10; Wil11; GM12]. The standard IEEE 1459
[III10] is based on the concept of Budeanu. Due to the different power calculation methods,
different results for the power demand can arise, while measuring the same the device, for
example during DC biased transformers [GM12; KW18].
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For the validation of transformer models, not only current and voltage waveforms should
be compared, also the power demand should be compared. This allows to better judge the
implemented hysteretical behaviour of the transformer core. In the context of transformers
exposed to GICs, the symmetrical phase current is biased by the GICs, which shifts
the transformer operation point on the hysteresis characteristics of the transformer core
material. The shift in operation point can cause transformer half-cycle saturation. As a
consequence of the half-cycle saturation, the phase currents get distorted. Thus, the term
’reactive power’ is not defined, because it is only defined for the case of pure sinusoidal
wave forms [III10].

Therefore, the following definitions of power are used in this thesis for the investigation of
non-sinusoidal unbalanced conditions: the term ’active power’ is used according to [III10],
the term ’reactive power’ is used according to (G.22), knowing ’reactive power’ is not
defined for non-sinusoidal current waveforms. Nevertheless, it is used for the waveforms
from the simulation and measurements to make simulation and measurements comparable.
The power demand of transformers under GIC bias is also discussed in [KW18].

For the comparison of the transformer models with the measurements the active, fun-
damental reactive Q1 and total reactive power Qt is analysed, according to IEEE Std.
1459:2010 [III10]. Because MATLAB/Simulink does not offer an IEEE Std. 1459:2010
compliant power calculation, the calculation is done with dedicated Simulink blocks, as
depicted in Figure 4.22 and Figure 4.23.

(a) Effective voltage calculation. (b) Effective current calculation.

Figure 4.22: Effective voltage and current calculation according to IEEE Std. 1459:2010
[III10].

Attention should be paid to the power measurement in the simulation environment, which
could be sensitive to simulation step size. Thus, different power values can be derived at
different (fixed) step sizes with the same model.
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(a) Effective apparent power calculation. (b) active power calculation.

Figure 4.23: Effective apparent power and active power calculation according to IEEE Std.
1459:2010 [III10].

4.4.2 Hysteresis and Saturation Test

In the subsequent sections the measured current and voltage waveforms of the DC hysteresis
and AC saturation are used to derive the JA hysteresis parameters during the optimisation
of the corresponding test, on the example of the transformer T3Sa and T3Sb. The JA
and ReCap hysteresis model parameters derived with the AC saturation test are stated
in Table 4.10. The model parameters derived with the DC hysteresis test are stated in
Table 4.11.

Table 4.10: Hysteresis model parameters derived with the AC saturation test.
Jiles Atherton Hysteresis Parameters

Ms α k a c

T3Sa 1.605 · 106 347.5 · 10−6 24.87 134.32 0.2199
T3Sb 1.863 · 106 366.8 · 10−6 24.32 123.03 0.2015

ReCap Hysteresis Parameters
Cs Rh a b n m

T3Sa 0.0107 6.9297 1.4953 0.0148 13.0 31.0

Table 4.11: Hysteresis model parameters derived with the DC hysteresis test
Jiles Atherton Hysteresis Parameters

Ms α k a c

T3Sa 3.217 · 106 171.9 · 10−6 14.12 209.54 0.2004
T3Sb 1.770 · 106 385.2 · 10−6 25.53 94.43 0.2156

ReCap Hysteresis Parameters
Cs Rh a b n m

T3Sa 0.0107 6.9297 1.4953 0.0548 13.0 31.0
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DC Hysteresis Test

The transformer T3Sa DC hysteresis characteristic was measured via the high-voltage
terminals A and C with a portable transformer test device. The maximum current was set
to 0.5 A to stay below the maximum rated current of the high-voltage windings of 0.824 A
(Appendix C.1). For the calculation the measured voltage waveform is approximated with
a rectangular voltage waveform with equivalent magnitude, duration and rise/fall time.
The measured voltage signal should not be used without any post processing, due the
noise and small oscillations in the measurement, caused by the control of the transformer
test device. Large dv/dt in the measured voltage signal can cause instabilities during
the model calculation. Figure 4.24 depicts the measured and calculated current and
voltage waveform during the DC hysteresis test with the deviation in the calculated current
waveform. The corresponding Φ − i characteristic is depicted in Figure 4.25.
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Figure 4.24: Measured and calculated current and voltage waveforms during the DC
hysteresis test for the transformer T3Sa via the high-voltage terminals A-C.

The measured and calculated voltage waveforms are almost indistinguishable. A difference
in the current waveforms appears during the descending and ascending current around
zero-crossing at 22 s and 42 s, respectively. During the time around zero-crossing, the
measured current is almost constant for approximately 0.5 s after zero-crossing. An almost
constant current in the current waveform corresponds to a steep decrease/increase of flux
in the Φ − i characteristic around zero flux. The small deviation during the first current
increase could be related to the measurement uncertainty and a small remanence flux,
visible in Figure 4.25. The calculated current doesn’t show the same characteristic around
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zero-crossing as the measured current, which leads to the conclusion that the inclination
of the modelled hysteresis characteristic is not as steep as the actual major hysteresis loop.
Considering the major hysteresis loop (Figure 2.23), the branch from the negative coercive
field Hc to the negative saturation flux density Bs and the branch from the positive
coercive field to the positive saturation flux density in the model are not as steep as the
corresponding branch in the measurement. The inclination of the hysteresis characteristic
is also affected by the equivalent air gap inductance (rotates the hysteresis characteristic
counter-clockwise with increasing Lgap, see Section 2.4.2 Figure 4.9). Therefore, the
equivalent air gap inductance should be increased or decreased to increase the Φ − i

characteristic inclination around zero-crossing, if a constant equivalent air gap inductance
is used. If a non-linear inductance is used to represent the equivalent air gap inductance,
the inclination of the saturation characteristic of the non-linear inductance should be
increased. The increase of inclination of the saturation characteristic corresponds to a
decrease of the equivalent air gap length. The effect of the winding capacitance can be
considered as minor, due to the DC measurement.

Figure 4.25: Φ − i characteristic calculated from transformer T3Sa DC hysteresis test via
high-voltage terminals A-C.

To improve results obtained from the optimisation process, using the DC hysteresis test,
the measured current and voltage waveforms are further processed to reduce the duration
of the optimisation. By removing the data point at the time instances with constant
current magnitude (di/dt < 20 mA/s) and by using only the waveform from the initial
magnetisation via the positive saturation inductance to the negative saturation inductance
(see Figure 4.26.), the duration of the measured waveform data was reduced to 4.5 s.
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Figure 4.26: Schematic relation between applied voltage waveform, part of the hysteresis
characteristic and resulting current waveform during the DC hysteresis test.

Figure 4.27 depicts the measured voltage and corresponding current from the DC hysteresis
test after the processing, presented in Figure 4.24. Right before 2.5 s in Figure 4.27 the
voltage ringing, caused by the control system of the transformer test device is noticeable.
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Figure 4.27: Processed DC hysteresis measurement data from transformer T3Sa used
during optimisation of the hysteresis models.

AC Saturation Test

Figure 4.28 depicts the measured and calculated phase voltages and currents of the T3Sa
transformer during the AC saturation test. The calculated waveforms are derived with
the inductance-reluctance model. The small discrepancies between the measured and
calculated current waveform are explained partly by the measurement uncertainty and
the remaining error during the optimisation (to limit the computational time during the
optimisation). In addition to the aforementioned effects, the transformer model parameters,
such as the joint equivalent air gap can vary for each transformer leg. In the model, the
joint equivalent air gaps are assumed to be equal for each leg.

Table 4.12 lists the power demand of the T3Sa transformer for the AC saturation test.
The power demand is underestimated in the derived model. The usage of the implemented
reactive power Q calculation in Matlab/Simulink overestimates the total reactive power Qt

demand and the fundamental reactive power Q1 demand, in comparison to the measured
values. The discrepancy between the measured and calculated power demand is partly
due to the accuracy of the measurement, but mainly to the methods used to measure
and calculate the power demand. For example, the CT used for the measurement has
a measurement frequency range from 40 Hz - 10 kHz. Therefore, frequency components
below 40 Hz may not be measured accurately, introducing an error in the measured power.
The deviations between the measured and calculated values are within 15 %, according
to the standard IEC 60076-1:2012 [IEC12a] and close to the maximum allow tolerance of
10 % for the total loss.
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Figure 4.28: Transformer T3Sa inductance-reluctance model: measured and calculated
current waveforms, derived from the AC saturation test.

Table 4.12: The power demand comparison of transformer T3Sa for the AC saturation
test and the inductance-reluctance model.

calculated measured deviation deviation in %
S in VA 4207.4 4695.2 487.8 10.4
Qt in var 4199.2 4680.2 481.0 10.3
Q1 in var 4157.9 3665.8 492.1 13.4
P in W 263.5 375.4 111.9 29.8

Figure 4.29 depicts the voltage and current waveform of the measured and calculated AC
saturation test from the ReCap model.

Table 4.13summarises and compares the calculated and measured power demand during
the AC saturation test with the capacitance-permeance model. The calculated and
measured fundamental reactive and active power demand practically coincides. The total
reactive power demand is underestimated by the model. The reason for the deviation
should be further evaluated during the modelling procedure.

The AC saturation test was also carried out on the five-leg laboratory transformer T5S
(Appendix C.3). Figure 4.30 depicts the voltage and current waveform during the AC
saturation test, with a voltage magnitude of 410 V. The current of phase C is 0.5 A higher
than the current magnitude in phase A. Changing the phases from the power amplifier
gives the same result for leg C as before. This means the different current magnitude
is related to the transformer design. It is assumed that the air gap in the butt joint of
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Figure 4.29: Transformer T3Sa capacitance-permeance model: measured and calculated
current waveforms, derived from the AC saturation test.

Table 4.13: The power demand comparison of transformer T3Sa for the AC saturation
test and the capacitance-permeance model.

calculated measured deviation deviation in %
S in VA 3626.2 4695.2 1069 22.77
Qt in var 3607.49 4680.2 1072.7 22.9
Q1 in var 3620.1 3665.8 45.7 1.2
P in W 371.66 375.4 3.7 1.0

leg three is smaller than the air gap in leg one, which results in an increase in current
magnitude in leg three (see also Section 2.4.2). The assumed magnetic asymmetry is
also visible in the neutral point current, which carries the 0.5 A during the current peak of
phase A.

Figure 4.30 depicts the AC saturation test of the transformer T5S. Inspecting the
transformer core from the side, reveals small deviations in the stacked core sheets. Therefore,
the air gap in the joint of leg C or the joint of the adjacent unwounded return leg could
be larger in comparison to the corresponding air gap of leg A or the adjacent unwounded
return leg. The increased current can be realised in the transformer model by decreasing
the equivalent air gap inductance, and thus increasing the equivalent air gap length ∆
(see (2.56)).

In case of the transformer T3Sb, the AC saturation test at rated frequency of 50 Hz and a
peak voltage of 412.5 V per phase could not force the transformer core into saturation
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Figure 4.30: Transformer T5S: measured waveforms during the AC saturation test with
290 Vrms.

conditions. This is due to the use of high grain-oriented (HGO) steel in the transformer
T3Sb (Appendix C.2) in comparison to conventional grain-oriented (CGO) steel used
in the transformer T3Sa (Appendix C.1). In order to force the transformer core into
saturation, the frequency is reduced to 40 Hz at a constant peak voltage of 380 V per
phase. The corresponding measured peak phase current was 111.1 A.

4.4.3 No-Load Test

For the model validation the derived hysteresis parameters from the AC saturation and
DC hysteresis test are used to calculate the three-phase no-load currents. The calculated
and measured three-phase no-load currents are compared in the following section.

No-Load Test with Model Parameters derived from AC Saturation
Test

Figure 4.31 depicts the measured and calculated three-phase no-load voltage and current
waveforms of the T3Sa transformer. The calculated waveforms are derived with the
transformer T3Sa inductance-reluctance model with the JA parameters optimised using
the AC saturation test. The discrepancies between the measured and calculated current
waveform are explained partly by the measurement uncertainty and the remaining error
during the optimisation (to limit the computational time during the optimisation). In
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addition to the aforementioned effects, the transformer model parameters, such as the
joint air gap can vary for each transformer leg. In the model the equivalent air gaps are
assumed to be equal for each leg. Table 4.14 presents the power demand components
during the standard no-load test carried out with the supply from the power amplifier.
The deviation between the measured and calculated active power is well within in the
required 15 % from the IEC 60076-1:2012 [IEC12a]. The total reactive power and the
apparent power deviation are also within the maximum allowed deviation of 15 %. Further
improvements regarding smaller deviations in the power demand could probably be reached
by a longer optimization of the JA parameters and the consideration of different equivalent
air joint gaps for each leg.
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Figure 4.31: Transformer T3Sa no-load test: comparison of calculated and measured
current and voltage waveforms derived with the AC saturation test depicted
in Figure 4.28.

Table 4.14: Power demand comparison for no-load test with JA model parameters derived
from the AC saturation test.

calculated measured deviation deviation in %
S in VA 579.8 650.9 71.06 10.9
Qt in var 556.3 629.7 73.4 11.7
Q1 in var 531.1 585.8 54.7 6.4
P in W 163.7 164.6 0.9 0.55

Figure 4.32 depicts the measured and calculated no-load voltage and current waveform
of the T3Sa ReCap model, with the hysteresis model parameters derived from the AC
saturation test.
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Figure 4.32: Transformer T3Sa ReCap model: comparison of calculated and measured
current waveforms during the optimisation, derived from the AC saturation
test.

Table 4.17 lists the power demand of the ReCap model with the hysteresis parameters
derived from the AC saturation test. The general accordance of the measured and
calculated data is high.

Table 4.15: Power demand comparison for no-load test with ReCap model parameters
derived from the AC saturation test.

calculated measured deviation deviation in %
S in VA 652.3 650.9 1.4 0.2
Qt in var 628.9 629.7 0.8 0.1
Q1 in var 628.8 585.8 43.0 7.3
P in W 173.1 164.6 8.5 5.2

No-Load Test with Model Parameters derived from DC Hysteresis
Test

Figure 4.33 depicts the current and voltage waveforms of the derived T3Sa transformer
model with the usage of the DC hysteresis test data for the JA hysteresis parameter
optimisation. During the parameter optimisation the measurement signal is approximated
by a rectangular voltage waveform, as depicted in Figure 4.27. The no-load current
magnitudes of all phases are underestimated by the calculated currents in the range of
0.1 A to 0.6 A, without any further model adjustments. The result depicted in Figure 4.33
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was derived after 39 iterations during the optimisation with a residual error between the
measured and calculated current waveform of 0.002836. During test with a higher number
of optimisation iterations, the calculated current waveform was even more underestimated
by the model.
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Figure 4.33: Transformer T3Sa JA model: comparison of calculated and measured current
waveforms, derived from the DC hysteresis test with the signal depicted in
Figure 4.27.

Figure 4.34 presents the measured and calculated current waveform, as well as the
corresponding absolute error, during the optimisation process after 39 iterations with an
error of 0.002836 between the calculated and measured current waveform with the error
function (4.3).

Error =
∑ (Imeas − Isim)2

Signal length
(4.3)

The error between calculated and measured currents increase during the initial magnetisa-
tion between 0.5 s and with the same error magnitude between 3.5 s and 4 s.

Table 4.16 compares the power demand during the standard no-load test of the transformer
T3Sa model, with the JA hysteresis parameters derived with the DC hysteresis test, and
the power demand measured in the laboratory. Without any further adjustments of the
model parameters the power calculated with the derived model from the DC hysteresis
test underestimates the measured power demand by 0.01 % for the total apparent power,
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Figure 4.34: Transformer T3Sa JA model: comparison of calculated and measured current
waveforms of phase A during the optimisation, derived from the DC hysteresis
test.

2.1 % for the total reactive power and 37.8 % for the active power demand. The total
reactive and the fundamental reactive power is overestimated by the model.

Table 4.16: Power demand comparison for no-load test with model parameters derived
from the DC hysteresis test.

calculated measured deviation deviation in %
S in VA 650.8 650.9 0.1 0.01
Qt in var 642.8 629.7 13.1 2.1
Q1 in var 628.8 585.8 43 7.3
P in W 102.3 164.6 62.3 37.8

Figure 4.35 depicts the measured and calculated no-load voltage and current waveform
of the T3Sa ReCap model, with the hysteresis model parameters derived from the DC
hysteresis test. The calculated current waveform has a triangle-similar shape, which differs
from the measured current waveform.

Table 4.17 lists the power demand of the transformer T3Sa, calculated with the ReCap
hysteresis parameters derived from the DC hysteresis test. The deviation of all parameters
is below 10 %.
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Figure 4.35: Transformer T3Sa ReCap model: comparison of calculated and measured
current waveforms, derived from the DC hysteresis test.

Table 4.17: Power demand comparison of the ReCap model for the no-load test with model
parameters derived from the DC hysteresis test.

calculated measured deviation deviation in %
S in VA 665.5 650.9 14.6 2.2
Qt in var 641.1 629.7 11.4 1.8
Q1 in var 641.0 585.8 55.2 9.4
P in W 178.4 164.6 13.8 8.4

No-Load Test Conclusion

Both tests, the AC saturation and the DC hysteresis test, can be used to parametrise the
JA hysteresis model, implemented in the inductance-reluctance model of the transformer
T3Sa. The duration of the optimisation using the AC saturation test is in the range of
ten minutes, with acceptable deviation in power demand and current amplitude. The
duration of the optimisation using the DC hysteresis test is in the range of several ten
minutes, if the start values for the optimisation are chosen appropriate and the processed
waveforms of the DC hysteresis test are used. The DC hysteresis test has the advantage
that the test can be carried out on any transformer in every location, whereas the AC
saturation test is limited by an appropriate power source and therefore also limited by
the test facility. In terms of power demand accuracy, the model derived from the AC
saturation test currently provides higher accuracy than the model derived with the DC
hysteresis test. This is explained by the absence of eddy current and excess losses during
the DC hysteresis test.
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4.4.4 Inrush Current Test

For the further verification of the developed modelling approach, based on the AC saturation
test, the inrush current was calculated for the transformer T3Sa and compared to the
measured inrush current in [Zir+22b]. The inrush current calculation was carried out in the
electromagnetic transient program (EMTP) ATPDraw [HP19] with the topology model of
the transformer T3Sa, depicted in Figure 4.36. The model is parametrised with the data
from the factory acceptance test and the transformer core design data. The transformer
core hysteresis characteristic was implemented as DHM (see Section 2.4.4).

Figure 4.36: Electric model of transformer T3Sa in ATPDraw for the AC saturation test
[Zir+22b].

In order to verify the applicability of the transformer models for inrush current calculation,
the transformer T3Sa was periodically disconnected and reconnected to the public grid.
The goal was to find a case with a maximum current amplitude. The measured voltages
and corresponding currents are depicted in Figure 4.37. The flux densities in each leg,
just before the transformer connection to the grid, are calculated by integrating the phase
voltages and recalculating the flux linkages into flux densities. The flux densities are
estimated as BA(0) = −0.2 T, BB(0) = −0.1 T and BC(0) = 0.3 T. By using these flux
densities as initial values, the inrush currents, depicted in Figure 4.37, are calculated.

The calculated and measured inrush currents are obtained with an additional impedance
between the supply and the transformer, which corresponds to the cable resistance and
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Figure 4.37: Measured and calculated voltage and current waveforms of transformer T3Sa
during inrush.

inductance connecting the T3Sa with the distribution grid transformer. The currents are
almost indistinguishable, which gives a further proof for the accurate modelling. Neglecting
the grid impedance results in an overestimation of the inrush current peak [Zir+22a].

4.4.5 Superimposed DC Tests

For the investigation of transformers during DC bias, a B2B setup with two identical or at
least similar transformers can be used [LE02; Zir+18b]. The B2B test requires an accessible
transformer neutral terminal on the high-voltage side. For the B2B test, two transformers
are connected via their high- an low-voltage terminals. The high-voltage neutral terminals
are connected B2B with a DC source in series between the neutral terminals, as depicted
in Figure 4.38. Because the transformers T3Sa an T3Sb can’t be operated B2B, due to
their short-circuit impedance difference of more than 10 %. For the test with superimposed
DC the laboratory transformers are operated in series via their high-voltage terminals.
The transformer T3Sa is energised by either the power amplifier or the public grid via the
low-voltage terminals and the series connected transformer T3Sb is operated in no-load
on the low-voltage side. The voltage at the high-voltage neutral terminals is close to 0 V
with respect to ground during symmetrical sinusoidal excitation. During non-sinusoidal
excitation, e. g. during DC bias accompanied by half-cycle saturation, the voltage at the
high-voltage neutral terminal increases. During the laboratory tests with the T3Sa, T3Sb
and T5S transformers, the voltage at the high-voltage neutrals reached a maximum voltage
of ±10 V during ungrounded transformers neutrals. Therefore, a DC can be superimposed
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via the high-voltage neutrals of the transformers with the source on ground potential,
which do not requires an isolation of the DC source for the rated high-voltage of the
transformer. For safety reasons, sometimes one high-voltage neutral terminal is solidly
grounded, and the second transformer neutral is grounded via a resistance, to ensure the
superimposed DC to flow via the high-voltage windings during the B2B tests. As DC
source, either a series connections of batteries [Pro+20], a full-wave diode rectifier with
an isolating transformer (Appendix F) or a welding power supply [LE02] could be used.

The voltage waveform during the supply from the public grid showed a ’rectangular’
waveform in comparison to an ideal sinusoidal waveform (see Figure 4.47). Therefore,
tests with superimposed DC were carried out with both supplies and analysed. The analysis
revealed that the power amplifier is preferable to the public grid as supply.

Figure 4.38: Series test setup with the laboratory transformers T3Sa and T3Sb.

Figure 4.39 depicts the low- and high-voltage phase currents during the test with trans-
former T3Sa and T3Sb in series and in no-load condition without superimposed DC. The
total apparent power demand is 814.15 VA, the total reactive power is 767.21 var, the
fundamental reactive power is 722.24 var and the total active power is 272.45 W. The two
smaller maxima before and after the current peak, visible on each phase of the low-voltage
current waveform, are caused by the series operation of the two transformers under test.
The first side maximum is to be assigned to transformer T3Sa and the second side maxi-
mum is to be assigned to transformer T3Sb (see also Figure 4.31 for the measured no-load
current of transformer T3Sa). The side maxima are caused by the magnetic coupling of
the three phases, especially during the current peak of one phase. Besides the magnetic
coupling the vector group of the transformer affects the current waveform [Car17].
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Figure 4.39: Measured current waveforms during the series test of the transformers T3Sa
YNyn and T3Sb YNyn in no-load condition at the public grid.

4.4.6 Superimposed DC Tests with DC Rectifier at Public Grid

The following Figure 4.40, Figure 4.41 and Figure 4.42 present the measurement results
from a series test with the transformer T3Sa and T3Sb with supply from the public grid.
The transformer T3Sb is only connected to the transformer T3Sa via the high-voltage
terminals. Between the high-voltage neutral of both transformers a full-wave rectifier is
used to superimpose a voltage of 63 Vrms, which corresponds to a DC of 345 mA. Assuming
an equal distribution of the DC between the high-voltage windings, this corresponds to
a DC of 115 mA per phase, which corresponds to 13.96 % of the rated current of the
transformer T3Sa (824 mA Appendix C.1). In Figure 4.40 the half-cycle saturation in
the low-voltage supply current of the transformer T3Sa is visible. Whereas no half-cycle
saturation characteristic is noticeable in the high-voltage currents. Therefore, it is assumed
that the B2B connected transformer T3Sb didn’t reached saturation, while a DC of 340 mA
is superimposed via the high-voltage neutrals. The voltage ripple of 1.1 V, caused by the
full wave diode rectifier is depicted in Figure 4.41.

The logarithmic scale in Figure 4.41 of the ordinate depicts the frequency spectrum of the
measured current via the high-voltage neutrals with an AC/DC current clamp. Besides
the pronounced peak around 0 Hz, caused by the superimposed DC, dominating frequency
components at odd harmonics of the rated frequency of 50 Hz are distinctive indication
transformer half-cycle saturation.
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Figure 4.40: Measured low-voltage currents during series test of transformers T3Sa and
T3Sb with superimposed DC from the full-wave rectifier.

In order to verify the steady-state conditions, under a DC ripple of 40 mA, the power
demand was investigated for a timescale of minutes. An excerpt of the power demand
versus time is presented in Figure 4.42, which depicts a constant power demand during
the evaluation period.
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Figure 4.41: Measured current and voltage at high-voltage neutral during series test of
transformers T3Sa and T3Sb with superimposed DC from the full-wave
rectifier and corresponding amplitude spectrum of superimposed DC.
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Figure 4.42: Measured power demand during series test of transformers T3Sa and T3Sb
with superimposed DC from the full-wave rectifier.
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4.4.7 Superimposed DC Tests with Batteries at Public Grid

The following Figure 4.43, Figure 4.44 and Figure 4.45 present the measurement results
from a series test with the transformer T3Sa and T3Sb with supply from the public grid.
The transformer T3Sb is only connected to the transformer T3Sa via the high-voltage
terminals. Between the high-voltage neutral of both transformers five 12 V batteries are
used in series without bypass capacitor to superimpose a DC. The comparison with the
measurement, using a bypass capacitor in parallel to the batteries, reveals no differences.
Therefore, further tests are carried out without bypass capacitor.
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Figure 4.43: Measured low-voltage currents during series test of transformers T3Sa and
T3Sb with superimposed DC from five 12 V batteries in series without bypass
capacitor.

The voltage via the high-voltage neutrals applied with the five batteries is more constant,
than the voltage from the full wave rectifier (compare Figure 4.41), whereas the current
ripple is almost the same as with the full wave rectifier. The frequency spectrum in
Figure 4.44 in purple shows a decaying characteristic, due to the included inrush current
recording. The frequency spectrum of an excerpt without the inrush current is depicted in
blue, where the odd frequency components are distinctive, as in Figure 4.41.

The power demand, depicted in Figure 4.45 is almost constant at the presented period.
The small deviations are caused by deviations in the supply voltage.

The comparison of the supply currents during two series tests (transformers are connected
in series via high-voltage terminals) with supply from the public grid and with superimposed
DC of 63 Vrms between the high-voltage neutrals from a rectifier and batteries reveals a



Power Transformer Modelling and Measurement 151

-0.355

-0.35

-0.345
cu

rre
nt

 in
 A IHV,N

0 10 20 30 40 50 60 70 80 90 100
time in ms

62.99

63

63.01

vo
lta

ge
 in

 V VHV,N

0 50 100 150 200 250 300 350 400 450 500
frequency in Hz

10-5

100

cu
rre

nt
 in

 A FFT(IHV,N, tot) FFT(IHV,N, exc)

Figure 4.44: Measured current and voltage at high-voltage neutral during series test of
transformers T3Sa and T3Sb with superimposed DC from five 12 V batteries
in series without bypass capacitor and corresponding amplitude spectrum of
superimposed DC.

current peak difference, as depicted in Figure 4.46. The rms voltage difference between
the test with batteries and the one with the rectifier is 20 mV. Due to the equivalent
(winding) resistance of several 100 Ω, the reason for the deviation was suspected to be
caused by deviations in the supply voltage. The further analysis reveals a supply voltage
amplitude difference of maximum 1.06 V between the two measurements, which caused
current amplitude deviations of maximum 33.21 %. Therefore, the measurements should
be conducted with the power amplifier, as supply, to guarantee a high amplitude and
voltage waveform accuracy.

Table 4.18 lists the voltage and current peaks of the series test with 900 mA DC from
the DC rectifier and batteries with supply from the public grid, as well as their deviation.
Small deviations in the voltage peaks in the range of 1 % cause current peak deviation in
the range of 33.21 %.

Figure 4.47 depicts the three-phase voltage at the low-voltage terminals of transformer
T3Sa during the series test with the public grid and the power amplifier as source and
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Figure 4.45: Measured power demand during series test of transformers T3Sa and T3Sb
with superimposed DC from five 12 V batteries in series without bypass
capacitor.

Table 4.18: Comparison of voltage and current peaks during series test with supply form
the public grid and with superimposed DC of 900 mA from batteries and a
rectifier.

DC Source VA VB VC IA IB IC
in V in A

Batteries 317.94 320.19 318.54 3.57 3.92 3.14
Rectifier 321.30 323.50 322.07 2.68 3.04 2.35
deviation in % 1.06 1.03 1.01 33.21 28.95 25.16

an ideal sine-wave (dashed line). The phase voltages during the supply of the public grid
show a ’rectangular’ shape around the maxima and minima of the sine-wave in comparison
to an ideal sine-wave.

Figure 4.48 depicts the three-phase voltage with the supply from the power amplifier and
for comparison an ideal sine-wave for phase B. Both, the measured and ideal-sine wave
coincide and the measured voltage don’t show a ’rectangular’ shape as in Figure 4.47.
The comparison of the series tests via the high-voltage terminals with supply from the
public grid and the power amplifier during superimposed DC with the rectifier, reveals
increased current peaks, while using the public grid as supply, as depicted in Figure 4.49.
The comparison of the current and voltage peaks in Table 4.19 reveals that voltage
amplitude deviations are in the range 2 % can cause current amplitude differences up to
19.43 %.
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Figure 4.46: Measured supply currents during series operation of transformer T3Sa and
T3Sb via the high-voltage terminals and with superimposed DC of 63 Vrms
from the rectifier and batteries.

Table 4.19: Comparison of voltage and current peaks during series tests with 900 mA DC
with supply from the public grid and the power amplifier.

DC Source VA VB VC IA IB IC
in V in A

power amplifier 325.26 327.15 326.57 3.77 3.41 3.50
Grid 320.07 321.81 320.52 3.52 3.65 2.82
deviation in % 1.60 1.63 1.85 6.63 7.03 19.43

The B2B test can be carried out with the transformers T3Sa and T3Sb connected
B2B on their high-voltage and low-voltage terminals. During the B2B test with the
aforementioned transformer connected only via their high-voltage terminals, the second
transformer T3Sb can be considered as non-linear load connected to the transformer T3Sa.
The (magnetisation) current of the transformer T3Sb is supplied by the transformer T3Sa
via the high-voltage terminals. During the B2B test with the low-voltage terminals of
th second transformer also connected to the supply, the magnetisation current of T3Sb
is supplied directly from the supply. The comparison of the series and B2B setups in
no-load conditions (no superimposed DC) and in YNyn vector group reveals an increased
current during B2B operation of the low- and high-voltage terminals. According to
[IEC97] the short-circuit impedance voltage of the transformers should be within ±10 %.
This requirement is not full-filled for the YNyn (V̄T3Sa,sc = 17.82 V; V̄T3Sb,sc = 21.56 V;
∆ = 17.34 %) and YNzn5 (V̄T3Sa,sc = 20.16 V; V̄T3Sb,sc = 26.46 V; ∆ = 23.8 %) vector
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Figure 4.47: Measured three-phase public grid voltage and ideal sine-wave during series
test of transformer T3Sa and T3Sb.

group. The differences in the induced no-load voltages, causing circulating currents.
The transformer losses of the transformer with the lower DC impedance increase, as it
can be seen in Figure 4.50. Therefore, tests with low- and high-voltage terminals of
the transformers T3Sa and T3Sb will cause an overestimation of the increased losses
(LV/HV B2B: Pt=587.52 W; Qt=1.36 kvar; PF=0.3669 | HV series test: Pt=268.51 W;
Qt=804.94 var; PF=0.3167) during a test with superimposed DC.

Calculated current waveforms from the series test of T3Sa and T3Sb overestimated
the actual measured current peaks. The no-load test of T3Sb at the public grid with
connected neutral conductor causes in-phase no-load currents. This reveals a dominating
zero-sequence impedance in comparison to the positive sequence impedance. This effect
can currently not be reproduced with the model of T3Sb. Therefore, further work will
also consider the remanent flux of both transformers at the beginning of the tests.
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Figure 4.48: Measured three-phase voltage from power amplifier and ideal sine-wave during
series test of transformer T3Sa and T3Sb.
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Figure 4.49: Comparison of measured waveforms during the series test with supply from
the public grid and the power amplifier with superimposed DC of 63 Vrms via
the full-wave rectifier.
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Figure 4.50: Comparison of the measured waveforms during a series and B2B test of T3Sa
and T3Sb without superimposed DC.
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4.5 Effect of the Transformer Vector Group on the Power Demand

Figure 4.51a depicts the total power and the fundamental power during a series test
with transformer T3Sa and T3Sb with different levels of superimposed DC between the
high-voltage neutrals of T3Sa and T3Sb (see Figure 4.38 for the circuit schematic).
The low-voltage vector group of T3Sb was yn0, d5 and zn5 for the three measurements,
whereas T3Sb was in no-load conditions with solidly grounded low-voltage neutral.
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(a) Fundamental active power and total active
power demand for different vector groups of trans-
former T3Sb during series test with superimposed
DC.
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Figure 4.51: Measured power demand during series tests with superimposed DC supplying
T3Sa with YNyn0 and series connected T3Sb with vector groups YNyn0,
YNd5 and YNzn5.

During increased levels of superimposed DC (0-1500 mA in 300 mA steps) it can be
seen, that the fundamental active power (Figure 4.51a) and fundamental reactive power
(Figure 4.51b) is lower than the total active and non-active power, considering the harmonic
contribution up to the 50th harmonic. Therefore, attention need to be paid analysing the
power demand during transformer saturation. Considering only the fundamental power
drawn by the transformer underestimates the actual power demand. The underestimation
of power demand can also cause errors in the thermal assessment of power transformers.

The deviation in power demand for the different vector groups of the transformer T3Sb
can be explained by the low voltage delta and zigzag windings. The delta winding is a
low impedance path for a circulating current induced from another winding, e. g. the star
winding. The magnetic flux caused by the circulating current provides a compensating
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ampere-turn (in opposite direction to the flux induced by the energised winding), reducing
the saturation level inside the transformer core and therefore, the current and power drawn
by the transformer during transformer core saturation.

The zigzag winding causes the zero-sequence current component to be cancelled out on
each leg, because each leg carries a part winding of two phases with opposite direction,
reducing the zero-sequence current component during half-cycle saturation. Thus, the
current and power drawn by the transformer setup is reduced.

Taking a closer look at the power demand distribution between the phases during the
no-load test of T3Sa and T3Sb in YNyn0, reveals an asymmetric distribution between
the phases with PA < pB < PC. The asymmetric power distribution between the phases
is due to the asymmetric stray losses and the asymmetric mutual coupling between the
phases [Esc+07]. The leakage field from the middle leg/winding to the tank is usually
smaller than the leakage field from the outer two legs/windings to the tank, which can
intuitive visualised with a top view of a transformer. The asymmetric mutual coupling
between the phases is due to the asymmetric distribution of the magnetic field inside the
transformer core during a three-phase excitation.

4.6 Transformer Sound Level under Low Frequency Current Bias

Transformer audible sound can be distinguished in load, no-load and cooling plant sound
[Plo19; Cig20]. The load sound is caused by the vibration of the transformer windings due
to the Lorentz force on the windings. The no-load sound is caused by the magnetised core.
In a core, the induced sinusoidal magnetic flux stimulates a variation of the length of the
electrical steel sheet with a non-sinusoidal shape, known as magnetostriction. The root
cause for magnetostriction are vertical magnetised domains, also called lancet domains,
which short circuit energetically high stray flux in order to reduce magnetic energy of the
system. This means, the less grain orientated the steel is, the more lanced domains are
generated, causing an increased sound level. Higher flux density also increases the density
of lancet domains, so that the sound increases sharply with the flux density. Therefore,
the sound increase of DC biased transformer cores increases sharply at small DC bias as
shown in Figure 4.52 [Bac+12; Bac+13].

The load sound has dominant frequencies of the even multiples of the fundamental frequency
(50/60 Hz). The no-load sound has dominant frequencies of the odd multiples of the
fundamental frequency, due to the magnetostriction of the material. The magnetostriction
force is the dominant audible sound in the power transformer. Under the assumption of
linear constrain between magnetisation and magnetic flux density and small linear elastic
deformation, the following approximation (4.4) and (4.6) are valid. From (4.7) it can be
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Figure 4.52: Transformer sound increase in dB over DC magnetic field.

seen that the force on the transformer core is a function of the instantaneous squared
magnetic field B. The material equations can be derived from continuum mechanics
[Pre83].

F = eEA, (4.4)

σ = eE, (4.5)

M⃗ = ξ

µ0
[(1 − ψe)δ + (β − γ)ẽ] , (4.6)

σ = σ′ − ξ

µ0

[1
2(β − γ)B⃗ × B⃗ + 1

2(1 + γ)B⃗ · B⃗γ
]
, (4.7)

where E is the modulus of elasticity in the direction of the force in N/m2, A is the cross-
section area of the transformer laminated sheet in m2, B⃗ is the instantaneous magnetic
flux density vector as function of time, σ is the stress tensor, σ′ is the elastic stress tensor,
e is the strain tensor, ẽ is the linearised strain tensor, γ and σ are material constants, ξ
is the magnetisability related to the reference status with no strain, µ0 is the vacuum
permeability, δ is the Kronecker delta and M⃗ is the torque vector.
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For the analysis of transformer sound, a narrowband spectrum should be derived from
transformer sound measurements. A 1/3-octave or octave band analysis is insufficient
since the spectrum gets blurred and the harmonics cannot be extracted out of the spectral
data. Figure 4.53 shows a comparison between narrowband, 1/3-octave and octave band
analysis of a typical transformer sound. While the narrowband analysis shows the typical
comb-like shape with the peaks at the even harmonics of the transformers operating
frequencies, this information gets lost in the 1/3-octave band and octave band analysis.
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Figure 4.53: Measured transformer sound pressure in dB over frequency with different
bands.

To get the narrowband spectrum of the transformers sound, a FFT is applied on the data.
During normal operation, the power grid frequency may vary between ±0.2 Hz around the
nominal operating frequency. This frequency deviation multiplies with the higher harmonics
and at the 20th harmonic, this deviation is already at ±4 Hz and must be considered when
generating the spectrum. When dealing with non-exact frequencies, the usage of the ’flat
top’ window function is indicated. It gives a good amplitude representation on cost of
exact frequency resolution [Mey17].

Even harmonics in the transformer sound spectrum are always present and are related to
even multiples of the operating frequency (100, 200, and 300,... Hz for 50 Hz operating
frequency). Odd harmonics in the transformer sound spectrum are related to special
operation conditions and therefore are not always present. Odd harmonics (150, 250, and
350,... Hz for 50 Hz operating frequency) in the transformer sound are e. g. caused by LFC
or DC biased transformers. Intermediate frequencies of the even and odd harmonics are
related to background sound. These intermediate frequencies are shifted by half of the
operating frequency (75, 125, 175, and 225,... Hz for 50 Hz operating frequency).
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This distinction between the frequency components and the root-cause can be used to
identify LFC or DC biased transformer with audible sound measurements [Alb+20].

A commercially available tool to detect a DC bias on a transformer by audible sound
measurements can be found via https://dc-detection.sitram-cam.siemens-energy.

cloud/.

4.7 Low Frequency Current Bias Mitigation in Power Transformers

For the mitigation of LFC or DC flux in transformer core with accessible tertiary delta
winding, a single-phase transformer could be connected in series with the tertiary delta
winding. On the secondary side of the single-phase transformer, a voltage source with
a phase-fired control (PFC) could be used to cause an additional current in the tertiary
delta winding, which compensates the LFC or DC flux inside the main transformer core. If
no LFC/DC is measured in the tertiary delta winding, the compensation can be turned off
and bypassed (circuit configuration in blue). Otherwise, the flux compensation system can
switch to operation mode by opening the bypass circuit breaker (red circuit configuration).
The system could use the current flowing in the delta winding in combination with a zero
control of the 3rd and/or 6th harmonic. The 3rd harmonic and their multiple are caused by
transformer half-cycle saturation in the three phases once per cycle. During B2B operation
of two power transformers exposed to superimposed DC, the half-cycle saturation in one
transformer occurs during the positive half-cycle, whereas the half-cycle saturation of the
other transformer occur during the negative half-cycle. This behaviour and the frequency
spectrum of the current in the delta winding during superimposed DC of 3.3 A via the
high-voltage neutral are depicted in Figure 4.54 and Figure 4.55, respectively. The FFT
amplitude spectrum is calculated with a line resolution of 0.15 Hz together with a Hanning
window (-31 dB, 50 % overlap). The current in the delta winding was measured with a
Chauvin Arnoux MN38 AC current clamp with a bandwidth of 40 Hz to 10 kHz [Cha22].

https://dc-detection.sitram-cam.siemens-energy.cloud/
https://dc-detection.sitram-cam.siemens-energy.cloud/
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Figure 4.54: Measured phase currents during series operation of T3Sa and T3Sb with
superimposed DC during with supply from public grid.
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(a) Measured current in delta winding of trans-
former T3Sb during series operation of T3Sa and
T3Sb with superimposed DC during with supply
from public grid.
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Figure 4.55: Transformers T3Sa and T3Sb in series operation with 3.3 A superimposed
DC via the high-voltage neutral.

Figure 4.56 depicts a schematic of the possible wiring and setup of the tertiary winding
with an additional single-phase transformer.
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Figure 4.56: LFC mitigation in accessible tertiary delta winding.

The advantages of the proposed method are the following:

• the system can be retrofitted to transformers with accessible delta winding, without
any modifications inside the transformer;

• due to the lower voltage rating of the tertiary winding (usually in the 30 kVL-L

range) the size of the additional installation (transformer and power electronics)
can be reduced, due to lower insulation distances;

• the system can be disconnected and connected to the transformer during operation,
e. g. to decrease losses if no LFC or DC bias is present;

• the current in the tertiary delta winding can be measured easily, e. g. with a
Rogowski coil, thus the system do not require any special sensing technique.

4.8 Asset Management and Susceptibility of Power Transformer under
Consideration of Low Frequency Currents

GIC/DC bias with high amplitude and long duration can cause transformers to overheat,
loose insulation and as a consequence fail. Whether high amplitude and small duration or
small amplitude and long duration GIC/DC bias can cause transformers to fail, is still the
topic of ongoing research [Alb+21b].

Transformer failure may not be traced back to GICs caused by space weather events,
because the time between the failure and event may be in the range of years or only the
combination of an already existing weak point with a DC bias causes transformer failure.
Although, small DC bias on the transformer can increase the transformer sound level,
a major temperature increase due to ohmic heating of the windings or a temperature
increase in structural parts due to increased stray flux is not expected [Rai19]. But local
hotspots can occur, if weak points such as already degraded insulation are present. In
order to trace back transformer failure to possible space weather events, the GICsum (4.8)
can be calculated for different time periods.
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GICsum =
∫ t2

t1

|GIC(t)| dt (4.8)

For a further risk analysis, a GICsum value would be required, above which level the specific
transformer could be harmed by the bias. This value would depend on the design of each
transformer.

A guidance, containing a threshold level, where GICs starts to contribute to an accumulated
exposure and different alert levels should be provided. This guidance would be needed to
be adapted for different transformer designs. Figure 4.57 depicts the 1 h-GICsum value for
three different measured transformer neutral point currents during a strong geomagnetic
activity (Kp = 7o) and during a geomagnetically comparable quiet period (max. Kp = 1-)
during May 2021 [Mat+21c].
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Figure 4.57: Cumulative 1 h GICsum of client #01 for May 2021 storm (a, c, e) and quiet
(b, d, e) period during May 2021.
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In [Rai19] a thermal assessment for a specific transformer design was carried out, revealing
no overheating (absolute hotspot temperature above 180◦) will be caused by a 1 h-GICsum

(NPC of 84 A) value of 84 Ah for the specific transformer design. With 1 h-GICsum values
below 4 Ah during the May 2021 event, we can assume that no major transformer heating
would be occurred in the transformer during that event. But the transformer design
from [Rai19] is not the same as the transformer at measurement point #05, where the
maximum NPC of 13.83 A occurred during the May 2021 event.

The transformer susceptibility to LFC or DC bias depends on the zero-sequence impedance
of the magnetic flux paths and the relative permeability of the core material. Depending
on the frequency of the LFC, the LFC adds to further magnetisation of the core (increases
offset flux inside the core) or will be transferred/balanced and behave like nominal AC
[Alb+20]. The susceptibility v of the transformer to LFC can be quantified by the ration of
the AC magnetisation current iµ, AC to the LFC magnetisation current iµ, LFC. Whereas
a high value of v indicates a higher susceptibility to LFC and a low value of v indicates a
low susceptibility to LFC.

The transformer can be represented by its π-equivalent circuit. During transformer core
saturation, the T (Steinmetz) model [Ste00] cannot accurately represent the transformer
behaviour. Thus, the π-equivalent circuit should be used for studies including transformer
core saturation [LFJ12; ZMA21; Jaz+13a; Jaz+13b]. Especially during inrush current
calculation, the T model can cause the overestimation of the current peaks [ZMA21].
Assuming a single-phase transformer, as depicted in Figure 4.58, the susceptibility
coefficient can be expresses as follows:

(a) Single-phase transformer schematic. (b) Single-phase π-equivalent transformer circuit.

Figure 4.58: Single-phase transformer model.
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v = iµ, LFC

iµ, AC
= R1 + jω(L01 + L1)
R′

2 + jω(L′
02 + L′

2 + Ls)
· V̂LFC

V̂AC
, (4.9)

where R1 and R′
2 are the winding resistances, the linear inductances L01 and L′

02 represent
the non-magnetic gaps between the thin windings and the leg, L1 and L′

2 are the
hysteretical inductances of the corresponding legs and yokes, Ls is the off-core magnetic
leakage inductance between the windings, V̂LFC is the peak voltage of the LFC and V̂AC

is the peak voltage of the AC. Thus, v is exponentially decaying with the frequency,
meaning only currents in small frequency range close to 0 Hz can cause transformer core
saturation.

Figure 4.59 presents the normalised susceptibility of the transformer T3Sa to LFC, utilising
(4.9), whereas the following values are used: R1 = 0.034 Ω, R2 = 328.085 Ω·(NLV/NHV)2,
L1 = 400 V/(2πf · 0.9 A), L2 = 35, 000 V/(2πf · 0.9 A · NLV/NHV), L1s = L2s =
uk · 35, 000 V/0.842 A and Ls = 0.2308/(2πf) and V̂LFC, V̂AC the corresponding voltage
amplitudes. Note that the susceptibility scales linear with the LFC amplitude.
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Figure 4.59: Susceptibility of transformer T3Sa to 1 V peak LFC over frequency.

4.9 Demagnetisation of multi-phase multi-leg Power Transformers

Residual magnetism in the ferromagnetic core of a transformer can be caused by diagnosis
measurement, such as the winding resistance measurement with DC or by GICs. A
magnetised core can negatively influence transformer diagnosis measurements (excitation
current test, magnetic balancing test or SFRA) or could cause increased inrush currents
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during transformer energising. Such a remanent flux can be detected by a DC hysteresis
measurement, with an asymmetric hysteresis loop with respect to the absicca, as depicted
in Figure 4.60. For the Φ − i characteristic, depicted in Figure 4.60 the 50 MVA T3L
transformer (Appendix C.4) was demagnetised via the high-voltage terminals V-N, but
an offset shift is still visible in the DC hysteresis measurement. This indicates that a
remanent flux was still present in the core.
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Figure 4.60: Measured hysteresis characteristic with remanence of transformer T3L mea-
sured via high voltage terminals A-C with 1212 effective turns.

Therefore, it is recommended by the IEEE Guide C57.152 [IEE13] to demagnetise a
transformer before diagnostic tests. Only the electrical demagnetising is a non-destructive
method for transformer demagnetisation. Demagnetising with mechanical force or heating
above the Curie temperature of the core material will destroy the transformer.

Because the remanence can’t be reduced to zero exactly, measurement results are influenced
by the remanence of the transformer core, as illustrated in Figure 4.61, where the active
power demand of each phase varies during the energisation.

The remanence flux causes half-cycle saturation and therefore increases current harmonics,
as depicted in Figure 4.62, with the accumulated even and odd current harmonics of the
phase A.

For the demagnetisation of three-phase three-leg and five-leg transformers with two and
three windings per leg, an approach with reversible DC polarity, as depicted in Figure 4.63
is tested with laboratory and large power transformers.
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Figure 4.61: Measured active power over time of phase transformer T3Sa during energisa-
tion.

The efficiency of the demagnetisation procedure is assessed by DC hysteresis tests on the
transformer core, using the approach described in Section 4.3.2.

The key to successfully demagnetise transformer cores is to force all magnetic paths of the
core (legs and yokes) into saturation and therefore force them on their major hysteresis
loop.

Transformers, equipped with delta winding, can also be demagnetised with the following
procedure. A demagnetisation between a phase terminal and the neutral terminal or
two-phase terminals will cause the induced current in the delta winding to vanish, because
of the 180◦ phase shift and the corresponding current amplitudes.

If the demagnetisation is carried out between a phase terminal and the neutral terminal,
an in-phase (zero-sequence) flux in every leg is caused. Because the demagnetisation with
different DC polarities will cause an induced current with a steep increase and a flattening
amplitude, it should be considered, if the short current peak can damage the transformer
under test. If the delta winding is accessible from outside, a current measurement e. g
with a Rogowski coil could be considered.
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Figure 4.62: Measured rms value of even and odd harmonics over time of phase A from
T3Sa during energisation considering current harmonics up to the 50th order
calculated over ten periods.
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Figure 4.63: Measured voltage during demagnetisation procedure of transformer T3Sa via
high-voltage terminal V-N.
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4.9.1 Demagnetisation of three-leg Transformers

For the demagnetisation of three-leg transformers with YN vector group, the following
steps should be carried out:

(1) demagnetise via terminal A-C,
(2) demagnetise via terminals B-N.

Figure 4.64 depicts the magnetic flux density in pu for each of the aforementioned steps.

(a) magnetic flux density istribution during step
(1).

(b) magnetic flux density istribution during step
(2).

Figure 4.64: Magnetic flux density distribution for the demagnetisation of three-leg trans-
former cores in pu.

Thus, every section of the three-leg transformer core forced into saturation during the
demagnetisation procedure.

Case Study: Demagnetisation 50 kVA three-leg Transformer

The proposed demagnetisation procedure for three-leg transformer cores was carried out
on the three-leg 50 kVA laboratory transformer T3Sb (Chapter C.2). For all further
tests, the transformer T3Sb winding connection was YNyn. The remanence flux inside
the transformer core was caused by a DC winding resistance measurement between the
high-voltage terminals A-C. Figure 4.65a depicts the DC hysteresis characteristic derived
from measurement between the high-voltage terminals A-C, revealing a remanence flux
inside the transformer core, due to the asymmetry with respect to the abscissa.

The standard demagnetisation procedure via the high-voltage winding on the middle leg
only is not depicted, because the transformer core could always be demagnetised due to the
large number of turns on the high-voltage winding (7934 turns). Thus, even with a current
of 0.1 A the T3Sb transformer core could successfully be demagnetised. Figure 4.65b
depicts the DC hysteresis characteristic after the proposed demagnetising procedure, first
via the terminals A-C and second via the terminal V-N. It can be seen that the offset shift
from Figure 4.65a could be successfully removed with the demagnetisation procedure.



Power Transformer Modelling and Measurement 171

-0.5 0 0.5
current in A

-0.01

-0.005

0

0.005

0.01

0.015

0.02
)

 in
 V

s

-0.01 0 0.01
-5

0

5

10

#10-3

(a) DC hysteresis of T3Sb between high-voltage
terminals A-C after DC winding resistance mea-
surement between terminals A-C.
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(b) DC hysteresis after proposed demagnetisation
procedure.

Figure 4.65: Measured DC hysteresis characteristics after the respective demagnetisation
procedure of T3Sb.

4.9.2 Demagnetisation of five-leg Transformers

The demagnetisation of five-leg transformer cores can be done in six steps:

(1) short-circuit terminals A-N and C-N,
(2) demagnetise via terminals B-N,
(3) remove short-circuits,
(4) demagnetise via terminals A-N, B-N, C-N in parallel,
(5) short circuit terminals B-N,
(6) demagnetise via terminals A-C,

Figure 4.66 depicts the magnetic flux density in the five-leg transformer core during the
three demagnetisation sequences.

Figure 4.66: Magnetic flux density distribution for the demagnetisation of five-leg trans-
former cores in pu (step 1: black, step 2: blue, step 3: red).
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Form Figure 4.66 it can be seen, that besides the two adjacent yokes of the middle leg, all
other parts of the core reach flux density levels of at least 1 pu. Thus, it can be assumed
that all parts with flux density levels of at least 1 pu can be successfully demagnetised
with the proposed approach. The approach was successfully tested on a 60 kVA and a
786 MVA five-leg power transformer.

Case Study: Demagnetisation 60 kVA Five-leg Transformer

The proposed demagnetisation approach for five-leg transformer cores was tested on the
60 kVA laboratory transformer T5S (Appendix C.3). For the test the transformer windings
were connected in YNyn. A remanence flux inside the transformer core was caused by a
DC winding resistance measurement (30 ADC, 110 mΩ) between the terminals U and W
of the inner windings (low-voltage windings), using the portable transformer test device
OMICRON Testrano 600. The DC hysteresis measurement via the same terminals U and W
reveals a remanence flux, indicated by the offset in the flux linkage (see Figure 4.67a).

The DC winding resistance measurement and the demagnetisation was carried out three
times, first only via the middle leg via the terminal connections B-N; second each leg
separately in the order A-N, C-N, B-N; and third with the proposed approach. After each
demagnetisation a DC hysteresis measurement was carried out between the terminals A-C
to check whether an offset/remanence in the DC hysteresis measurement is present or
not. The two DC hysteresis characteristics after each demagnetisation approaches are
presented in Figure 4.68b and Figure 4.68a. Both measurements reveal that the sequential
demagnetisation of the individual phases and the proposed approach are able to reduce
the remanence flux in the transformer core of T5S to a minimum. The demagnetisation
only via the middle leg cannot reliably reduce the remanence to a minimum. Also,
the demagnetisation of each individual leg cannot reliably reduce the remanence to a
minimum.
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(a) DC hysteresis between high-voltage termi-
nals A-C after DC winding resistance measure-
ment between terminals A-C.
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Figure 4.67: Measured DC hysteresis characteristics after the respective demagnetisation
procedure of T5S.
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(a) DC hysteresis after demganetisation be-
tween terminals A-N, C-N, B-N.
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(b) DC hysteresis after proposed demagnetisa-
tion procedure.

Figure 4.68: Measured DC hysteresis characteristic after the respective demagnetisation
procedure of T5S.
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Case Study: Demagnetisation 786 MVA five-leg Transformer

The same comparison, as described in the section before (Section 4.9.2), was carried
out on 786 MVA power transformer before the factory acceptance test at the transformer
manufacturer side on the transformer T5Lb (Appendix C.6).

The DC winding resistance measurement (10 ADC, 502.2 mΩ corrected for 20◦) via the
high-voltage terminals A-C was used to cause a remanence flux inside the transformer
core. The winding of the transformer are in YNd11 connection. During the DC winding
resistance measurement the current in the delta winding vanishes. Figure 4.69 depicts
the DC hysteresis derived from the measurement between the high voltage terminals A-C.
As in the laboratory test, an offset in the flux linkage is visible, revealing a remanence flux
inside the transformer core.
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Figure 4.69: Measured DC hysteresis between high-voltage terminals A-C after DC winding
resistance measurement between high-voltage terminals A-C with 1170 turns.

After the measured remanence in the transformer core (Figure 4.69), the effectiveness of
three demagnetisation procedures was tested and verified with DC hysteresis measurements.
Figure 4.70 depicts the DC hysteresis characteristic measured via the high-voltage terminals
A-C and B-N. Both Ψ − i characteristics show a symmetrical distribution of the maximum
flux linkage, with respect to the abscissa.
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(a) DC hysteresis A-C after proposed demag-
netisation procedure.
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(b) DC hysteresis between B-N after proposed
demagnetisation procedure.

Figure 4.70: DC hysteresis characteristic after demagnetisation procedure (Section 4.9.1)
of T5Lb.
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Figure 4.71: Measured DC hysteresis A-C after proposed demagnetisation procedure in
Section 4.9.2 of T5Lb.

Figure 4.70 and Figure 4.71 proof that the proposed demagnetisation procedure effectively
reduces the remanence in a five-leg transformer core.

A third, commonly used demagnetisation procedure was tested after a third DC winding
resistance measurement to cause a remanence on the transformer core. During the third
demagnetisation procedure, an in-phase voltage is applied simultaneously between the
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terminals A-B and C-B, where terminal B is used as return. Figure 4.72 shows an
asymmetrical DC hysteresis characteristic with respect to the abscissa. Thus, a remanence
is still present in the transformer core, revealing the demagnetisation was not sufficient.
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Figure 4.72: Measured DC hysteresis A-C after demagnetisation between A-B and C-B of
T5Lb.

4.10 Discussion of Results

It was shown that the transformer core hysteresis characteristic can be measured via
the transformer terminals up to saturation conditions. The measurement via the outer
two wounded transformer legs can be carried out with the AC saturation or with the DC
hysteresis test. The approach, using the two-phase AC saturation test was tested on two
three-leg 50 kVA transformers (T3Sa and T3Sb) and also on a five-leg 60 kVA laboratory
transformer. The DC measurement was tested with three and five-leg transformers in the
laboratory (T3Sa, T3Sb and T5S) and with three- and five-leg large power transformers
(T3L and T5Lb). A further configuration to measure the transformer terminal characteristic
under saturation conditions is the use of a power amplifier with a DC voltage on the neutral
conductor. This requires the vector group yn on the supply terminals of the transformer.
The choice of one of the above methods depends on the availability of the corresponding
transformers and the available laboratory equipment. The DC hysteresis test requires only
a portable transformer test device and can be carried out in the laboratory and in the
field. The drawback of the DC hysteresis test is that the eddy current and excess losses
can’t be measured during the test. Further investigations are required, to determine if
these losses can be considered in the model by using the data from the no-load test. The
AC saturation test requires a sufficiently large power source with two anti-phase voltage
outputs. This requirement may limit the applicability of the AC saturation test to small
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transformers. Also the excitation with a superimposed DC on each phase or on the neutral
conductor requires an sufficiently large power amplifier, which may also limits the test to
small power amplifiers.

Two transformer grey box models are derived from the factory acceptance test data and
the transformer core design data, using the inductance-reluctance and the capacitance-
permeance analogy. In the two topology models, each core section is represented by an
individual branch. The models further include the magnetic stray paths between the legs
and the inner windings, the stray paths between the inner and the middle windings and
the stray paths between the middle and outer windings, if three windings are present.
Especially during saturation, the correct representation of the zero-sequence impedance,
with equal distribution between the phases, makes the model topological and increases the
model accuracy [Zir+22b]. Therefore, the same zero-sequence impedance is derived from
the zero-sequence test and included in the model for each leg. Small deviation can be
caused by this assumption, because the legs can have different zero-sequence impedances,
but these are not measurable at the transformer terminals. Further improvement of the
model accuracy can be reached by considering the air gap between the leg and the core
joints. A parameter study with fixed values for the transformer joint air gap revealed
a small air gap inductance at low flux density levels and a larger air gap inductance
at increased flux density levels. This characteristic can be modelled with a non-linear
inductor, which results in an inductance inversely proportional to the equivalent air gap
length. Together with the equivalent air gap inductance the winding capacitance should
be considered, because the winding capacitance and the equivalent air gap inductance
also rotate the Ψ − i characteristic from terminal measurements (counter-)clockwise. The
model application range can probably be extended to applications with higher frequencies
by split up the magnetic paths into several parallel longitudinal magnetic paths in order to
consider the skin effect [Ras+19].

For the parameter estimation of the hysteresis models the AC saturation or DC saturation
test are used on the example of the transformer T3Sa, by optimising the error between the
measured and calculated terminal current waveforms. The models and model parameters
are validated with the standard no-load test by comparing the terminal current waveforms
and the power demand. Depending on the numbers of iterations during the optimisation
process, the current waveform and amplitude during the no-load is very close to the
measured waveforms. The power demand during the no-load test for the model, derived
with the AC saturation test, is close to the maximum accepted standardised tolerance
of 15 %. Therefore, the modelling approach is suitable for three-leg transformers in
the range of 50 kVA rated power. The JA parameters derived with the DC hysteresis
and AC saturation test differ roughly by the factor of two, in case of the JA parameter
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Ms. Comparing the standard no-load test with the JA parameters derived from the DC
hysteresis and AC saturation test, the data from the AC provides a higher accuracy of the
power demand during the no-load test.

The optimisation process is sensitive to the actual voltage waveform. Therefore, the
voltage in the calculation should be fitted well to the measured voltage in terms of
amplitude, rise time and duration. By removing data samples from the measurement
data, where the current is constant, and only using the data from the initial magnetisation
curve via the positive saturation inductance to the negative saturation inductance, the
overall simulation time can be reduced by 92.6 % from 61 s to 4.5 s in case of the DC
hysteresis test. The power demand and current waveform derived from the no-load with
the hysteresis parameter optimised, based on the DC hysteresis test, are outside the
standardised tolerance of 15 %.

A further improvement during the model optimisation, using the AC saturation or DC
hysteresis test, is the usage of simplified model transformer model, representing only
a single-phase of the transformer [Zir+22a], as depicted in Figure 4.73. Due to the
opposite voltages applied to leg A and C during the AC saturation or DC hysteresis test,
the magnetic fluxes are asymmetrical, with respect to the middle leg B of a three-leg
transformer core. Therefore, the flux in the middle leg B becomes zero, assuming ideal
conditions. Thus, phase A and C are magnetically decoupled. This allows to use either
phase A or C for further investigations during the AC saturation test. When comparing
the full model with phase A or C, it can be observed that both models produce the same
electrical and magnetic outputs. Therefore, the full transformer model can be reduced to
a single-phase model, which reduces the computational power significantly.

Figure 4.73: single-phase representation of three-leg transformer during AC saturation test,
with C’HV of the high-voltage capacity related to the low-voltage side.

It can be expected that the approach is also suitable for five-leg transformers and for
transformers with rated power in the MVA-range, a proof is pending by the time of writing,
but the required transformer data is given in this thesis.
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To investigate the applicability of the transformer topology models, derived with the AC
saturation and DC hysteresis test, the calculated and measured data from the inrush
current, the short-circuit and the zero-sequence test should be compared and analysed.

As a further test case for the transformer model validation during saturation, the transformer
series test can be employed with a superimposed DC via the high-voltage neutrals.

The DC hysteresis test is sensitive to remanence flux and signal distortion. Therefore, the
transformer under test should be demagnetised before the DC hysteresis test. During a
field study on a five-leg 380/110/30 kV 300 MVA power transformer it was found that the
available demagnetisation procedures are not sufficient to demagnetise five-leg transformer
cores. Therefore, a new procedure using, a DC with reversal polarity was successfully
tested on the five-leg laboratory transformer T5S and the large power transformer T5Lb.
The key is to force every section of the transformer core on its outer magnetisation curve
and decrease the flux sequentially to a minimum.

The B2B tests can be carried out with the high-voltage terminals connected and with
low- and high-voltage terminals connected in parallel. If both, the low- and high-voltage
terminals are connected B2B, the requirements, given in [IEC97], should be full-filled. The
transformer T3Sa and T3Sb can be operated connected via their high-voltage terminals
and with one transformer in no-load on its low-voltage terminals. The B2B operation of
both the low- and high-voltage terminals will give wrong results, due to the difference in
the short-circuit impedance voltage difference. A possible configuration to operate the
transformers T3Sa and T3Sb B2B with connected low- and high-voltage terminals, is the
use of two synchronised but independently controllable power amplifiers. In order to prevent
difference between the high-voltage terminals of the transformers, each transformer is
connected to its own power amplifier with controllable voltage amplitude. Both three-phase
supply voltage should be synchronised.

In general, all test should be carried out with the power amplifier as supply, due to voltage
distortion with supply from the public grid.

To superimpose a DC either the full-wave rectifier or batteries can be connected between
the high-voltage neutrals of the series operated transformers. The use of the rectifier is
more convenient due to the voltage regulation from outside the test cell. The voltage
ripple of the full-wave rectifier does not affect the measurement results.

During the tests with batteries no negative effect with or without the use of a bypass
capacitor was noticed. Therefore, no bypass capacitor in parallel to the batteries were
used for further tests.
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5 Conclusion and Further Research

5.1 Conclusion

The work was motivated by the investigations of geomagnetically induced currents (GICs)
in the power transmission grid, including the monitoring of low-frequency currents (LFCs)
in general and their effects on power transformers.

In the scope of this work a new transformer terminal measurement setup, the AC saturation
test, was developed and successfully tested in the laboratory to characterise the transformer
also in deep saturation. The idea of the AC saturation test is to saturate the outer two
legs of an unloaded three-leg transformer by applying two equal 180◦ increased voltages
to the low-voltage windings of the outer two legs. Because the AC saturation test requires
a sufficiently large AC power source, the AC saturation test was further developed to the
DC hysteresis test, which uses a DC voltage with changing polarity. The advantage of
the DC hysteresis test over the AC saturation test is, that it can be carried out in the
laboratory or in the field with a portable transformer test device.

To investigate the effects of GIC bias on transformers, two transformer topology grey box
models are derived with the data from the factory acceptance test and the aforementioned
AC saturation and DC hysteresis test for the parametrisation of the hysteresis models,
implemented in the grey box models. The first topology model is based on the inductance-
reluctance analogy with the Jiles-Atherton (JA) hysteresis model. Due to the small
calculation step-size required by the model to reproduce smooth current waveforms,
a second transformer topology model was employed using the capacitance-permeance
analogy. The hysteresis characteristic in the capacitance-permeance topology model uses
a non-linear capacitor. The hysteresis model parameters of both models, the JA and
the non-linear capacitor are obtained by means of an optimisation with the Nelder-Mead
Simplex (NMS) algorithm, utilising the AC saturation or DC saturation test.

During the DC hysteresis test in the field at large power transformers an offset in the
measured hysteresis characteristic was observed, indicating a remanence in the transformer
core. A demagnetisation with standard procedures could not reduce the remanence.
Therefore, two new demagnetisation procedures for three- and five-leg transformers
were developed and successfully tested at laboratory and large power transformers. The
developed procedures can be carried out and easily be implemented in a portable transformer
test device, to reduce the time required for the demagnetisation.

For the measurement of GICs in solidly grounded transformer neutrals, an existing mea-
surement system has been further developed to minimise the constraints of the monitoring
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system on grid operations. Instead of using a mobile earthing equipment, bypassing the
transformer earthing switch and feed through a zero-flux current transducer, a split-core
current transducer was mounted around the earthing switch itself. The split-core current
transducer uses a Hall sensor as a sensing element. Due to the temperature drift of the
Hall sensor, the drift needed to be compensated to provide an acceptable offset drift for
long-term measurements. For that propose a reference output signal characteristic of the
measurement system was recorded in a climate chamber. The temperature related offset
drift was corrected via the software of the measurement system by a fitted function.

In the following, answers to the research questions related to transformer modelling as
stated in Section 1.1, are given:

How can the transformer core hysteresis characteristics be modelled and parametrised
from transformer terminal measurements?
The transformer core hysteresis can be modelled using the JA hysteresis model. Whereas
the JA hysteresis parameters can be derived in the context of an optimisation with the
NMS algorithm. To implement the transformer core hysteresis characteristics in the
capacitance-permeance analogy a combination of saturation, hysteresis and eddy current
element can be used to model the hysteresis characteristics. The six hysteresis parameters
are derived during an optimisation with the NMS simplex algorithm from special tests.
The hysteresis model, used in the capacitance-permeance analogy model, needs to be
further investigated to characterise its behaviour under different operation conditions, such
as the inrush current phenomena.

What is an appropriate modelling technique that reproduces the transformer terminal
characteristics during saturation?
Transformer grey box topology models are appropriate modelling technique to accurate
calculate the transformer terminal characteristics. The model parameters can be derived
from the factory acceptance test or can be assumed by rules of thumb. The transformer
core design is required to accurately calculate the flux densities in the transformer core
sections. For the topology model, either the inductance-reluctance or the capacitance-
permeance analogy can be used. The inductance-reluctance analogy is more common
to power engineers, but the JA hysteresis model requires a sufficiently small calculation
step-size in the area of 10µs. The capacitance-permeance analogy is more common in
power electronics but delivers acceptable current waveforms at higher step-sizes.

What is an appropriate transformer terminal measurement for the parametrisation of
transformer hysteresis models including moderate saturation conditions?
The AC saturation and DC hysteresis test, which are developed in this work, are an
appropriate transformer terminal measurement in the laboratory and in the field for the



Conclusion and Further Research 183

parametrisation of the JA and the capacitance-permeance hysteresis model. The two-phase
measurement setup mitigates the magnetic coupling of the phases in three- and five-leg
transformers. The DC saturation test can be carried out with a portable transformer test
device in the field or in the laboratory. A possible drawback of the DC saturation test is
the neglect of the eddy current and excess losses, due to measurement with DC. Further
test cases and comparisons between models and measurements are required to judge if
this drawback can be overcome with the data from the no-load test.

How can five-leg multi-winding power transformers be reliable demagnetised and
how can the successful demagnetisation be proofed?
Five-leg multi-winding power transformers can be reliably demagnetised by a sequence of
three demagnetisation cycles, using a rectangular DC voltage signal with decaying amplitude.
The successfully demagnetisation can be proofed by a DC hysteresis measurement. The
demagnetisation and the DC hysteresis measurement can be carried with a portable
transformer test device, in the laboratory and in the field.

The GIC monitoring system, developed in the previous project, was improved with respect
the measurement range, accuracy and number of channels. The hardware of the installed
measurement systems was updated and three additional measurement systems were
employed during the last two years. Five transformers in the Austrian transmission grid
are equipped with a direct flux compensation system (DCC). Since 2020, one of these
transformers is equipped with a transformer neutral point current (NPC) measurement
system and the three additional measurement channels of the improved system are used
to monitor the compensating current of the compensation system. The one-year analysis
of the measured compensating currents during 2021 reveals an almost homogeneous
distribution of the LFC via the three phases of the five-leg 110/380/30 kV 300 MVA
transformer. A new version of the measurement system, using a current transformer
(CT) with a split core around a transformer neutral switch, was employed in 2021 in a
field test. Different other LFC measurement techniques have been investigated regarding
their applicability for the measurement of transformer neutral point currents. A possible
cost-effective measurement system could use an array of four Hall sensors around the
transformer neutral conductor. As main challenge, the drift of the Hall sensors was
identified, especially during long-term measurements. By the time of writing the proposed
setup was not fully tested in the laboratory.

In the following, answers to the research questions related to low frequency transformer
neutral measurement as stated in Section 1.1, are given:
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What are the specifications for a measurement system to measure low frequency
transformer neutral point currents?
For the measurement of transformer neutral point current in geographically mid-latitude
countries the following specifications should be fulfilled by a measurement system:

• no restrictions in power grid operation,
• minimum measurement range: ±25 A, (see Section 3.6)
• minimum accuracy: 2 % ± 1 mA for ±25 A DC,
• minimum primary current resolution: 5 mA,
• minimum sample rate: 1 Hz,
• compensated temperature related offset drift,
• low long-term offset drift,
• withstand short-circuit currents up to 80 kA.

What is the measurement accuracy of the developed system?
The guaranteed measurement system accuracy of the measurement system developed
within this thesis is 2.0 % ±1 mA for the neutral point current measurement in the range
of ±(1 A to ± 25 A) DC. The typical accuracy is 0.5 % ± 1 mA in the range of ±(1 A to
25 A) DC and 0.5 % ± 10 mA in the range of ±(1 A to 250 A) DC for the neutral point
measurement and the three additional measurement channels respectively. Depending
on the used measurement technology it could be useful also measure the temperature
close to the sensor, to provide a temperature compensation of the measurement signal, if
required.

5.2 Further Research

Further research in the field of power transformers should address the following topics:

The modelling approach should be further tested and evaluated. E. g. by using other
standards tests such as zero-sequence and short-circuit test for the model validation.
Furthermore, the modelling approach and the number of case studies should be increased
and extended to large power transformers. Further test cases could be the power calculation
during machine synchronisation, involving step-up transformers as outlined in [Art91].
Regarding the ReCap model, the ability of accurately reproducing minor hysteresis loops
should be evaluated to address possible weak points of the ReCap model.

The modelling approach could be improved in terms of computational speed, e. g. by
combining the NMS and PSO algorithms (e. g. as done in [PSS06; FLZ06; LY12; Bha+21])
for the model parameter optimisation and the usage of a single-phase representation of
the transformer when using the AC saturation test, as demonstrated in [Zir+22a].
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After the model testing, the implementation possibilities in other software environments
should be evaluated, to make the model advantages available to a broad number of
researchers and users.

The demagnetisation procedure should be applied to a set of test cases, including transform-
ers of different rated power and vector groups, to ensure the reliability of the procedure.

Further research in the field of LFC measurements at transformers should address LFCs
caused by power electronics devices and the measurement of LFCs in the environment of
hybrid HVAC/DC transmission lines.

Besides the topics mentioned above, the effects of LFC on magnetic (protective) current
transformers during DC/LFC bias and the effect on the secondary equipment (such as
[DLS06]) should be investigated. Furthermore, the effect on primary equipment.
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A Transformer Neutral Point Current
Measurement System

A.1 Measurement System Versions

Table A.1 lists the measurement system history, according to the used hardware.

Table A.1: Measurement system version and corresponding PCB versions.
System Supply Measurement DCC
Version PCB PCB PCB
v2019 v2 v3 v1
v2021 v3 v3 v2

A.2 Version v2019

The LFC measurement system v2019 can record up to four voltage channels simultaneously
and the temperature inside the measurement cabinet or in the current sensors cabinet. It
is built from up to five blocks, as presented in Figure A.2 and Figure 3.4. Channel one
is used to measure the transformer NPC. Channel two to four are used to measure the
injected current of a DCC system at equipped transformers. For the NPC measurement,
the LEM IT65-S ULTRASTAB closed-loop zero-flux CT [LEM20a] is used in combination
with a 50 Ω measurement burden. The currents of the DCC are measured with a LEM
LF-306 S [LEM20b] with a 33 Ω burden. The LEM LA200SD/SP3 is used with a burden
of 350 Ω.
Block 1 includes the CT and the measurement burden. In order to measure positive
and negative current amplitude, the measurement signal is shifted +2.0496 V with an
operation amplifier (op amp) based adder in Block 2. The offset shift is required, because
the ADC is used with a voltage input range of 0 V to +4.096 V [Tex18].
Block 3 includes the Sallen-Key topology of a second-order active low-pass filter. The
op amp is primarily used as a buffer. For that reason, the performance of the filter is
essentially independent of the op amps performance [SK55]. An active low-pass filter is
used, because of the higher linearity of the active filter, compared to the passive filter,
where the amplitude of the output is lower than the input signal. With the active filter
design, also the input impedance does not affect the linearity.
In Block 4 the signal is sampled with a 16-bit ADC and sent via I2C protocol to the
Raspberry Pi single board computer. The Raspberry Pi is used for data storage and the
remote access via the Universal Mobile Telecommunications System (UMTS).
Block 5 connects the DCC measurement signals from the DCC cabinet, on the transformer
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tank, to the rest of the measurement system, installed at the scaffold of the neutral point
switch. The measurement electronic and the cabinet are depicted in Figure A.1. The
top PCB is the power supply PCB with a D-Sub9 connector to the NPC transducer LEM
IT65-S ULTRASTAB. The middle PCB includes the channel two to four, with the adder,
filter circuit and ADC. The bottom PCB is the single board computer Raspberry Pi 4
model B.

(a) Measurement electronic with power supply
PCB, signal processing PCB and single board com-
puter.

(b) Measurement cabinet with 230 V/50 Hz power
supply, measurement electronic, CT and cabinet
heating.

Figure A.1: Neutral point current measurement system.

Figure A.2: Neutral point current measurement electronic layout.
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A demonstrator of the v2019 measurement system, including the DCC measurement
system, is depicted in Figure A.3. On the screen, a live view of the measured transformer
NPCs from the nine measurement locations is displayed.

Figure A.3: Measurement system demonstrator with DCC measurement electronic and
measurement location map.

Figure A.4 depicts the guaranteed and typical measurement accuracy of the measurement
system with the CT LEM IT65-S ULTRASTAB.
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Figure A.4: Guaranteed and typical measurement system accuracy for LEM IT65-S UL-
TRASTAB.
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Table A.2 gives an overview of the versions, runtime and their location. In the column
’Direction’ the measurement direction of the CT, used in the measurement system, is
indicated. The positive sign (+) indicates the current is measured in positive direction
from substation ground into the power grid via the transformer neutral; the negative sign
(−) indicates the current is measured in positive direction from the power grid via the
transformer neutral into the substation ground. The positive current direction of the DCC
measurement is from the DCC system into the transformer winding.

Table A.2: Measurement client information.

Client State V. Level Runtime Vers. Direc.in kV

#01 Vienna 380 2016-08-26 - 2020-09-23 v2014 +
2020-09-23 - present v2019 +

#02
Styria 380 2016-11-08 - 2018-04-12 v2014 +

Styria 220 2018-04-23 - 2020-09-04 v2014 −
2020-09-04 - present v2019 −

#03 Salzburg 380 2017-04-10 - 2021-07-23 v2014 −
2021-07-23 - present v2021 −

#04 Vienna 220 2017-05-11 - 2020-09-23 v2014 +
2020-09-23 - present v2021 +

#05 Up. Austria 380 2017-10-10 - 2020-12-10 v2014 −
2020-12-10 - present v2019 −

#06 Low. Austria 220 2021-10-21 - 2021-12-07 v2019 +
Low. Austria 2021-12-07 - present v2019 +

#07 Low. Austria 380 2020-01-20 - present v2019 −
#08 Tyrol 380 2021-03-15 - present v2019 −
#09 Carinthia 220 2021-03-15 - present v2021 −

A.3 Measurement System Design Data

The error of an ADC in general given as least significant bit (LSB)1 full scale range (FSR)/2.
The LSB, for the ADC Texas Instruments ADS1115 in FSR ±4.096 V differential operation
mode, is 125µV. Summing up all errors (integral non-linearity, offset error, long-term
offset drift, offset drift over temperature, offset power supply rejection, max. gain error
[Tex18]) from the data sheet gives 13 LSB. Thus, the overall measurement error of the
ADC is 1.625µV.

u(VADC) = ULSB

2 · 19 = 19 · 4.096V
2 · 216 = 19 · 31.25µV = 593.75µV (A.1)

1LSB is the smallest level an ADC can convert
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Table A.3: Measurement system component tolerances; component designation refers to
Figure 3.3, Figure 3.4, and Figure A.2.

Component Description Version Value Tolerance
LEM IT65-S 0.003 %
LEM LF306S 0.4 %
LA200SD/SP3 1 %
Rb NPC 50 Ω v2019 1 %
Rb NPC 50 Ω v2021 0.1 %
Rb NPC 350 Ω v2021 0.1 %
Rb DCC 33 Ω v2019 0.5 %
Rb DCC 33 Ω v2021 0.5 %
RA1 NPC 33.2 kΩ v2019/2021 0.1 %
RA2, RA4 NPC 20 kΩ v2019/2021 1 %
RA3 NPC 31.6 kΩ v2019/2021 1 %
RA21 NPC 100 kΩ v2021 1 %
RA22 NPC 19 kΩ v2021 1 %
RA10 DCC 30 kΩ v2019/21 0.1 %
RA11 DCC 20 kΩ v2019/21 1 %
RF1, RF2 DCC 4.7 kΩ v2019/21 1 %
CF1, CF2 DCC 33µF v2019/21 20 %
ADC ADS1115 (FSR ±4.096 V) v2019/21 1.625 mV
Vras DCC 3.3 V v2019/21 10 %

(A.2) to (A.5) are the transfer functions of the neutral point current measurement system,
depicted in Figure A.2. The function parameters are given in Table A.3.

Vmeas(t) = Imeas·Rb

N
, (A.2)

VLP(t) =
(

1 + RA2

RA1

)
·
(

RA4

RA3 +RA4
· 3.3 V + RA3

RA3 +RA4
· Vmeas

)
, (A.3)

VADC(sn) = VLP
1 + ωcC1(R1 +R2) + ω2

cR1R2C1C2
, (A.4)

VSBC = VADC (A.5)
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Table A.4: Physical properties of MANGANIN® [Isa14].
Property Value
Electric resistivity (@ 20◦C), ρR 43µΩ · cm
Temperature coefficient (@ 20◦C) ±10 · 10−6/K
Density, ρ 8.4 g/cm3

Specific heat capacity, c 410 J/kg·K
Thermoelectric voltage, α (@ 20◦C) -1µV/K
Melting point, Tm 960◦C

A.4 Alternative Current Measurement Technique: Resistive Measure-
ment

On the example of a 380 kV transformer earthing switch with a quadratic U-shaped profile
arm, a possible setup is evaluated. The quadratic arm should have the outer dimensions
of 50 · 50 mm, assuming a thickness of 2 mm and aluminium as the main material (red)
of the switching arm. The MANGANIN® (detail information on the material is given in
Table A.4) shunt-inlet (blue) is also assumed to be quadratic with a thickness of 2 mm and
a length of 100 mm. The lower part of the switching arm is also assumed with a quadratic
shape out of aluminium (yellow) with an outer dimension of 42 · 42 mm and a thickness of
2 mm. The MANGANIN® shunt-inlet therefore has the following dimensions:

• volume V : 35,200 mm3

• conductive surface area A: 16,800 mm2 (=0.0168 m2)
• length l: 100 mm
• equivalent resistance: R = ρ · l/A = 2.56µΩ

In order to check if a short-circuit current cause the material to heat up and to become
mechanically unstable, the relative temperature increase (in comparison to the ambient
temperature) of the material is compared to the melting point. In (A.6) the energy
introduced to the shunt is calculated. In (A.7) the total temperature rise of the shunt
resistor, due to a 50 kA short-circuit current for 300 ms is calculated to be +14.95 K.
Assuming an ambient temperature of +40◦C the absolute temperature of the shunt would
be 54.95◦C. This temperature is far away from the melting point of 960◦C. Therefore, no
considerable decrease of mechanical strength is assumed.

E = I2 ·RShunt = (50 kA)2 · 2.56µΩ · 0.3 s = 1920 J (A.6)
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∆T = E

cρV
= 1920 J

410 J/kg · K · 8.4 · 103 kg/m3 · 35.2 · 10−6m3
= +14.95 K (A.7)

The ideal measured voltage across the shunt (neglect all errors) for 10 mA and 25 A is
calculated to ±25.6 nV to ±64µV, according to (A.8) and (A.9).

UShunt,min = RShunt · Imin = 2.92µΩ · ±10 mA = ±25.6 nV (A.8)

UShunt,max = RShunt · Imin = 2.92µΩ · ±25 A = ±64µV (A.9)

The thermoelectric voltage is caused by a temperature difference between the contact area
of two thermal elements [Mes15], in this case the MANGANIN® shunt and the aluminium.
Assuming the rest of the switching arm is made out of aluminium with a thermoelectric
voltage of +3.5µV/K, the thermoelectric voltage between MANGANIN® and aluminium is
calculated according to (A.10) with an assumed temperature difference of 0.1 K. Because
the interface between Aluminium and MANGANIN® is present between the upper switching
arm and the lower part of the switching arm, the thermoelectric voltage arises two times.
Thus, the thermoelectric voltage itself would lead to a measurement of 13.18 A.

Uthermo =
(κAl − κMAN) · (T1 − T2) = (35µV/K − (−35µV/K)) · 0.1 K

= 38.5µV
(A.10)

In Order to neglect the thermoelectric voltage, the shunt resistance need to be increased
by the factor 106, which means the shunt resistance would need to be in the range of
2.52 Ω. With additional 2.52 Ω the DC network parameters would already be influenced
(typical winding resistance power transformer 0.2...0.6 Ω/phase). Also, the loss dissipation
during a short circuit current event limits the maximum shunt resistance. Due to the
different electron attraction of metals, merging two different metals will result in a galvanic
corrosion (oxidation) of the less noble metal. The galvanic series lists the materials
according to their standard electrode potential E0. Standard refers to activity of the ions,
which need to be 1 mol/l. MANGANIN® is a mixture of 86 % copper (E0 = +0.52 V),
2 % nickel (E0 = −0.23 V), 12 % Manganese (E0 = −1.18 V). Therefore, the overall
standard potential of MANGANIN® is assumed to be +0.301 V. The standard potential of
aluminium is -1.66 V. Thus, aluminium is the less noble material and will be oxidised (loss
electrons) by MANGANIN®, causing an additional voltage between the two materials.
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B Jiles-Atherton Model

B.1 Jiles-Atherton Hysteresis Model

The JA model generates a sigmoid-shaped hysteresis loop by considering the pinning sites
on domain wall motions. An equation describing the sigmoid-shape was derived by the
idea of energy change (E) per unit volume.

E = −µ0m ·H, (B.1)

where µ0 is the vacuum permeability, m is the magnetic moment per unit area and H is
the magnetic field. The coupling between domains in ferromagnetic solid is taken into
account by introducing the parameter α.

E = −µ0m · (H + αM), (B.2)

where M is the bulk magnetisation. By substitution H +αM = He in (B.2), where He is
the effective field intensity the magnetisation can be derived as follows:

He = Ms · f(He). (B.3)

Where Ms is the magnetisation state. This holds true only if the ferromagnetic material
is in equilibrium state. This is only the case of a perfect solid ferromagnetic material
with no impedance to change in magnetisation. For a real solid the ideal magnetisation
characteristic Man, also referred to as anhysteretic characteristic, can be described as
follows:

Man = Ms · f(He), (B.4)

The function f(He) is zero for He = 0 and converges to 1 when He approaches infinity.
This behaviour is described by the following function [JA84]:

Man(He) = Ms

(
coth

(
He

a

)
−
(
a

He

))
, (B.5)
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where the parameter a affects the shape of the characteristic. Increasing a twisted the
characteristic anti-clockwise and vice versa, whereas Ms influences the peak value of the
characteristic at He → ∞.

So far no material defects, are considered, which cause the hysteretical characteristic. The
JA attempts to take into account two domain wall movements. First, the domain wall
displacement and second, the domain wall bulging. The domain wall displacement is an
irreversible process (Mirr), which is caused by a permanent displacement of the domain
walls even if the external field is removed. The domain wall bulging is a reversible process
(Mrev). Thus, the magnetisation M is the sum of both effects:

M = Mirr +Mrev. (B.6)

The magnetisation of irreversible displacement (Mirr) of the domain wall, which cannot
be deformed, just displaced, can be described with:

Mirr = Man − δk
(dMirr

dHe

)
, (B.7)

where δ considers the domain wall pinning opposes the change of the magnetisation with
δ = +1 for dH/dt > 0 and δ = −1 for dH/dt < 0. Rearranging (B.7), results in:

dMirr

dHe
= Man −Mirr

δk
. (B.8)

Inserting He = H + αM at both sides results in:

d(H + αM)
dMirr

= δk

Man −Mirr
, (B.9)

whereas the left side can be rewritten to:

dH
dMirr

+ α = δk

Man −Mirr
. (B.10)

Subtracting α from both sides of the equation and reformulate the right site to a common
denominator gives:

dH
dMirr

= δk − α(Man −Mirr)
Man −Mirr

. (B.11)
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Inverting both sides of (B.11) results in

dMirr

dH = Mab −Mirr

δk − α(Man −Mirr)
. (B.12)

The aforementioned assumption of rigid domain walls do not hold true in reality. The
domain walls rather flex with increasing magnetic field before the domain wall moves. The
domain wall flex is a reversible process, causing also reversible magnetisation change. This
reversible magnetisation is taking into account with the following equation, introducing
the parameter c which is a measure for the domain wall before breaking free.

Mrev = c(Man −Mirr) (B.13)

The reversible differential susceptibility component is:

dMrev

dH = c
(dMan

dH − dMirr

dH

)
. (B.14)

Combining the reversible (B.12) and irreversible component (B.14) into one equation with
the following steps. Starting with the sum of the differential susceptibility:

dM
dH = dMirr

dH + dMrev

dH . (B.15)

Inserting (B.14) and (B.12) into (B.15) gives:

dM
dH = dMirr

dH + c
(dMan

dH − dMirr

dH

)
. (B.16)

Reformulating (B.16) results in:

dM
dH = (1 − c)dMirr

dH + c
dMan

dH . (B.17)

Inserting (B.12) into the last equation results in the final first-order non-linear differential
equation of the JA model:

dM
dH = (1 − c) Man −Mirr

δk − α(Man −Mirr)
+ c

dMan

dH . (B.18)
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Further developments of the JA model and (B.18) exist. To mitigate the non-physical
behaviour at the hysteresis loop tips, stated in [JTD92], the implementation of the
parameter δM is proposed in [Dea94]. By multiplying (B.12) with the parameter δM the
non-physical behaviour is mitigated.

δm =


0 H < 0 and Man −M > 0

0 H > 0 and Man −M < 0

1 otherwise

(B.19)

B.2 Jiles-Atherton Model Implementation

Figure B.1 depicts the JA hysteresis element implementation in MATLAB/Simulink,
including the eddy current (Rfe/le) and rate dependent excess loss (dB/dt) components.
A is the core element’s cross-section area, NLV the number of turns of the low-voltage
winding, k20 scaling factor for the rate dependent excess loss. The factor k20 is roughly
adjusted manually before the JA parameter optimisation and le is the mean magnetic
path length, Rfe is the total iron path resistance.

Figure B.1: JA hysteresis model implementation in MATLAB/Simulink, including eddy
current and excess loss components.

B.3 Jiles-Atherton Parameter Deviation

The calculation procedure of the JA parameters is based on [JTD92]. In order to
calculate the five JA model parameters in [JTD92] it is suggested to use the normal
initial susceptibility χ′

in, the initial anhysteretic susceptibility χ′
an, the coercitivity Hc, the

differential susceptibility at the coercive point χ′
Hc, the remanence Mr, the differential
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susceptibility at remanence χ′
M, and the coordinates Hm, Mm of the hysteresis loop tip,

together with the differential susceptibility of the initial magnetisation characteristic at
the hysteresis loop tip χ′

m. From these measured magnetic properties, the JA parameters
can be calculated or can serve as first approximation.

B.3.1 Determine Jiles-Atherton Parameter Ms

The saturation magnetisation Ms is often known, or at least the region of Ms is known.
Common values for Ms are in the range of 1.55 to 1.80 · 106 A/m.

B.3.2 Determine Jiles-Atherton Parameter c

The JA parameter c is determined from the normal initial susceptibility χ′
in and the initial

anhysteretic susceptibility χ′
an:

χin = dM
dH

∣∣∣
H=0,M=0

= (1 − c)Man

kδ − αMan
+ c

dMan

dH . (B.20)

Using (B.47) with He = H + αM in (B.20) gives:

χin =
(1 − c)Ms

[
coth

(
H
a

)
− a

H

]
kδ − αMs

[
coth

(
H
a

)
− a

H

] +ms · c
a

[
1 − coth2

(
H

a

)
+ a2

H2

]
, (B.21)

taking into account for H → 0 coth(H/a) − (a/H) → 0 results in:

χin = 0 + c
dMan

dH . (B.22)

Because M = 0 at the origin of the magnetisation characteristic,

χin = cMs

3a , (B.23)

which can be solves for c:

c = 3aχin

Ms
. (B.24)

The initial susceptibility χin = µr − 1, thus approximating the initial µr of the magnetic
material can be used to solve (B.24).
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B.3.3 Determine the Relationship of the JA Parameter a and α

From (B.47) with He = H + αM it can be seen that the JA parameters a and α are
affected by χan as follows:

χan = lim
H,M→0

{ d
dHMan(h)

}
= Ms

3a− αMs
, (B.25)

solving (B.25) a results in:

a = Ms

3

(
1
χan

+ α

)
. (B.26)

(B.26) is used as constrain for the further calculation of the JA parameters a and α.

B.3.4 Determine Jiles-Atherton Parameter k

The JA parameter k affects the area of the hysteresis characteristic and therefore the
losses. The JA parameter k accounts for the pinning and therefore for the coercitivity of
the material. The pinning force acts like a magnetic field opposing the external magnetic
field H. For the derivation of k the conditions at the coercive point are considered. The
differential susceptibility at the coercive point χc is assumed as maximum differential
susceptibility χmax, due to the natural of the hysteresis characteristic. Then χmax can be
described by:

χmax = 1
kδ − α(Man(hc) −Mirr)

(Man(Hc) −Mirr) + c

(
dMan(Hc)

dH − dMirr

dH

)
,

(B.27)

for the coercive point the following parameters apply: δ = 1, H = Hc, M = 0. Using
these conditions in (B.27) gives:

k = Man(Hc) −Mirr

χmax − c
(dMan(Hc)

dH
− dMirr

dH

) + α(Man(Hc) −Mirr). (B.28)

For the further derivation of k the terms Mirr and dMirr/dH at the coercive point
can be expressed as function of Man(Hc), χmax, and dMan(Hc)/dH with the following
equations:
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M = Mrev +Mirr, (B.29)

with Mrev = c(Man −Mirr) (B.29) results in:

M = cMan + (1 − c)Mirr, (B.30)

which can be reformulated to:

Mirr = M − cMan

1 − c
, (B.31)

With M = 0 at the coercive point, (B.31) results in:

Mirr = − c

1 − c
Man(Hc). (B.32)

Differentiating (B.31) with respect to H and considering the following values at the
coercive point dM(Hc)/dH = χ′

max:

dMirr(Hc)
dH = χmax

1 − c
− c

1 − c
· dMan(Hc)

dH . (B.33)

Substituting (B.33) into (B.28) yields the following equation for k:

k = Man(Hc)
χmax − cdMan(Hc)

dH

· 1 + α

1 − c
. (B.34)

B.3.5 Conditions at Remanence Point

The JA parameter α can be calculated if the parameters a, k and c are known, using the
remanence Mr. Taking into account the conditions at the remanence point with δ = −1,
H = 0 and M = Mr, with:

dM
dH = (1 − c) Man −Mirr

kδ − α(Man −Mirr)
+ c

dMan

dH , (B.35)

yields:
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χr = Man(Mr) −Mirr

−k − α(Man(Mr) −Mirr)
+ c

(
dMan(Mr)

dH − dMirr

dH

)
. (B.36)

Taking into account that Mr = Mrev +Mirr and Mrev = c(Man −Mirr) the irreversible
magnetisation can be expressed as follows:

Mirr = Mr − cMan(Mr)
1 − c

, (B.37)

and

dMirr

dH = 1
1 − c

· dMr

dH − c

1 − c

dMan(Mr)
dH . (B.38)

Substituting (B.38) into (B.36) yields:

χr = Man(Mr) −Mr

−(1 − c)k − α(Man(Mr) −Mr
+ c

1 − c
·
(

dMan(Mr)
dH − dMr

dH

)
, (B.39)

which can be solved for Mr:

Mr = Man(Mr) + k
α

1−c
+ 1

χr−c
dMan(Mr)

dH

. (B.40)

B.3.6 Determine Jiles-Atherton Parameter a and α at Hysteresis
loop tips

The last step includes the explicit calculation of α and a by using the conditions at
the hysteresis loop tip Mm and Hm. At the loop tips the following conditions are
applied: δ = 1, assuming the loop tip is close to saturation, the differential susceptibility
of the initial magnetisation characteristic approaches the differential susceptibility of
the anhysteretic characteristic dM/dH ≈ dMan/dH. With the general equation for
the irreversible magnetisation Mirr = (M − cMan)/(1 − c) the approximation yields
dMirr/dH = dM/dH = dMan(Hm)/dH. Taking into account that Mirr = Mm (B.36)
yields:
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χm = Man(Hm) −Mm

kδ − α(Man(Hm) −Mm) + c

(
dMan(Hm)

dH − dMirr(Hm)
dH

)
. (B.41)

With the aforementioned approximations, the term on the right-hand side of (B.41)
becomes zero and results in:

χm = Man(Hm) −Mm

kδ − α(Man(Hm) −Mm) , (B.42)

which can be reformulated for Mm:

Mm = Man(Hm) − (1 − c)kχm

αχm + 1 . (B.43)

Due to the dependency of the parameters and the derived equations, the JA parameters
need to be derived iteratively. The parameter c is obtained from (B.24), whereas the JA
parameters a, α and k are obtained with (B.34), (B.40), and (B.43) in an integrative
procedure. With (B.26) and a seed value for α, a first estimation for a can be found.
Afterwards, k is calculated using (B.34). The derived values for k, α and a from (B.40)
are used subsequently in (B.43) to derive the values of α, a and k. This procedure for α,
a and k is then repeated.

B.4 Inverse Jiles-Atherton Model

The implemented inverse JA model is based on [Sad+02] with implemented parameter
δM to mitigate the non-physical behaviour at the hysteresis loop tips.

∆B = B(t+ ∆t) −B(t), (B.44)

where B(t) is the magnetic flux density known from the previous simulation step. ∆ is a
discrete simulation time step.

The magnetisation is calculates as follows:

M(t) = B(t)
µ0

−H(t). (B.45)
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The effective magnetic field is given by:

He(t) = H(t) − αM(t), (B.46)

Man(t) = Ms

(
cothHe(t)

a
− a

He(t)

)
, (B.47)

dMan

dHe
= Ms

a

(
1 − coth2He(t)

a
+
(

a

He(t)

)2
)
, (B.48)

Mirr(t) = M(t) − cMan(t)
1 − c

, (B.49)

δm =


0 H < 0 and Man −M > 0

0 H > 0 and Man −M < 0

1 otherwise

(B.50)

dMirr

dBe
= δM

Man(t) −Mirr(t)
µ0kδ

, (B.51)

dM
dB =

(1 − c) dMirr
dBe

+ c
µ0

· dMan
dHe

1 + µ0(1 − α)(1 − c) dMirr
dBe

+ c(1 − αdMan
dHe

)
, (B.52)

M(t+ ∆t) = M(t) + dM
dB ∆B, (B.53)

H(t+ ∆t) = B(t+ ∆t)
µ0

−M(t+ ∆t). (B.54)



Power Transformer Data 259

C Power Transformer Data

The apparent, active and non-active power was measured with the Dewetron DEWE2-
A4 power analyser (Chapter G.1). Figure C.1 depicts the defined transformer core
dimensions.

Figure C.1: Transformer core dimension nomenclature.

C.1 Transformer T3Sa

Transformer Nameplate
Manufacturing Year . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1974
Manufacturer . . . . . . . . . . . . . . . . . . . . . . . EBG Elektro Bau AG Linz
Rated Frequency/Power . . . . . . . . . . . . . . . . . . . . . . . . . 50 Hz/50 kVA
Vector Group . . . . . . . . . . . . . YNyn0, YNyn6, YNd5, YNd11, YNz5, YNz11
Primary/Secondary Rated Voltage rms, L-L . . . . . . . . . . . . . 35,000 V/400 V
Primary/Secondary Rated Current rms . . . . . . . . . . . . . . . . 0.824 A/72.1 A
Primary/Tap Changer Position/Secondary Winding Turns . . . . . . 7730/2/51+51
Measured Transformer Data
Low-Voltage Winding Resistances 2A/2B/2C (1) . . . . . . . 59.74/79.92/104.3 mΩ
High-Voltage Winding Resistances 1A/1B/1C (1) . . . . . . . . . . 282/277/287 Ω
Total no-load active power losses P . . . . . . . . . . . . . . . . . . . . . 178.3 W
Total no-load apparent power S . . . . . . . . . . . . . . . . . . . . . . . 650.3 VA
Total no-load non-active power N . . . . . . . . . . . . . . . . . . . . . 625.46 var
Short circuit impedance Z 12

(2) . . . . . . . . . . . . . . . . . . . . . 0.228 Ω/phase
Zero-sequence impedance Z 0

(2) . . . . . . . . . . . . . . . 2.244 Ω/phase @ 70.5 A
Winding capacity to ground CH 1U/1V/1W (5) . . . . . . . . . . 3.51/2.30/2.98 nF
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Transformer Core
Cross-section legs Al/yoke Ay

(3) . . . . . . . . . . . . . . . . 6740 mm2/6740 mm3

Window height L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 330 mm
Distance leg to leg A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230 mm
Diameter leg/yoke . . . . . . . . . . . . . . . . . . . . . . . . . . 101 mm/101 mm
Core material & thickness . . . . . . . . . . . . . . Thyssen Krupp ORIS89 0.27 mm
Core material density . . . . . . . . . . . . . . . . . . . . . . . . . . . 7.65 g/cm3

Core material spec. electric conductivity . . . . . . . . . . . . . . . . . . 48µΩ·cm
Min. saturation inductance leg/yoke (4) . . . . . . . . . . . . . . . 1.746 T/1.746 T
Filling factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.955
Primary (HV) winding design . . . . . . . . . . . . . 17 (axial) x 32 (radial) layered
Secondary (LV) winding design . . . . . . . . . . . . . . . . . . . . . . . 2-layer flat

(1) OMICRON CPC100 @ 20◦C 0.697 µΩ connection resistance | (2) secondary (LV) to primary
(HV) winding | (3) filling factor included | (4) maximum allowed secondary voltage of 266.65 Vrms

| (5) @ 50 Hz with OMICRON DIRANA

C.2 Transformer T3Sb

Transformer Nameplate
Manufacturing Year . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1990
Manufacturer . . . . . . . . . . . . . . . . . . . . . . . EBG Elektro Bau AG Linz
Rated Frequency/Power . . . . . . . . . . . . . . . . . . . . . . . . . 50 Hz/50 kVA
Vector Group . . . . . . . . . . . . . YNyn0, YNyn6, YNd5, YNd11, YNz5, YNz11
Primary/Secondary Rated Voltage rms, L-L . . . . . . . . . . . . . 34,965 V/420 V
Primary/Secondary Rated Current rms . . . . . . . . . . . . . . . . . 0.87 A/68.7 A
Primary/Tap Changer Position/Secondary Winding Turns . . . . . . 7792/2/54+54
Measured Transformer Data
Low-Voltage Winding Resistances 2A/2B/2C (1) . . . . . . . . 65.62/64.0/61.6 mΩ
High-Voltage Winding Resistances 1A/1B/1C (1) . . . . . . . . . . 227/230/222 Ω
Total no-load active power losses P . . . . . . . . . . . . . . . . . . . . . 98.61 W
Total no-load apparent power S . . . . . . . . . . . . . . . . . . . . . . 187.44 VA
Total no-load non-active power N . . . . . . . . . . . . . . . . . . . . . 159.41 var
Short-circuit impedance X 12

(2) . . . . . . . . . . . . . . . . . . . . . 0.114 Ω/phase
Zero-sequence impedance Z 0

(2) . . . . . . . . . . . 3.35 Ω/phase @ 15.88 A/phase
Winding capacity to ground CH/CL

(5) . . . . . . . . . . . . . . . . 1.043/2.131 nF
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Transformer Core
Cross-section legs Al/yoke Ay

(3) . . . . . . . . . . . . . . . . 6570 mm2/6570 mm3

Window height L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 300 mm
Distance leg to leg A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233 mm
Diameter leg/yoke . . . . . . . . . . . . . . . . . . . . . . . . . . 102 mm/102 mm
Core material & thickness . . . . . . . . . . . . . . . . . . . . . . . . M2H 0.30 mm
Min. saturation inductance leg/yoke (4) . . . . . . . . . . . . . . . . 2.03 T/2.03 T
Filling factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.965
Primary (HV) winding design . . . . . . . . . . . . . . . . . . . . . . . . 28 layered
Secondary (LV) winding design . . . . . . . . . . . . . . . . . . . . . . . 2-layer flat

(1) OMICRON CPC100 @ 20◦C 0.697 µΩ connection resistance | (2) secondary (LV) to primary
(HV) winding | (3) filling factor included | (4) maximum allowed secondary voltage of 319.98 Vrms

| (5) @ 50 Hz with OMICRON DIRANA

C.3 Transformer T5S

Transformer Nameplate
Manufacturing Year . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2021
Manufacturer . . . . . . . . . . . . . . . . . . . . . Siemens Energy AG Linz/Weiz
Rated Frequency/Power . . . . . . . . . . . . . . . . . . . . . . . . . 50 Hz/60 kVA
Vector Group . . . . . . . . . . . . . . . . . . . . YNyn0, YNyn6, YNd5, YNd111
Inner/Outer Rated Voltage rms, L-L . . . . . . . . . . . . . . . . . . . 400 V/400 V
Inner/Outer Rated Current rms . . . . . . . . . . . . . . . . . . . . . . . 60 A/60 A
Inner/Outer Winding Turns . . . . . . . . . . . . . . . . . . . . . . . . . . 122/122
Measured Transformer Data
Inner Winding Resistances 2A/2B/2C (1-9 con.) (1) . . . . . 54.12/53.26/54.14 mΩ
Outer Winding Resistances 1A/1B/1C (1-9 con.) (1) . . . . . . 68.5/68.56/68.53 mΩ
Total no-load active power losses P . . . . . . . . . . . . . . . . . . . . . 99.58 W
Total no-load apparent power S . . . . . . . . . . . . . . . . . . . . . . 198.31 VA
Total no-load non-active power N . . . . . . . . . . . . . . . . . . . . . 171.50 var
Short circuit reactance X 12

(2) . . . . . . . . . . . . . . . . . . . . . 0.133 Ω/phase
Zero-sequence impedance Z 0

(2) . . . . . . . . . . . . . . . 9.8 Ω/phase @ 70.71 A
Winding capacity to ground CH

5 . . . . . . . . . . . . . . . . . . . . . 0.003457 nF
Transformer Core
Core cross-section . . . . . . . . . . . . . . . . . . . . . . . . . . . . . rectangular
Core joints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90 ◦
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Cross-section wounded legs Al
(3) . . . . . . . . . . . . . . . . . . . . . . 8,022 mm2

Cross-section unwounded legs Al/yoke Ay
(2) . . . . . . . 4,679.5 mm3/4,679.5 mm2

Window height L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 500 mm
Distance wounded leg to leg A . . . . . . . . . . . . . . . . . . . . . . . . 400 mm
Distance un-wounded leg to wounded leg A . . . . . . . . . . . . . . . . . 235 mm
Width leg/height yoke . . . . . . . . . . . . . . . . . . . . . . . . 120 mm/70 mm
Core material . . . . . . . . . . . . . . . . . . CGO steel; ET 110-30LS (110-30M)
Core material coating on each side . . . . . . . . . . . . . . . . . . . . . 1.5-3.0µm
Core material density . . . . . . . . . . . . . . . . . . . . . . . . . . . 7650 kg/m3

Core material spez. electric conductivity . . . . . . . . . . . . . . . . 2.08·106 S/m
Min. saturation inductance leg/yoke (4) . . . . . . . . . . . . . . . . . 1.8 T/1.8 T
Filling factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.955
Primary (HV) winding design . . . . . . . . . . . . . . . . . . . . . . . . . 1 layered
Secondary (LV) winding design . . . . . . . . . . . . . . . . . . . . . . . . 1 layered

Further information on the transformer design can be found in the transformer design
proposal "5-Schenkel Labortransformator".
(1) OMICRON CPC100 @ 20◦C with 0.697 µΩ connection resistance | (2) secondary (LV) to
primary (HV) winding | (3) filling factor included | (4) maximum allowed secondary voltage of
266.65 Vrms | (5) @ 50 Hz with OMICRON DIRANA

C.4 Transformer T3L

Transformer Nameplate
Manufacturing Year . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2021
Manufacturer . . . . . . . . . . . . . . . . . . Siemens Energy Austria GmbH Linz
Rated Frequency/Power . . . . . . . . . . . . . . . . . . . . . . . . 50 Hz/50 MVA
Vector Group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . YNd5d5
Primary/Secondary/Tertiary Rated Voltage rms, L-L . . . 110.0 kV/10.5 kV/6.0 kV
Primary/Secondary/Tertiary Rated Current rms . . . . . . . 289 A/1,925 A/1,925 A
Nominal Primary/Secondary Winding Turns . . . . . . . . . . . . . . 497+109/105
Measured Transformer Data
Nominal Primary Winding Resistances 1A-/1B-/1C-N (1) . . 423.8/424.4/423.9,mΩ
Secondary Winding Resistances 2A-B/2B-C/2C-A (1,2) . . . . 17.81/17.83/17.78,Ω
Tertiary Winding Resistances 3A-B/3B-C/3C-A (1) . . . . . . . . 6.79/6.82/6.83,Ω
Total no-load active power losses P (3) . . . . . . . . . . . . . . . . . . . 13.08 kW
Total no-load apparent power S (3) . . . . . . . . . . . . . . . . . . . . 4.577 MVA



Power Transformer Data 263

Total no-load non-active power Q (3) . . . . . . . . . . . . . . . . . . . 5.575 Mvar
Short circuit impedance Z 12

(4) . . . . . . . . . . . . . . . . . 1.95+j53.55 Ω/phase
Zero-sequence impedance Z 0

(2) . . . . . . . . . . . 1.3+j46.93 Ω/phase @ 164.6 A
Winding capacity to ground CH/CM/CL

5 . . . . . . . . . . . 3797/1433/13240 pF
Transformer Core
Cross-section legs Al/yoke Ay

(6) . . . . . . . . . . . . . . 2065.49 cm2/2065.49 cm2

Window height L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1410 mm
Distance leg to leg A . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1630 mm
Diameter leg/yoke . . . . . . . . . . . . . . . . . . . . . . . . . . 536 mm/536 mm
Core material . . . . . . . . . . . . . . . . . . . . . . . . . 080-23 Domain Refined
Min. saturation inductance leg/yoke . . . . . . . . . . . . . . . . . . 2.03 T/2.03 T
Filling factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.965
Primary (HV) winding design . . . . . . . . . . . . . . . . . . . . . . . . 28 layered
Secondary (LV) winding design . . . . . . . . . . . . . . . . . . . . . . . 2-layer flat

(1) at 20◦C | (2) nominal tap changer position 10 | (3) @ 100 % Un | (4) HV to MV | (5) @ 50 Hz
with OMICRON CPC 100 | (6) filling factor included

C.5 Transformer T5La Auto Transformer

Transformer Nameplate
Manufacturing Year . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2021
Manufacturer . . . . . . . . . . . . . . . . . . . . . . . . Siemens Energy AG Weiz
Rated Frequency/Power . . . . . . . . . . . . . . . . . . . 60 Hz/600/600/75 MVA
Vector Group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . YNa0d1
HV/LV/MV Rated Voltage rms, L-L . . . . . . . . . . . . 345 kV/141.5 kV/13.8 kV
HV/LV/MV Rated Current rms . . . . . . . . . . . . . . . . 1116 A/2448 A/3138 A
HV/LV/MV Winding Turns . . . . . . . . . . . . . . . . . . . 284-340-396/236/40
Measured Transformer Data
Mean HV Winding Resistance (OLTC: 17-9-1) (1) . . . . 125.02/115.75/125.02 mΩ
MV Winding Resistance (1) . . . . . . . . . . . . . . . . 31.990/32.011/31.972 mΩ
LV Winding Resistance (1) . . . . . . . . . . . . . . . . . . . 5.301/5.258/5.232 mΩ
Total no-load active power losses P (@13,8 kV) . . . . . . . . . . . . . . 185.1 kW
Total no-load apparent power S (@13,8 kV) . . . . . . . . . . . . . . . . 198.81 kVA
Short circuit impedance X 12 (OLTC:10) . . . . . . . . . . . . . . . . 53.55 Ω/phase
Zero-sequence impedance Z 0 (Z1NS) . . . . . . . . . . . 23.15 Ω/phase @ 514.7 A
Winding capacity to ground CH 1U/1V/1W, CL 2U/2V/2W2 . . . . . 592/588/590,
726/720/723 pF



264

Transformer Core
Core joints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45 ◦

Cross-section wounded/unwounded legs Al/yoke Ay
(3) . . . . . . . . . . . 75.41 dm2

37.84 dm2/42.93 dm2

Window height L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2,900 mm
Diameter yoke H . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 580 mm
Diameter wounded leg D . . . . . . . . . . . . . . . . . . . . . . . . . . 1034 mm
Diameter un-wounded leg D . . . . . . . . . . . . . . . . . . . . . . . . . . 510 mm
Distance wounded leg to leg A . . . . . . . . . . . . . . . . . . . . . . . 2060 mm
Distance un-wounded leg to wounded leg A . . . . . . . . . . . . . . . . 1315 mm
Core material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Posco 110-30M

(1) OMICRON Testrano @ 22.5◦C | (2) Doble M4100 | (3) filling factor included

C.6 Transformer T5Lb GSU Transformer

Transformer Nameplate
Manufacturing Year . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2022
Manufacturer . . . . . . . . . . . . . . . . . . . . . . . . Siemens Energy AG Weiz
Rated Frequency/Power . . . . . . . . . . . . . . . . . . . . . 50 Hz/786/786 MVA
Vector Group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . YNd5
HV/LV Rated Voltage rms, L-L . . . . . . . . . . . . . . . . . . . . 525 kV/22.8 kV
HV/LV Rated Current rms . . . . . . . . . . . . . . . . . . . . . 843.3 A/19,903.4 A
HV(OLTC: 3)/LV Winding Turns . . . . . . . . . . . . . . . . . . . . 557+2x14/44
Measured Transformer Data
HV Winding Resistance (OLTC: 1) (1) . . . . . . . . . . . . . . . . . . . 251.3 mΩ
MV Winding Resistance (1) . . . . . . . . . . . . . . . . . . . . . . . . . . 7.55 mΩ
LV Winding Resistance (1) . . . . . . . . . . . . . . . . . . . . . . . . . . 10.22 mΩ
Total no-load active power losses P (@22.8 kV) . . . . . . . . . . . . . . 165.6 kW
Total no-load apparent power S (@22.8 kV) . . . . . . . . . . . . . . . . . 185.4 kVA
Short circuit impedance X 12 (OLTC:1) . . . . . . . . . . . . . . . . 111.66 Ω/phase
Zero-sequence impedance Z 0 (Z1N0 OLTC:1) . . . . . . 64.14 Ω/phase @ 656.95 A
Winding capacity to ground CH, CL

(2) . . . . . . . . . . . . . 16185.3 pF/0.0553µF
Transformer Core
Core joints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45 ◦

Cross-section wounded/unwounded legs AL/main yoke AY
(3) . . . . . . 137.41 dm3

69.23 dm2/78.75 dm3
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Window height L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2,590 mm
Distance E wounded leg to leg A . . . . . . . . . . . . . . . . . . . . . . 2328 mm
Distance F un-wounded leg to wounded leg A . . . . . . . . . . . . . . . 1,539 mm
Core material . . 080-23DR (0.23 mm grain oriented HiB silicon steel laser treated)

(1) Agilent Datalogger, Fluke 8846A @ 20◦C | (2) HV/LV to LV/HV+tank @ 10 kV | (3) filling
factor 0.965 included
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D Power Amplifier Characteristic Data

All measurements are performed with the Regatron full 4-Q grid simulators switched power
amplifiers connected in parallel or on one single power amplifier. In both cases, the ’DC
rejection’ is turned on in the control of the power amplifier. This option is recommended
by the manufacturer of the power amplifier if inductive components are connected to the
amplifiers. Also, the neutral conductor N and PE should be connected together, because
the power amplifier uses the PE conductor as control reference.

AC load side ratings
Power Range . . . . . 0 - 30 kVA
Voltage Range . . 0 - 305 Vrms,L-N

Current Range . . . . 3 x 0 - 43 A
Frequency Range . . . 0 - 1 kHz
Modulation Bandwidth . . 5 kHz
DC Offset . . . . . . . ≤ 10 mV

DC Ripple and Noise
16 Hz - 200 kHz . . . . 230 mVrms

9 kHz - 20 MHz . . . . 700 mVp-p

Static Accuracy
Voltage @50/60 Hz . 0.05 % F.S.
Voltage . . . . . . . . . ≤ 1.5 V
Frequency . . . . . . . . . 2 mHz
Phase Angle . . . . . . . . . . 1◦

Figure D.1: Power amplifiers in power hardware-in-the-loop laboratory.
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E Audio and Acoustic Analyser

For the transformer sound level measurement, the electroacoustic equipment according to
Table E.1 was used, which fulfils the requirements of class 1 according to [IEC01c].

Table E.1: Measurement system component tolerances.
Device Specific Data
Audio Recorder NTI XL2
Microphone NTI M2230
Sample Rate 48 kHz
Calibrator Brüel & Kjaer 4231
Calibration accuracy ±0.2 dB
Frequency Range 5 Hz - 20 kHz
Frequency response tolerance (20 Hz - 4 kHz) ±1.0 dB
Frequency response tolerance (4 Hz - 10 kHz) ±1.5 dB
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F DC Source / Rectifier

A 230 V/230 V isolation transformer is used to supply a full-wave rectifier (GBPC2506) with
smoothing capacitor (FELSIC 2200µF) to superimpose a DC between the high-voltage
neutrals during the series tests in the laboratory. The schematic and a figure of the DC
source are depicted in Figure F.1 and in Figure F.2 respectively.

Figure F.1: Schematic of DC source used during series laboratory tests.

Figure F.2: Figure of the full-wave rectifier and the smoothing capacitor with parallel
resistor R1.
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G Transformer Laboratory Measurement
System

G.1 Data Acquisition System DEWETRON DEWE2-A4

As data acquisition system, the Dewetron DEWE2-A4 power analyser was used, with a
sample frequency of 10 kHz. The used voltage measurement channels and signals are
listed in Table G.1. The TRION-2402-V module was calibrated on 2020-08-25.

Table G.1: Dewetron voltage modules and measurement setup.
Voltage Module Measurement Point Measurement Range

in V
DAQP-HV voltage A/B/CLV, ±800 V
DAQP-LV current CA MN38 ±2.5 VDC shunt A/B/CLV
TRION-2402-V voltage A/B/CHV ±100 V

G.2 Measurement Probes and Shunt

Table G.2 lists measurement probes used in the laboratory measurements. For further
analysis, the current from current clamps are used. A comparison of deviation over the
current frequency between the current clamp Chauvin Arnoux MN38 and the Lumel DC
shunt (100 A/60 mV) was done for a short-circuit test of T3Sb. The amplitude and phase
deviation at 1 kHz is below 100 mA and 0.48 ◦ at 10 A peak current per phase, whereas
these values are within the accuracy of the current clamp (≤ 2.5% + 5 mV, ≤ 5◦) and
the DC shunt (0.2 %). Also, the comparison between the shunt and Chauvin Arnoux
MN38 clamp in the frequency spectrum of the current reveals nearly the same spectrum
up tp 1 kHz. Comparing the power measurement, the largest deviation was observed in
the fundamental active power at 1 kHz with 685.22 mW for the Chauvin Arnoux MN38
current clamp and 4.48 W for the DC shunt. This deviation can be explained by the
frequency measurement range of the Chauvin Arnoux MN3, which is specified between
40 Hz and 10 kHz. Therefore, the current frequency spectrum below 40 Hz cannot be
measured, whereas this range is measured via the shunt. The high-voltage probe Fluke
80K-40 has a measurement accuracy for 60 Hz AC of 5 % [Flu97]. A frequency sweep from
50 Hz to 1,000 Hz reveals a high damping of the voltage amplitude for frequencies above
50 Hz. Therefore, the measured voltage with probes is only used for proof-of-concept
measurements.
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Table G.2: Dewetron voltage modules and measurement setup.
Probe Type Product Name Conversion Ratio
Voltage Fluke 80k-40 1:1000 V
Current Chauvin Arnoux MN38 100 A/V, 10 A/V
Current Chauvin Arnoux E3N 100 A/V, 10 A/V
Current Chauvin Arnoux C173 1 mV/A
Shunt Lumel DC 100 A/60 mV 1:1666.67 A/V

G.3 Power Measurement

For the power measurement, with an accessible dedicated neutral conductor, the voltage
between the terminal connection and the neutral conductor is used. In case of delta
connected windings, the line-to-line voltage is used for the power calculation. The power
calculation was done in the measurement system with the software Oxygen 5.7. All
voltages were measured from line-to-neutral. As current signal for the power calculation
the signal from the current clamps were used. The power calculation in the Oxgyen 5.7
software is done applying the IEEE Standard 1459 [III10].

Figure G.1 depicts the measured phase currents with the Lumel DC shunts and the
Chauvin Arnoux MN38 current clamps during the short-circuit test of transformer T3Sb
at 50 Hz. The phase shift between the signal from the shunt and current clamp is 1.8◦,
3.6◦, and 5.4◦ for phase A, B and C, respectively. The normalised deviation between the
waveforms of the shunt and current clamp of phase B reveals a constant offset in one of
the measurement channels. These values are almost all within the range of the specified
phase shift of the Chauvin Arnoux current clamp [Cha22]. The phase shift between the
waveforms of the neutral conductor is 99◦, whereas no phase shift is specified for the
current clamps below 10 A.

Figure G.2 depicts the deviation between the calculated power, using the Chauvin Arnoux
current clamps, and the Lumel DC shunts, as well as the resulting power factor. The
power factor, using the DC shunts, is 2 % lower than the power factor measured with the
current clamps.

Figure G.3 depicts the frequency spectrum of the current clamps and the shunts. The
frequency spectrum with both measurement equipments coincides. The maximum deviation
of the normalised current amplitude is below 2.7 · 10−4.



Transformer Laboratory Measurement System 275

-100

0

100

-0.01

0

0.01
IShunt,A IClamp,A |Shunt-Clamp|

-100

0

100

-0.01

0

0.01
IShunt,B IClamp,B |Shunt-Clamp|

-100

0

100

-0.01

0

0.01
IShunt,C IClamp,C |Shunt-Clamp|

0 20 40 60 80 100 120 140 160 180 200
time in ms

-1

0

1

-2

0

2
IShunt,N IClamp,N |Shunt-Clamp|

cu
rre

nt
 in

 A

Figure G.1: Deviation between currents measured with Chauvin Arnoux MN38 and Lumel
DC 100 A/60 mV over current @ 50 Hz.

G.3.1 IEEE 1459 Power Calculation

The IEEE Standard 1459 [III10] provides a definition for the power calculation in multi-wire
systems during unbalanced and non-sinusoidal conditions. During unbalanced three-phase
four wire system, triplen harmonics can form in the neutral conductor. Therefore, the
neutral conductor needs to be taking into account during the power analysis.

Figure G.4 depicts the power separation of apparent power S into active power P, harmonic
reactive power Qh, reactive power Q and distortion reactive power D.

Note, that the constants need to be adjusted, if more or less than three plus one neutral
conductor are used.

For the further power calculation [III10] introduces an effective current Ie and voltage
Ve.

Ie =
√

1
3(I2

a + I2
b + I2

c + ρI2
n), (G.1)
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Figure G.2: Deviation of Power and Power Factor between Chauvin Arnoux MN38 and
Lumel DC 100 A/60 mV over current @ 50 Hz.

where ρ = rn/r with the phase conductor resistance r and the neutral conductor resistance
r.

The effective voltage Ve is given by:

Ve =
√

3(V 2
a + V 2

b + V 2
c ) + ξ(V 2

ab + V 2
bc + V 2

ca)
9(1 + ξ) , (G.2)

where

ξ = P∆

PY
= 9V 2

e

R∆
· RY

3V 2
e

= 3RY

R∆
, (G.3)

with the effective line-to-neutral voltage Ve. If the ration ξ is unknown, it is recommended
to assume ξ = 1.0 [III10]. With this assumption (G.2) yields:

Ve =

√
3(V 2

a + V 2
b + V 2

c ) + ξ(V 2
ab + V 2

bc + V 2
ca)

18 . (G.4)
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Figure G.3: Single-side amplitude spectrum of phase currents measured with Chauvin
Arnoux MN38 current clamps and Lumel DC 100 A/60 mV shunts over fre-
quency.

A further simplification of (G.4), assuming the line-to-neutral voltages are with the range
of ±10 %, yields:

Ve =

√
V 2

ab + V 2
bc + V 2

ca

9 , (G.5)

which results in an error less than 0.2 %. The effective apparent power is calculated by:

Se = 3VeIe. (G.6)

The calculation of the power components is based on the separation between fundamental
effective and non-fundamental effective current and voltage components. With further
simplification explained in [III10], the current and voltage components are calculated as
follows, assuming the ratios ρ1, ρ1h are unknown and therefore assumed to be 1.0 (the
further definition can be found in [III10]). This simplification yields:
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Figure G.4: Extended power triangle.

Ie =

√
I2

a + I2
b + I2

c + I2
n

3 , (G.7)

Ie1 =

√
I2

a1 + I2
b1 + I2

c1 + I2
n1

3 , (G.8)

IeH =

√
I2

aH + I2
bH + I2

cH + I2
nH

3 =
√
I2

e − I2
e1, (G.9)

Ve =

√
3(V 2

a + V 2
b + V 2

c ) + (V 2
ab + V 2

bc + V 2
ca)

18 , (G.10)

Ve =

√
3(V 2

a1 + V 2
b1 + V 2

c1) + (V 2
ab1 + V 2

bc1 + V 2
ca1)

18 , (G.11)

VeH =

√
3(V 2

aH + V 2
bH + V 2

cH) + (V 2
abH + V 2

bcH + V 2
caH)

18 . (G.12)

Therefore, the effective apparent power consists of four terms:

S2
e = (3Ve1Ie1)2 + (3Ve1IeH)2 + (3VehIe1)2 + (3VeHIeH)2. (G.13)
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The non-fundamental effective apparent power SeN yields:

SeN =
√
S2

e − S2
e1 =

√
D2

e1 +D2
eV + S2

eH, (G.14)

with De1 is the effective current distortion power, DeV is the effective voltage distortion
power and SeH is the effective harmonic apparent power. Whereas the terms can be
calculated as follows:

De1 = 3Ve1IeH, (G.15)

DeV = 3VeHIe1, (G.16)

SeH = 3VeHIeH, (G.17)

The distortion power is yields:

DeH =
√
S2

eH + P 2
H, (G.18)

whereas the effective total apparent power Se can be split up into active power P (in W)
and non-active power N in (var).

S2
e = P 2 +N2 (G.19)

The power factor PF yields:
PF = P

Se
, (G.20)

whereas for non-sinusoidal conditions the following holds true:

PF ̸= cos(φ), (G.21)

with Se > P .

The arithmetic mean active, reactive and apparent power from measurements and simula-
tions in this thesis are calculated in MATLAB/Simulink, using the single phase ’Power
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Measurement’ block from the library ’Simscape/Electrical/Control/Measurements’ [Mat22],
which uses the current and voltage wave forms as input and calculates the active and
reactive power harmonic components.

The active and reactive power is calculated for each harmonic k = 0, 1, 2, 3, ..., where k = 0
is the DC component and k = 1 corresponds to th fundamental frequency component.

Pk + jQk = G
(
Uke

jθU,k
)(

IkejθI,k

)
, (G.22)

with

Uke
jθU,k = 2

T

∫ t

t−T
U(t)sin(2πkfbt)dt+ j 2

T

∫ t

t−T
U(t)cos(2πkfbt)dt, (G.23)

Ike
jθI,k = 2

T

∫ t

t−T
I(t)sin(2πkfbt)dt+ j 2

T

∫ t

t−T
I(t)cos(2πkfbt)dt. (G.24)

In the phasor equations, T is the inverse of the base frequency fb, which is a fixed
pre-defined value. G in (G.22) equals 0.25 for the DC component (k = 0) and 0.5
for the fundamental and harmonics (k > 0). G = 0.5 results from complex power
calculation S = U · I∗. Because the current and voltage amplitudes are larger by
factor

√
2, U = û/

√
2 and I = î/

√
2, the multiplication yields the factor 2 in the

denominator. G = 0.25 for the DC component results from the instantaneous power
formulation p(t) = u(t) · i(t) = ℜ(u) · ℜ(i), which can be reformulated with the relation
ℜ(a) = 1/2 · (a+ a∗). Thus, p(t) = 1/4 · (u+ u∗) · (i+ i∗). The total active power P
and reactive power Q is defined as follows

P =
n∑

k=0

Pk, (G.25)

Q =
n∑

k=1

Qk, (G.26)

excluding the DC component (k = 0) in case of the reactive power, because DC only
contributes to active power.
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G.3.2 Not Standardised Power Calculation Methods

Besides the standardised power calculation approaches mentioned in the section before,
different other approaches are discussed and developed. The following list attempts to
give a general overview of the other proposed methods. A comparison of different theories
can be found in [Wil11]. A comparison of different power meters with different operation
principle can be found in [FL92]. A review of definitions and physical meaning of powers
in non-sinusoidal conditions can be found in [Ema90].

• General Power Theory [GM12], which is based on compensating power
• Power definition by the mean of the Poynting vector [FLM01; Ema07; LQC12]
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H Space Weather

H.1 Magnetospheric Current Systems

The region 1 field-aligned Birkenland currents (schematic [GLD18] Fig. 4) are dominated
by electrons and can penetrate into the ionosphere at altitudes of 100 km to 150 km, where
they can become visible as Aurora. Note that Auroras are particles from the magnetosphere
precipitating into the polar regions of the earth, and not only particles from the Sun.

In the polar region, the inward and outward orientated Birkenland currents (region 1 field)
are connected by the Pedersen currents. On the dayside and Northern Hemisphere in
north-south direction; on the nightside of the Northern Hemisphere in south-north direction.
The Pedersen currents itself cause the Hall currents in east-west and west-east direction,
respectively. Those currents are also known as the polar ring current system. In the
Southern Hemisphere an analogue current system exists. See [Rus05] for an illustration of
the polar ring current system of the northern earth hemisphere and [Nas17] for a schematic
structure of the magnetosphere.

The magnetosphere is highly susceptible to upstream solar wind conditions. Southward
interplanetary magnetic fields (IMFs) cause magnetic reconnection between the magneto-
spheric field ([Eas+15] Fig. 8 (A), red line) and the solar wind magnetic field ([Eas+15]
Fig. 8 (A), blue line). This reconnection causes open magnetic field lines with connection
to the earth on one end ([Eas+15] Fig. 8 (B), purple line). The open magnetic field
lines move via the polar caps to the nightside and transport plasma towards the poles,
through the cusps and into the magnetotail. This causes magnetic flux accumulation in
the tail. Magnetic reconnection via the tail current sheet returns plasma on closed field
lines ([Eas+15] Fig. 8 (E), red line) to the nightside of the earth. This basic cycle is known
as Dungey cycle [Dun61]. Whereas the Dungey cycle do not explain the highly dynamic
processes in the magnetosphere. Region 1 current system varies with the IMF strength
and orientation [LCF90]. The region 2 current system has changes with longer timescales
[Hor+03].

Periodic releases of open flux in the magnetotail and stored energy in the lobe magnetic
field causes magnetospheric substorms, which causes magnetic field disturbances in the
magnetosphere, especially on the nightside. These substorms are also called Substorm
Current Wedge (SCW) and last in a range of hours. The upward and downward current of
the SCW running in the same region as the boundaries of the auroral bulge. The auroral
bulge forms the nightside auroral oval during the substorm onset. Auroral substorms start
with a transition of the solar wind from day- to nightside magnetopause. The transition
takes place by magnetic reconnections, as indicated in [Eas+15] Fig. 8. This transition
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occurs in the timescale of tens of minutes. During the second phase, the current sheet
thickness is reduced upon a point where magnetic reconnections occur. The reconnections
form two plasma jets with opposite motion direction, one towards the earth and the other
one away from the earth. The plasma cloud moving away from the earth is also called
plasmoid. This flux and energy transition causes currents from the magnetotail into the
ionosphere and energy transport into the earth atmosphere, where they can become visible
as Aurora Borealis. These transitions last in the range of ten minutes. During the recovery
phase, magnetic field is transported from the tail to the dayside via the dawn- and duskside.
Detailed information on substorm dynamics can be found in [SAN12]. Fig. 9 in [GLD18]
shows a simplified schematic of the SCW current paths.

Geomagnetic storms result from convection of plasma from the tail through the inner
magnetosphere and out the dayside of the magnetopause. This convection can be caused
e. g. by CME. Geomagnetic storms usually start with the dayside compression of the
magnetosphere in the time range of minutes, whereas the compression of the nightside
occurs in a longer scale of hours. After the compression, the magnetosphere expands
back to the original size, which happens in the range of days. Fig. 1 in [OO18] depicts
the Dst value and the storm phases. The Dst minimum of about -150 nT indicates a
magnetic field weakening by the ring current, which corresponds to a ring current of
many million amps. This enhanced ring current is caused by the injection of energetic
particles into the inner magnetosphere [PB04]. Fig. 10 in [GLD18] illustrates the current
path transition of the near earth nightside region via the different current systems during
geomagnetic storms. During the recovery phase, the ring current decays. One possible
main loss process is that of the exchange with exospheric neutral hydrogen atoms. Due to
the expected shorter lifetime of oxygen atoms, compared to hydrogen atoms, the recovery
can be distinct into two phases. A rapid decay rate followed by a slower decay rate. The
second possible main loss process is the that the rapid phase during the recovery is caused
by drift induced removal of ring current particles from the inner magnetosphere. A sudden
initial increase of the magnetic field can occur during the initial phase of the storm. A
sudden impulse (SI) is when there is a short increase in the magnetic field that is not
followed by a magnetic storm. If it is followed by a magnetic storm, it is referred to as
SSC [PB04].

In rare cases, a northward IMF can also trigger geomagnetic storms. The Bz component
of the IMF is the major control factor for the geomagnetic activity. The energy availability
and the process of energy transportation into the magnetosphere [Sor+19] during this
IMF condition are in focus of ongoing research. Fig. 12 in [Ant+12] depicts the magnetic
field lines in the magnetosheath during northward IMF conditions. Large magnetic field
fluctuations at high latitudes and a low magnetic field strength create favourable conditions
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for field line interconnection and an area where magnetosheath plasma can penetrate
into the magnetosphere [Ant+12]. During the appearance of a strong northward IMF
the Bz component, can cause an additional current system (Fig. 8 (b) in [GLD18]). The
northward Bz (NBZ) current is driven by plasma entering through the magnetopause
during northward IMF. Further information on this entering process can be found in
[Eas+15].

Magnetic variation occurs on all time scales. It is important to distinguish between
regular and irregular variation, the latter often referred to as magnetic activity. Regular
variations have different signatures, depending on the geographical latitude. This is due
to the different current systems around the earth. Fig. 2 in [Con07] depicts the frequency
spectrum and the corresponding time periods for different geomagnetic variations.

H.2 Space Weather Events Probability and Economic Impact

• Carrinton Event in the next 10 years: 12 % [Ril12]
• Carrinton Event in the next 50 years: 50 % [Ril12]
• Super storm (CE) in the next 10 years: approx. 6.3 %
• Quebec event in the next 10 years: approx. 17.8 % [Lov12]
• Costs related to space weather events [Tuv+16; Eas+17]

H.3 Historical Space Weather Events

• 7176 before common era (BCE): signs of a very strong solar radiation event in ice
cores [Pal+22]

• 775 anna domini (AD): signs of a very strong solar radiation event in ice cores
[Pal+22]

• 1859: Carrington Event (1760 nT) [Tsu03]
• 1921: Magnetic storm, which was probably similar in strength to the Carrington

event. Aurora observations in Samoa, several fires caused by GICs in telegraph
lines in Sweden [Kap06; CD13]

• 1967: Strong solar flare and CME led to widespread communications blackout
[Kni+16]

• 1989: Hydro-Quebec blackout [Bol02; Bot19]
• 2003: strong solar flare; 90-minute outage in southern Swedish power grid [Pul+05]
• 2012: A "Carrington" class storm misses the earth, but is recorded by the Stereo A

satellite [Phi14]
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I Worldwide Research on GIC related
Topics

Czech Republic: [RDS13; VŠ19]
Swiss: [DB12]
Austria: [Bai+17]
Finland: [PVP07]
Sweden: [Wik+08; PE05; Ros+22]
Norway: [Elo+92; EH00; Hut+08; Myl+14]
Canada:[BP22]
Russia: [Ero+10]
Poland: [Gil+20]
USA: [Hug+22; ODA22]
Spain: [Tor+12]
Mexico: [Car+19]
Brazil: [Tri+07; Bar+15]
Uruguay: [Car16]
South-Africa: [Hey+17]
China: [Liu+09]
Japan: [Nak+18; WNE21] UK: [Kel+17; Eri+02]
Australia: [Mar+13; Mar+17]
New Zealand: [Mar+12]
France: [Kel+17]
Malaysia: [Abd+20; Zaw+20; Khu+22]
Korea: [Cho+15]
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J Implemented Heuristic Optimisation
Algorithms

J.1 Nelder-Mead Simplex Algorithm

fun = @(JA) ErrorEstimation(JA, MeasData_UI, OptimasationType);

options = optimset(’Display’,’iter’,’MaxIter’,2,’TolFun’,...

1e-15,’TolX’,1e-15);

[x_star,fval] = fminsearch(fun,JA_0,options);

J.2 Particle Swarm Optimisation Algorithm

N = 25; % population size (total evaluations will be itmax*N)

itmax = 40;

c1 = 1.05; c2 = 1.05;

wmax = 1; wmin = 0.3; %set to same value for constant w

w = linspace(wmax,wmin,itmax); %linear variation of w

% Problem and velocity bounds

a(1:N,1) = 1.50e6; b(1:N,1) = 1.76e6; %bounds on var. x1-MS

a(1:N,2) = 1; b(1:N,2) = 1e3; %bounds on var. x2-JAa

a(1:N,3) = 1e-6; b(1:N,3) = 1e-1; %bounds on var. x3-alpha

a(1:N,4) = 1; b(1:N,4) = 1e4; %bounds on var. x4-k

a(1:N,5) = 0.1; b(1:N,5) = 0.999; %bounds on var. x5-c

d = (b-a); % Parameter range

m = a; n = b;

q = (n-m)/4; %initial velocities are 1/4 (original) of parameter

space size/range

% Random initialisation of positions and velocities
D = 5; % Number of variables

x = a+d.*rand(N,D);
v = q.*rand(N,D);

% Evaluate Object for all Particles

Ms_Set = x(:,1);

JAa_Set = x(:,2);
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alpha_Set = x(:,3);

k_Set = x(:,4);
c_Set = x(:,5);

% Initialise Init_T74_BHfit.m

run(’C:\T74\Init_T74_BHfit_PSO.m’)

% Initialise Error Vector

Error = NaN(N,1);

% Simulation for first set op particles/parameters

for IterParam = 1:N

% Set JA Parameter

Ms = Ms_Set(IterParam);

JAa = JAa_Set(IterParam);

alpha = alpha_Set(IterParam);

k = k_Set(IterParam);

c = c_Set(IterParam);

Ms2 = Ms;

JAa2 = JAa;

alpha2 = alpha;

k2 = k;

c2 = c;

% Execute Simulink Model

try

open_system(’T74_elec_Hys.slx’);

% Save simulation data

out = sim(’T74_elec_Hys.slx’);
catch

disp(’Simulation terminated with an error.

Next JA-Parameter set is choosen.’)
continue

end

if OptimiseI

% Get Hsim

Isim = out.IsimLVL1*2*102*(1/0.431);
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% Conditioning of Hsm
Ism_length = length(Ism);

Isim_length = length(Isim);

Scale = Isim_length/Ism_length;

Isim_resample = resample(Isim,1,Scale);

% Calculate Root-Mean Square-Error (RSME) between

% smoothed measured H and simulated H

Error(IterParam) = sqrt(sum(((-Ism(100:end-100))-...

Isim_resample(100:end-100)).^2)/...

length(Ism(100:end-100)));

end

% Find gbest and pbest (in this case coincides with x)

[fgbest,igbest] = min(Error);

gbest = x(igbest,:);

pbest = x; fpbest = Error;

end

% Iterate

for it=1:itmax

% Update velocities and positions

v(1:N,1:D)=w(it)*v(1:N,1:D)+c1*rand*...
(pbest(1:N,1:D)-x(1:N,1:D))+c2*...

rand*(repmat(gbest,N,1)-x(1:N,1:D));

x(1:N,1:D)=x(1:N,1:D)+v(1:N,1:D);

% Check if variables are in limits; if is above/below

% the limits the inLimit variable become zero

Ms_inLimit = all( x(:,1)>=a(1,1) & x(:,1)<=b(1,1) );

JAa_inLimit = all( x(:,2)>=a(1,2) & x(:,2)<=b(1,2) );

alpha_inLimit = all( x(:,3)>=a(1,3) & x(:,3)<=b(1,3) );
k_inLimit = all( x(:,4)>=a(1,4) & x(:,4)<=b(1,4) );

c_inLimit = all( x(:,5)>=a(1,5) & x(:,5)<=b(1,5) );

if Ms_inLimit & JAa_inLimit & alpha_inLimit & k_inLimit &...
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c_inLimit

continue % No limits violated
else

% Limits violated, mirror at boundary

[~ ,NumParameters] = size(x);

% Initialise error vector:

ViolatedLimits = zeros(N,NumParameters);

% 20 x 5 Matrix with violated (=1) values

for numerate = 1:NumParameters % numerate = 1:5

ViolatedLowerLimits(:,numerate) =...

x(:,numerate)< a(:,numerate);

ViolatedUpperLimits(:,numerate) =...

x(:,numerate)> b(:,numerate);

% Update JA-Parameters with mirrod parameters

x(ViolatedUpperLimits(:,numerate),numerate)=...

abs(b(ViolatedUpperLimits(:,numerate),numerate)-...

(x(ViolatedUpperLimits(:,numerate),numerate)-...

b(ViolatedUpperLimits(:,numerate),numerate)));

x(ViolatedLowerLimits(:,numerate),numerate)=...

abs(a(ViolatedLowerLimits(:,numerate),numerate)+...

(a(ViolatedLowerLimits(:,numerate),numerate)-...
x(ViolatedLowerLimits(:,numerate),numerate)));

end

end

for IterParam = 1:N

% Set JA Parameter

Ms = x(IterParam,1);

JAa = x(IterParam,2);

alpha = x(IterParam,3);

k = x(IterParam,4);

c = x(IterParam,5);

Ms2 = Ms;
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JAa2 = JAa;

alpha2 = alpha;
k2 = k;

c2 = c;

% Execute Simulink Model

try

% Save simulation data

out = sim(’T74_elec_Hys.slx’);

catch

disp(’Simulation terminated with an error.

Next JA-Parameter set is choosen.’)

continue

end

% Find gbest and pbest (in this case coincides with x)

[fgbest,igbest] = min(Error);

gbest = x(igbest,:);

pbest = x; fpbest = Error;

end

% Find gbest and pbest

[minf,iminf] = min(Error);

if minf<= fgbest

fgbest=minf; gbest=x(iminf,:);

end

inewpb=find(Error<=fpbest);

pbest(inewpb,:)=x(inewpb,:); fpbest(inewpb)=Error(inewpb);

end % end loop on iterations

[gbest,fgbest];
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