
Graz University of Technology

DI Adrian Ruckhofer, BSc

Investigation of topological and 2D material
surfaces using helium atom scattering

DOCTORAL THESIS

to achieve the university degree of

Doktor der technischen Wissenschaften

submitted to

Graz University of Technology

Supervisor:
Em. Univ.-Prof. Dipl.-Phys. Dr.rer.nat Wolfgang E. Ernst

Institute of Experimental Physics

Co-advisor:
Priv.-Doz. Dipl.-Ing. Dr.techn. Anton Tamtögl

Institute of Experimental Physics

Graz, July 2021





AFFIDAVIT

I declare that I have authored this thesis independently, that I have not used other 

than the declared sources/resources, and that I have explicitly indicated all material 

which has been quoted either literally or by content from the sources used. The text 

document uploaded to TUGRAZonline is identical to the present doctoral thesis.

Date Signature





Contents

Abstract VII

Kurzfassung IX

Research output XI

List of figures XV

List of tables XVII

Abbreviations XIX

1 Introduction 1

2 Theoretical background 5
2.1 Helium atom scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Elastic scattering: Surface structure and electronic corrugation . . . . . . . . . . . . . . . 6
2.3 Scattering calculations and atom-surface interaction potential . . . . . . . . . . . . . . . . 7
2.4 Inelastic scattering: Surface phonon dispersion . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Debye-Waller factor and electron phonon coupling . . . . . . . . . . . . . . . . . . . . . . 11

2.5.1 Debye-Waller attenuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5.2 Electron phonon coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.6 Semimetals and topological insulators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.7 Vicinal surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.8 Two-dimensional materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3 Experimental setup 19

4 Results 23
4.1 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.2 Helium-Surface Interaction and Electronic Corrugation of Bi2Se3(111) . . . . . . . . . . . 23
4.3 Atom-Surface van der Waals Potentials of Topological Insulators and Semimetals from

Scattering Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4 Terahertz Surface Modes & Electron-Phonon Coupling on Bi2Se3(111) . . . . . . . . . . . 69
4.5 Inelastic Helium Atom Scattering from Sb2Te3(111): Phonon Dispersion, Focusing Effects

and Surfing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.6 Strong-Coupling Charge Density Wave in a One-Dimensional Topological Metal . . . . . . 101

V



Contents

4.7 Origin of the Electron-Phonon Interaction of Topological Semimetal Surfaces Measured
with HAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

4.8 In Situ Analysis of Intermediate Structures in 2D Materials Growth: h-BN on Ru(0001) . 125

5 Summary and conclusion 145

Bibliography 147

Danksagung 173

VI



Abstract

The study of surface structure and dynamics using helium atom scattering has enabled fundamental
insights into various fields of science. The main focus of previous works was the investigation of insulator
and metal surfaces. Within this thesis, new results for the material classes of topological insulators,
semimetals and two-dimensional materials are presented. The strictly surface sensitive, non-destructive
method of helium atom scattering allows for the investigation of surface specific phenomena. Various
experimental results demonstrate the relevance of this scattering technique to obtain fundamental insights
about the structure and dynamics of these materials.
Elastic scattering experiments on the topological insulators Bi2Se3 and Sb2Te3 are analysed with

respect to the diffraction peak intensities to obtain the surface electronic corrugation. Selective adsorption
resonance features in the angular scattering distributions give insight into the interaction between the
helium atom and the surface and are further used to determine the interaction potential. Quantum
mechanical scattering calculations are then employed based on a close-coupling algorithm to obtain the
diffraction intensities and refine the potential parameters.
In the case of the vicinal surface Bi(114) helium scattering is able to show the transition to a dimerization-

like reconstruction at low temperatures. Such a phase transition is closely related to charge density waves
- periodic modulations of the electron density which are an ubiquitous phenomenon in crystalline metals.
Energy dispersive time-of-flight measurements are employed to determine the phonon energies of the

first few atomic layers of the investigated topological insulators. Inelastic helium atom scattering is
particularly suitable for the determination of acoustic surface phonons with an energy below 15 meV. From
a multitude of experimental data the complete surface phonon dispersion is constructed and compared
with theoretical ab initio calculations. The comparison shows good agreement, with the exception of
several vibrational states below the Rayleigh mode which are attributed to collective charge density
oscillations. The existence of such charge density waves at the surface of the investigated topological
insulators and semimetals has previously not been reported experimentally.
In addition, the Debye-Waller attenuation of the specular reflection is used to determine the surface

Debye temperature of the investigated materials. From this data a new approach for the determination
of the electron-phonon coupling constant λ for two-dimensional conducting materials is employed. λ is
an important parameter describing energy dissipation in electronic transport and the suitability in future
electronic applications.
Finally helium scattering is used for in situ monitoring the growth of adlayers on a metal substrate. In

the case of hexagonal boron nitride on top of Ru(0001) the employed technique reveals a precursor phase
which allows to shed light on a largely unexplored area with respect to the growth of two-dimensional
materials.
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Kurzfassung

Die Untersuchung der Oberflächenstruktur und Dynamik mit Helium-Atom-Streuung gibt Einblicke in so
unterschiedliche Bereiche wie Oberflächenphysik oder Materialwissenschaften. Der Hauptfokus früherer
Arbeiten lag auf der Studie von Metall- und Isolatoroberflächen. Innerhalb dieser Dissertation werden
neue Resultate zur Materialklasse der topologischen Isolatoren, zu Halbmetallen und zu zweidimensio-
nalen Materialien präsentiert. Heliumstreuung ist komplett oberflächensensitiv und nicht oberflächen-
verändernd, was eine Untersuchung von empfindlichen Oberflächenphänomenen ermöglicht. Verschiedene
experimentelle Ergebnisse zeigen, dass die Methode einen wichtigen Beitrag zum Verständnis der struk-
turellen und dynamischen Eigenschaften dieser Materialien leistet.
Elastische Streuexperimente von Bi2Se3 und Sb2Te3 werden bezüglich der Streuintensitäten analysiert,

um Informationen über die elektronische Oberflächen-Korrugation zu erhalten. Aufgrund der attraktiven
Wechselwirkung kann das Heliumatom für kurze Zeit an der Oberfläche gebunden werden. Winkel-
aufgelöste Helium-Streuspektren zeigen kleine Intensitätsvariationen im Hintergrundsignal zwischen den
elastischen Streupositionen. Diese sogenannten selektiven Adsorptionssignale geben Einblick in die In-
teraktion zwischen dem Heliumatom und der Oberfläche. Diese Information wird genützt, um ein Inter-
aktionspotential zu bestimmen, welches dann im Rahmen von theoretischen Berechnungen Anwendung
findet. Mit Hilfe von quantenmechanischen Streusimulationen basierend auf der Close-Coupling Methode
werden die Streuintensitäten berechnet und die Potentialparameter weiter optimiert.
Helium-Streumessungen der gestuften Oberfläche Bi(114) zeigen den Übergang zu einer dimer-ähnlichen

Rekonsturktion bei niedriger Temperatur. Diese Phasenübergänge stehen in enger Beziehung zu peri-
odischen Modulationen der Elektronendichte, die eine universelle Eigenschaft von kristallienen Metallen
darstellen.
Energieaufgelöste Flugzeitmessungen werden angewendet, um Phononenenergien der obersten atom-

aren Schichten der topologischen Isolatoren zu bestimmen. Inelastische Streumessungen eignen sich
besonders, um akustische Phononen mit einer Energie unter 15 meV zu detektieren. Aus den gesamten
experimentellen Daten wird die Oberflächenphononen-Dispersion konstruiert und mit ab initio Simula-
tionen verglichen, welche eine gute Übereinstimmung zeigen. Unter dem Rayleigh-Mode werden jedoch
auch Schwingungszustände festgestellt, die als kollektive Schwingungen von Ladungsverteilungen erklärt
werden können. Diese Ladungsverteilungen auf den Oberflächen von topologischen Isolatoren und Halb-
metallen wurden noch nie zuvor experiementell nachgewiesen.
Messungen der spekulären Streuintensität in Abhängigkeit der Probentemperatur untersuchen die

Schwingungsdynamiken und erlauben es, die Oberflächen-Debye-Temperatur der untersuchten Materi-
alien zu ermitteln. Im Rahmen dieser Auswertung wird eine neue Methode für die Ermittlung der
Elektron-Phonon-Kopplungskonstante λ für zweidimensionale leitende Materialien angewendet. λ ist
ein wichtiger Parameter für die Beschreibung von Energieverlust in Elektronentransport und gibt einen
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Ausblick auf zukünftige elektronische Anwendungen von topologischen Isolatoren.
Schließlich ermöglicht Helium-Streuung, das Wachstum von dünnen Schichten auf metallischen Ober-

flächen zu verfolgen. Für hexagonales Bohrnitrid auf Ru(0001) wird in diesem Zusammenhang gezeigt,
dass dem Wachstum eine zusätzliche Struktur vorangeht. Diese Erkenntnisse eröffnen neue Einblicke in
die kontrollierte Synthese von zweidimensionalen Materialien.
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Chapter 1

Introduction

The field of surface science is defined as the investigation of physical interactions and reactions at interfaces
between various phases. Surface science is divided into numerous research areas which include material
growth, friction, nanostructures, surface-tension, self-assembly, adsorption, catalysis and many others.
Important questions include: How does the atomic structure of the surface look like compared to the
bulk? How do the electronic and vibrational properties change when a surface is created? How are the
surface properties altered when an atom or molecule is adsorbed on the surface?
First motivations in studying surfaces go back to the understanding of heterogeneous catalysis. In the

early 19th century the phenomenon that solids could accelerate chemical reactions without modifying the
solid itself was discovered. More than a century later, a strong interest in semiconductor technology and
microelectronics emerged, which introduced more and more challenging research questions. The field is
nowadays much wider known under the terminus “nanotechnology”. With the need to build ever smaller
structures, interactions at interfaces and their properties became more important, since with smaller
structures the relative importance of the surface itself increases. Therefore, the quality of experimental
analysis of surface specific measurements is facing more and more challenges with respect to resolution.
Another important task is the manufacturing of these nano-structures with high precision and to

have flat interfaces within them. Related to the increased importance of surfaces is that the electronic
properties are governed by quantum-confinement effects in which the surface defines the boundary con-
ditions. In some cases of a nano-object, it might even happen that surface-localised electronic states
dominate the electronic properties of the whole system. Moreover, surfaces provide an opportunity to
study two-dimensional electronic structures such as a 2D-electron gas. The new emerging material class
of topological insulators exhibits peculiar effects at the surface, which are investigated in this work. In
addition to the electronic properties, another important surface characteristic are the vibrational states.
Due to the change in coordination number at the surface, the phonon energies change significantly at the
interface between the solid and the gas phase.
All of the mentioned properties are nowadays studied with a wide range of powerful surface science

techniques such as scanning-tunnelling microscopy, angle-resolved photoemission spectroscopy, atomic-
force microscopy as well as scattering techniques. Among those, helium atom scattering is particularly
applied in this thesis. Helium atom scattering is often seen as a niche method but still acts as a reference
tool for the investigation of surface specific properties. Other scattering particles, such as neutrons
generally have a lower probability to interact with matter, which results in large penetration depths.

1



Chapter 1 Introduction

This makes it exceedingly hard to obtain surface specific properties, which on the other hand is possible
when using helium atoms. In addition, helium atom scattering is the only experimental method which
allows to resolve phonon modes in the low meV region.
The contents presented in this work provide insight in the interaction of helium atoms with topological

insulator and semimetal surfaces as well as with a two-dimensional material. The features recorded in
helium scattering experiments originate from the interaction of the inert particles with the electron den-
sity above the surface. The inelastic scattering process allows for the determination of vibrational surface
modes and kinematic effects. In addition, the helium-surface interaction potentials of these materials
are determined together with the electronic corrugation at the surface. The peculiar effect of charge
density waves is studied at the surface of the semimetal Bi(114). Moreover, results about energy losses
via electron-phonon coupling for various surfaces are presented in experiment and theoretical analysis.
This characteristic property is particularly important for possible future applications in spintronic devices.

Why perform helium atom experiments?
Compared to many other well established techniques, helium atom scattering is a surface sensitive and

at the same time non-destructive method. Due to its relatively difficult experimental setup and complex
analysis in reciprocal space only a few experimental setups exist.
The study of surfaces using helium atom scattering has so far been widely applied to various surfaces

including insulators (LiF(001) [1, 2]), metals (Bi(111) [3–5], Sb(111) [6, 7], Cu(111) [8, 9], ...), thin films
[10, 11], transition metal dichalcogenides (TaS2 [12, 13], TaSe2 [14, 15]) and many more. The manifold
of results yielded a multitude of new insights in surface science as well as some complementary results to
other techniques [16].
If 3He-atoms are used as the scattering particles, the helium-3 spin-echo technique provides a generic

ultra high energy resolution scattering tool for studying dynamics at surfaces [17–19]. This unique
method can be applied to several classes of surface dynamic measurements and is particularly appropriate
for measuring adsorbate dynamics at surfaces, as it provides surface correlation measurements in the
picosecond to nanosecond time range on nanoscale distances. Recent results showed the significant
coupling between the diffusion and the orientation of organic molecules [20] as well as the effect of inter-
adsorbate forces [21]. Since the helium-3 spin-echo technique is not part of this work please refer to
mentioned publications [22, 23].
The focus of this thesis is the class of topological insulators (Bi2Se3(111) [24, 25] and Sb2Te3(111)

[26, 27]) and a vicinal semimetal (Bi(114) [28]) as well as the two-dimensional material hexagonal boron
nitride. In the following chapter, the various applications of helium atom scattering are discussed in
detail and compared to other surface science techniques.
Helium atom scattering can act as a missing link between bulk studies and other surface investigation

methods, as it provides several advantages, which are shortly summarized in the following:

1. In comparison to other measurement techniques which penetrate the investigated material, helium
atom scattering is strictly surface sensitive. This allows to readily verify important structural
properties such as the surface lattice constant and give insights on the surface electronic corrugation
already during first initial measurements.

2. More specific experimental results determine the surface Debye-temperature and the electron-
phonon coupling constant λ, which acts as a reference for future applications of the investigated
materials. The profound knowledge of these properties has great relevance both from a fundamen-
tal point of view as well as for various applications such as two-dimensional superconductivity in
nanotechnology.
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3. The interaction between the impinging helium atoms in the low energy region of a few meV serves
as a benchmark for state-of-the-art van der Waals corrected density functional theory approaches.
The extremely small adsorption energies of He atoms on surfaces can be used to test the suitability
of studies like the Post-Hartree-Fock method.

4. The high sensitivity to periodic charge modulations above the surface allows for the investigation
of charge density waves, which had not been reported for certain materials beforehand. In the
particular case of Bi2Se3 the method revealed periodic charge density distributions on the surface
with oscillating behaviour in the Terahertz regime [25].

5. In the case of Bi(114), the surface scattering approach permits to precisely monitor phase transitions
in low dimensional materials and complement findings from scanning tunnelling microscopy and
angle-resolved photoemission spectroscopy [28].

6. The low incident energy of the impinging helium atom allows for an investigation of the surface
vibrational states in particular in the low energy region. From energy dispersive measurements the
surface phonon dispersion along the high symmetry directions can be constructed and can thereby
be directly compared to theoretical ab initio calculations [27].

7. Helium scattering can give insight in the growth of nanostructures on top of metal substrates. As a
reciprocal space technique it provides real-time evidence of the long-range order of the investigated
system. Helium scattering is particularly sensitive to adsorbates and allows to follow structural
changes directly and in situ. In addition, due to the inert nature of the scattered atoms, the
scattering is not affected by issues like beam-damage as observed in X-ray and electron spectroscopy
and has therefore no impact on the growth mechanism itself.
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Chapter 2

Theoretical background

In the following chapter, the scientific background of the thesis is presented. At first, a basic introduction
into helium atom scattering is given, followed by a summary of the most important measurements and
their analysis. Finally, semimetal and topological insulator surfaces, which are investigated in this thesis,
are introduced.

2.1 Helium atom scattering

In this thesis all experimental measurements were performed on periodic crystal surfaces using helium
atom scattering (HAS). Various experiments were carried out on the HAS apparatus at the Institute of
Experimental Physics in Graz, which is described in Chapter 3.
In Fig. 2.1a a basic representation of a HAS setup is shown, which includes the beam generation

through a microscopic nozzle, the sample surface and the helium detector. For inelastic measurements
a chopper disc is placed in the continuous beam to perform energy-resolved measurements. The basic
scattering geometry is given by the incident and final angle ϑi and ϑf , respectively.
HAS is a strictly surface sensitive probing method, due to the inert nature of the 4He-atom. The
impinging atoms with an energy of 8–25 meV are scattered directly from the electron density above the
surface (Fig. 2.1b). If the helium atom is scattered off a periodic surface various processes such as
elastic/inelastic scattering and selective adsorption/trapping can occur. Due to the low kinetic energies
involved in the scattering process, HAS is a completely non-destructive probing technique. Therefore,
HAS is a very gentle method when investigating TIs which are susceptible to changes in the electronic
bands when illuminated with intensive ultraviolet light [30].
In Fig. 2.1b an atom of mass m arrives at the surface with a characteristic incident wavevector ki. The

kinetic energy of the particle is then given by Ei = ~2

2mk2
i . In the low energy range, the helium atoms

are scattered by the electron gas, several Angströms away from the surface. The interaction is described
by the potential V (r) with the position r usually given in dependence of the coordinates in the surface
plane R and the distance z normal to the surface, r = (R, z).
In an elastic event no energy is exchanged with the surface, whereas during inelastic scattering the

energy and hence the wavelength of the particle is altered. If certain scattering parameters are met the
helium atom can undergo a transition into a bound state of the surface potential. The atom-surface
interaction potential (Fig. 2.3b) [31, 32] exhibits a corrugated short-range repulsive wall in addition to
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Chapter 2 Theoretical background

(a) Basic representation of the scattering geometry. After the
helium beam is generated through an expansion through
a nozzle it is scattered off the sample surface in a fixed
source-detector angle. The diffracted beam is detected in
a quadrupole mass-spectrometer. Energy dependent mea-
surements are performed by adding a chopper into the
beam to measure the time-of-flight.

(b) Different scattering processes for a monochromatic He
beam on a periodic surface. Elastic scattering, where no
energy is exchanged between the He atom and the surface,
gives rise to a diffraction pattern. During inelastic scat-
tering the wavelength changes, while a phonon is created
or annihilated. Lastly the He atom can be temporarily
trapped on the surface in a selective adsorption process.

Figure 2.1: Schematic of a simple helium scattering setup (a) and basic representation of the various scattering
processes on the surface (b) [29].

a less corrugated attractive well. The position of selective adsorption resonances in the experiment give
insight about the bound state energy values and the potential shape.
Many details about the fundamentals and applications of HAS are described in a recent book by

Benedek and Toennies [16].

2.2 Elastic scattering: Surface structure and electronic
corrugation

When a monochromatic atom beam is elastically scattered off a periodic surface a characteristic diffraction
pattern is created, which is comparable to other scattering methods such as X-ray and electron diffraction.
Due to the wave particle duality and the de-Broglie relation a wavelength can be attributed to the helium
atoms, which is in the range of a few Å. Hence, if a helium beam is scattered off a periodic surface
of similar length scale a diffraction pattern is formed, consisting of a specular reflection and several
diffraction peaks (Fig. 2.2b).
A typical HAS setup with the characteristic scattering vectors is given in Fig. 2.2a. The incident

wavevector ki is defined by the polar incident angle ϑi and the respective component parallel to the
surface is Ki. For a setup with a fixed source-detector angle (ϑi + ϑf = ϑSD) as shown in Fig. 2.1a, the
parallel momentum transfer is given as

|∆K| = |Kf −Ki| = |ki| [sin(ϑSD − ϑi)− sinϑi] . (2.1)

According to Bragg’s law the parallel momentum transfer K has to be equal to a surface reciprocal lattice
vector G to get constructive interference and therefore yield a diffraction peak. Typically the diffraction
pattern along a high symmetry direction of a crystal surface, as seen in Fig. 2.2b, is plotted versus ϑi. The
distance between the individual diffraction peaks then provides information about the lattice constant a
of the surface.
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2.3 Scattering calculations and atom-surface interaction potential

(a) Schematic of the characteristic scattering wavevectors ki
and kf , where the subscripts i, f denote the incident and
final states. The incident angle ϑi is defined with respect
to the surface normal z. The vector components parallel
to the surface are given in capital letters (Ki, Kf ) and
during a scattering process a reciprocal lattice vector G
can be added to the final momentum.

(b) Diffraction of a monochromatic helium beam gives rise
to a periodic interference pattern for various G-vectors
in dependence of the incident angle ϑi. In addition to
the specular reflection first and second order diffraction
peaks are observed. The lattice constant a is defined by
the distance between the peaks, whereas the peak height
gives information about the corrugation ξ.

Figure 2.2: Illustration of the diffraction geometry using the typical scattering vectors (a) and of the characteristic
interference pattern upon elastic scattering (b), adapted from [29].

In addition the individual peak heights in a diffraction scan give insight in the electronic corrugation ξ of
the investigated surface. The corrugation describes the shape of the charge distribution on the surface,
which greatly influences the scattering of the inert helium atoms. The surface charge density ξ(R) can
be expressed as a function of the lateral position R in the surface plane and is modulated periodically.

The experimental diffraction peak heights can be calculated theoretically by using a first estimate of
the corrugation height ξ. A systemic comparison between the calculated and experimental values then
allows for the determination of an optimised value of ξ. For this approach we used quantum-mechanical
scattering calculations based on the close-coupling algorithm as described in the next Section 2.3.

2.3 Scattering calculations and atom-surface interaction
potential

As described in the previous sections helium atoms are scattered from the electronic corrugation of the
surface. Many earlier works tried to theoretically study the interaction and simulate the diffraction
intensities [6, 31, 33]. For an accurate description of the He-surface interaction the time-dependent
Schrödinger equation needs to be solved using a suitable interaction potential. Due to the scaling with
increasing number of involved atoms (many-body interaction) it is difficult to consider a realistic potential.
An approximation would be the hard-wall potential which is applicable if the distance of the classical
turning point in the potential with respect to z = 0 is comparable to the He diameter. In addition, the
computational costs of solving the scattering process can be simplified using the Eikonal approximation
[34].
In this work we will only consider the elastic close-coupling (CC) method which is more exact than

the hard-wall approximation and still computationally manageable. We follow here the derivation by
Miret-Artés from Ref. [35]. In this approach the time-independent Schrödinger equation is considered
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Chapter 2 Theoretical background

(a) Laterally averaged Morse potential for He-Sb2Te3(111)
with the five bound states ε0−4 (coloured horizontal lines).
The bound state spacing become narrower near the thresh-
old (ε = 0).

(b) Illustration of the corrugated Morse potential V (z) along
the surface in dependence of the distance from the sur-
face z. D denotes the well depth of the laterally averaged
potential.

Figure 2.3: He-surface interaction potentials: The laterally averaged Morse potential (a) and corrugated Morse
potential (b) are shown in dependence of z [29].

for a potential V (r) as [
− ~2

2m∇
2 + V (r)− ~2k2

i

2m

]
Ψ(r) = 0, (2.2)

with m being the mass of the scattered atom and ki the incident wavevector. Considering the periodicity
of the surface lattice, both the surface potential V (r) and the wave function Ψ(r) can be written as a
Fourier series:

V (r) =
∑
G
VG(z) exp(iG ·R)

Ψ(r) =
∑
G

ΨG(z) exp(i(G + K)i ·R) .
(2.3)

G depicts the reciprocal lattice vector and Ki is the projection of the incoming wavevector onto the
surface plane (see Fig. 2.2a).
Substituting both Fourier expansions into Eq. (2.2) yields the CC equations:[

d2

dz2 + k2
G,z − V0(z)

]
ΨG(z) =

∑
G′ 6=G

VG−G′(z)ΨG′(z) (2.4)

for the z-direction, where k2
G,z is the z-component of the particles kinetic energy after the interaction with

a lattice vector G and V0 the laterally averaged interaction potential. VG denotes the Fourier component
of the interaction potential with respect to G.
If k2

G,z > 0 the involved scattering channel is defined as ”open”, which describes a process where the
He atom is directly scattered off the surface. However, if k2

G,z < 0 the atom gets trapped on the surface
for a short time period in a so-called ”closed” channel. In this process of selective adsorption resonance
(SAR), the atom is trapped in a bound state of the interaction potential, before leaving the surface again.
The potential V (r) is defined by the Pauli-repulsion and through attractive dispersion forces. An ana-
lytical potential which is often used to describe these characteristics is the laterally averaged Morse
potential as shown in Fig. 2.3a. Depending on the depth and stiffness, the potential accommodates a
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2.3 Scattering calculations and atom-surface interaction potential

certain number of bound state energies εn.
Various potential shapes were investigated previously, with the corrugated Morse potential (CMP)

showing the best agreement with respect to the experiment [31]. For this potential shape a corrugation
is introduced to the surface, i.e. the Morse potential is periodically varied in z, as depicted in Fig. 2.3b.
In this work we will mainly concentrate on the CMP with the potential parameters D for the well depth
and χ for the stiffness:

V (R, z) = D

[
1
ν0,0

e−2κ[z−ξ(R)] − 2e−κz
]
. (2.5)

Here ξ(R) is again the corrugation function with ν0,0 being the surface average over the term e−2κξ(R).
For a hexagonal system the corrugation function ξ(R) in the surface plane is chosen as a two-parameter

Fourier ansatz:

ξ(R) = ξ(x, y) = ξ0

{
cos
[

2π
a

(
x− y√

3

)]
+ cos

[
2π
a

(
x+ y√

3

)]
+ cos

[
2π
a

2y√
3

]}
+ h.o.

(2.6)

where x and y depict the coordinates in the surface plane and ξ0 determines the corrugation amplitude.
SAR features in the experiment allow for the determination of the bound state values. If the incident

energy and the kinetic energy of the atom moving parallel to the surface matches a binding energy εn,
conservation of energy gives:

Ei = ~2k2
i

2m = ~2(Ki + G)2

2m + εn(Ki,G) . (2.7)

Here the bound state energy is defined as a function of the momentum Ki parallel to the surface and the
interacting G-vector G. If the bound state values are therefore known from the SARs of an experiment
the potential can be determined.
Inserting Eq. (2.5) into Eq. (2.4) then yields a set of coupled equations, with the coupling terms VG−G′

which can be written in matrix-form. This matrix equation is then solved for using the Numerov and
Fox-Goodwin algorithms [36]. From the extracted scattering matrix the individual scattering channels
are extracted and further compared to experimental values. The simulations are performed for all open
channels and a specified number of closed channels which significantly influences the computational time.
The comparison between scattering calculations and the experiment are performed using the peak areas

of the experimental diffraction peaks. This minimizes the experimental uncertainty due to the broadening
of the elastic peaks caused by the energy spread of the helium beam as well as by the apparatus and
defects on the surface.
In other words, the corrugation ξ(R) describes the fraction of the incident beam which scatters into

a diffractive channel and therefore defines the respective diffraction peak intensity. The corrugation is
iteratively optimized by looking at several angular scans in various high symmetry directions and over
various incident energies. The goal is to minimize the deviation R:

R = 1
N

√∑
G

(
Iexp
G − Isim

G

)2
, (2.8)

withN being the number of compared diffraction peaks and Iexp
G and Isim

G the experimental and calculated
diffraction intensities, respectively.
In addition, it should also be mentioned that earlier works considered inelastic scattering calculations
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Chapter 2 Theoretical background

to account for inelastic effects during a scattering event [37]. This formalism starts with the time-
dependent Schrödinger equation and includes the displacement of the near-surface atoms from their
respective equilibrium positions using a harmonic oscillator model. For a more accurate description of
the important phonon states the surface phonon dispersion has to be know, which is explained in the
following Section 2.4.

2.4 Inelastic scattering: Surface phonon dispersion
Similar to the electronic properties of a material, the vibrational states of surface atoms are altered
significantly due to the change in coordination number. These special modes which are localized on the
surface are called surface phonons [16]. HAS is particularly suitable for investigating the surface phonons
modes due to the low incident energy in combination with relatively high momenta. The low atomic
mass of the helium atoms allows for the determination of acoustic phonons in the low meV regime, while
the inert nature is especially suitable for only detecting vibrational states in the first few atomic layers.
In an inelastic scattering event, one has to distinguish between the creation and annihilation of surface

phonons depending on whether energy is lost or gained by the He atom, respectively. In Fig. 2.4a a
schematic for both processes is shown in which the final momentum kf changes in dependence of the
inelastic event. The change in energy and momentum can be measured by using the time-of-flight (TOF)
technique which determines the involved phonon energies. For a particular incident angle ϑi and parallel
momentum transfer ∆K the so-called scancurve links the phonon energy Eph to a certain wavevector Q
in reciprocal space [38]:

ki sinϑi +Q = sinϑf
√

2m(Ei + Eph)/~ , (2.9)

with ki being the norm of the incident wavevector and m the He atom mass.
During an inelastic HAS measurement the TOF data is converted to an energy scale, which then shows

features on either side of the diffuse elastic peak ∆E = 0. By convention, negative energies account for
an energy loss of the helium atom and therefore for a creation process, while positive energies describe
an annihilation process, respectively.
By varying the scattering conditions the entire surface phonon dispersion relation can be determined. All
phonons with a parallel momentum |∆K|+G, with G being a reciprocal lattice vector in the scattering
plane, need to be folded back into the first Brillouin zone (umklapp processes).
Since helium atoms only interact with the electronic cloud of the surface the detection of phonons is

only possible through the electron-phonon (e-ph) coupling. Therefore, energy-resolved measurements of
metal, semimetal or semiconductor surfaces provide information about the e-ph interaction, as shown
in Fig. 2.4b. Hence, phonon modes which exhibit a stronger e-ph interaction will show up with higher
intensity in HAS measurements. Earlier works showed that this behaviour opens the possibility to measure
subsurface phonon modes [4, 39].
A more detailed description of the e-ph coupling of metal and semimetal surfaces is given in the

following Section 2.5.
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2.5 Debye-Waller factor and electron phonon coupling

(a) Schematic of the inelastic scattering process in which a
phonon is either created or annihilated. According to the
conservation laws the helium atom either looses or gains
energy and momentum, yielding a change in kf . The ad-
ditional change in energy can be measured in the time-of-
flight spectrum.

(b) Helium atoms are sensitive to phonons only through the
electron-phonon interaction in the first few atomic layers.
Depending on the mode-specific electron-phonon coupling,
phonons with wavevector Q can be detected in subsurface
layers.

Figure 2.4: Basic representation of the inelastic scattering process (a) and illustration of the detection of subsurface
phonon states (b) [29].

2.5 Debye-Waller factor and electron phonon coupling

Figure 2.5: Schematic of the Debye-Waller attenuation
on the surface. The inelastic background
increases with surface temperature, yielding
less intensity in the elastic scattering chan-
nel. From this attenuation in dependence of
the surface temperature the electron-phonon
interaction can be calculated [29].

When scattering atoms from a surface at finite
temperatures, thermal vibrations give rise to an
increase of inelastic scattering events and there-
fore an attenuation of the elastic signal [34].
In addition to zero-point motion, higher surface
temperature TS lead to a bigger occupation of
vibrational states and higher amplitudes of the
surface oscillators.

In the schematic of Fig. 2.5 the incident helium
atom with wavelength λi scatters of a surface and
the total scattered intensity separates into elastic
and inelastic channels. At temperatures TS > 0 K
the probability for inelastic scattering increases
and the wavelength of the particle changes to λf .
The increase in the inelastic signal leads to a de-
crease in the elastic intensity and thus to a decay
of the specular reflection with increasing sample
temperature.

Since impinging helium atoms are only sensi-
tive to the electronic corrugation, (sub-)surface
phonons are detected through the electron-phonon (e-ph) coupling. The characterizing parameter of
this e-ph coupling strength is the mass-enhancement factor λ which can be determined from surface
temperature dependent measurements, as discussed later in Section 2.5.2.
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Chapter 2 Theoretical background

2.5.1 Debye-Waller attenuation

The attenuation of the elastically scattered signal I(TS) in dependence of the surface temperature TS is
described by the so-called Debye-Waller (DW) factor. It is given with respect to I0, the intensity at rest
(TS = 0) as

I(TS) = I0 · e−2W (TS). (2.10)

In the two-body collision model, where the incident beam directly interacts with the target atom, the
exponent W (TS) is defined as

2W (TS) =
〈
(u ·∆k)2〉

TS
, (2.11)

with u being the displacement vector of a lattice atom out of its thermal equilibrium position and
∆k = (kf − ki) the total change in momentum of the scattering vector during a scattering event. The
angle brackets 〈. . . 〉TS

indicate that the thermal average is taken [40]. In the case of a specular reflection,
the momentum transfer parallel to the surface equals zero (see Fig. 2.2a) which reduces Eq. (2.11) to:

2W (TS) =
〈
u2
z

〉
· (∆kz)2, (2.12)

with
〈
u2
z

〉
describing the average squared atomic displacement perpendicular to the surface. If the

vibrations are treated like a harmonic oscillator,
〈
u2
z

〉
can then be described by

〈
u2
z

〉
= 3kBT

Mω2 , (2.13)

with M being the effective mass of the oscillating surface atoms.
In the Debye model, the vibrational frequency ω is substituted by the so-called Debye frequency ωD

given by the Debye temperature ΘD by ωD = kBΘD

~ . When all equations are combined the DW factor
becomes

2W (TS) = 3~2TS
MkBΘ2

D

(∆kz)2. (2.14)

Hence, if the natural logarithm of the specular intensity ln[I(TS)/I0] is plotted versus the surface temper-
ature TS the DW exponent can be obtained experimentally. In this simple Debye model the surface Debye
temperature ΘD can also be determined and compared to bulk values from X-ray or neutron scattering.
For a more accurate description of the thermal attenuation, the attractive and repulsive part of the

atom-surface interaction potential need to be taken into account. Since the attractive part of the surface
potential leads to an acceleration of the incoming helium atom this effect needs to be considered in the
Beeby-correction. In this model the attraction is accounted for by adding the energy of the well depth
D to the incident beam energy. The new perpendicular momentum transfer then reads

∆kz → ki

[√
cos2(ϑf ) + D

Ei
+
√

cos2(ϑi) + D

Ei

]
. (2.15)

In Eq. (2.14) ∆kz is now replaced with the Beeby-correction (Eq. (2.15)). In the special case of the
specular reflection ϑi = ϑf holds, which leads to the expression:

W (TS) =
12m

[
Ei cos2(ϑi) +D

]
2MkBΘ2

D

TS , (2.16)

where m is the mass of the impinging (helium) particle.
One downside of this description is that the mass of the oscillating surface atoms M is not a priori
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known. In most cases M is chosen as the mass of the atoms in the first crystal layer, since these ion
cores will give the most contribution to the attenuation. This assumption is based on other scattering
techniques and does not necessarily hold for helium atoms which are scattered by the electron density at
the surface. The e-ph coupling links the surface Debye temperature ΘD to these charge density oscillations
rather than the ion cores, as discussed in the next section. HAS allows for an accurate determination of
ΘD, whereas other techniques need to consider an effective surface Debye temperature Θ∗D and a surface
effective atom mass M∗, which include the contributions arising from the e-ph interaction.

2.5.2 Electron phonon coupling

In recent years energy dissipation via e-ph coupling in materials was a widely studied topic, due to its
relevance for future applications in semiconductor physics or spintronics. The e-ph coupling changes the
dispersion and lifetime of the electronic states in a material and is defined as the mass-enhancement
λ [41, 42]. From solid state physics it is well known that the electronic dispersion close to the Fermi
energy EF is renormalized and therefore flattened out. The resulting increase in the effective electron
mass is described by m∗e = m0(1 + λ), where m∗e and m0 are the effective masses with and without e–ph
interaction, respectively [42].
In a simple picture, the e–ph coupling changes the dispersion and limits the lifetime of excited electrons

(or holes) of the electronic states in a material. Two complementary methods which are both necessary
to get a complete picture of the e-ph coupling at a surface are angle resolved photoemission spectroscopy
(ARPES) and HAS [43]. ARPES measurements are mainly used to investigate the electronic dispersion
close to the Fermi surface. In contrary, HAS measures the renormalisation of the surface phonon dispersion
due to e-ph interactions. Therefore, the thermal attenuation of the elastically scattered helium atoms is
used from a DW measurement, as described above in Section 2.5.1.
To determine the mass-enhancement factor λ using ARPES, the temperature dependence of the total

linewidth is monitored. The total linewidth consists of contributions from electron-electron and defect
scattering as well as the e-ph component which is approximated to be the only temperature dependence
[41]. One downside of this method is the larger contribution from bulk states compared to methods using
HAS. In addition, the thermal attenuation monitored with HAS allows for easier experimental conditions
and can therefore allow for a more practical and more accurate determination of λ for various material
classes, as discussed below.

E-ph coupling from HAS for metal surfaces

As shown in Fig. 2.5 the decreasing elastic intensity with increasing surface temperature can be linked
to the e-ph interaction. The dependence of the DW exponent on the surface temperature allows for the
determination of the mass-enhancement factor λ for conducting surfaces, which has been investigated in
several earlier studies [32, 44–48] as well as this work [25, 26].
As described in Section 2.5.1 the impinging helium atoms, with an energy of a few meV, are exclusively

scattered by the surface electron density. A phonon can only be created or annihilated via the e-ph
interaction in which the modulation of the surface free-electron gas is induced by vibrational states in
the first few atomic layers. Due to conventions in quantum mechanics it is more appropriate to write the
DW factor in dependence of the scattering vectors, i.e. W (ki,kf , TS). Manson et al. related the DW
factor to λ according to [46]:

W (ki,kf , TS) ∼= 4 N (EF ) m
m∗e

Eiz
φ

λ kBTS . (2.17)
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In Eq. (2.17) λ is given for a helium atom with mass m which scatters with an initial wavevector ki into
a final state with wavevector kf . With N (EF ) being the density of electronic states at the Fermi level, φ
the work function, m∗e the effective electron mass, Eiz the normal component of the incident energy and
kB the Boltzmann constant. For a more accurate description the incident energy needs to be corrected
with the Beeby correction k2

iz −→ k2
iz + 2mD/~2 (Eq. (2.15)).

When Eq. (2.10) and Eq. (2.17) are combined, the e-ph coupling constant can be related to the
temperature dependence of the HAS specular intensity I(TS). Using the slope ln(I0/I)/TS from the DW
measurement then gives

λHAS ∼=
1

4N (EF )
m∗e
m

φ

kBEiz

ln(I0/I)
TS

. (2.18)

Eq. (2.18) yields a value of the e-ph constant which provides the correct average over all contributing
phonon modes. Benedek et al. investigated the dependence of λ with respect to different phonon energies
and modes ωQ,ν {Q, ν} [45]. This description allows to determine a mode-specific coupling constant
λQ,ν , however here we only consider the mode averaged λ. Eq. (2.18) was applied for various metals and
semimetals to determine λHAS and shows good agreement with values from other techniques [46].
This approach for the determination of λ at metal surfaces can also be adapted to the material classes

of semiconductors, topological insulators and transition metal dichalcogenides, as described below.

E-ph coupling from HAS for semiconductors and topological insulators

The material class of topological insulators (TIs) exhibits metallic surface states with semiconducting
properties in the bulk, for which the above described method can be adapted. When considering semi-
conductors, the surface charge density in the first atomic layers is linked to the Thomas-Fermi screening
length λTF . Adapting Eq. (2.18) with respect to the special electronic properties of TIs yields [26]:

λ = π

2ns
α , α ≡ φ

Ac k2
iz

∂ ln I(TS)
kB ∂TS

, (2.19)

where ns is the number of conducting layers contributing to phonon induced modulations of the electronic
density, φ the work function, Ac the surface unit cell area, kiz the normal component of the incident
wavevector and I(TS) the specular HAS intensity. ns is given in terms of the Thomas-Fermi screening
length λTF with ns = 2λTF /c0, where c0 is the quintuple layer thickness and the factor 2 accounts for two
metallic sheets per quintuple layer. Similar to Eq. (2.15) the incident wavevector kiz needs to be adapted
with the Beeby correction to account for the attractive and repulsive part of the surface potential.
Strictly speaking, Eq. (2.19) is only valid for two-dimensional cases, i.e. a 2DEG which is present on

most common TIs. As shown later in this theses (Section 4.6), the expression for λ can also be extended
to various dimensions [48].

2.6 Semimetals and topological insulators

In recent years several new aspects and novel characteristics for semimetals such as Bi and Sb were
investigated with state of the art experimental and theoretical methods [28, 49]. It was discovered
that surfaces, which are already well characterized with respect to their bulk properties, may still show
unexplored new interesting physical and chemical features at the surface. Especially in semimetals and
topological insulators the surface exhibits novel electronic states such as topological surface states. The
fundamental properties of these materials are described below.
All investigated materials are either characterised as semimetals or semiconductors with respect to their
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2.6 Semimetals and topological insulators

(a) Crystal structure of a typical topological insulator based
on the conventional hexagonal unit cell which consists of
three quintuple layers separated by weak van der Waals
bonds.

(b) Surface electronic band structure of Bi2Se3(111) with
spin-orbit coupling included in the DFT calculation. D
marks the position of the Dirac point below the Fermi
energy.

Figure 2.6: Basic crystal structure and surface electronic band structure of topological insulators.

bulk electronic structure. Semimetals are defined by a small overlap of the top of the valence band and
the bottom of the conduction band, therefore yielding no band gap. In contrary semiconductors exhibit
a small band gap of a few eV between both bands. Compared to pure metallic materials semimetals show
a smaller density of states at the Fermi level and have electrons as well as holes as their charge carriers
[50]. Therefore semimetals also show electrical conductivity at zero temperature, while semiconductors
have zero conductivity at this temperature. Because of electron phonon interaction the conductivity
decreases with increasing temperatures in pure metals. However, in semimetals and semiconductors the
temperature dependence has a more peculiar behaviour and is influenced by both charge carrier types.

In recent years the emerging field of topological insulators (TIs) brought many new aspects to the field
of condensed matter and electronic materials. Three-dimensional TIs exhibit an insulating gap in the
bulk and conducting states on the surface [51, 52]. Materials such as the TI Bi2Se3 had already been
well known for their thermoelectric properties with a large Seebeck coefficient [53–57] and have therefore
been used in thermoelectric refrigeration for a long time. Recent works focused more on the peculiar
electronic states at the surface. The topological surface states are characterised by an odd number of
relativistic Dirac fermions and are protected by time-reversal symmetry. The carriers are locked to their
spin-momentum, hence the direction in which the carriers are travelling is defined by the orientation of
the spin. The linear relationship between energy and momentum is known as Dirac cone. In Fig. 2.6b
the electronic band structure of the TI Bi2Se3(111) is plotted with the characteristic Dirac point D below
the Fermi energy EF . Due to the large spin-orbit splitting the topological surface state exhibits no spin
degeneracy [51, 58].
The crystal structure of the prominent three-dimensional TIs Bi2Se3 and Sb2Te3 are shown in Fig. 2.6a.

The layered hexagonal structure consists of three quintuple layers (QLs), which are separated by weak
van der Waals bonds.
The material class of TIs opens up new possibilities for using the spin degree of freedom in emerging

applications for information processing technologies. Future spintronic devices may be used for spin
filtering, spin control, memory devices and to store magnetic properties. In addition, surface dominated
electronic transport in TIs plays an important rule in quantum sensing by inducing electronic changes
with the adsorption of molecules [59–61]. The adsorption of various atoms and molecules also allows for
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Chapter 2 Theoretical background

a tuning of the electronic properties and can therefore change the conduction type (n- or p-type doping).
Finally, TIs could further be used in flexible electronics [62] and non-linear optics.

2.7 Vicinal surfaces

Defects on solid surfaces have a great impact on surface chemical properties due to their low dimensional-
ity, which play an important role in catalysis. It is well known that there is a major gap in understanding
the chemical reactions on an ideal flat surface and of an actual catalyst. For example detailed knowledge
of the processes happening during surface oxidation plays an important role in the understanding of
corrosion [63]. Therefore, it is important to characterise the chemical and physical properties of various
types of defects such as steps. Stepped surfaces like Bi(114) may even present a quasi-one-dimensional
system.
Periodically stepped (vicinal) surfaces are ideal model systems for isolating one type of defect, namely a

step edge, which becomes particularly accessible by studying diffraction techniques [64, 65]. Early works
using inelastic helium atom scattering investigated stepped surfaces to determine step-localized phonon
modes [66]. In addition, the study of the intensities of elastically scattered helium atoms allows for the
determination of the corrugation of stepped surfaces [65, 67].
In many cases vicinal surfaces undergo a reconstruction, as described later in this thesis for Bi(114),

in order to minimize the energy of the system [28, 68]. Surface reconstructions can be also be induced
by dosing gas molecules on stepped surface [63].

2.8 Two-dimensional materials

Recently, intensive research focused on two-dimensional (2D) materials, including graphene, hexagonal
boron nitride (h-BN) and transition metal dichalcogenides which received a great deal of research interest
[69]. After single-layer graphene was successfully isolated for the first time in 2004 [70] myriads of
experimental and theoretical investigations followed. The extraordinary features such as gapless, linear
band structure, ultrahigh carrier mobility, high mechanical strength, and high thermal conductivity
received massive interest in potential applications. Therefore, graphene paved the way to the world of
so-called 2D materials which consist of layered atomic thin sheets with strong in-plane covalent bonding
and weak interactions between layers, usually of van der Waals type [69].
After more than ten years of development, 2D materials have become one of the most important topics

in materials research: Dozens of new materials have been synthesized experimentally and even more
predicted theoretically [71]. Fabrication of 2D materials is usually based on epitaxial growth. For a
controlled synthesis, often chemical vapour deposition (CVD) in an ultra-high vacuum environment is
employed. The enormous variety of different combinations of substrates and adlayers led to the findings
of many new phenomena and physical properties [72–74]. The unique electrical, optical and thermal
properties in 2D materials are associated with their strictly defined low dimensionalities, providing a
wide range of building blocks for future electronic applications [73].
The 2D material h-BN, also called ”white graphene”, has gained significant research interest in the

last decade. In this particular 2D structure boron and nitrogen atoms are alternately arranged in a
honeycomb lattice (see Fig. 2.7). Due to the large bandgap of 5.97 eV, h-BN acts as a unique insulator
and thus may be used as an ideal dielectric in heterostructures [69]. The very good thermal conductivity
makes h-BN a prime candidate as a thermal heat spreader in 2D nanoelectronics [75, 76].
Controlled synthesis of high-quality 2D h-BN layers is very demanding since the physical and chemical
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2.8 Two-dimensional materials

Figure 2.7: Schematic top and side-view of h-BN on a Ru(0001) substrate (green spheres), where the boron
(nitrogen) atoms are depicted in red (blue), respectively. Depending on the atoms the interatomic
distances change leading to a buckled structure.

properties of the adlayer depend on the used synthesis method. Besides exfoliation, in most cases h-BN
is synthesized by CVD where a gas-phase precursor is deposited on a solid substrate, diffuses, dehydro-
genates or fragments and eventually attaches to a growing 2D cluster. This method offers relatively large
grain sizes, however the CVD systems are often complex, making it difficult for a controlled synthesis
of the adlayer. As later shown in this theses, the mechanisms behind the controlled growth of h-BN on
metal systems are still not fully understood. Slightly different starting conditions can give rise to different
structures and the system may therefore be an ideal playground to end up with different nano-structures.
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Chapter 3

Experimental setup

The experiments within this thesis were all (with one exception) conducted on the apparatus H.A.N.S
(Helium Atom Nondestructive Scattering) at the Institute of Experimental Physics, TU Graz. The work
on the growth of hexagonal boron nitride (Section 4.8) was conducted on the 3He-Spin-echo apparatus
at the University of Cambridge, UK. For an accurate description of this setup please refer to Refs. [17–
19, 77, 78]. However, the principles of elastic scattering for both setups are the same as described in
Chapter 2.
The whole apparatus at the TU Graz is depicted in a schematic in Fig. 3.1. After the setup was

characterized and improved [79], first measurements were done on the Bi(111) [3, 5, 29, 44, 80] and
Sb(111) surfaces [4, 6, 31, 79]. The complete setup consists of three main components: the source
chamber, the scattering/main chamber and the detector arm. The apparatus was already accurately
described in the PhD thesis of Anton Tamtögl [29].

Source Arm

The source arm (see Fig. 3.1), which consists of two chambers generates the nearly monoenergetic atomic
beam by using a supersonic expansion. The 4He gas is expanded (50 bar → ≈1× 10−6 mbar) through a
nozzle with a diameter of d = 10 µm. The final particle velocity of the beam is given by

v‖ =
√

5kBT0

mHe
, (3.1)

with kB being the Boltzmann’s constant, T0 the nozzle temperature (T0 between 47 to 300 K) and mHe

the atomic mass of helium.
The central part of the beam is then selected by a skimmer before it enters the second chamber in

which the chopper disc is located, which represents the central part for performing TOF measurements.
For these experiments a pseudo-random chopper disc was used to yield better signal to noise ratios [79].

Main Chamber

In the main chamber the investigated sample is mounted on a seven-axis manipulator, which allows for an
accurate adjustment of the desired scattering position. To avoid contamination of the sample over time
the main chamber is constantly kept at ultra-high vacuum (UHV) conditions (p ≤ 2× 10−10 mbar). The
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Chapter 3 Experimental setup

sample can be heated electrically using a button heater and cooled via a thermal connection to a liquid
nitrogen reservoir. The apparatus is designed for in-plane scattering measurements, in which the surface
normal and the wavevectors of the incident and the scattered beam are in the same plane. The angle
between source arm and detector arm is fixed, having a solid-angle value of ϑSD = 91.5°. In addition
the main chamber is equipped with a quadrupole mass spectrometer, a low energy electron diffraction
(LEED) system and an Auger electron spectrometer (AES). The LEED is used to orient the crystal in
the desired high symmetry orientation while the AES allows for an initial surface characterization with
respect to contaminants.
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Figure 3.1: Basic CAD representation of the HAS apparatus used during the work for this thesis. Adapted from
A. Tamtögl [29]

Detector Arm

If the helium atoms are scattered off the samples surface in the direction of the detector arm they pass
through smaller chambers with several pumping stages. At the end of the arm the atoms are detected
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using a quadrupole mass spectrometer. The neutral helium atoms are ionized using a cross beam ion
source and are deflected by 90° to reach the detector, which contains a secondary electron multiplier. For
the TOF measurements, the quadrupole mass spectrometer is equipped with a multi-channel analyser
system. Due to different velocities after an inelastic scattering event, the helium atoms are spread spatially
and arrive at the detector at different times which can be distinguished by unfolding the signal according
to the chopper sequence [79].

Sample preparation

Depending on the crystal samples used in this thesis various surface preparations were used. For the
Bi(114) surface (Section 4.6) multiple cycles of Ar+-sputtering with consecutive annealing were used. In
between the cycles the surface cleanliness was investigated using the LEED system. The sharpness and
intensity of the LEED diffraction spots were used as an indication for the amount of remaining adsorbates
and impurities on the surface.
For the material class of TIs the exfoliation method was applied for the preparation of a clean surface.

In these materials the individual quintuple layers (QLs) are held together by weak vdW-forces, which
allows for an easy removal of the first few QLs. In the recently introduced load-lock chamber [81] a scotch
tape is applied to the sample surface under ambient conditions followed by an evacuation of the chamber.
Attached to this chamber is a vacuum suitcase containing a gripping mechanism which can then be used
to grab the sample holder and therefore peel off the applied scotch tape. This in situ method under
UHV conditions is essential for a clean crystal surface and to avoid contamination of the surface. Using
the gripping mechanism the sample is then transferred into the main chamber, where it is placed in the
manipulator. After the gripping mechanism left the main chamber the valve is closed and the sample can
be characterized using LEED, AES and HAS.
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Chapter 4

Results

4.1 Outline
This chapter presents the results obtained during the work of this thesis in sections which are arranged
according to their thematic results. Sections 4.2, 4.3, 4.4, 4.5, 4.6 and 4.7 consist of already peer-reviewed
and published publications while section 4.8 contains results which are currently under peer-review.

4.2 Helium-Surface Interaction and Electronic Corrugation of
Bi2Se3(111)

This section consists of the following published publication:
Helium-Surface Interaction and Electronic Corrugation of Bi2Se3(111)
A. Ruckhofer∗, A. Tamtögl, M. Pusterhofer, M. Bremholm, and W. E. Ernst
The Journal of Physical Chemistry C 123, 17829–17841, 2019
https://doi.org/10.1021/acs.jpcc.9b03450
∗ corresponding author

contributions

funding W.E. Ernst, A. Tamtögl
experimental design A. Tamtögl, A. Ruckhofer
sample synthesis M. Bremholm
data acquisition A. Ruckhofer, M. Pusterhofer
CC simulations A. Ruckhofer, M. Pusterhofer
data analysis & interpretation A. Ruckhofer, A. Tamtögl
publication writing A. Ruckhofer, A. Tamtögl
discussion and editing A. Ruckhofer, A. Tamtögl, W.E. Ernst

Reproduced from J. Phys. Chem. C 123, 17829–17841, 2019.
Published 2019 by the American Chemical Society under the terms of the ACS AuthorChoice with CC
BY license.
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Chapter 4 Results

Abstract

We present a study of the atom-surface interaction potential for the He–Bi2Se3(111) system. Using
selective adsorption resonances, we are able to obtain the complete experimental band structure of atoms
in the corrugated surface potential of the topological insulator Bi2Se3. He atom scattering spectra
show several selective-adsorption resonance features which are analysed, starting with the free-atom
approximation and a laterally averaged atom-surface interaction potential. Based on quantum mechanical
calculations of the He-surface scattering intensities and resonance processes we are then considering the
three-dimensional atom-surface interaction potential which is further refined in order to reproduce the
experimental data.
Following this analysis, the He–Bi2Se3(111) interaction potential is best represented by a corrugated

Morse potential with a well depth D = (6.54± 0.05) meV, a stiffness κ = (0.58± 0.02)Å−1 and a surface
electronic corrugation of (5.8 ± 0.2)% of the lattice constant. The experimental data may also be used
as a challenging benchmark system to analyse the suitability of several van der Waals approaches: The
He–Bi2Se3(111) interaction captures the fundamentals of weak adsorption systems where the binding is
governed by long-range electronic correlations.

Introduction

The material class of topological insulators (TIs) has lately received broad attention [52, 58, 82–85],
due to their protected metallic surface states and the insulating bulk electronic structure [86, 87]. An
archetypal TI and one of the most studied examples is the here presented Bi2Se3 [88, 89]. Topological
surfaces show modifications of their electronic structure upon adsorption of atoms and molecules [59, 60,
90, 91]. However, the interaction of TI surfaces with their environment, i.e. atom-surface interaction
potentials are barely investigated by experiment despite the fact that topology can have implications far
beyond electronic transport properties and topological materials provide a perfect platform for studying
phenomena such as heterogeneous catalysis or sensing applications [61, 92].
Understanding the atom-surface interaction on topological insulators is interesting from a fundamental

point of view and may help to obtain a deeper understanding of the interaction with gases and molecules
in the physisorption regime [93, 94]. E.g. as shown recently the long-range part of the potential can be
responsible for band bending effects upon adsorption [95].
Here we present a study of the atom-surface interaction potential for the He–Bi2Se3(111) system. The

shape of the interaction potential between the surface and atoms can be extracted from atom-surface
scattering experiments and we follow this approach using helium atom scattering from the surface of
Bi2Se3(111). Helium atom scattering (HAS) is strictly surface sensitive and allows the investigation
of surface structure and dynamics of conducting as well as insulating materials [34]. The technique
permits measurements of the atom-surface interaction potential to a very high accuracy via selective
adsorption resonances (SARs) [22, 96]. Studying SARs provides access to the bound state energies εn
which are supported by the atom-surface interaction potential and more importantly, to the atom-surface
interaction potential itself. Previous experimental studies of SARs have mainly been performed on salts
with the NaCl structure [22, 34, 96–100] while only recently semimetals and semiconductors have been
studied using this approach [5, 6, 101].
In addition to experimental measurements of SARs, ab initio approaches have been employed in order

to determine a numerical atom-surface interaction potential [102–104]. On the one hand, the extremely
small adsorption energies of He atoms on surfaces (in the few meV region) and the de-localised nature
and mobility of electrons on conducting surfaces makes such systems particularly challenging, even for
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4.2 Helium-Surface Interaction and Electronic Corrugation of Bi2Se3(111)

state-of-the-art van der Waals (vdW) corrected density functional theory (DFT) approaches [104]. On
the other hand, since measurements of the atom-surface potential give insight into the atom-surface
interaction dynamics within the vdW regime, experimental results can be used to test the ability of
dispersion corrected DFT approaches to simulate nonlocal interactions [102, 105, 106].
The atom-surface interaction potential is also a necessary ingredient for quantum-mechanical calcula-

tions of elastic scattering intensities [37, 107, 108] allowing for a comparison with experimentally observed
He diffraction peak intensities. In this context, the influence of vdW forces in atom-surface scattering
calculations of noble gases has recently been studied [107, 109] and the experimental diffraction intensities
may even be used as a benchmark to test the performance of different vdW corrected DFT approaches
[110].
However, the comparison with diffraction intensities merely considers a small number of diffraction

channels which are accessible in the experiment and thus a comparison of quantum mechanical scattering
calculations with SARs provides an even more rigorous test in terms of the sought atom-surface inter-
action potential. Following this approach we use experimental SARs together with quantum mechanical
He-surface scattering calculations in order to determine an accurate three-dimensional atom-surface inter-
action potential. Herein experimental data from complex surfaces such as TIs may be especially valuable,
in particular since it was shown only recently that for an accurate theoretical description of the layered
structure of TIs the inclusion of vdW corrections is essential [111].

Experimental Details

The experimental data in this work was obtained at the HAS apparatus in Graz which is able to generate
a nearly monochromatic beam of 4He. The scattering geometry is defined by a fixed source-sample-
detector angle with 91.5° (for a description in greater detail see [3]). In brief, the He beam is generated
via a supersonic expansion from a base pressure of 50 bar to 10−6 mbar through a cooled nozzle of 10 µm.
The central part is selected with a skimmer (310 µm orifice) creating a He beam with an energy spread of
∆E/E ≈ 2%. By varying the nozzle temperature the beam energy can be tuned between 9 and 20 meV.
The beam then hits the sample in the main chamber under ultra-high-vacuum (UHV) conditions (p ≤
2× 10−10 mbar) and is further detected using a quadrupole mass analyser. For varying the incident angle
ϑi in the fixed source-sample-detector geometry the sample can be rotated.
For a detailed description of the sample growth procedure see Bianchi et al. [112]. After in situ cleavage

of the sample in a load-lock chamber [113] the cleanness and purity of the sample can be further studied
using low energy electron diffraction (LEED) and Auger electron spectroscopy (AES). The rhombohedral
crystal structure Bi2Se3 is built of quintuple layers (QL) which are bound to each other through weak
van der Waals forces [112]. The unit cell consists of 3 QLs and shows Se termination upon cleavage. The
surface along the (111) cleavage plane has a lattice constant of a = 4.14Å at room temperature [114].
The sample was fixed on a sample holder using thermally conductive epoxy.
The intensity of the specular reflection throughout the measurements typically reached values with a

signal-to-noise ratio of 103 above the diffuse elastic background (Fig. 4.3) while the full width at half
maximum (FWHM) was typically about 0.015Å−1. Hence the angular broadening of the specular peak
is mainly limited by the angular broadening of the apparatus giving rise to an estimate (lower limit) for
the quality of the crystal [47] with domain sizes larger than 1000 Å.
The sample temperature was varied between cryogenic temperatures (113 K, via a thermal connection

to a liquid nitrogen reservoir) and room temperature (300 K). For a first characterisation the scattered
specular intensity was measured in dependence of the sample temperature in order to determine the
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surface Debye temperature (ΘD = 122 K [26, 81]). All scattering calculations presented in this work
have been corrected by the according Debye-Waller attenuation based on the experimentally determined
Debye temperature.
After the first characterisation of the crystal, various elastic diffraction scans at 113 K and room tem-

perature were collected in both high symmetry directions and at different incident energies. Furthermore,
measurements of the specular reflection in dependence of the beam energy (measured at 113 K) allow to
obtain further details of the SARs and the atom-surface interaction potential (section ”Refinement of the
interaction potential”).

Results and Discussion

After an introduction to the atom-surface interaction potential and the kinematic analysis we begin
our analysis of the SAR features following the free-atom model. Based on the approximate surface-
averaged potential we are then determining the corrugation amplitude of the potential from diffraction
measurements in order to acquire a three-dimensional potential. Finally we are going to compare the ex-
perimental SARs with quantum mechanical scattering calculations to further refine the three-dimensional
atom-surface interaction potential.

The atom-surface interaction potential

As stated by Bragg’s law, if an atom is scattered by a periodic surface, the change of the wavevector
component parallel to the surface, K, must be equal to a surface reciprocal lattice vector, G.
Here we present mainly measurements where the polar (incident) angle ϑi is varied around the cor-
responding axis while the scattered beam intensity is detected. For elastic scattering, the momentum
transfer parallel to the surface, ∆K, is then given by

|∆K| = |Kf −Ki| = |ki| (sinϑf − sinϑi) , (4.1)

where ki is the incident wavevector and ϑi and ϑf are the incident and final angles with respect to the
surface normal, respectively.
Selective adsorption phenomena which may appear upon scattering of atoms from a periodic surface,

occur due to the attractive part of the atom-surface interaction potential. For an elastic process, the
kinematically-allowed G-vectors are those for which the wavevector component perpendicular to the
surface k2

f,z is positive. If an incident He atom hits the surface it can undergo a transition into a bound
state on the surface with − |εn|. The process happens while the He atom is diffracted into a channel
which is kinematically disallowed (k2

f,z < 0). Such SARs can only happen if the difference between the
energy of the incident atom and the kinetic energy of the atom moving parallel to the surface matches
the binding energy εn of the adsorbed atom [97]:

Ei = ~2k2
i

2m = ~2(Ki + G)2

2m + εn(Ki,G) , (4.2)

where m is the He mass. From Eq. (4.2) it is clear that studying SARs provides access to the bound
state energies εn(Ki,G) and more importantly to the atom-surface interaction potential.
In this work we have analysed SARs upon scattering of He from Bi2Se3 using a corrugated Morse

potential (CMP). In spite of the deviation of the CMP from the expected z−3 asymptotic behaviour, it
has been shown that the overall shape of the CMP represents the measured bound states well enough. A
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comparative study of various potentials with different asymptotic behaviour has shown similar outcome
when subsequently used in close-coupling calculations [31, 37]. Likewise the validity of this potential
for TI surfaces [115] and other layered materials such as transition metal dichalcogenides [116] has been
proven. In addition the CMP greatly simplifies the treatment of several steps within the close-coupling
(CC) algorithm, allowing for an analytical solution in those cases, which leads to a reduced computational
cost.
The three-dimensional CMP, written in dependence of the lateral position R on the surface and the

distance z with respect to the surface is [117]:

V (R, z) = D

[
1
ν0,0

e−2κ[z−ξ(R)] − 2e−κz
]

(4.3)

with the stiffness parameter κ, D the depth of the potential well and the surface average ν0,0 of the
exponent of the corrugation function. The electronic surface corrugation is described by ξ(R) where R
describes a periodically modulated surface corresponding to a constant total electron density.
For ξ(R) a two-parameter Fourier ansatz was used which is described by a summation of cosine terms.

The Fourier series expansion is based on the sixfold symmetry of the topmost layer of the surface (see
Eq. (4.14) in the Appendices), which is the only relevant layer when considering the energies of the
impinging He atoms used in this study [6, 37]. The corrugation magnitude is then typically given in
terms of the peak-to-peak value ξpp of ξ(R).
The laterally averaged surface potential V0 (i.e. without corrugation) of Eq. (4.3) is given via:

V0(z) = D
[
e−2κz − 2e−κz

]
(4.4)

The bound states can be described analytically by:

εn = −D + ~ω
(
n+ 1

2

)(
1−

n+ 1
2

2γ

)
(4.5)

where n depicts a positive integer, ω = κ
√

2D
m is the Debye-frequency and γ = 2D

~ω with m the mass of
the impinging He atom.
In order to determine the three-dimensional potential we start firstly with the laterally averaged atom-

surface interaction potential, trying to identify SARs in various diffraction scans. After determining a
laterally averaged atom-surface interaction potential based on the SAR positions and the free atom model
we determine the corrugation amplitude ξ0 of the potential by comparison of the diffraction intensities
based on close-coupled calculations with the experimentally determined diffraction intensities. We are
then further refining the potential using close-coupled calculations of the resonance positions, optimising
the agreement with the experimental measurements of SARs. The whole procedure is described in more
detail below.

Determination of SARs in the elastic scans

In a first step of determining the atom-surface interaction potential the laterally averaged atom-surface
interaction potential is used to identify the SARs in various elastic scans. When performing a diffraction
scan according to Eq. (4.1), the kinematic condition Eq. (4.2) can be fulfilled for specific values of ϑi.
Two typical diffraction scans for the high symmetry direction ΓM are shown in Fig. 4.1. The x-axis has
been transformed to parallel momentum transfer using Eq. (4.1). In addition to the diffraction peaks,
smaller features caused by SARs can be seen.
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Figure 4.1: Scattered He intensities for Bi2Se3(111) versus parallel momentum transfer ∆K along the ΓM azimuth
with a sample temperature of 113 K. The incident beam energy Ei is 11.25 and 14.26 meV in the
top and bottom panels, respectively. The intensity scale has been expanded and in addition to the
diffraction peaks which are cut off due to their high intensity, small peaks and dips corresponding to
selective adsorption processes can be seen. The vertical lines in various colours illustrate the kinematic
conditions for five bound-state energies ε0-ε4 according to Eq. (4.6). Each line is labelled with the
Miller indices of the associated G vector for the particular resonance condition.

At first we will restrict the kinematic condition given in Eq. (4.2) to the free atom approximation which
assumes that the surface potential is adequately described by the laterally averaged interaction potential
Eq. (4.4). Strictly speaking it holds only in the case where the surface corrugation approaches zero,
which is not possible in reality, since corrugation is necessary to provide the G-vector for the resonance
processes. We will then use and refine the full three-dimensional atom-surface interaction potential at a
later point within the formalism of close-coupled calculations.
Nevertheless the free atom approximation is useful for a first identification of SARs, as it treats the

binding energies εn(Ki,G) in Eq. (4.2) as constants and therefore independent of Ki and G. The
introduction of a corrugation may give rise to changes of the resonance positions which tend to become
more important with increasing surface electronic corrugation. Since the peak-to-peak corrugation of
similar materials is in the region of 5–9 % of the lattice constant [37, 47] one needs to keep in mind that
considerable shifts of the resonance positions may occur.
Using the free atom model as a starting point, the position of the SARs Eq. (4.2) can be rewritten in

terms of the incident angle ϑi and the incident wave vector ki. The latter is given by the beam energy
which is determined by the nozzle temperature. The scattering vector G can be separated into two parts
G = (G‖, G⊥) parallel and normal to the incidence plane:

k2
i =

(
ki sinϑi +G‖

)2 +G2
⊥ − 2m

~2 |εn| . (4.6)

The peaks or dips at a particular incident angle ϑi in the scans can be associated with a certain bound
state energy εn and scattering channel using Eq. (4.6). The position of several SARs is indicated with
vertical lines (based on solving Eq. (4.6) for ϑi) in Fig. 4.1 and labelled according to their diffraction
channel G while the different colours correspond to different bound states εn. For better visibility of the
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Figure 4.2: Contour plot of the scattered He intensities (logarithmic scale) versus parallel momentum transfer
and incident energy of the He atom along the ΓM azimuth and at a sample temperature of 113 K.
The superimposed solid lines correspond to the resonance conditions calculated with the free atom
approximation. Each line is labelled with the Miller indices of the associated G-vector for the resonance
condition. The labels ε0 − ε4 at the top-abscissa denote the series of eigenvalues associated with the
(10) G-vector. Scattered intensities (mainly the diffraction peaks) exceeding a certain value have been
cut off in order to increase the visibility of the resonance effects. The black arrow labelled with KF
indicates a region of increased intensity which is likely to correspond to kinematical focusing (KF)
rather than a resonance effect.

SARs the sample was cooled down to 113 K to minimise the inelastic background as well as the linewidth
of the resonances. The scan in the upper panel was measured with an incident beam energy of 11.25 meV
and the lower panel at 14.26 meV respectively. The vertical lines are according to the first 5 bound state
energies ε0-ε4 of the later determined laterally averaged interaction potential defined by their colour while
the numbers next to the lines denote the corresponding reciprocal lattice vectors.

It becomes immediately evident that the assignment of resonances in a single diffraction scan such as
Fig. 4.1 is quite ambiguous since numerous combinations of εn and G can be thought of in order to fulfill
Eq. (4.6). For a better assignment of the bound states and G-vectors a collection of numerous scans
was put together as shown in the contour plot of Fig. 4.2. To monitor the drift of the resonances versus
the incident beam energy many diffraction scans with various Ei were performed. Putting this collection
of measurements together allows to identify the bound state resonances much easier. In particular the
curvature of a certain resonance feature allows to determine the corresponding G-vector which greatly
simplifies the search for the associated bound state εn which fulfills Eq. (4.6).

A total of 27 ϑ-scans at incident energies ranging from 9.5 meV up to 14.5 meV was collected in order to
construct the contour plot. The x-axis in Fig. 4.2 corresponds to the parallel momentum-transfer and the
z-axis to the scattered intensity. The y-axis is formed by plotting the scans with various incident energies,
i.e. a cut at y =constant would result in a graph such as Fig. 4.1. The plot was constructed by connecting
the individual scans on a two-dimensional grid using a linear interpolation while the intensity (z-axis) is
plotted on a logarithmic scale. Scattered intensities (mainly the diffraction peaks) that exceed a certain
value have been cut off in order to increase the visibility of the resonance effects. The superimposed solid
lines correspond to identified bound states according to the free atom approximation Eq. (4.2) with the
colour coding and associated G vectors labelled in the same way as in Fig. 4.1. A number of lines of
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Table 4.1: Experimentally determined bound state values for the laterally averaged He–Bi2Se3(111) interaction
potential. The corresponding internal linewidths ∆εn of the bound states (based on the experimental
width of the resonances) and their lifetimes τn are also given.

bound state εn [meV] ∆εn [meV] τn [ps]
ε0 5.6 0.39 1.7
ε1 3.8 0.33 2.0
ε2 2.3 0.30 2.2
ε3 1.2 0.27 2.4
ε4 0.5 0.13 4.9

high and low intensities, which we identify as selective adsorption resonances features, can be seen to run
across the data set.
Following the described approach in analysing the position of these SARs, a set of five distinct eigen-

values of the laterally averaged potential is obtained (Tab. 4.1). The experimentally found bound states
are then used to determine the laterally averaged potential Eq. (4.5) by minimising σε:

σε = 1
N

√√√√N−1∑
n=0

∣∣εexp
n − εpot

n

∣∣2 , (4.7)

with N the number of bound-states included. In doing so a laterally averaged potential with the param-
eters D = (6.6± 0.2) meV and κ = (0.58± 0.07)Å−1 is determined. The obtained potential supports a
total of 7 bound states with ε5 and ε6 being quite close to zero i.e. to the threshold condition.
Note that not all lines of high and low intensities can be explained using SARs based on the free atom

approximation. We will later see that using a three-dimensional potential will give rise to shifts compared
to the free-atom approximation while considering inelastic channels can give rise to changes from maxima
to minima and vice versa [118]. There are also some features present which cannot be explained by SARs
even when considering a full three-dimensional potential. The features we are referring to show only a
weak dependence of ∆K with respect to the incident energy Ei and thus no associated G-vector can be
found which would explain such a curvature. One of these features, indicated by the black arrow labelled
with KF in Fig. 4.2, is likely to correspond to a kinematical focusing (KF) effect (see Ref. [6]).
Moreover, there appear to be features with increased intensity next to the first order diffraction peaks

(see e.g. the top panel in Fig. 4.1). Additional features in diffraction scans due to spin-conserving
electronic interpocket transitions have been observed for the semimetal Sb(111) [49] and the observability
of similar transitions in the TI Sb2Te3 has been suggested by theory [119]. The observation of additional
dispersion curves in Bi2Se3 [24] in analogy to Sb(111) suggests a similar assignment of the additional
peaks in the diffraction spectra. On the other hand the surface electronic structure of both Sb(111) and
Sb2Te3 exhibit narrow electron pockets while the situation for Bi2Se3 is different, with a single Dirac cone
close to Γ that typically evolves into multiple states due to the formation of quantum well states. For
the latter case it is still under debate whether both storage in the UHV chamber and exposure to intense
ultraviolet light are a necessary ingredient [30, 112]. The distance of the above mentioned features in
terms of ∆K with respect to the diffraction peaks would make an electronic transition, induced by the
helium atom possible (via scattering from −k to +k). However, the question remains whether this would
be a spin-conserving transition e.g. between the Rashba spin-split quantum well states or whether e.g. a
phonon would be required in the process to allow for a spin-flip. In any case, since we can exclude that
these features are related to SARs, their origin is not relevant for a determination of the atom-surface
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interaction potential. Hence the assignment and discussion about these features is beyond the scope of
this work and will be treated separately [24].

Calculation of the scattering intensities

0.1 0.2 0.3

0.2

0.4

0.6

Figure 4.3: Scattered He intensities for Bi2Se3(111) versus parallel momentum transfer. In the top (bottom)
panel the elastic scan taken along the ΓM (ΓK) azimuth with a sample temperature of 113 K (room
temperature) and an incident energy Ei of 10.07 meV (14.49 meV) is plotted. The green squares show
the area of the measured diffraction peaks while the red stars depict the calculated values. The inset
shows the R-factor Eq. (4.8) for different values of the corrugation amplitude ξpp using diffraction data
at three different incident energies. The minimum of R shifts to higher values of ξpp with increasing
Ei.

Once a first estimate of the laterally averaged atom-surface interaction potential has been established
we are going to consider the three-dimensional CMP Eq. (4.3). A comparison of quantum mechanical
calculations of the scattered intensities with the experimentally found ones yields a value for the cor-
rugation ξpp. The process of elastically scattering a He atom from a surface can be described by the
time-independent Schrödinger equation together with the CMP. In the exponential term of the potential
Eq. (4.3), the Fourier series expansion (see Eq. (4.14)) is used which yields a set of coupled equations
for the outgoing waves. These waves are solved for in the close-coupling algorithm for a finite set of
closed channels [5, 33] (see section ”Appendix A: The close-coupling formalism” for details about the
calculations). The corresponding coupling terms for the CMP can be found in several references [6, 31,
37].
To determine the corrugation of the sample surface the elastic peak intensities are calculated with the

close-coupling algorithm and compared with the experimentally measured values of the peak areas [47].
The calculated values of the diffraction peak intensities are corrected with the Debye-Waller attenuation
(ΘD = 122 K [26, 81]) while the measured intensities are determined from the peak area using a fitted
Voigt profile [37]. The reason for using the measured peak areas rather than the peak heights is the need
to account for the broadening due to the energy spread of the He beam and additional broadening of the
diffraction peaks caused by the angular resolution of the apparatus as well as domain size effects of the
crystal surface. While the values for D and κ of the potential were held constant the corrugation ξpp was
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varied between 0.01–0.6Å with a step width of 0.001Å. The corrugation amplitude ξpp which describes
the best correspondence between measured (Iexp

G ) and calculated diffraction intensities (Isim
G ) is found by

minimising a measure of the deviation R,

R = 1
N

√∑
G

(
Iexp
G − Isim

G

)2
, (4.8)

with N being the number of experimentally measured diffraction peaks [34].
For the analysis we used a total of 35 elastic scans at various incident energies, trying to minimise

Eq. (4.8) i.e. searching for the global minimum of R in dependence of ξpp. In Fig. 4.3 two of these
diffraction scans along the two high-symmetry directions of Bi2Se3(111) are shown together with the
measured and calculated peak areas (symbols in the figure).
The equipotential surface describing the electronic corrugation ξ(R) corresponds to the classical turning

points of the potential, i.e. the locus of all points for which V (R, z) = Ei holds. Hence one may
expect that with increasing beam energy the turning point shifts to distances closer to the ion cores and
the scattered He atoms experience a larger corrugation amplitude ξpp. The corrugation then shows a
dependence on the incident energy of the molecular beam, typically following a monotonic increase with
Ei [120]. Therefore, the above described optimisation routine was repeated by taking into account several
experimental spectra recorded around three specific incident energies Ei as shown in the inset of Fig. 4.3.
Indeed when only diffraction scans taken at the lowest incident energy are considered in the analysis
explained above, the best fit value of ξpp decreases. For medium incident energies (Ei = 10.3 meV) the
minimum of R is found with ξpp = 0.21Å while for higher incident energies (Ei = 14.4 meV) it increases
to ξpp = 0.27Å. Optimising Eq. (4.8) based on all recorded diffraction spectra yields ξpp = 0.25Å which
is thus an average corrugation over the whole range of beam energies considered in this study. We will
later see (section ”Refinement of the interaction potential”) that for the SARs, small changes in terms of
ξpp are much less important compared to changes of the well depth D and the stiffness κ.

As mentioned above the free atom approximation used in the first approach (section ”Determination
of SARs in the elastic scans”) of determining a potential neglects the corrugation of the surface meaning
that the coupling term vanishes and the band structure would solely consist of parabolic bands. In
considering surfaces with larger corrugations higher-order Fourier components of the surface potential
have to be considered. The three-dimensional corrugated surface potential Eq. (4.3) may then give rise to
substantial deviations from the free atom parabolic bands. Hence we will use again quantum mechanical
calculations to accurately describe the resonance positions and in doing so refine the full three-dimensional
potential in the following. We will also rerun the optimisation routine for the electronic corrugation ξpp
which was at first determined using D and κ as obtained from the averaged potential, with the refined
three-dimensional potential.

Refinement of the interaction potential

In addition to elastic ϑ-scans the intensity of the specular peak can be measured as a function of the
incident wavevector ki. Such a so-called drift spectrum shows again SARs at places where the kinematic
condition Eq. (4.2) is fulfilled. As can be seen in Fig. 4.2 the SAR conditions “move through” the specular
condition and cause the intensity to change. However, in contrast to the ϑ-scans where most SARs appear
as weak features in between the diffraction peaks, a measurement while staying at the specular reflection
allows for the highest signal-to-noise ratio in the experiment. The top panel in Fig. 4.4 shows such a drift
scan along the ΓK azimuth where a multitude of broad and narrow peaks and dips is visible. Hence such
a measurement gives access to the detailed shape of the potential and by comparison with calculations
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we will further refine the potential, looking into shifts with respect to the free atom approximation.
At the same time additional effects may complicate the analysis of SARs in a drift scan. Firstly,

the incident beam intensity decreases with increasing nozzle temperature TN since the He flow through
the nozzle is proportional to 1/

√
TN . The effect can however be easily accounted for by correcting the

scattered He intensity in the measurement with the corresponding factor (as done in the top panel of
Fig. 4.4). Secondly, surface imperfections such as terraces and steps can give rise to variations of the
scattered intensity: The interference of outgoing waves which are scattered from different terraces can
cause periodic oscillation of the detected signal as a function of ki [6, 34]. From the major peaks and
dips of these oscillations the terrace height(s) of the investigated sample can be calculated [6, 34]. These
peaks are typically much broader than the peaks and dips caused by SARs and we will attempt to analyse
those in the Appendices.
Moreover, the energy distribution of the incident beam will give rise to a broadening of the natural

linewidths of SARs, which can be incorporated by numerically convoluting the elastic intensity with the
appropriate distribution in incident energy (see the turquoise dash-dotted curve in the bottom panel of
Fig. 4.41). Finally, SARs tend to become less pronounced and broader with increasing sample temperature
due to a linewidth broadening and the increasing importance of inelastic effects as can be seen when
comparing Fig. 4.4 with Fig. 4.9.
We turn now to the refinement of the interaction potential based on the drift scan (top panel of

Fig. 4.4) which shows the measured specular intensity as a function of the incident wavevector ki. The
sample was aligned along the ΓK azimuth and held at a sample temperature of 113 K while changing
the nozzle temperature from 44 to 100 K. The coloured lines display the SAR positions according to the
free atom approximation using the optimised surface potential. The numbers next to the lines denote
the corresponding reciprocal lattice vectors following the same nomenclature as for Fig. 4.1. In cases
where several G-vectors lead to the same solution of the kinematic equation, the Miller indices of only
one G-vector are given. In addition, the vertical dashed lines correspond to the threshold energies of the
surface potential. In principle, threshold resonances can also give rise to intensity variations which have
been predicted to be experimentally detectable for scattering of atoms from highly corrugated surfaces
[33, 121]. On the other hand, threshold resonances have only been observed experimentally for scattering
He from a ruled grating upon grazing incidence [122].
The measured drift spectrum can be simulated using calculations based on the elastic close-coupling

formalism. The simulated spectra can then be compared to the SAR positions in the experimental data
and in doing so the surface potential can be further refined. For these calculations the corrugation
values from above were used while the values of D and κ were varied in the neighbourhood of the first
estimated values. After the potential parameters D and κ which describe the closest agreement with the
measurements have been found, the corrugation ξpp is further refined by minimising Eq. (4.8). In the
bottom panel of Fig. 4.4 the result of the simulation using the close-coupling formalism is plotted which
has further been multiplied with the corresponding Debye-Waller factor (see section ”Appendix A: The
close-coupling formalism” for further details about the calculations).
Note that due to the above described additional effects it is not possible to resemble the actual shape of

the whole measured drift spectrum using the elastic close-coupling simulation since at finite temperature
the linewidth and the shape of the SARs will be influenced by inelastic channels while at the same time
the oscillations caused by terraces are superimposed onto the experimental spectrum. From a theoretical
point of view, these effects have been mainly considered in the limit of low corrugated surfaces [35, 123,
124] but it is well known that inelastic events are expected to account for the attenuation of the line shapes

1In reality the broadening changes with Ei but the convolution with a single Gaussian presents a simple illustration of the
general effect.
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as observed in the experiment and can even turn maxima into minima [118, 123]. In the elastic theory of
resonant scattering it has been shown that the occurrence of minima, maxima and mixed extrema can be
explained and predicted by establishing some general rules. However, in many cases their applicability is
limited since these were derived for weak coupling conditions and hard model potentials [35]. Thus we will
mainly concentrate our analysis on the position of the SARs in terms of ki as described below. Despite
the complications caused by linewidth broadening and the additional oscillations caused by the terraces,
most peaks and dips of the measured data can be identified in the simulated drift scan. The position of
the SARs based on the free atom approximation, denoted by the coloured lines, are shifted with respect
to the peaks of the quantum mechanical calculations using the full three-dimensional potential. Generally
resonances with higher corresponding G-vectors tend to show a larger shift compared to those with lower
indices (see section ”Appendix B: Close-coupled calculations of the drift scan” for a set of simulated
curves showing how the SARs change upon variation of D, κ and ξpp). However, it is hard to assign each
peak in the calculation to the corresponding resonance condition of the free atom approximation.
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Figure 4.4: Normalised intensity of the specular peak in dependence of the incident wavevector ki. Top: Measured
drift spectrum along ΓK with a sample temperature of 113 K and corrected for the He flux through the
nozzle. The vertical lines show the predicted positions of the SARs using the free atom approximation.
The colours symbolise the different bound state energies (same nomenclature as used in Fig. 4.1),
with the dashed lines illustrating the threshold energy. The number next to the lines corresponds
to the specific interacting G-vector. Bottom: Simulated drift spectrum using elastic close-coupled
calculations with the optimised three-dimensional potential after multiplication with the corresponding
Debye-Waller factor. A few vertical lines from the top panel have been extended as a guide to the
eye. The turquoise dash-dotted curve illustrates the experimental broadening due to a convolution of
the energy distribution in the incident beam with the SARs.

Instead of defining a global χ2 parameter for the goodness of fit that would not distinguish between
different aspects, we will concentrate on optimising the position of a number of specific features. Due to
the above described broadening effects and superimposed oscillations from the terraces it is impossible
to define a simple parameter that adequately describes the overall agreement between experiment and
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simulation. An approach that considers a global χ2 parameter will be highly sensitive to unimportant
aspects such as the energy broadening of the incident beam or the described oscillations due to the
terraces which modulate the intensities. Hence we concentrate on optimising the position of a number of
specific “target” features, which can be identified directly in the experimental measurement and which
are then checked qualitatively to give an improvement over the entire data set. Target features should
be representative of the entire potential, i.e being associated with different G-vectors and bound states.
Furthermore, for practical purposes we choose features that can be unambiguously identified, clearly
above the background and preferably with no other resonances close enough to cause confusion with
a different SAR channel or an intersection with another feature. Finally SARs leading to peaks are
generally preferred to those leading to dips [96]. We concentrate on testing the positions ki of the SARs
in the simulated data compared to the peak positions in the experimental spectrum:

R2
p = 1

N2

N∑
i=1

(
ksim
i − kexp

i

σi

)2

(4.9)

where kexp
i are the experimental data values with uncertainties σi (σi ≈ 0.02Å−1) and ksim

i are the
calculated peak positions. Fig. 4.5 shows the effect on R2

p if the potential well depth D and stiffness κ are
varied around the optimised parameters. The whole set of simulated drift spectra for this purpose can
be found in the section ”Appendix B: Close-coupled calculations of the drift scan”. Note that the effect
of varying ξpp (Fig. 4.8) on the resonance positions is rather small, with the main effect being changes
in the shape and amplitude of the resonances. Thus ξpp is better determined in a comparison with the
diffraction peak intensities and we concentrate on a refinement of D and κ based on the position of the
SARs in the drift scan. Fig. 4.5 clearly illustrates that the final optimised values of D and κ correspond
to a minimum in terms of R2

p.

Figure 4.5: The effect of varying the potential well depth D and stiffness κ around the optimised potential param-
eters. The left panel shows a measure of the agreement between the simulations and the experimental
data while D is varied using Eq. (4.9) on the left ordinate and Eq. (4.10) on the right ordinate, re-
spectively. The right panel shows the same reliability factors, varying now κ while D is held constant.

Another possibility for a measure of the agreement between simulation and experiment is to try and adopt
an R-factor in analogy to what has been used in LEED in experiments. According to Pendry [125] a good
R-factor for comparison with calculated LEED experiments should be sensitive to the peak position. It
should not be sensitive to the absolute intensities but take into account the relative intensities of features
that are close in energy. Based on those criteria an R factor for SARs can be defined by considering a
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measure of the curvature i.e. the second derivative of the intensity I ′′exp in the drift scan according to:

R2
pp = 1∫ (

I ′′exp
)2 dk

∫ (
I ′′exp − c · I ′′sim

)2 dk (4.10)

where the scaling constant c =
∫
Iexpdk/

∫
Isimdk is used to normalise the experimental and simulated

curves with respect to each other [125, 126]. Unfortunately, the number of additional effects in the
experimental spectrum makes such an approach quite difficult. We can restrict the approach to certain
regions in the calculated and simulated spectra, e.g. considering the region between ki = 5.1Å−1 and
ki = 5.4Å−1. We see from Fig. 4.5 that the overall trend is the same compared to using Rp as a measure,
though the latter seems to be more robust in the present case.
Following this optimisation process, the parameters of the final refined three-dimensional atom-surface

interaction potential are found as:

D = (6.54± 0.05) meV

κ = (0.58± 0.02)Å−1
.

Compared to the results from 4.2, the well depth D decreased while the stiffness κ showed only a subtle
change. By using this optimisation process we can define a measure for the agreement between the
close-coupled calculations and the experiment. With respect to the first approach based on the free-atom
approximation the uncertainties of all values are significantly reduced.
In comparison to previously studied systems, the value of the well depth D is between those found

for Bi2Te3(111) (6.22 meV) [115] and Bi(111) (7.9 meV) [37] while the stiffness κ of the He–Bi2Se3(111)
potential is significantly smaller than for Bi2Te3(111) and for the Bi(111) single crystal though larger
compared to Sb(111) [31].
Because Bi2Se3 has a smaller vdW gap than Bi2Te3 and Sb2Te3 [111, 112, 127], a different interaction

of the outermost layer in the weak vdW regime might be expected and indeed this is confirmed by the
determined potential in terms of the different stiffness κ. Due to the polarisability of both Bi and Se
one would expect a “soft” potential with a significant long-range attractive part. On the other hand the
determined potential parameters indicate that the potential is actually “stiffer” than the typical potential
of a simple flat metallic surface. Detailed simulations will be required to resolve the importance of the
above mentioned effects and the presented data may provide a benchmark in order to test challenging
vdW approaches in DFT.
Finally, revisiting the calculation of the diffraction peak intensities with the refined potential parameters

yields a peak-to-peak corrugation
ξpp = (0.26± 0.01)Å ,

for an incident beam energy Ei = 11.7 meV. The average over all beam energies considered in this
study corresponds to a surface electronic peak-to-peak corrugation of (5.8± 0.2) % of the surface lattice
constant. The value is similar to the semimetal Bi(111)(5 %) [37] while being smaller than the reported
9.6 % for Bi2Te3 [115].
Since the spin-orbit coupling in Bi2Se3 is stronger than in Bi2Te3 giving rise to a different electronic

structure of the topological surface states [88, 128] this may also cause a different electronic surface
corrugation though it is of course difficult to make any connections between the localised electronic bands
in terms of k-space and the “global” surface electronic corrugation. At the same time the work functions
of Bi2Se3 and Bi2Te3 are quite similar [47, 129] and hence one might not expect large differences in terms
of the surface electronic corrugation. Nevertheless, we can certainly conclude that the surface electronic
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corrugation of both Bi2Se3 and Bi2Te3 is of the same order of magnitude and the charge smoothing due
to the Smoluchowski effect is definitely less pronounced for both TIs than compared to the observations
of flat metal surfaces [34].

The linewidth and lifetime of SARs

The angular broadening of SARs in experimental measurements is related to the lifetime of the corre-
sponding bound state, i.e. the time that the He atom spends in the bound state before it leaves the
surface. The experimentally determined (external) width has to be corrected for resolution aspects of
the apparatus in order to determine the internal or natural linewidth of the bound state [33, 130]. The
external full width at half maximum (FWHM) was determined by fitting the SAR features in several
angular diffraction scans with a Gaussian function. The external width ∆ϑtotal is corrected for the reso-
lution aspects based on the convolution of two Gaussian distributions, yielding an internal angular width
(∆ϑres)2 = (∆ϑtotal)2 − (∆ϑapp)2. ∆ϑapp accounts for the angular resolution of the apparatus as well as
the energy spread in the beam and was obtained from the FWHM of the associated diffraction channel.
The natural linewidth ∆εn of the bound state in terms of energy is then given via [130]:

∆εn =
∣∣∣∣ ∂ε∂ϑi

∣∣∣∣∆ϑi with
∣∣∣∣ ∂ε∂ϑi

∣∣∣∣ = ~2

m
ki cosϑi(ki sinϑi +G‖) , (4.11)

where G‖ is the parallel component of the G-vector associated with the resonance. Finally, the lifetime
τ of the bound states can be established from the uncertainty principle using τn = ~/∆εn [33].
The natural linewidths and corresponding lifetimes of all bound states are listed in Tab. 4.1. The

lifetimes increase with increasing quantum number n of the bound state. The trend is expected since
bound states with a higher n are further away from the surface and thus experience less of the surface
corrugation, decreasing also the probability of scattering events that would cause the He atom to leave
the surface.
In general, various factors will affect and limit the lifetime of a bound state. For elastic scattering the

lifetime is limited by the probability of being scattered out of the bound state channel which relates to
the form and amplitude of the lateral corrugation in the atom-surface potential. Considering inelastic
processes, the natural lifetime will be further reduced by factors such as defect or phonon scattering, with
the latter becoming more important with increasing temperature [33, 101].
Due to the required high experimental resolution, information about the linewidth and lifetime of SARs

is limited to a very small number of systems [31, 101, 130, 131]. Direct experimental information is only
available for the He–LiF(001) system [130] and the He–Sb(111) system [31]. The internal linewidths
of He–LiF(001) system are comparable to those found for He–Bi2Se3 in Tab. 4.1. Based on elastic
scattering events and the similarity of the atom-surface interaction potentials (similar depth though
larger corrugation in the case of He–LiF(001)) one would expect similar linewidths in both cases and
indeed this is confirmed by the measurements. On the one hand, with increasing surface temperature
(room temperature in Ref. [130] compared to 113 K in our study) inelastic events may become more
important, on the other hand the higher Debye temperature of LiF compared to Bi2Se3 suggests that
phonon scattering will again be similar when comparing both studies.
The influence of different atom-surface interaction potentials on the linewidth has also been subject

to previous studies. As noted by Tuddenham et al. [101] based on close-coupled calculations, a Morse
potential with the same corrugation as a corresponding reference potential gives features whose linewidth
is similar to those seen in the experiment. Hence we hope that the experimental determination of the
linewidths presented in this study will initiate further work in this direction and e.g., in comparison with
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inelastic close-coupled calculations, eventually allow to rule out whether elastic or inelastic scattering
channels are mainly responsible for the lifetime of bound states.

Summary and Conclusion

In summary, we have determined an atom-surface interaction potential for the He–Bi2Se3(111) system by
analysing selective adsorption resonances in helium atom scattering spectra. For a first approximation we
start with the free-atom approximation and a laterally averaged atom-surface interaction potential which
is then further improved and refined based on close-coupled calculations in order to obtain an accurate
three-dimensional atom-surface interaction potential. The free atom approximation cannot provide in-
formation about the shape of the resonances and by comparison with close-coupled calculations we are
able to obtain the complete experimental band structure of atoms in the corrugated surface potential.
Following a systematic analysis, the He–Bi2Se3(111) potential is best represented by a corrugated Morse
potential which exhibits a well depth D = (6.54± 0.05) meV and a stiffness κ = (0.58± 0.02)Å−1. The
surface electronic corrugation varies slightly depending on the incident beam energy with an average of
(5.8± 0.2)% of the lattice constant.

Inelastic processes and phonon mediated resonances have been proven to play important roles, and
a precise atom-surface interaction potential as determined in this study is a necessary ingredient to
investigate effects such as the temperature dependence and linewidth of selective adsorption resonances.
From the angular width of selective adsorption resonances in the scattering spectra we are able to obtain
the natural linewidth of the resonances and an estimate for the lifetime of the bound states. Moreover,
since a meV He beam is scattered in the low density region dominated by the tails of Fermi level surface
states, studying selective adsorption resonances provides access to the interaction of TI surfaces within
the weak adsorption regime. Hence we hope that the present data will encourage future ab initio studies
to test the ability of vdW corrections on the current system.

As a side-note, in the Appendices we use intensity oscillations due to the interference of the He beam
being scattered from different terraces, to analyse the step heights of the cleaved crystal surface. The
analysis confirms the existence of steps with a quintuple layer height with an indication that sub-quintuple
layer steps may exist as well. Despite the existence of terraces, the angular broadening in the diffraction
spectra speaks for the high quality of the cleaved sample with domain sizes larger than 1000 Å.
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Appendices

Appendix A: The close-coupling formalism

Considering the periodicity of the surface lattice, both the surface potential V (r) and the wave function
ψ(r) can be written as a Fourier series:

V (r) =
∑
G
VG(z)exp(iG ·R)

ψ(r) =
∑
G
ψG(z)exp(i(G + Ki) ·R) .

(4.12)

Inserting the latter into the time-independent Schrödinger equation yields:[
d2

dz2 + k2
G,z − V0(z)

]
ψG(z) =

∑
G′ 6=G

VG−G′(z)ψG′(z) (4.13)

for the z-direction, where k2
G,z is the z-component of the particles kinetic energy after the surface inter-

action and V0 the laterally averaged interaction potential.

Eq. (4.13) is a set of coupled equations with VG−G′ being the coupling terms, which can be written
in a matrix-form, since the close-coupling method treats each ψG as a scattering channel. Finally, the
matrix equation is solved by using a Numerov algorithm [6, 33].

The two-parameter Fourier ansatz used for the corrugation function ξ(R) is:

ξ(x, y) = ξ0

{
cos
[

2π
a

(
x− y√

3

)]
+ cos

[
2π
a

(
x+ y√

3

)]
+ cos

[
2π
a

2y√
3

]}
+ h.o.

(4.14)

where x and y depict the coordinates and ξ0 determines the corrugation amplitude. The value of the
corrugation is determined by the peak-to-peak corrugation ξpp of Eq. (4.14).

For all close-coupled calculations presented in this work all open channels were considered in the
simulations. The number of closed channels was adjusted until the error was determined to be < 10−4.
In the drift simulations a value of less than 100 closed channels was sufficient while for the calculation
of the diffraction intensities a minimum of 150 channels was required for the result to converge. For the
drift spectrum calculated in Fig. 4.3, 100 closed channels were used and the integration boundaries in
terms of z were set to [-9, 20] Å with an energy resolution of dE = 0.001 meV.

As mentioned in the main part of the manuscript, the value of the corrugation ξpp exhibits a feeble
dependence on the incident energy Ei. Therefore the best fit value of ξpp was determined for several
sets of diffraction spectra with each set taken at a different incident energy. In a first approximation we
assume that the corrugation increases linearly within the considered energy region, according to:

ξpp[Å] = 0.013 · Ei[meV] + 0.092 , (4.15)

which is further used for the CC-calculations of the drift spectra in the section ”Appendix B: Close-coupled
calculations of the drift scan”.
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Appendix B: Close-coupled calculations of the drift scan

Fig. 4.6-Fig. 4.8 show the complete sets of close-coupled calculations used for comparison with the ex-
perimental drift scan. Fig. 4.6 and Fig. 4.7 have been used in the section ”Refinement of the interaction
potential” for the refinement of the potential and the calculation of the reliability factors. For these
simulations, the corrugation magnitude was varied according to the incident energy, following Eq. (4.15).

Figure 4.6: Simulation of the drift scan using elastic close-coupled calculations for various values of D with κ =
0.58Å−1 and ξpp according to Eq. (4.15).

In Fig. 4.6 the well depth D is varied within a range of 6.3 to 6.8 meV which clearly shows different
shifts of the individual features in the drift spectrum depending on D. With increasing well depth the
peaks wander towards lower incident energies Ei. In addition it becomes clear that certain features
shift at various “speeds” upon varying the well depth. For instance the position of the sharp feature at
Ei ≈ 5.6 meV barely changes along the calculated range of D. Therefore this feature might be caused by
a threshold condition. In general peaks originating from lower index G-vectors show a slower shift, as
already mentioned in the main part of the manuscript.
In the next step the well depth was held constant while the stiffness κ was varied in a range from 0.54

to 0.62Å−1. The peaks in Fig. 4.7 tend to shift to higher incident energies with increasing stiffness. The
most prominent feature changes its position rapidly from 4.7 to 5.1 meV over the whole calculated range
of κ.
Finally, the corrugation ξpp was varied from 0.14 to 0.32Å. From Fig. 4.8 it becomes clear that the

influence of the corrugation within the considered range of ξpp is much more subtle in terms of the position
of the peaks. However, ξpp significantly changes the shape and intensity of the individual features. For
example, the peak at Ei ≈ 4.9 meV changes its shape from a minimum to a pronounced maximum when
increasing ξpp. In addition some features might not even be visible at lower values of the corrugation,
changing to sharp maxima at higher values of ξpp.

Appendix C: Detailed analysis of the in-phase/anti-phase conditions due to
steps

If the specular intensity is dominated by interference of waves scattered from different terraces, the drift
spectrum can also be used to determine the terrace height(s) of the investigated sample surface [6, 34, 132].
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Figure 4.7: Simulation of the drift scan using elastic close-coupled calculations for various values of κ with D =
6.54 meV and ξpp according to Eq. (4.15).

When changing the incident wavevector ki, the specular intensity shows oscillations due to constructive
(in-phase) and destructive (antiphase) interference of the outgoing waves. The phase difference ϕ upon
scattering from two terraces separated by a step height h is given by [6, 132]

ϕ = 2hki cosϑi = 2hkiz = h∆kz (4.16)

where ∆kz is the momentum transfer perpendicular to the surface. In Fig. 4.9 the specular intensity
is plotted as a function of the incident wavevector ki for both high symmetry directions ΓM and ΓK
with the sample held at room temperature. The measured intensity has again been corrected for the
decreasing He flux with increasing nozzle temperature TN [6]. The variation of the intensity can then be
described by a simple model which overlaps the plane waves that are reflected of the different terraces
from the sample. The intensity as a function of ∆kz is described as:

I(∆kz) = I0e−2W
∣∣∣∣1 +

N∑
j=0

aje
−ihj∆kz

∣∣∣∣2 (4.17)

for N different step heights hj with a probability aj . I0 is the intensity of an ideal surface without
any steps and the exponential prefactor accounts for the Debye-Waller attenuation with W being the
Debye-Waller factor [6, 132]. The latter considers that the Debye-Waller factor changes with increasing
perpendicular incident momentum kiz [6] during a drift scan.
The individual QLs in Bi2Se3 as well as other layered TIs are bound to each other through weak vdW

forces which gives easy access to the (111) surface by cleavage [112, 115]. Hence steps which occur upon
cleaving are expected to correspond to the QL distance along the c-axis of the conventional hexagonal
unit cell (9.6 Å at room temperature [114]). Indeed the main oscillation in Fig. 4.9 suggests a step height
of 9.9Å (red dash-dotted curve according to Fig. 4.9) in good agreement with the separation between the
Se termination layers of a QL [133]. The small deviation from the theoretical QL distance may be due
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Figure 4.8: Simulation of the drift scan using elastic close-coupled calculations for various values of ξpp with
D = 6.54 meV and κ = 0.58Å−1.

to electron spill-out, i.e. the fact that the electronic step height observed in HAS does not necessarily
correspond to the crystallographic one as measured e.g. with LEED [134]. On the other hand it appears
from Fig. 4.9 that an additional oscillation, giving rise to a further modulation of the intensities from the
QL steps and according to a smaller step height, is present as well. Sub-QL steps have previously been
observed during thin film growth of TIs [135, 136] while different terminations have also been found for
cleaved single-crystals depending on the sample treatment [137, 138]. Inclusion of a second step-height
(h2 = 3.6Å, dashed curves in Fig. 4.9) seems to improve the agreement with the experimental data
which suggests that terraces with the internal Se layer exist in some cases [138]. Here, considering a
different number of steps along the ΓK and ΓM gives a better agreement with the experimental data,
which would imply that the orientation of the terraces is not completely random and depends on the
crystal orientation. The fact that Bi2Se3 has a smaller vdW gap than Bi2Te3 and Sb2Te3 might explain
the existence of sub-QL steps of the cleaved samples.
Note however, that the number of parameters in Eq. (4.17) and the overlapping with SARs makes an

exact determination of the step height difficult. While some of the peaks appear in the ΓK as well as
in the ΓM direction, the peak at around ki = 4.9Å−1 can only be found in the ΓK direction. It should
also be considered that SARs with lower interacting G-vector “move” slower across the specular peak
which may lead to peaks that look like oscillations caused by the steps. From the above analysis it is
clear that oscillations due the QL spacing are present while there is also a hint towards sub-QL steps. At
the same time we would like to stress that during such a drift scan HAS is particularly sensitive to single
defects and hence the appearance of sub-QL steps is likely to be negligible. In fact as mentioned in the
section ”Experimental Details” the small width of the specular and the diffraction peaks in the elastic
scans suggests a very high quality of the cleaved crystals.
Finally, as already mentioned above, the measurements at room temperature (Fig. 4.4) show quite

nicely upon comparison with the low temperature measurements (Fig. 4.9), that the resonance effects
are more pronounced for the latter. At higher temperatures the natural linewidth of the SARs increases
which makes it harder to distinguish them from noise. At lower temperature mainly elastic scattering
channels need to be considered, while at elevated temperatures the inelastic channels become important
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Figure 4.9: Determination of the step heights from the oscillations present in the drift scan. The solid lines
show the measured specular intensity as a function of the incident wavevector ki measured at room
temperature with the crystal aligned along the ΓM and ΓK azimuth, respectively. The red dash-
dotted line shows intensity oscillations (Eq. (4.17)) which are expected in the presence of terraces
separated by steps with a quintuple layer height. The dashed lines show oscillations for quintuple and
sub-quintuple layer steps, with a different number of sub-quintuple layer steps for ΓM and ΓK.

as well, making an inclusion of these channels in the quantum-mechanical calculations necessary.
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Abstract

The phenomenology of resonant scattering has been known since the earliest experiments upon scat-
tering of atomic beams from surfaces and is a means of obtaining experimental information about the
fundamentals of weak adsorption systems in the van der Waals regime. We provide an overview of the
experimental approach based on new experimental data for the He–Sb2Te3(111) system, followed by a
comparative overview and perspective of recent results for topological semimetal and insulator surfaces.
Moreover, we shortly discuss the perspectives of calculating helium-surface interaction potentials from ab
initio calculations.
Our perspective demonstrates that atom-surface scattering provides direct experimental information

about the atom-surface interaction in the weak physisorption regime and can also be used to determine
the lifetime and mean free path of the trapped atom. We further discuss the effects of elastic and inelastic
scattering on the linewidth and lifetime of the trapped He atom with an outlook on future developments
and applications.

Introduction

Since the earliest scattering experiments of atomic beams from surfaces, the phenomenology of resonant
scattering and its connection to molecular adsorption at a surface has been known [139, 140]. Understand-
ing the scattering of atoms and molecules from surfaces forms a central point of many aspects in physical
chemistry, including chemical reaction at surfaces and providing the link for an atomistic understanding of
heterogeneous catalysis [141–143]. Scattering experiments provide access to the atom-surface interaction
potential which is the necessary prerequisite for any quantitative description and theoretical treatment
of molecular adsorption [144] or surface reaction processes. Scattering approaches to chemisorption [145,
146] and the coordinates relevant to the reaction potential [141–143] rely on such treatment.
While atomic force microscopy has been used to obtain information about the forces between a single

molecule and the surface [147, 148], direct experimental information for the weak physisorption regime
of the atom-surface interaction potential (in the region of several meV) is only available through atom-
surface scattering [18, 22, 97]. Diffraction of atomic and molecular beams is based on their wave nature
with momentum and wavelength being inversely proportional via the de Broglie relation. He atoms with
a wavelength of 1.4 Å exhibit an incident energy of only 10 meV [34]. As slow neutral particles, they are
non-destructive with a classical turning being at about 2–3 Å above the surface. Their low energy allows
to observe effects of the attractive part of the atom-surface potential onto the atomic beam in a similar
energy region.
Here we present an overview of the experimental approach in obtaining atom-surface interaction poten-

tials from He atom scattering (HAS) experiments based on the study of selective adsorption resonances
(SARs), in which the helium atom briefly gets trapped on the surface. SARs in HAS provide very high
accuracy information for the determination of the atom-surface interaction potential [22, 96] and we
present new experimental data for the He–Sb2Te3(111) system and compare it with previous results for
binary topological insulators and semimetals. We illustrate the principle in the context of classical HAS
and Fourier-transform (FT)-HAS studies. The presented systems have certain aspects in common, with
the bulk being non-metallic, while the surfaces exhibit metallic surface states and the corrugation in the
repulsive part of the potential being of comparable magnitude (≈ 0.2–0.6 Å) [24, 31]. Moreover, while
significant theoretical effort has been devoted to understanding the lifetime of these effects [33, 131]
experimental information is quite limited and we present temperature-dependent experimental data.
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The atom-surface interaction potential

Fig. 4.10 shows a schematic diagram of the atom-surface scattering processes with elastic scattering and
trapping. An atom of mass m arrives at the surface with an incident wavevector ki and kinetic energy
Ei = ~2

2mk2
i and is scattered by the electron cloud at the surface, where the atom interacts with all atoms

of the semi-infinite crystal via a total potential V (r). The momentary position of the atom r = (R, z) is
expressed in terms of coordinates in the surface plane (capital letters) and normal to it along the z-axis
(likewise for the wavevector k = (K, kz), as illustrated in Fig. 4.10).

Figure 4.10: Illustration of the helium-surface scattering process. The incoming He atom can scatter (or diffract)
elastically, scatter inelastically (not shown) or enter selective adsorption where it is transiently
trapped in one of the energy levels of the potential well.

A precise model of He-surface scattering is rather complicated, due to the extended nature of the inter-
action with the surface [18, 106]. Scattering calculations require a realistic He-surface potential and a
suitable calculation scheme, for which both empirical and theoretical approaches have been used to es-
tablish interaction potentials [18, 33]. The LiF(001) surface was the first surface on which He diffraction
was observed and to date most of the best existing theoretical potentials for He–LiF(001), as well as for
other systems, are based on summed pair potentials [18].
Conventionally the potential V (r) is divided into a corrugated short-range repulsive wall and a less

corrugated attractive well (typically 5–50 meV) for rare gas atoms. The former arises from the Pauli
repulsion of the electrons of the probe atom with the electrons of the surface; the latter is due to
dispersion forces resulting from the electrostatic polarisation of the atom induced by the surface charge
distribution.
The equipotential surface at which the potential V (R, z) equals the He atom incident energy for the

vertical component of motion Eiz = ~2

2mk
2
iz is given by

V (R, z) = Eiz , (4.18)

where the resulting surface z = z(R, Eiz) defines the closest approach of the atom to the surface, i.e.,
the locus of the classical turning point for the given surface potential and vertical incident energy [16].
Classical reflection corresponds to the incident He atom reaching the turning point i.e. the repulsive

part of the interaction potential while reflection coming from the long-range attractive part is referred
to as quantum threshold reflection [122, 149]. The effect of the attractive part of the potential onto the
incident He atom can be seen as an analogy to refraction for classical scattering from an isolated target.
Since only the z-component is important, refraction can also be made visible in the case of fast Ne atoms,
if angles close to grazing incidence are used [150].
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Figure 4.11: Calculated He-surface interaction potential above a Bi(111) surface. a) shows a surface plot of V (x, z)
while b) shows a contour plot with several equipotential lines. The potential follows the periodicity
of the surface along x and has the general z-dependence shown. As illustrated in b), the classical
turning point (e.g. for an energy of 10 meV as shown by the red line) depends on the lateral position
x, occurring at different distances z from the surface for top (T) and hollow (H) sites, respectively.

Fig. 4.11 shows a calculated He-surface interaction potential for Bi(111) (see computational details
in the Appendices). Fig. 4.11a) shows a surface plot, with the potential energy as a function of lateral
distance x and distance z with respect to the surface, where the potential rises steeply already at several
Ångstroms away from the top-most layer. In Fig. 4.11b) a contour plot with equipotential lines is shown,
illustrating that the turning point depends (e.g. for an energy of 10 meV as shown by the red line) on
the lateral position x. Since the potential follows the two-dimensional periodicity of the surface layer, it
is possible to express the static potential in terms of a Fourier series representation [16], which in turn is
useful for scattering calculations.

For scattering calculations, a range of accurate and approximate techniques have been established
[33, 34, 151–154] and within the exact quantum mechanical methods the close-coupling (CC) method is
nowadays mainly used for scattering calculations [24, 37, 115]. For the calculation of diffraction intensities
alone, sometimes simple approximations for the interaction potential can be used and the simplest one is
the hard corrugated surface. In the case of graphene (graphite) where the potential is steep and deep the
graphene layer on the substrate may be considered to act like a hard wall. The latter is also confirmed
in inelastic HAS measurements for metal-supported graphene, where only phonons from the substrate
are seen via the electron spill out through the electron-phonon coupling [108]. Roughly speaking, if the
distance of the classical turning point in the potential with respect to z = 0 is comparable to the He
diameter then approximate results may be obtained with the hard corrugated wall. This is confirmed by
the calculation of diffraction intensities for graphene on SiC(0001) which are fairly well reproduced using
a hard-corrugated-wall model [155].

On the other hand, in the case of metallic surfaces (see Fig. 4.11) the latter should be avoided because
the potential is typically both shallow and has a long range component and scattering calculations require
a more realistic He-surface interaction potential. Before we come to experimental approaches based
on atom-surface scattering experiments in the section ”Experimental approaches based on gas-surface
scattering”, we will discuss ab initio approaches for such a potential in the section ”Helium-surface
interaction from ab initio calculations” and the characteristics of a few potential shapes in the section
”The characteristics of different potentials”.
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Helium-surface interaction from ab initio calculations

Besides the use of semi-empirical potentials, which are fitted to experimental data, it is possible to gen-
erate numerical atom-surface interaction potentials from first-principle calculations. However, a precise
description of the He-surface interaction still represents a considerable challenge due to the difficulties
in accurately and simultaneously describing the short range repulsive part and the long range van der
Waals (vdW) interactions. Various methods, with different degrees of complexity have been used over
the years.
Very sophisticated protocols combining Moller-Plesset perturbation theory (MP2) with high order

corrections computed from coupled-cluster CCSDT(Q) have been proven to provide a good agreement
with He scattering experiments for the MgO(100) surface [103, 107]. Other works used time-dependent
density functional response theory to compute the long range dispersion contributions [156] obtaining a
good description of the interaction of He and Ar on Au(111) [157]. Accurate interaction energies with
noble gases have also been obtained using a self-consistent exact-exchange random phase approximation
(EXX/RPA) formalism [158, 159]. All these methods however, are computationally expensive and often
require a careful material-dependant tailoring.
Density functional theory (DFT), on the other hand, is computationally cheap and readily applicable.

As such, various flavours of DFT have been used to calculate the He adsorption energies or the HAS
diffraction spectra of a broad variety of systems with mixed results [106, 160–166]. It is known that
standard approximations for the exchange-correlation functional in DFT, like the local-density approxi-
mation (LDA) and the generalised-gradient approximation (GGA), neglect long-range dispersion effects
since they include only local contributions to the electron correlation.
Different methods have been developed to overcome this problem from the addition of semi-empirical

or ab initio based long-range corrective terms [167–171] to truly non-local functionals [172–174]. Such
an approach has also been used for the numerical Bi(111) potential shown in Fig. 4.11, with the full
computational details being given in the Appendices. In addition, new theoretical approaches include the
implementation of neural networks for molecule-surface scattering [175] as well as vdW corrected semilocal
density functionals to determine molecule-surface interactions on transition-metal surfaces [166].
It is generally recognised that vdW corrected functionals consistently improve the adsorption energies

of molecules and noble gases both on insulating and metallic surfaces [176, 177] and can lead to a
good agreement with scattering experiments [109]. On the other hand, a recent comparison between
experimentally measured and theoretically predicted diffraction probabilities, shows how these functionals
can give rise to large overestimations of the corrugation, i.e. despite providing good results for absorption
energies the long-distance corrugation of the potential energy surface further away from the surface is
overestimated [110]. These results highlight the importance of atom-surface scattering experiments as
a benchmark for any ab initio treatment of the long range interaction and their contribution in the
improvement of those.

The characteristics of different potentials

Upon scattering from a solid with a closed-shell system such as ionic crystals the static potential V (R, z)
can be reduced to a sum of two-body interatomic potentials. However, for semiconducting and metal
surfaces the interaction of the He atom with the surface is to a large extent mediated by the conduction
electrons and exhibits a many-body character [16]. For example, the 9-3 potential results from pair-wise
summation of the Lennard-Jones potential and describes the correct long-range behaviour but does not
reproduce the correct repulsive behaviour and it has been shown that it cannot reproduce the measured
SARs in the case of semimetal surfaces [31].
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Instead a combination of two exponential forms for both the repulsive and attractive part, known as
the Morse potential, is frequently used due to its algebraic simplicity. The three-dimensional corrugated
Morse potential (CMP) as a function of the lateral position R on the surface and the distance z is given
by [117]

V (R, z) = D

[
1
υ0

e−2κ[z−ξ(R)] − 2e−κz
]
, (4.19)

with the potential parameters κ for the stiffness and D for the well depth. ξ(R) describes the periodically
modulated surface and υ0 is the surface average over e2κξ(R). In the limit of classical reflection, ξ(R)
corresponds to the turning point defined in Eq. (4.18).
Quantum mechanical arguments suggest an exponential form for the short range Pauli repulsion which

is correctly described by the Morse potential. On the other hand, Eq. (4.19) does not have the z−3 long
range dependence which is expected by theory [16]. Here, the hybrid Morse potential can be used as an
improvement of the Morse potential since it exhibits the expected asymptotic long rang behaviour [31].
An appropriate potential which considers exponential repulsion and the attractive part according to a

power law is the Tang-Toennies potential [178], however, it follows from a summation over pair-potentials
which can only be considered accurate for ionic crystals as described above. While the short range
repulsion exerted by all surface atoms on the He atom can be considered to be only slightly larger than
the two-body repulsion, the joint long range attraction of the surface largely exceeds the summation of
pair potentials [16].
For the study of SARs the above mentioned potentials are often simplified to the first order Fourier

coefficient leading to the lateral surface averaged potential. For surfaces which resemble a hard corrugated
wall the latter provides approximate results, however, in terms of Eq. (4.19) it can be seen that such
an approximation is only valid for κz << 1, and in order to describe the complete experimental band
structure of the He atom in the corrugated surface potential (section ”The three-dimensional potential
and quantum-mechanical scattering calculations”) higher order Fourier components need to be included
which are easily obtained for the CMP.
Since the three-dimensional CMP does not treat correctly the long range attraction, it is not so ap-

propriate for quantum mechanical calculations of inelastic HAS resonances and focusing effects. Instead
optical potentials have been used previously to study the effect of inelasticity on resonance scattering,
e.g. on graphite(0001) [179] and for the Si(111)− (1× 1)H surface [101]. However, in SAR studies of the
latter system it was noted that a significant corrugation exists in the region of the attractive well which
cannot be reproduced by such a potential. The effect is subtle as it does not manifest itself strongly in
the diffraction intensities and instead causes a broadening of the resonance features [101].
Despite some limitations in using the pure exponential form for the atom-surface potential Eq. (4.19),

many useful results can be obtained for conducting surfaces [16] and earlier studies have shown that this
potential shape reproduces the measured bound states of semimetal and topological insulator surfaces
[24, 31, 37, 115]. In particular, the CMP greatly simplifies the treatment of several steps within the
CC algorithm, allowing for an analytical solution in those cases, which leads to reduced computational
costs. The obtained coupling terms are then only valid for the three-dimensional CMP. Hence in order to
avoid inconsistencies in the CC calculations and to provide a simple comparison with the atom-surface
interaction obtain for similar systems we will restrict the following discussion to the CMP.
Considering also the challenges theorists are facing in describing the vdW interaction correctly, CC

calculations in combination with the three-dimensional CMP are clearly a sensitive tool for determining
the atom-surface interaction potential, at least in the case of conducting surfaces. Although some func-
tionals have been proven to yield good results for diffraction from alkali metal surfaces [180, 181], Ne
diffraction [109] and physisorption energies in He/metal systems [110], the performance for HAS from
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Figure 4.12: Side view of the structures. a) The semimetal surfaces Bi(111) and Sb(111) both exhibit a typical
bilayer structure with the hexagonal unit cell as red dashed line. b) The binary topological insulators
are composed of quintuple layers with the terminating layer being either Te or Se. The hexagonal
unit cell is illustrated by the green dashed lines (which continues to the top and the bottom).

conducting surfaces is still under debate [182]. As noted by del Cueto et al. [182], up to now none of the
available vdW functionals have been proven to yield good He diffraction probabilities, most probably due
to the in section ”Helium-surface interaction from ab initio calculations” described overestimation of the
long-distance corrugation which is probed by the He atom [182].

Topological semimetals and insulators

One of the most fascinating aspects when studying surfaces is that their physical and chemical properties
can be radically different from those of the corresponding bulk material. The semimetals Bi and Sb are
striking examples for these differences with the surfaces being much better metals than the bulk due to
the existence of electronic surface states [28, 49, 183]. There are even more peculiar surface dominated
effects when it comes to topological insulators: The material class of topological insulators (TIs) has
recently attracted high interest [52, 82–85, 184], due to their unique electronic structure which exhibits
protected conducting surface as well as insulating bulk states [86, 87]. Most previous studies investigated
the prominent binary TIs Bi2Te3 and Bi2Se3 [89, 184], while Sb2Te3 is discussed in fewer works [88].
Most classic semimetallic elements belong to group 15 of the periodic table, including Sb and Bi.

The side view of the typical structures of these semimetals is shown in Fig. 4.12a), while Fig. 4.12b)
shows the structure of the binary TIs. The semimetals Bi and Sb show a typical bilayer structure, with
intralayer bonding being mostly covalent, whereas the layers are held together by weaker interactions
predominantly of vdW character. The binary TIs such as Sb2Te3 are composed of layered hexagonal
structures (Fig. 4.12b)) where quintuple layers (QLs) are weakly bound to each other through weak vdW
forces which allow for an easy cleaving of the samples. Consequently, crystal samples of binary TIs are
cleaved in situ using a load-lock system [113] directly before putting those into the scattering chamber,
while the semimetals Bi and Sb are usually prepared by several Ar+-sputtering and annealing cycles. In
the case of binary TIs, recent research has also shown the importance of an accurate theoretical description
of their layered structure, where the inclusion of vdW corrections is essential for surface dynamics as well
as diffusion [111, 185].
Hence experimental access to the vdW interaction on these surfaces is not only interesting from a

fundamental point of view. For example, vertical stacking of different layered materials held together
by vdW interactions is emerging as a new scientific approach to achieve desired properties by design.
Recent studies have shown that the vdW interactions affect electronic and phonon properties of such
structures with consequences for transport and optical applications [115, 186]. In addition, an accurate
description of the atom-surface interaction helps to understand the adsorption of atoms and molecules in
the physisorption regime [93–95] including modifications of the surface electronic structure via adsorption
[26, 59, 90, 91] and effects relevant for heterogeneous catalysis or sensing applications [61, 92].
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Experimental approaches based on gas-surface scattering

Experimental studies of the atom-surface interaction potential based on the mechanism of SARs, provide
very high accuracy information for the determination of the atom-surface interaction potential [22, 96].
Earlier studies of SARs mainly investigated salts with the NaCl structure [22, 34, 96–100], semicon-
ductors [101] and more recently layered materials such as TIs [24, 115, 116]. In order to determine an
accurate three-dimensional atom-surface interaction potential the analysis of SARs has to be combined
with quantum mechanical scattering calculations [37, 107, 108] as outlined below.
The process of a SAR involves trapping of an impinging He atom on the surface until it scatters with a

G-vector or a phonon to leave it again [22, 96]. A simple semi-classical view of the process is illustrated
in Fig. 4.10: Scattering at the resonance condition corresponds to a double scattering event where one
part of the incident wave is scattered directly into an open channel, while a fraction undergoes diffractive
scattering into an evanescent, resonant state that propagates parallel to the surface. After a short time,
a second process scatters the wave into an open channel with subsequent interference between the two
scattered components leading to modulations in the outgoing intensity, which can be observed in an
experiment.
An SAR process occurs when the outgoing wavevector component perpendicular to the surface k2

f,z

becomes negative which is a kinematically disallowed state. This appears when the difference between
the incident energy and the kinetic energy of the atom moving parallel to the surface matches the binding
energy εn of an adsorbed atom [97]:

Ei = ~2

2mk2
i = ~2

2m
(
Ki + G

)2 + εn
(
Ki,G

)
, (4.20)

as illustrated in Fig. 4.13. The bound state εn is here defined as a function of the parallel momentum Ki

and the interacting G-vector G. Hence studying the SAR processes on the surface leads to the bound
state energies which in succession allows to determine the atom-surface interaction potential.
This semi-classical picture provides insights into the origin of the experimental intensity variations,

however, the process can only be fully understood from a quantum standpoint [33]. The two key properties
in resonant scattering processes are the kinematic condition giving rise to a particular resonance, and
the lineshape of the resonance. The former provides information on the energy of the resonant state
and thus in the weak corrugation limit, the z-dependence of the laterally averaged potential V0(z) as
described in the section ”The laterally averaged potential from diffraction scans”. The lineshape, on the
other hand, provides information about the corrugation (see sections ”Surface electronic corrugation and
”The three-dimensional potential and quantum-mechanical scattering calculations)” which taken together
offers one of the most precise experiments considering physisorption potentials [144]. In the free atom
approximation, once the He atom has entered a bound state, it can move freely parallel to the surface
as illustrated in Fig. 4.13. It corresponds to a simplification of Eq. (4.20), neglecting the corrugation of
the potential: εn is then the nth bound state of the laterally averaged potential, V0(z) (εn in Eq. (4.20)
becomes independent of Ki and G). Such an approximation is useful in order to obtain a first “idea” of
the potential parameters from the experimental data (see section ”The laterally averaged potential from
diffraction scans”) which can then subsequently be refined using a three-dimensional model potential that
is matched to the experimental results.
As further noted by Jardine et al. [18], for weakly corrugated surfaces, the He wavefunctions in the

resonant state can be approximated as

Ψ(K+G),n (R, z) ≈ φn (z) exp [i (K + G) ·R] , (4.21)
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Figure 4.13: Schematic illustration of a selective adsorption resonance process in the free-atom approximation,
with the kinematic conditions for entering a bound state with energy εn.

with φn (z) being an eigenfunction of V0(z) and the R-dependence becomes that of a plane wave (see
Fig. 4.13) [97].
The time spent in the resonant state depends on the lateral corrugation of the potential since the

“strength” of diffractive scattering is determined by the corrugation, thus making resonant scattering
a useful experimental probe of the three-dimensional atom-surface potential. Resonances involving the
ground state are most sensitive to the potential near the minimum, since that position corresponds to the
largest weight of φ0 (z). On the other hand, higher lying states extend further into the vacuum region
and are a useful probe of the exact potential shape at larger distances z [18].

For accurate studies of corrugated systems, large amounts of high resolution, high quality data are
required. According to the kinematic condition Eq. (4.20), one can either vary Ei or the parallel mo-
mentum transfer Ki. In a conventional HAS experiment [34], there are three variables: the incident
energy, Ei, together with the polar and azimuthal scattering angles, ϑi and ϕi. Here, the scattering
angles correspond to changes of Ki as determined by the scattering geometry.
Often the energy and azimuthal angle are fixed while the polar angle ϑi is varied followed by a simplified

analysis based on approximations, such as Eq. (4.21). However, in particular potentials with a large
corrugation, derived on the assumption of the free-atom approximation, are inaccurate and the bound-
state energies are known to be systematically misplaced. The full picture is analogous to a two-dimensional
(2D) band structure of nearly-free particles due to the periodic corrugation of the potential, i.e., in the
laterally averaged potential, each bound state gives rise to a 2D sub-band of the overall band structure
(see Fig. 4.14b)) [18, 97, 187, 188]. Hence for an accurate determination of the three-dimensional atom-
surface interaction potential, several of the above described experimental variables should be varied, thus
providing a larger data set while at the same time solving the elastic scattering problem exactly by using
computational methods such as the CC algorithm.
By using Fourier-transform (FT) HAS, a wide range of incident energies can be studied at once, producing
large datasets over a wide range of kinematic conditions (see Fig. 4.14a)). In FT-HAS, the spread of
energies in the incident beam is intentionally broadened as far as possible (illustrated by the red gradient in
Fig. 4.14a)), and the spin-echo principle is then used to analyse the energy distribution of the scattered
beam, thus providing energy dependent reflectivity information [18, 115] as plotted in Fig. 4.14b) for
Bi(111): A large number of resonant features can be seen as bright and dark stripes, dispersing across
the plot. The advantage of FT-HAS with respect to conventional HAS is, that the energy resolution is
unaffected by the spread in the incident beam, and the data taking time depends on the required spectral
resolution, rather than the spectral range [18]. The superimposed red lines in Fig. 4.14b) according to
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Figure 4.14: a) Illustration of the resonance condition in the free atom approximation, when using an incident
beam with a broad energy distribution. b) Specular intensity for scattering of He from Bi(111) at
150 K, obtained from a FT-HAS measurement. The scattered intensity is plotted as a colour map
versus incident energy, Ei, and azimuthal angle, ϕi, showing a large number of resonant features
which disperse across the plot. The superimposed lines show the kinematic conditions in the free
atom approximation.

the kinematic conditions in the free-atom approximation, illustrate that there are significant offsets and
shifts with respect to the maxima/minima in the experimental data which can only be reproduced when
considering the full three-dimensional potential.

The laterally averaged potential from diffraction scans

As described above, in order to obtain the laterally averaged potential V0(z), which in turn can be used as
a first starting point for the determination of the three-dimensional potential, often only one experimental
variable is varied. Such an experiment is e.g. an elastic scan where the sample is rotated around the
polar (incident) angle ϑi. The parallel momentum transfer to the surface ∆K = |∆K|, is then given by

∆K = |Kf −Ki| = |ki| [sin(ϑSD − ϑi)− sinϑi] , (4.22)

where the final scattering angle ϑf = ϑSD − ϑi is determined by the fixed source-detector angle ϑSD.
In such an experiment, SARs will typically become visible as smaller features in-between the diffraction
peaks and the position of the SAR features in the scans are related to the bound state energies.
Following the free-atom approximation we can directly obtain the bound state energies of the laterally

averaged potential which assumes a surface without corrugation, V0(z) = D
[
e−2κz − 2e−κz

]
. The kine-

matic condition Eq. (4.20) at certain values of the parallel momentum transfer ∆K needs to be fulfilled,
but in the free-atom approximation, the binding energies εn(Ki,G) are considered constant and therefore
independent of Ki and G. Eq. (4.20) can then be expressed in terms of the incident angle ϑi and the
incident wave vector ki:

2m
~2 |εn| = (ki sinϑi +G‖)2 +G2

⊥ − k2
i . (4.23)

Here G has been split into its parallel and normal component (G‖, G⊥) with respect to the incidence
plane.
Such an approximation is useful in order to obtain a first idea about the potential parameters. However,

the assignment of SARs to a certain bound state energy εn is not always unambiguous due to the manifold
of various G-vectors and the known systematic displacement in the free-atom approximation. A more
robust approach considers the different curvatures associated with a certain G-vector, either using the
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Figure 4.15: Contour plot of the scattered He intensity in dependence of momentum transfer and incident energy
along the ΓK azimuth, for the Sb2Te3(111) sample at 113 K. The solid lines are the positions of the
SAR features according to the free atom model with the different colours denoting the bound state
energies ε1,2,3. The Miller indices of the interacting G-vectors are given in brackets.

FT-HAS technique [115] or considering consecutive elastic angular scans in terms of their incident energy
[24].
By combining many elastic scans along the same azimuthal direction with various incident energies

Ei, the scattered intensity as a function of two variables (ϑi, Ei) can be obtained. Hence a similar
data set as in a FT-HAS experiment is obtained, although it will be resolution limited to some extent
by the apparatus. Such a two-dimensional intensity plot is shown in Fig. 4.15 for the ΓK azimuth of
Sb2Te3(111). The x-axis has been converted from incident angle to parallel momentum transfer according
to Eq. (4.22) and the y-axis corresponds to the incident energy Ei while the colour map represents the
scattered intensity. The high intensity of the specular and first order diffraction peaks has been omitted
for better visibility of the SAR features in the surface plot.
In order to decrease the linewidth and thus the separation of the SAR features, the sample is typically

cooled down (e.g. to 113 K in Fig. 4.15) for these angular scans. The peak position at a certain ki can
now be used to identify the corresponding diffraction channel G and bound state energy εn in the free
atom-approximation. The coloured lines represent the kinematic conditions Eq. (4.23) for various εn, with
the number in brackets denoting the interacting G-vector. For simplicity only the three most prominent
interacting G-vectors, which show stronger intensities, are drawn. Analogous to an FT-HAS scan such as
in Fig. 4.14(b), different G-vectors will give rise to different curvatures, versus incident energy, in these
kind of plots, thus allowing for a better assignment of the involved G-vectors and bound states.
Following such an initial analysis for the He-Sb2Te3(111) system, three prominent lines can be at-

tributed to three different bound state energies with the G-vector (10) with 2.38, 0.9 and 0.4 meV. The
same measurement as in Fig. 4.15 was performed along the ΓM azimuthal direction (see Appendices)
from which, in addition to confirming the bound state energies along ΓK an additional bound state at
4.28 meV can be identified.

Finally, the four obtained bound-state energies were fitted to the laterally averaged Morse potential
using a least squares method [24]. The fit yields a potential with the parameters D = (5.5± 0.2) meV for
the well depth and κ = (0.76± 0.05)Å−1 for the stiffness.
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Figure 4.16: The blue line shows the scattered intensity versus the parallel momentum transfer along the ΓM
azimuth of Sb2Te3(111). The orange areas show the fitted measured intensities based on a Voigt-
profile, resulting in a value displayed as red stars. The green squares correspond to the calculated
values based on elastic quantum-mechanical scattering calculations.

Surface electronic corrugation

After the determination of the laterally averaged atom-surface interaction potential V0, the surface elec-
tronic corrugation ξpp, as it appears in the corrugated potential needs to be considered. In principle, the
corrugation determines the fraction of the incident beam which is scattered into diffractive channels and
thus the diffraction intensities. Thus, following quantum mechanical scattering calculations the intensities
in the angular diffraction scans can be determined [47] and compared with the experimental intensities.
Calculations of the scattered intensities can be performed using the elastic CC approach in which the

time-independent Schrödinger equation is solved. Inserting the Fourier series of the surface potential and
the wave function in this equation gives a set of coupled equations for the outgoing waves. These waves
are numerically solved for in the CC-algorithm for a finite set of closed channels [5, 33]. The method
of solving the set of coupled equations has been discussed widely in previous publications [5, 6, 31, 33,
37] and the Fourier ansatz with the corrugation function and the corresponding coupling terms can be
found in Refs. [6, 31, 37] The elastic CC-calculations further need to be corrected for the Debye-Waller
attenuation, using a previously determined Debye-Waller factor [44] / surface Debye temperature ΘD

(see Appendices).
As a starting point, the potential parameters from the kinematic analysis and an estimated value of

the corrugation are used for the elastic CC-calculations. By comparing a data set of several angular scans
over the high symmetry directions and at various sample temperatures the value of the corrugation is
iteratively improved. The optimisation is usually performed by minimising a measure of the deviation
R:

R = 1
N

√∑
G

(
Iexp
G − Isim

G

)2
, (4.24)

with Iexp
G and Isim

G being the measured and calculated diffraction intensities and N the number of exper-
imentally measured diffraction peaks [34].

In Fig. 4.16 an exemplary comparison is depicted for a scan along the ΓK direction of Sb2Te3 with
an incident energy of 15.4 meV. The peak areas of the diffraction channels are fitted using Voigt profiles
and shown as orange shaded regions, while the obtained values of the peak areas are indicated by the
red stars. The calculated scattering intensities are plotted as green rectangles, showing good agreement
with the experimentally determined values. Following this optimisation, the best fit value for the peak
to peak corrugation of Sb2Te3 in percentage of the lattice constant is found to be ξpp = 5.5 %.
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The three-dimensional potential and quantum-mechanical scattering
calculations

Although we have considered the surface electronic corrugation in the section ”Surface electronic corru-
gation” based on a comparison of diffraction intensities with quantum-mechanical scattering calculations,
the potential parameters D and κ are still those based on the initial analysis following the free-atom ap-
proximation. In order to obtain a realistic, three-dimensional atom-surface interaction potential, further
refinement of the potential based on the inclusion of larger experimental data sets and a comparison with
quantum-mechanical scattering calculations is required as outlined in the following.
While an analysis based on the free-atom approximation may be appropriate for “flat” metal surfaces,

i.e. with a negligible electronic corrugation [189], surface corrugation is a necessary ingredient for SAR
processes to occur. In fact, considering the semi-classical picture, the strength of diffractive scattering
both into and out of a resonant state is determined by the corrugation and the “quality” of experimental
SAR data will depend on the magnitude of the corrugation.
With increasing corrugation, resonances become stronger since more of the incident wave scatters into

the resonant state. On the other hand, a larger corrugation will give rise to a greater deviation from the
free-atom model making an analysis solely based on Eq. (4.23) and Eq. (4.21) much more difficult. The
analysis of SARs is also affected by the dimensionality of the corrugation function since one-dimensional
problems, such as e.g. stepped surfaces [33, 131], have a simple band structure, while for systems which
exhibit a two-dimensional corrugation there are many more open channels making it more difficult to
find “isolated” SAR features. The strong deviation from the simple free-atom like dispersion and the
broadening and overlap of SAR features for systems with a large two-dimensional corrugation makes the
analysis much more challenging [190].
In order to identify systematic shifts/misplacements due to the corrugation and dispersion in the picture

of the three-dimensional interaction potential (see Fig. 4.14b)), quantum mechanical scattering calcula-
tions considering the full-dimensional potential need to be used for a comparison. However, reproducing
an angular scan, where ϑi is varied is rather difficult to implement in a CC-calculation. Instead it is
much easier to follow the variation of the scattered intensity for a specific scattering channel in the CC
calculation which is then compared to an experiment where e.g. Ei is varied while ϑi remains fixed
in a conventional HAS experiment. The latter corresponds to a single slice at fixed ϕi of a FT-HAS
experiment.
The so-called “drift scan” in a conventional HAS experiment is easily realised by changing Ei = ~2

2mk
2
i

via the nozzle temperature while measuring the scattered intensity. Usually, this is done by monitoring
the intensity of the specular channel, since the specular reflection provides the highest signal-to-noise
ratio. Various dips and peaks in the drift scans give access to the detailed shape of the potential and
can further be compared with the mentioned scattering calculations. The left-most and the central panel
in Fig. 4.17 show such a measurement (blue line) taken at 113 K for Sb2Te3, with several features that
can be attributed to SAR processes. The dash-dotted light green line shows the CC calculation while
the dark green curves were convoluted with a Gaussian function to account for an apparative broadening
of the natural linewidths [24]. By adjusting the parameters of the initial potential and comparing the
position of the features (in terms of ki) from the scattering calculations with the experimental data it
allows for a refinement of the potential parameters.
A more detailed description of the analysis of such drift scan spectra, including the adaptation of a

corresponding R-factor and additional experimental effects such as nozzle flow corrections and surface
terraces can be found in Ref. [24]. The scattered intensity of the (11) diffraction peak at a momentum
transfer of ∆K = −3Å−1 as shown in the right-most panel of Fig. 4.17 can also be analysed in the same
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Figure 4.17: Normalised scattered intensity of the diffraction peaks versus incident wavevector ki. The blue
curve shows the measured data at 113 K with the solid green curve corresponding to the elastic
CC-calculations corrected by the Debye-Waller factor according to the optimised three-dimensional
potential. The dash-dotted curve has been convoluted with a Gaussian to account for the experimen-
tal/beam broadening. The so-called drift scans are plotted (from left to right) for the ΓK specular,
the ΓM specular and the (11) diffraction peak, respectively.

manner. However, the fact that the position of the diffraction peak will shift with ϑi complicates such
a measurement - hence the number of experimental points is much smaller compared to measurements
at specular position. Nonetheless, several SAR features are again very well reproduced with the elastic
CC-calculations using the same potential.
The final potential parameters following this kind of analysis and iterative optimisation can be found

in Tab. 4.2. Therefore, once the potential parameters D and κ have been optimised, the corrugation ξpp
is further improved by following the procedure of comparing the diffraction intensities as discussed in the
section ”Surface electronic corrugation”.
Finally, it should be noted that inelastic effects cannot be reproduced within the scheme of elastic

CC-calculations, meaning that in addition to apparative broadening effects it is not possible to resemble
the actual shape of the whole measured drift spectrum based on elastic calculations. One can clearly
see that, e.g. for the measurement along the ΓK azimuth, the peaks at 4.6 and 5.0 Å−1 occur as dips in
the calculation which can possibly by explained by inelastic events that turn maxima into minima and
vice versa [118, 123]. We can however obtain an estimate of the influence of inelastic events based on a
comparison of how the broadening of SAR features changes when changing the sample temperature (see
section ”Elastic and inelastic contributions”)

Linewidth and lifetime of SARs

As outlined in the section ”The three-dimensional potential and quantum-mechanical scattering calcu-
lations”, corrugation is a necessary ingredient for SARs to occur and as the corrugation increases the
resonances become stronger, as more of the incident wave scatters into the resonant state. However,
at the same time resonances will become simultaneously broader since the resonance lifetime decreases
through stronger scattering out of the resonant state [18].
Consequently, the broadening of SAR features in experimental measurements is related to the lifetime

of the He atom in that particular bound state. The usual approach is to determine the external linewidth
from e.g. an angular scan which has to be corrected with respect to resolution aspects of the apparatus,
in order to obtain the actual internal/natural linewidth [33, 130].
However, in the few experimental studies available up to now, there is some ambiguity about how to
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obtain the corresponding lifetime from the measured linewidth which shall be clarified at this point. The
lifetime follows from the uncertainty principle which is based on the standard deviations and therefore one
should use the half-width at half-maximum (HWHM): Following the uncertainty principle, the relation in
terms of lifetime is a consequence of the Fourier theorem i.e. in classical wave mechanics the uncertainty of
the frequency times the uncertainty in time is ≥ 1

2 . Based on the derivation of response functions within
the theory of time-dependent perturbations [16], a SAR exhibits a Lorentzian lineshape which decays
according to exp(−t/τ), where τ is the lifetime. From the corresponding HWHM Γ of the Lorentzian it
follows Γ = ~/τ and hence the experimental broadening can be used to determine the lifetime τ .

On the other hand, upon using the angular broadening of SARs in diffraction scans, those tend to
be fitted with Gaussian functions since it makes a subtraction of the experimental broadening (being
the sum of two Gaussians) to obtain the internal linewidth easier and the uncertainty in doing that is
usually negligible. Following this approach, the SAR features in several diffraction scans are fitted with a
Gaussian function which is then corrected for the effects of the angular resolution of the apparatus as well
as the energy spread in the beam (see Ref. [24] for further details). The HWHM ∆εn of the Gaussian
then yields the natural linewidth which is related to the lifetime τ of the bound state via τn = ~/∆εn
[16, 33].
Moreover, using the lifetime, the distance that the He atom travels parallel to the surface can be

estimated. Based on the parallel momentum K|| = ki sinϑi + G||, where G|| is the parallel component
of the interacting G-vector, the velocity of the He atom parallel to the surface can be determined which
together with the corresponding lifetime τn yields the travel distance Ln.

A comparison for semimetals and TIs
In the following, we provide a comparison of the He-surface interaction potential of binary TIs as well as
of single-elemental Bi(111) and Sb(111) [5, 6, 24, 115]. The determined potential parameters for the well
depth D, stiffness κ and surface electronic corrugation ξpp are summarised in Tab. 4.2. All quantities
have been determined based on HAS experiments, assuming a corrugated Morse potential following the
approach presented in this perspective.

Table 4.2: Comparison of the potential parameters well depth D, stiffness κ and surface electronic corrugation
ξpp in % of the lattice constant for the binary topological insulators as well as the single-elemental
semimetals which are part of the compounds forming binary TIs.

crystal D (meV) κ (Å−1) ξpp (%) Ref.
Bi2Se3(111) 6.54 0.58 5.8 [24]
Bi2Te3(111) 6.22 0.92 9.6 [115]
Sb2Te3(111) 5.43 0.73 6.6 2

Bi(111) 7.9 0.88 8.1 [37]
Sb(111) 4.28 0.39 13.7 [31]

Single elemental Sb(111) exhibits the most shallow potential well depth with D = 4.28 meV and the
smallest stiffness κ = 0.39Å−1, while at the same time, the value for the corrugation is the largest, with
ξpp = 13.7 % of the surface lattice constant. In comparison, single elemental Bi(111) exhibits the deepest
potential well depth, possibly due to a larger polarisability of Bi compared to the other elements, giving
rise to stronger vdW interactions and thus a deeper potential well. The latter also seems to transfer to
the well depth of the binary TIs containing the element as described below.

2current study
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In Fig. 4.18 the laterally averaged Morse potentials for all three binary TIs are plotted, based on
the parameters from Tab. 4.2. The different well depths can be clearly seen in the potential energy
values at zero distance from the surface. Bi2Se3 exhibits the deepest well depth among these binary TIs
(D = 6.54 meV), but at the same time the smallest stiffness κ = 0.58Å−1. Taken together it means that
the laterally averaged potential of Bi2Se3 contains the largest number of bound states with a total of
seven states with ε5 and ε6 being quite close to zero i.e. to the threshold condition. The well depth of
Sb2Te3 is the most shallow one within the group of binary TIs and as the only binary TI without Bi
in the compound this may be due to the influence of the heavier Bi atoms in the other two compounds
(Bi2Se3 and Bi2Te3) with respect to the attractive part of the potential - i.e. the large polarisability of
Bi as mentioned above.

Figure 4.18: Comparison of the laterally averaged potentials V0(z) for the binary TIs based on the determined
corrugated Morse potentials in Tab. 4.2.

While some properties of the single-elemental group 15 semimetals (Bi, Sb) seem to transfer to the binary
compounds, the uppermost layer of these binary TIs is either Se or Te (see Fig. 4.12b)). Since the Se
atoms are “smaller” compared to Te, the He atoms may get closer to the surface and might therefore
experience stronger effects from the heavier Bi elements in the second atomic layer. The latter would
make the Bi2Se3 interaction potential deeper compared to the Bi2Te3 potential with the terminating Te
layer as is indeed the case according to Tab. 4.2.
These simple trends in terms of the atom-surface interaction well depth and stiffness seem to work

upon comparison of the group 15 semimetals and the compounds forming the binary TIs, however, other
data suggests that they cannot easily be extended to other groups across the periodic table. For example,
for the layered material 2H-MoS2(0001), a He-surface potentital with a well depth D = 13.6 meV and
stiffness κ = 1.15 Å−1 had recently been reported [116].

The linewidth and lifetime of resonances

While several theoretical efforts have been devoted to studies of the lifetime of SAR effects [33, 131,
191–193] and we will compare our findings with a few of those, experimental studies about the lifetimes
of SARs are particularly scarce, with the exception of the He–LiF(001) system [130], a stepped copper
surface [194] and a few preceding studies of semimetal and TI surfaces [24, 31].
The natural linewidths, corresponding lifetimes and travel distances for all four bound states of the

He-Sb2Te3(111) potential are listed in Tab. 4.3. As expected, the lower the bound state (higher binding
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Table 4.3: Bound state values of the laterally averaged He–Sb2Te3(111) interaction potential. The determined
internal linewidths ∆εn of the corresponding bound states (based on the experimental width of the
resonances) and their lifetimes τn are also given. From the lifetime the distance Ln travelled in the
bound state can be calculated. All data was collected at 113 K and the overall accuracy is estimated
to be about ±15%.

bound state εn (meV) ∆εn (meV) τn (ps) Ln (Å)
ε0 4.27 0.29 3.1 13
ε1 2.37 0.165 4.5 34
ε2 1.02 0.11 6.2 44
ε3 0.23 0.055 12.2 86

energies) the broader the natural linewidth ∆εn yielding a shorter corresponding lifetime [18]. As follows
from Eq. (4.21), for bound states lying just below the threshold, the majority of the weight in φn (z)
lies well away from the repulsive wall. Hence higher lying bound states couple weakly to the repulsive
lateral corrugation: The He atom will remain longer in that particular state since the probability of
scattering “out” of the bound state is smaller and the SAR exhibits a long lifetime and a narrow width in
energy. In contrast, the lower lying bound states are broader, reflecting greater coupling to the repulsive
corrugation.
In comparison with other binary TIs, the internal linewidths for Bi2Se3 are very similar to the here

reported values for Sb2Te3. The bound state ε2 = 2.3 meV for Bi2Se3 exhibits a lifetime of τ2 = 4.4 ps
3 and thus exhibits a very similar lifetime as the bound state ε1 in the case of Sb2Te3 (Tab. 4.3), which
occurs at a similar binding energy. The same holds for Bi2Te3, where upon analysis of the angular scan
for 3He scattering [115], a lifetime of about 15 ps for ε2 ≈ 0.3 meV is obtained.
The distances Ln, travelled parallel to the surface are also reported in Tab. 4.3 for Sb2Te3. Naturally,

longer lifetimes in Tab. 4.3 correspond to longer distances travelled parallel to the surface with the longest
lifetime in the case of Sb2Te3 (12.2 ps) corresponding to a travel length of 86 Å. The travel distances
of bound states with similar energies among the binary TIs are again quite similar, e.g. ε1 for Sb2Te3

in Tab. 4.3 is in good agreement with the 36 Å for ε2 in the case of Bi2Se3. In fact the travel distances
are also close to previous works of different systems. E.g. for LiF(001) L1 = 17 Å is found4 for the
ε1 = 2.46 meV bound state at room temperature, whereupon we obtain L1 = 25 Å for ε1 when measured
at room temperature (Tab. 4.4).
In addition to elastic and defect scattering, inelastic processes involving phonon scattering will further

limit the lifetime, which becomes more important at elevated temperatures [101] and will be further
discussed below. The natural linewidth of a resonance will usually be given by the sum of elastic and
inelastic processes, so that for the corresponding lifetime τ−1 = τ−1

el + τ−1
inel holds.

The longest travel distance L3 = 86 Å for Sb2Te3 implies that the crystal surface can be regarded as
being perfect over this range. To put this in context, the angular broadening of the specular peak gives
rise to an estimate (lower limit) for the quality of the crystal. For Sb2Te3 the domain sizes are larger
than 500 Å while for Bi2Se3 and Bi2Te3 values of ≈ 1000 Å were found [24, 47]. Hence considering the
travel distances it follows that inelastic effects must have a large influence on scattering out of the bound
states, even for the cooled samples.
Even though SARs are certainly not the method of choice for the determination of crystal qualities

we will in the following attempt to compare our findings with other methods such as scanning probe

3Note that here we use the HWHM from [24] where originally the values were obtained for the full width at half maximum
4Note that Ref. [130] used the relation τn = h/∆εn with the Plank constant h. Therefore, the travel lengths Ln need to
be recalculated using ~.
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microscopy measurements. In general there seems to be a consensus that the cleavage of single crystals
as well as the growth of thin films gives rise to terraces which are separated by one QL steps (≈ 1 nm
high) [195, 196], though sub-QL steps have also been reported in some cases [197]. The step height
can also be determined from HAS measurements upon intensity oscillations with varying beam energy
and comparable results have been obtained for Bi2Se3 single crystals [24]. The overall size of individual
terraces is generally reported to range between 100 nm to 1 µm [195]. These can be readily compared
with the domain sizes from the angular broadening of the HAS specular peak and are in good agreement
with the above mentioned sizes.
In addition, there is experimental evidence coming from scanning tunneling microscopy that the surfaces

of Sb2Te3 [198] and Bi2Te3 [199] but also similar materials such as PdTe2 [200] and PtTe2 [201] contain
a substantial number of point defects with a characteristic clover shape, separated not more than 10 nm.
While we do not expect that single point defects would have an influence on the mentioned width of
the specular peak, these could possibly scatter the He atom out of the bound state and thus reduce the
travel length. On the other hand, in Landau level spectroscopy of Sb2Te3 films grown by molecular beam
epitaxy, a mean free path of about 80 nm is found in accordance with comparable terrace sizes [198]
which is again in very good agreement with the longest travel length of 86 Å reported for the highest
bound state of the cooled Sb2Te3 sample. Hence while the travel length may be reduced due to inelastic
scattering at single point defects, the contribution of inelastic phonon scattering channels to the lifetime
is best discussed upon considering temperature dependent measurements as done in the following.

Elastic and inelastic contributions

The comparison in terms of the travel distances between several binary TIs shows that for similar materials
but different potentials the travel distances are quite similar. Together with the much larger estimated
domain sizes it follows that inelastic effects must in general play an important role. In fact it has already
been noted quite early for SARs when scattering from graphite, that an appreciable amount must come
from inelastic processes [202]. Moreover, calculations of the corrugation in the example of Bi(111), where
the inelastic CC gives a smaller corrugation with 6.3% of the lattice constant [37] compared to the value
from the elastic CC in Tab. 4.2 already imply the importance of inelastic phonon scattering and these
should also be included in future studies.
While elastic and defect scattering should be independent of the temperature, higher surface temper-

atures will give rise to an increase of inelastic (phonon) scattering events which will in turn significantly
decrease the lifetimes. Tab. 4.4 shows the lifetimes for Sb2Te3, obtained at room temperature. In addi-
tion the temperature dependence of the linewidths of the 3He–Bi2Te3(111) and the 3He–Bi(111) system
are shown in the Appendices, illustrating clearly an increased broadening with increasing temperature.
Comparing the lifetimes for Sb2Te3 at T = 113 K (Tab. 4.3) and T = 296 K (Tab. 4.4) shows that

the lifetimes are by a factor of about 1.5 larger at low temperature. Assuming a linear increase with
temperature, the effect is largest for the lowest bound state yielding ∆τ/∆T ≈ 0.02 ps K−1, although
the changes relative to the lifetime at room temperature (ατ = 1

τ
∆τ
∆T ), as shown in the last column of

Tab. 4.4 are comparable within the uncertainties.
The increase of phonon scattering with temperature can be compared to an earlier work of the stepped

Cu(115) surface by Armand et al. [194] and temperature dependent changes of the resonance peak
width reported therein. Following the analysis for Sb2Te3, we obtain a value of ≈ 1× 10−4 rad K−1 for
the FWHM of the ε1 bound state and the (10) vector which is larger than for the bound states of the
Cu(115) system with (1–2)× 10−5 rad K−1. Note however, that the interaction potential of Cu(115) is
possibly closer to a 1D case as described above and for a stepped surface one expects a much shorter
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Table 4.4: The internal linewidths ∆εn and the corresponding lifetimes τn and travel distances Ln of the He-
Sb2Te3(111) interaction potential, analogous to Tab. 4.3 but now for measurements at room tempera-
ture. Comparing the lifetimes obtained at T = 296 K with the measurements at T = 113 K (Tab. 4.3)
provides an estimate of the temperature dependence ατ = 1

τ
∆τ
∆T .

bound ∆εn τn Ln ατ
state (meV) (ps) (Å) (10−3 K−1)
ε0 0.32 2.3 19 2.0
ε1 0.19 3.4 25 1.7
ε2 0.14 4.8 35 1.7
ε3 0.08 8.2 58 2.8

lifetime compared to flat surfaces based on elastic scattering channels alone [131]. At the same time, the
temperature dependence of the natural linewidths of molecular hydrogen adsorbed on Cu(001) shows a
similarly strong temperature dependence [192] compared to Sb2Te3(111). Thus we conclude that at least
for the here presented binary TIs, surface imperfections only have a small influence on the linewidth of
SARs and a large contribution comes from inelastic phonon scattering effects.
Actual quantitative statements of how the linewidths should change with temperature have not been

addressed in any detail up to now. Some previous attempts to include phonon scattering effects in the
description of SARs are based on a Debye-Waller theory. As shown for SARs on graphite, including a
Debye-Waller factor may account for phonon scattering processes to some extend [118], but at specific
incident energies the method becomes inadequate for the description of inelastic effects on the experi-
mental resonance lineshapes [203, 204]. Moreover, the He–C(0001) potential is both steep and deep [97]
and thus closer to the situation of a hard wall potential in comparison to the here presented potentials.
In reality the temperature dependent population of the phonon states changes with the Einstein-

Bose distribution, and hence phonon states are less populated at lower temperatures which therefore
minimises the scattering probability. On the other, due to the heavy elements present in the here
presented semimetals and TIs, the acoustic phonon modes will already be completely occupied even for
the low temperature measurements (see Appendices). In this context it is also interesting to note that
the temperature dependence in Tab. 4.4 is comparable for all binding energies, in contrast to the trend
for the (absolute) linewidth, where higher lying bound states exhibit a weaker coupling and thus a longer
lifetime. It suggests that the relative importance of phonon scattering contributions is larger for the
higher lying bound states.

Conclusions

Studying the position, shape and width of selective adsorption resonances provides a powerful route
for an experimental determination of the attractive part of the helium-surface potential, and hence an
exceptionally sensitive test of any corresponding theory with one of the most precise sources of information
about physisorption potentials. While recent experimental approaches for the study of van der Waals
interactions based on atomic force microscopy measurements via pulling a single molecule [148] and Xe-
functionalised tips [205] have achieved broad attention, resonance effects in atom-surface scattering, as
an approach to study the vdW interaction at the surfaces have not been appreciated up to date.
Within this perspective we have presented the experimental approach in observing effects of the attrac-

tive atom-surface interaction potential in gas-surface scattering experiments. While the great majority of
recent experiments have concentrated on measuring resonance positions in order to determine an effec-
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tive, laterally averaged potential our approach shows that experimental data can be used together with
quantum mechanical scattering calculations to obtain an exact three-dimensional atom-surface potential.
We have further shown that for the surfaces of semimetals and binary topological insulators a few general
trends in terms of the atom-surface interaction well depth and stiffness exist.
A short view on recent ab intio approaches for the calculation of He-surface interaction potentials shows

that it remains still difficult to accurately and simultaneously describe both the short range repulsive
and the long range vdW part. It highlights the importance of atom-surface scattering experiments as
a benchmark for ab initio treatments, in particular in terms of improving treatments of the long range
interaction part.
Finally, we provide also experimental data about a number of so far much less studied features, namely

the lifetime of SARs. Despite some general guidelines about the occurrence of maxima and minima
in SARs [206] the linewidth and lifetime of SARs remain an elusive subject. E.g if inelastic effects
are considered in calculations, those are often based on the assumption of a flat surface [207]. Recent
works have shown that the interaction of a particle with a vibrating corrugated surface can be described
theoretically [208, 209] and the linewidths of SARs can also be studied within the formalism of inelastic
close-coupled calculations. Such an additional analysis could show whether elastic or inelastic phonon
scattering channels are mainly responsible for the lifetime of bound states. It would further allow to
establish whether indeed the lifetimes of SARs on topological insulator surfaces are mainly limited due
to inelastic effects as found in our experimental study.
With this perspective, we hope that the herein presented experimental approach and data will stimulate

further research with respect to quantum studies of the trapping of light particles on surfaces.
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Appendices

Appendix A: Computational details

The interaction potential between He and the Bi(111) surface has been calculated by means of density
functional theory (DFT) using the QUANTUM-ESPRESSO suite of codes [210]. A scalar relativistic
norm-conserving pseudopotential with five valence electrons and the Perdew-Burke-Ernzerhof [211] ap-
proximation for the exchange-correlation energy functional was used. To better describe the long range
interactive part of the potential the calculation has also been performed with the addition of a grimme-d2
semiempirical correction [168] and with non-local vdw-df functional [172]. The electron wave functions
were expanded in plane waves up to an energy cutoff of 35Ry. A Gaussian smearing of 0.01Ry was
introduced in the occupation of states to deal with the semimetallic nature of Bi. We used a (8× 8× 1)
Monkhorst-Pack mesh [212] to sample the Surface Brillouin Zone (SBZ). The Bi(111) surface has been
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modelled by a slab including 2 bilayers. The slabs have been separated by a 30 Å vacuum gap to ensure
that spurious interactions between the periodic replicas of the slabs are avoided.

Appendix B: Experimental details

The experimental data for Sb2Te3 was obtained at the helium atom scattering (HAS) apparatus in Graz
which uses a supersonic expansion of 4He gas to generate a nearly monochromatic beam in the energy
range of 9–20 meV. The apparatus consists of a fixed source-sample-detector setup with an angle of 91.5°.
After the central part of the beam was selected with a 310 µm skimmer the He atoms hit the surface in an
ultra-high-vacuum chamber and are reflected to the detector consisting of a quadrupole mass analyser.
By rotating the sample, the incident angle ϑi and furthermore the parallel momentum transfer is changed.
A more detailed description of the experimental setup can be found elsewhere [3].
The Sb2Te3 single crystal was grown at the Center of Material Crystallography at Aarhus University

by slow-cooling from the melt in sealed quartz tubes. Powder X-ray diffraction at room temperature
confirmed the phase purity and a Rietveld refinement was performed to extract the unit cell parameters
(a = 4.254 Å at room temperature [114] along the (111) cleavage plane). A small piece was selected from
the whole ingot which showed a nice clean cleavage plane. The crystal was attached onto the sample
holder with thermally conductive epoxy and then cleaved in situ in a load-lock chamber [113] directly
before putting it into the scattering chamber.

Figure 4.19: Contour plot of the scattered He intensities in dependence of the momentum transfer and incident
energy along the ΓM azimuth with the Sb2Te3 sample being held at 113 K. The solid lines are the
selective adsorption positions according to the free atom model with the colours denoting the bound
state energies. The values on top of the plot denote the series of bound state values associated with
the (10) G-vector

An initial alignment of the sample along the high symmetry direction was done based on the low en-
ergy electron diffraction (LEED) picture. The cleanness of the sample was verified with Auger electron
spectroscopy (AES) as well as by monitoring the specular reflectivity in HAS. The sample can be cooled
via a connection to a liquid nitrogen reservoir which allows for measurements to be taken at cryogenic
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temperatures of 113 K and at room temperature. In a first measurement the thermal attenuation of the
specular intensity was measured to determine the surface Debye temperature ΘD. All elastic quantum
mechanical scattering calculations of this work were corrected according to the experimentally determined
value of ΘD = (141± 3) K.

Moreover, Fourier-transform (FT) HAS, was used for the collection of a number of additional data-sets
as shortly outlined in the main part of the manuscript. In FT-HAS, the spread of energies in the incident
beam is intentionally broadened as far as possible, and the spin-echo principle is then used to analyse the
energy distribution of the scattered beam [18]. The method thus provides energy dependent reflectivity
information and further information of how to convert the raw data can be found in Ref. [115].

Appendix C: Additional temperature dependent data

Examination of the temperature dependence of selective adsorption resonances (SARs) provides general
rules for how inelastic scattering and SARs will effect each other depending on the relative contributions
of elastic coupling and inelastic scattering to the width of the resonances. In the following we show
additional experimental data which provide information about the influence of inelastic events on the
linewidth of SARs. As mentioned in the main text, in addition to elastic and defect scattering, inelastic

(a) Bi2Te3(111) measurements along ΓM with a broad beam
centred around Ei = 12 meV

(b) Bi(111) measurements along ΓM with a broad beam cen-
tred around Ei = 8 meV.

Figure 4.20: Single slices of temperature dependent measurements as obtained in a FT-HAS scan. Measurements
at individual temperatures have been offset vertically, for better visibility.

processes involving phonon scattering further limits the lifetime. The latter becomes more important at
elevated temperatures thus increasing the linewidth of SARs at higher surface temperatures. As reported
in Tab. 4.4 in the main text, the internal linewidths ∆εn of the bound state values of the He–Sb2Te3(111)
interaction potential for the sample at room temperature (T = 296 K) can be obtained by following
the same procedure as outlined in the section ”The linewidth and lifetime of resonances” of the main
text. The internal linewidths ∆εn are acquired from the half width at half maximum (HWHM) of the
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corresponding SAR peaks in the diffraction scans (taken at room temperature for the latter case), after
correction with respect to resolution aspects of the apparatus.
In addition, in Fig. 4.20 the temperature dependence of Fourier-transform (FT)-HAS scans for Bi2Te3(111)

and Bi(111) are plotted, with the sample aligned along the ΓM azimuth in both cases. These FT-HAS
scans are not limited in terms of the resolution of the apparatus, however, due to the internal broadening
and overlap of several SAR features, the internal linewidth for an individual SAR features is not readily
obtained. Nevertheless, the changes with increasing temperature imply that for Bi2Te3(111) and Bi(111)
a large contribution to the linewidth broadening comes from inelastic effects in line with the findings for
Sb2Te3.

While Fig. 4.20b shows measurements with a broad incident beam centred around Ei = 8 meV,
Fig. 4.20a shows measurements with the incident beam centred around Ei = 12 meV. For both cases,
small individual peaks and dips in the data due to SARs are clearly discernible at low temperature but
become increasingly broader at higher temperatures. In the case of Bi(111) in Fig. 4.20b, two strong
peaks can be seen which have basically merged into one broad peak once reaching 400 K, thus reflecting
mainly the intensity distribution of the incident beam at this sample temperature.

Appendix D: Inelastic effects and phonon occupation

Considering the actual surface phonon dispersion of Sb2Te3(111) (Fig. 4.21a), calculated with density
functional perturbation theory by Campi et al. [119], the intense acoustic phonon modes will already be
occupied considering the thermal energy that corresponds to a surface temperature of 115 K, while at
room temperature essentially all phonon modes should be occupied.

a) b)

Figure 4.21: a) Surface phonon dispersion of Sb2Te3(111) according to Campi et al. [119]. The intense acoustic
phonon modes will already be occupied at a thermal energy of 115 K. b) Bose factors plotted
versus the reduced inverse temperature ~ω/kBT , providing the probability for phonon creation and
annihilation. The vertical dash-dotted lines illustrate the temperature change for a 6 meV phonon
event.

On the other hand, the probability that either a phonon annihilation or creation event occurs upon
scattering is given by the Bose-factors n(~ω) and n(~ω) + 1, respectively [16]. These follow from the
occupation number for a given phonon energy ~ω as determined by the Bose-statistics [16]:

n (~ω) = 1
exp [~ω/ (kBT )]− 1 . (4.25)

In Fig. 4.21b) the Bose-factors are plotted versus the reduced inverse temperature ~ω/kBT . The Bose
factors provide the probability for phonon creation and annihilation as a function of the surface temper-
ature. For T � ~ω/kB hardly any annihilation events are expected. As the typically intense surface
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acoustic modes in Sb2Te3(111) tend to reach energies of 5–6 meV at the Brillouin zone boundary, the
vertical dash-dotted lines have been added to illustrate the temperature change for a 6 meV phonon
event.
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Abstract

We present a combined experimental and theoretical study of the surface vibrational modes of the topo-
logical insulator Bi2Se3 with particular emphasis on the low-energy region below 10 meV that has been
difficult to resolve experimentally. By applying inelastic helium atom scattering (HAS), the entire phonon
dispersion was determined and compared with density functional perturbation theory (DFPT) calcula-
tions. The intensity of the phonon modes is dominated by a strong Rayleigh mode, in contrast to previous
experimental works. Moreover, also at variance with recent reports, no Kohn anomaly is observed. These
observations are in excellent agreement with DFPT calculations. Besides these results, the experimen-
tal data reveal—via bound-state resonance enhancement—two additional dispersion curves in the gap
below the Rayleigh mode. They are possibly associated with an excitation of a surface electron density
superstructure that we observe in HAS diffraction patterns. The electron-phonon coupling parameter
λ = 0.23 derived from our temperature dependent Debye-Waller measurements compares well with val-
ues determined by angular resolved photoemission or Landau level spectroscopy. Our work opens up a
new perspective for THz measurements on two-dimensional (2D) materials as well as the investigation
of subtle details (band bending, the presence of a 2D electron gas) with respect to the electron-phonon
coupling.

Introduction

Bi2Se3 (Fig. 4.22) is categorised as a three-dimensional topological insulator (TI), a new state of quantum
matter with a bulk gap and spin-orbit split surface states forming a Dirac cone across the gap [51, 52].
The interaction of electrons with surface phonons in Bi2Se3 has been studied intensively due to its
important role in transport properties and possible constraints for potential applications in a variety
of nanotechnologies [213–219]. Bismuth selenide as well as telluride alloys are classical thermoelectric
materials [53, 55] with a large Seebeck coefficient and, as such, they have been used in thermoelectric
refrigeration for a long time [220]. However, to fully understand the thermoelectric properties of Bi2Se3

thin films and nanoscale devices [221, 222], information on the surface phonon dispersion curves and the
electron-phonon (e-ph) interaction is crucial [221, 223, 224].
So far experimental information about the surface phonon dispersion curves of Bi2Se3(111) was limited

to previous helium atom scattering (HAS) studies by Zhu et al. [217, 225], in the low energy part of the
phonon spectrum. These studies suggested the presence of a deep Kohn anomaly (KA) in the 7.5 meV
optical phonon branch (S2) coupled to the electronic (spin-forbidden) transition across the Dirac cone
[225]. However, existing first-principle calculations of Bi2Se3(111) phonon dispersion curves, do not show
any evidence of KAs in the S2 branch [226].
A convenient parameter to characterise the e-ph coupling strength is the mass-enhancement λ [41] and
in recent years it was demonstrated that HAS from conducting surfaces can directly measure the mode-
selected e-ph coupling constants λQ,j [4, 229], besides the surface phonon dispersion curves [16]. Moreover
the temperature-dependence of the HAS Debye-Waller factor was shown to provide the global e-ph
coupling constant λ at the surface of thin metal films [16, 32] and topological insulators [26, 47]. Yet the
large λ as estimated based on the KA [217] is at odds with theoretical findings that indicate that the
major contribution to λ comes from the higher optical phonon branches [226], especially when the Fermi
level crosses the surface quantum-well states above the conduction band minimum (see Fig. 4.22(c)). The
situation is actually met in recent high-resolution 3He-spin scattering studies on Bi2Te3(111), where the
weak signature of a KA is detected in the surface longitudinal acoustic resonance [111], also not found in
adiabatic ab initio calculations of the phonon branches.
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Figure 4.22: (a) Crystal structure of Bi2Se3 based on the conventional hexagonal unit cell. The unit cell consists
of three quintuple layers of which each one is terminated by a Se layer. (b) Top view of the (111)
surface with the red rhombus illustrating the hexagonal surface unit cell with lattice constant a.
The two high-symmetry scanning directions are indicated by the red arrows. (c) Illustration of the
electronic dispersion around the Γ-point (see Refs. [227, 228]). Despite the Dirac cone, quantum-well
states as illustrated by the orange lines exist on the surface as well. The quantum-well states are split
due to Rashba coupling, thus making the previously degenerate spin states (illustrated by the red
and blue arrows) separate into an inner and outer branch, each having a spin texture with opposite
chirality.

In order to elucidate these conflicting results, we have undertaken a HAS study of the surface phonon
dispersion curves and the e-ph interaction of Bi2Se3(111). Supersonic neutral He atom beams with
incident energies in the range ≤ 20 meV have been used to probe low-energy surface excitations with the
best available resolution, while being an inert completely nondestructive probe [16, 34]. The technique
allows to measure most of the surface phonon branches in the acoustic and optical regions. Low-energy He
atoms impinging on a conducting surface are exclusively scattered by the surface charge density [4, 6] and
inelastic scattering from surface phonons only occurs via the phonon-induced charge density oscillations,
i.e., via the e-ph interaction. It is in this way that inelastic HAS provides a first-hand information on the
e-ph interaction, with the neutral He atoms acting as a sort of local mechanical probe on the electron
density.
Energy and momentum, inelastically exchanged by He atoms with the surface can, however, be retained

by the electron system in the form of low-energy collective excitations. In principle, the HAS signal from
this kind of excitations is expected to be quite small. Nevertheless, an increased e-ph interaction due to
surface quantum-well states [230] in combination with an enhancement from HAS bound-state resonances
[231], suggests to assign two branches of low-energy modes in the gap well below the Rayleigh waves
(RW) to some sort of collective electronic excitations. Actually anomalous acoustic plasmons have been
recently reported in Bi2Se3(111) by Jia et al. [232], from high-resolution electron energy-loss spectroscopy,
although these modes turn out to be superimposed in the first Brillouin zone onto the RW branch.
Plasmons in a two-dimensional electron gas (2DEG) with a

√
Q dispersion in dependence of a parallel

wavevector Q (2D plasmons) have been predicted long ago by Frank Stern [233, 234]. Later it was shown
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that the coupling of 2DEG plasmons arising from two different quantum-well minibands, as found in
semiconductor surface accumulation layers, yield a surface plasmon pair: a 2D plasmon and an acoustic
surface plasmon (ASP) with a linear dispersion above the upper edge of the single-particle excitation
spectrum [235, 236]. Similarly the coupling of a 2DEG at a metal surface coupled to the underlying
3D electron gas yields an ASP in addition to the ordinary surface plasmon [230, 237–239]. As discussed
below, the assignment of the two additional low-energy branches as collective polaron excitation recently
suggested by Shvonski et al. [235], although plausible in semimetals with a large dielectric constant,
definitely requires further ad-hoc studies, possibly with even higher resolution as available, e.g., with 3He
spin-echo spectroscopy [111, 185].

Experimental and computational details

Experimental Details

The reported measurements were performed on a HAS apparatus which generates a nearly monochromatic
beam (∆E/E ≈ 2%) of 4He that is scattered off the sample surface in a fixed 91.5° source-sample-detector
geometry. The beam is produced in a supersonic expansion of He through a 10 µm nozzle followed by
sampling the core of the supersonic expansion via a 310 µm skimmer. For a detailed description of the
apparatus please refer to [3].
Energy dispersive measurements for inelastic scattering can be performed using time-of-flight (TOF)

measurements with a pseudo-random chopper disc. After deconvolution with the pseudo random chopper
sequence, the TOF signal is further transformed to an energy transfer scale which allows to determine
inelastic (phonon) scattering events [3]. The scattering spectra were mainly taken with the crystal at
room temperature, while a few spectra were taken with the sample cooled down to 115 K. The incident
He beam energy was varied between 10 and 18 meV.
The crystal structure of Bi2Se3 is rhombohedral, formed of quintuple layers (QLs) which are bound to

each other through weak van der Waals forces [240]. The hexagonal unit cell of the Bi2Se3 crystal, shown
in Fig. 4.22, consists of 3 QLs. Each QL is terminated by Se atoms, giving rise to the (111) cleavage plane
that exhibits a hexagonal structure (a = 4.14Å at room temperature [114], see Fig. 4.22(b)). The Bi2Se3

crystal was attached onto a sample holder using thermally conductive epoxy. The sample holder was
then inserted into the transfer chamber using a load-lock system and cleaved in situ [113]. The sample
can be heated using a button heater on the backside of the crystal or cooled down to 115 K via a thermal
connection to a liquid nitrogen reservoir. The sample temperature was measured using a chromel-alumel
thermocouple.

Computational Details

The surface dynamical properties of Bi2Se3 were studied using density functional perturbation theory
DFPT calculations [241] within the Quantum-ESPRESSO package [210]. Norm-conserving pseudopo-
tentials and the Perdew-Burke-Ernzerhof (PBE) approximation [211] for the exchange and correlation
functional were used as implemented in the Quantum-ESPRESSO package. The surface phonon disper-
sion was calculated using a slab consisting of 3 QLs separated from its periodic replica by 20Å of vacuum,
without the inclusion of spin-orbit corrections (SOC) (see also ”Appendix A: Additional calculations and
the effect of SOC” for calculations with SOC). For an accurate calculation of the surface lattice vibrations,
in principle both SOC and van der Waals (vdW) corrections are necessary, both due to the presence of
heavy elements in the compound and the latter to fully account for the weak bonds between the individ-
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ual quintuple layers. However, as thoroughly discussed for Bi2Te3(111) [111], it appears that for layered
crystals with heavy elements SOC alone gives a general softening of the phonon spectrum, compensated
by the inclusion of vdW correction, so that satisfactory results are obtained at a minor computational
cost without both SOC and vdW corrections and with a better agreement with experiment [4, 242]. Also
for Bi2Se3 better agreement with the experiment is achieved with no SOC and no vdW corrections (see
section ”Time-of-flight measurements and phonon dispersion curves”), likely due to a compensation of
errors between the underbinding often characterising PBE functionals and SOC contributions and the
overbinding due to vdW forces [111]. More precisely, the effect of SOC was found however to be weak
for the low energy surface vibrational modes of typical TIs such as Bi2Te3 and Sb2Te3 [111, 119] while
on the other hand it was shown that vdW corrections become important for an exact description of the
low energy optical modes of Bi2Te3 [111].

Results and discussion

(b)

(a)

Figure 4.23: (a) HAS diffraction scans for Bi2Se3(111) measured at various incident energies with the sample
at 113 K, aligned along the ΓM azimuth. The smaller features between the specular and the two
diffraction peaks are due to bound-state resonances and kinematical focusing [24]. The vertical shaded
regions next to the diffraction peaks illustrate additional features which appear to be independent
of Ei, at a distance of about 0.2 Å−1 form the specular and first order diffraction peaks. (b) The
temperature dependence of the Debye-Waller exponent of Bi2Se3(111) for the specular peak with the
sample aligned along ΓM .

Fig. 4.23(a) shows several diffraction scans along the ΓM azimuth plotted versus momentum transfer
∆K = |∆K| parallel to the surface, while in Fig. 4.23(b) the temperature dependence of the specular
peak intensity is plotted, which can be used to extract the e-ph coupling constant λ (section ”Electron-
phonon coupling”). The diffraction scans in Fig. 4.23(a) have been measured at three different incident
energies Ei, at a sample temperature of 113 K. The intensity scale has been scaled to show additional
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features with smaller intensity. Besides some features assigned to bound-state resonances and kinematic
focusing, which are easily recognised due to the strong dependence of their position on the incident
energy [6], there are features that occur at fixed values of ∆K, independently of Ei with a distance
of about 0.2 Å−1 from the specular and first order diffraction peaks, as indicated by the vertical shaded
regions (further diffraction scans, including also the ΓK azimuth can be found in ”Appendix B: Additional
diffraction scans”).
We recently observed with HAS a multivalley charge density wave (CDW) in Sb(111) originating from

the M-point electron pockets giving rise to additional peaks in the diffraction pattern [49]. In Bi2Se3(111),
however, no carrier pockets exist besides the Dirac cone and the quantum-well minibands occurring around
the zone center (see Fig. 4.22(c)). The latter provide nesting wavevectors of about 0.2 Å−1 between states
of equal spin, which correspond fairly well to the parallel momentum transfers of the satellites observed
aside the (0,±1) peaks in HAS diffraction spectra (and likely also aside the specular peak, despite
the coincidence with bound-state resonances) (Fig. 4.23(a)). Charge density structures typically show a
strong temperature dependent behaviour and vanish when the temperature approaches Tc. In the present
work we performed full angular scans at 113 K and room temperature (see Fig. 4.31 in ”Appendix B:
Additional diffraction scans”). In comparison, the satellite peaks become smaller at room temperature but
are still discernible above the inelastic background. While we do not have a full temperature-dependent
measurement at hand which would allow a determination of e.g. the critical exponent, it appears from
the comparison that any transition temperature would be above room temperature, as we did not go to
much higher temperatures due to the low melting point of the material and the risk of degrading the
sample at those temperatures.
It should be noted, however, that the observation of satellite peaks whose position is independent of the

HAS incident energy is by itself indicative of a long-period superstructure of the electron density, possibly
incommensurate or weakly commensurate with the surface atomic lattice. Charge density oscillations as
low as 10−6 atomic units, presently accessible to HAS, can in principle sustain very low-energy collective
phase and amplitude excitations in the meV spectral range [49], and suggest an assignment of the present
low-energy branches (section ”Low-energy branches”).

Time-of-flight measurements and phonon dispersion curves

The phonon energies were determined by performing TOF measurements over a wide range of incident
angles between the first-order diffraction peaks and at various beam energies. The phonon dispersion
was then obtained by calculating the parallel momentum transfer ∆K for each extracted phonon energy
from the conservation laws of energy and parallel momentum providing the so-called scan curve for
planar scattering (see Eq. (4.29) in ”Appendix C: From TOF measurements to the phonon dispersion
and additional TOF data” and Refs. [4, 243]).
In Fig. 4.24(a) an example of a TOF spectrum after conversion to the energy transfer scale is shown. The

measurement was taken in the high symmetry direction ΓM with an incident beam energy Ei = 17.97 meV
and at an incident angle of ϑi = 34.25°. The TOF spectrum consists of several peaks which are located
on the creation (∆E < 0) as well as the annihilation (∆E > 0) side. The peak at zero energy transfer
corresponds to elastically scattered helium atoms [34, 111]. The scan curve, shown in the two centre
panels of Fig. 4.24 for phonon annihilation (blue) and creation (red) events, associates each phonon event
with a specific momentum transfer ∆K. The scan curve has been backfolded into the irreducible part of
the Brillouin zone and is plotted on top of the calculated dispersion. The different symbols on the scan
curves, marking the main inelastic features, have been associated to phonons of different character and
polarisation.

74



4.4 Terahertz Surface Modes & Electron-Phonon Coupling on Bi2Se3(111)

The large peaks in the TOF spectra marked with the red circles in Fig. 4.24, correspond to the Rayleigh
wave (RW) as seen in the DFPT calculations. Note that in the present TOF spectra the RW exhibits
typically the largest intensity of all inelastic events (cfr. the intensities in Fig. 4.24(a)). There is a
fair correspondence between the present HAS data and those previously reported by Zhu et al. [225].
Curiously Zhu et al. stated that the RW is not observed, whereas it appears in their plot, though with
only a few data points, in reasonable agreement with the present one in the ΓK direction; it also occurs
in the ΓM direction, once it is recognised that there is an avoided crossing, so that the RW at M is not
the lowest mode. There is however an important difference with respect to Zhu et al. [225]: Present
HAS data do not show any evidence of a KA in the ≈ 8 meV branch for wavevectors around 0.2 Å−1 (see
also Fig. 4.33 in ”Appendix C: From TOF measurements to the phonon dispersion and additional TOF
data”) and associated with the nesting at the Fermi level across the Dirac cone (or more likely across the
parabolic dispersion of surface quantum-well states [227, 228]).
Fig. 4.25 shows the entire experimental surface phonon dispersion (symbols) superimposed onto the DFPT
calculations (grey lines). The different symbols have been associated to phonons of different character
and polarisation based on the proximity to particular modes of the DFPT calculations. In total, we are
able to distinguish at least 8 different branches.
The polarisation analysis of the calculated surface phonon modes can be found in Fig. 4.26 where the

intensity of each polarisation projected onto the corresponding layer is given by the colour code. The left
column shows the longitudinal polarisations for the first (L1), second (L2), and third (L3) layer. The
right column shows the shear vertical polarisation for the first three layers (SV1-SV3), while the shear
horizontal polarisation can be found in Fig. 4.30 of ”Appendix A: Additional calculations and the effect
of SOC”. The theoretical dispersion curves are seen to agree quite well with the HAS data and also with
the experimental Raman-active modes at Γ (green triangles in Fig. 4.26 according to [244]).
A closer comparison of the experimental data points in Fig. 4.25 with Fig. 4.26 shows that mainly phonon
events with the largest amplitude in the two topmost layers of the sample are observed in the experiment.
In particular in the low energy region (< 10 meV), most contributions come from phonons with the largest
amplitude in the second layer (L2, SV2), which is a Bi layer and therefore about 2.5 times heavier than
the first Se layer. The most prominent mode in the TOF spectra, the RW, corresponds predominantly
to L and SV polarisations, due to its elliptical polarisation, with a particularly strong SV2 component at
the Brillouin zone boundary.
Note that the calculation does not reproduce the KA reported by Zhu et al. [225] (see ”Appendix

A: Additional calculations and the effect of SOC” for calculations with SOC), in agreement with other
recent ab initio calculations including SOC by Heid et al. [226] as well as with the experimental and
theoretical studies of Bi2Te3(111) [111]. Heid et al. [226] suggested that the KA observed by Zhu et al.
[217, 225] may be connected to a strong e-ph interaction in the doped bulk material rather than to a
surface state. According to their calculations, the largest contribution to the e-ph coupling comes from
an in-plane polar-type branch in the optical region between 10 and 18 meV [226].

In fact, the strong dispersion of the optical phonon modes (Fig. 4.26), also found in Bi and Sb tellurides
[111, 119] may already be regarded as a manifestation of a significant e-ph interaction. In addition, Sobota
et al. [245] reported a strong coupling of the A1

1g mode at a phonon energy of 8.48 meV which manifests
itself in time-dependent renormalisations of the Dirac cone in angle-resolved photoemission spectroscopy
(ARPES) measurements. The excellent quality of the DFPT calculations is further confirmed upon
comparison with the experimentally observed softening of the A1

1g phonon mode at the surface, as reported
by Sobota et al. [245] and as shown by the blue triangle in Fig. 4.26: The softening becomes apparent
for the two lower branches of the DFPT calculations for 3 QLs.
We note that in the region around 15 meV the number of experimental data points is small and any
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(a)

(b)

Figure 4.24: Plot of two typical TOF measurements with the sample along ΓM and at room temperature. In
(a) the incident energy is Ei = 17.97 meV with ϑi = 34.25° while in (b) Ei = 10.19 meV and
ϑi = 40.25°. The left and right-most panel show the TOF spectrum after conversion to energy
transfer. The blue (phonon annihilation, ∆E > 0) and red (phonon creation, ∆E < 0) lines in
the centre panels show the scan curves superimposed onto the calculated dispersion using DFPT
(The colour code giving the intensity of the longitudinal L1 and L3 modes projected onto the first
and third surface layer, respectively, is that of Fig. 4.26). The symbols denote peaks in the TOF
spectrum which have been assigned to phonon events (RW = Rayleigh wave). The two distinct
low-energy peaks (green diamonds) observed on the creation (panel (a)) and annihilation (panel
(b)) sides in the phonon gap below the RW are tentatively assigned to low-energy collective surface
electronic excitations, associated with the long-period surface superstructure and revealed through
HAS bound-state resonance enhancement.

mode assignment is probably accompanied by a large uncertainty, due to the strong dispersion and the
avoided crossings of the calculated curves. Nevertheless it appears from the DFPT calculations that the
optical phonon branch starting at about 16.5 meV at the Γ-point softens to about 11 meV along ΓM, in
particular when considering the strong longitudinal character of this mode on the first atomic layer as
shown in the top-left panel of Fig. 4.26. Such a softening could be caused by a screening of the quantum
well electrons in analogy to the electron screening manifest as phonon softening of the optical phonon
mode at 8.48 meV in the work of Sobota et al. [245], although in the latter case coupling appears mainly
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Figure 4.25: Comparison of the measured phonon dispersion relation with DFPT calculations for three quintuple
layers. The solid grey lines represent the DFPT calculation while different symbols for the experi-
mentally determined points correspond to different phonon modes. The assignment of the symbols
is based on the proximity to particular modes.

to the electrons of the Dirac cone rather than the quantum well states. It is also in accordance with our
findings about the e-ph coupling (section ”Electron-phonon coupling”) which appears to be larger in the
presence of a 2DEG upon comparison with systems that exhibit exclusively the Dirac topological states
[26].
We turn now to the acoustic energy region and in particular the group velocity of the RW. In the long

wavelength limit (close to Γ) the dispersion relation of the RW is linear. Its slope provides the RW group
velocity in the two symmetry directions ΓM and ΓK:

ΓM : vRW (112) = (1.63± 0.07) km/s
ΓK : vRW (110) = (1.80± 0.15) km/s .

In order to appreciate the degree of localisation of the RW in the two symmetry directions, these values
are to be compared with the corresponding speeds of sound. The present DFPT values (compared with
values in parentheses derived from the available elastic constants [246]) are:

ΓM : vT,SV = 1.757 (1.91) km/s vT,SH = 2.290 (2.24) km/s
ΓK : vT,SV = 3.227 (2.93) km/s vT,SH = 1.416 (1.22) km/s .

It appears that the RW has a velocity in the ΓM direction smaller than both transverse bulk values and
is therefore a localised surface wave, whereas in the ΓK direction it has a velocity larger than that of the
SH transverse sound, and is therefore a pseudo-surface wave [247, 248]. Actually in the absence of mirror
symmetry for the sagittal plane in this direction, the RW is a resonance. The fact may have suggested
(see Zhu et al. [217, 225]) that in Bi2Se3(111) the RW is suppressed but the present comparison with the
DFPT calculation confirms that the RW is actually observed in both directions, though as a resonance
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Figure 4.26: Polarisation of the calculated phonon dispersion of Bi2Se3 from DFPT. The left column shows lon-
gitudinal polarisation for the topmost three atomic layers (L1-L3). The right column shows shear
vertical polarisation (SV1-SV3). The colour code bar on the right-hand side gives the intensity of the
mode projected onto the corresponding layer. The green triangles at the top-right ordinate indicate
the experimental energies of bulk Raman active modes according to Ref. [244], while the blue triangle
shows the surface phonon softening according to Ref. [245].

along ΓK. Values for the bulk longitudinal (vL = 2.9 km/s) and transverse (vT = 1.7 km/s) group
velocities of Bi2Se3 have also been reported in the framework of the isotropic elastic continuum theory
[218, 249]. In this approximation the corresponding RW velocity, obtained by solving the cubic Rayleigh
equation [250], would be vRW = 1.56 km/s in any direction.

Low-energy branches

The measured HAS-TOF spectra displayed in Fig. 4.24 show also distinct peaks yielding two branches of
elementary excitations with an energy below the RW branch (green diamonds in Fig. 4.25). On the basis
of present DFPT surface phonon dispersion curves, they cannot be attributed to any possible phonon
branch of the ideal surface. HAS from conducting surfaces exclusively occurs through the interaction
(mostly Pauli repulsion) with the surface electron density, and therefore also electronic excitations in
the THz range can be observed by HAS, with a 0.5 meV resolution and sensitivity to charge density

78



4.4 Terahertz Surface Modes & Electron-Phonon Coupling on Bi2Se3(111)

oscillations in the 10−6 atomic units range.

(a) (b) (c)Q (Å-1) Q (Å-1) Q (Å-1)

ε
 (

m
e
V

)

ε
 (

m
e
V

)

ε
 (

m
e
V

)

M

Figure 4.27: Inelastic bound-state resonance conditions along the ΓM direction in the first Brillouin zone: (a) for
G = (1, 0) ≡ (1.76, 0) Å−1, the bound state n = 2 and different incident energies; (b) for a given
Ei = 10 meV, G = (1, 0) and the different bound states n = 0, 1 . . . 4; (c) for Ei = 10 meV, the bound
state n = 2 and three different G vectors (1, 0), (1̄, 2) ≡ (0, 3.05) Å−1, (0, 1) ≡ (0.88, 1, 53) Å−1. Here,
the integer indices refer to the hexagonal reciprocal lattice base, while the components in Å−1 units
are those of G = (G‖, G⊥). Other G-values yield inelastic resonances in the low-energy range
|ε| < 5 meV only for wavevectors Q outside the first BZ. Suitable combinations of Ei, E0n, and of the
G-vector permit to scan the phonon gap region below the RW branch, which can be used to tune
the conditions for localised excitations, to detect those via a resonance enhancement.

Actually the observed low-energy branches are reminiscent of those recently observed with HAS in
Sb(111), which have been attributed to elementary excitations (phasons/amplitons) of a multi-valley
CDW [49]. The concomitant presence of a commensurate component associated with the M-point electron
pockets at the Fermi level, and an incommensurate one due to the hole pockets along the ΓM direction,
allows for collective excitations with a comparatively small gap at Q = 0. On the other hand no low-
energy phason/ampliton modes have been detected with HAS for the perfectly commensurate multivalley
CDW reported in the quasi-1D surface Bi(114) [28], discommensuration being a requisite for depinning
and a vanishing/small gap at Γ. Bi2Se3(111) has no pocket states at the Fermi level, besides the rings
around Γ of the surface topological Dirac and the quantum-well states [227, 228]. The satellites near the
HAS diffraction peaks (see Fig. 4.23(a)) suggest some long-period charge-density structures and possibly
low-energy collective excitations. In order to detect the associated, seemingly small inelastic features in
the TOF spectra, we rely on the bound-state resonance enhancement method (Ref. [231] and Chap. 10 of
Ref. [16]), applicable to highly corrugated surfaces and successfully used to detect with HAS high-energy
optical surface modes in ionic crystals [16, 251]. The complete set of He-surface bound states has been
measured previously [24].
Bound-state inelastic resonances occur in the HAS-TOF spectrum, with a possibly large enhancement

of the inelastic intensities, at the locus of intersections of the scan curve Eq. (4.26) [4] with the inelastic
bound-state resonance condition Eq. (4.27) (see Chap. 30 of Ref. [16]). For elementary excitations with
an energy ∆E = ε and wavevector ∆K = Q the equations become:

ki sinϑi +Q = sinϑf
√

2m(Ei + ε)/~ (4.26)

Ei + ε = − |E0n|+
~2

2m
[
(ki sinϑi +Q+G‖)2 +G2

⊥
]
. (4.27)

At the mentioned intersection of Eq. (4.26) and Eq. (4.27), an elementary excitation with (ε,Q) assists
the selective adsorption of the atom of mass m, incident energy Ei, wavevector ki and angle ϑi into a
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bound state of energy − |E0n|, via the exchange of a surface reciprocal lattice vector G = (G‖, G⊥).
On returning the G-vector to the surface lattice, the atom is selectively desorbed from the bound state
into the final angle ϑf . In Eq. (4.27) the vector G has been conveniently expressed via its components
parallel and orthogonal to the scattering plane, respectively. In Bi2Se3(111) the measured He-surface
bound-state energies [24] are E0n = −5.6,−3.8,−2.3,−1.2,−0.5 meV for n = 0, 1, 2, 3, 4, respectively.
For a fixed scattering geometry ϑi + ϑf = ϑSD (here ϑSD = 91.5◦), Eq. (4.26) and Eq. (4.27) provide,
via the elimination of ϑi = ϑSD − ϑf , the locus of intersections ε = εEi,n;G(Q) for any incident energy
Ei, bound state n and reciprocal surface vector G.
The three panels of Fig. 4.27 show some plots of ε = εEi,n;G(Q) in the ΓM direction for: (a) different

values of the incident energy Ei at a given bound state (n = 2) and G = (1, 0); (b) different bound
state energies at a given incident energy Ei = 10 meV; (c) several different G-vectors at a given incident
energy Ei = 10 meV and for the bound state n = 2. The functions ε = εEi,n;G(Q) cross the phonon
gap below the RW in the first BZ. In practice the phonon gap can be fully scanned by the resonance
curves ε = εEi,n;G(Q) upon varying the incident energy, so as to detect, via resonance enhancement,
weak elementary excitations.
Since the low-energy data points appear to align along two dispersion curves, independently of the

incident energy, as well as of n and G, rather than being spread over the entire gap, they cannot be
attributed to a resonance-enhanced many-phonon background. Furthermore, frustrated translational
modes of adsorbates like CO would show no dispersion and would appear at higher vibrational energies
[252]. More likely these points indicate two branches of low-energy excitations associated with the surface
charge-density superstructure observed in the diffraction spectra, as anticipated above.
In this respect it is worth mentioning a recent work by Shvonski et al. [235] where it is argued that a

strong e-ph interaction affecting the surface 2DEG of a 3D topological crystal allows for collective polaron
excitations (plasmon-polarons). Their dispersion is predicted to be that of an acoustic plasmon running
below the single-particle excitation spectrum as an effect of the polaron-polaron attractive interaction.
The theoretical analysis by Shvonski et al. [235] is actually interpreting the recent observation with
high-resolution electron energy loss spectroscopy (HREELS) by Jia et al. [232] of an anomalous acoustic
plasmon (AAP) mode from the topologically protected states of Bi2Se3(111), with energy between 0 and
6.5 meV (and its continuation in the second zone up to ≈ 10 meV). The present HAS data do not permit
to identify this AAP due to its superposition with the RW in the first BZ and in part with other phonon
branches in its continuation.

Electron-phonon coupling

As shown in recent papers [26, 32, 47], the temperature dependence of the Debye-Waller (DW) exponent
plotted in Fig. 4.23(b) permits to extract for a conducting surface the mass-enhancement parameter λ
expressing the electron-phonon coupling strength. It is related to the DW exponent by the equations:

λ = π

2ns
α , α ≡ φ

Ac k2
iz

∂ ln I(TS)
kB ∂TS

, (4.28)

where φ = 4.9 eV is the work function [129], Ac = 14.92 Å2 the unit cell area, I(TS) the He-beam specular
intensity, TS the surface temperature, kiz = 3.18 Å−1 the normal component of the incident wavevector,
and ns the number of conducting layers which contribute to the phonon-induced modulation of the surface
charge density5. The latter is estimated to be ns = 2λTF /c0, where λTF is the Thomas-Fermi screening

5The (bulk) carrier concentration as extracted from Hall measurements of the current sample is in the region (1.75 −
1.8) · 1018 cm−3 , i.e. a particularly small conductivity in the bulk suggesting that the carrier concentration at the
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length characterising the surface band-bending region (here ≈ 6 nm) [227], c0 = 9.6Å the QL thickness,
and the factor 2 indicates the 2DEG multiplicity as observed with ARPES in the current Bi2Se3 sample
[227]. With these values and the experimental DW derivative with respect to TS from Fig. 4.23(b), we
obtain λ = 0.51.
We note that there appear to be weak oscillations in the temperature dependent data of Fig. 4.23(b).

While deviations from a linear behaviour could occur due anharmonic effects at higher temperatures,
or due to phonon-phonon coupling events, it appears from the experimental uncertainties that a linear
regression provides still an accurate approximation in the present case. It should also be mentioned
that, unlike in the case of low-index metal surfaces, characterised by a soft-wall repulsive potential and
negligible corrugation, here the large electronic corrugation [24] implies a hard-wall potential. In this
case one needs to correct k2

iz so as to account for the acceleration impressed by the attractive part of the
potential on the He atom when approaching the surface turning point (Beeby correction [34]). Therefore
k2
iz is replaced by k′2

iz = k2
iz+2mD/~2, wherem is the He mass and D = 6.54 meV the He-surface potential

well depth [24]. With the Beeby correction it is found λ = 0.23.
The value compares quite well with values in the literature derived from other experiments, e.g.,

λ = 0.25 [213], and λ = 0.17 [215] from ARPES measurements and λ = 0.26 [253] from Landau level
spectroscopy. A theoretical study by Giraud et al. [218] with phonons calculated in the isotropic contin-
uum limit gives λ = 0.42, whereas for other ARPES measurements, where only Dirac states appear to
be involved, values of λ as low as 0.076 to 0.088 have been found [214].
From the comparison it appears that the presence of a 2DEG due to quantum-well minibands (at

least two in the present analysis) plays an important role in raising the e-ph coupling strength, which is
quite small when exclusively due to the Dirac topological states, to values in the range of 0.2 − 0.4. It
seems to be a general phenomenon for TIs belonging to the class of bismuth chalcogenides as reported by
Benedek et al. [26]. The same conclusion follows from the theoretical analysis by Heid et al. [226], who
showed that raising the Fermi level from the Dirac point to above the conduction band minimum gives a
corresponding increase of λ from values well below 0.1 to values in the range above 0.2, with a substantial
contribution from interband coupling and in very good agreement with the present analysis. The role
of n-type doping contributing to the formation of the surface quantum-well 2DEG is quite clear in the
analysis of the e-ph coupling strength in Cu-doped Bi2Se3 , where an analysis based on the McMillan
formula [254], indicates a value for λ as large as 0.62 [214].

Conclusions
In summary, we have determined the surface phonon dispersion curves of Bi2Se3 along both high sym-
metry directions, where the largest inelastic scattering intensity is provided by the Rayleigh wave. Thus
our measurements show in contrast to previous studies that the Rayleigh mode exists and is a localised
surface mode in one of the high-symmetry directions (ΓM), while in the other high-symmetry direction it
is actually a pseudo-surface wave (ΓK). Comparison with density functional perturbation theory calcula-
tions shows excellent agreement with the experimental data. In addition to the phonon-related losses, we
observe two additional dispersion curves in the gap well below the Rayleigh mode. These two low-energy
branches may correspond to collective low-energy excitations of surface electrons.
The appearance of these collective electronic excitations in an unprecedentedly low energy region is

probably associated with a small surface charge density and an appreciable electron-phonon coupling
(λ = 0.23). However, much more detailed experiments and theoretical analysis will be needed in order

surface may even be larger, compared to the first generation samples [227] which had a much larger bulk charge carrier
concentration.
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to fully understand these excitations; e.g., what is the influence of the carrier concentration upon doping
and what is the role of both the Dirac and the quantum-well states, with the latter providing a much
larger electron-phonon interaction than the former. The analysis advocates for a more systematic study
by means of elastic and inelastic HAS spectroscopy of the surface structure, the low-energy collective
excitations, and the electron-phonon interaction of interesting 2D materials, where the superior space
and energy resolution of HAS is hardly attainable with other current surface probes.
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Appendices

Appendix A: Additional calculations and the effect of SOC

(a)

(b)

Figure 4.28: Surface electronic band structure of Bi2Se3(111) omitting spin-orbit coupling (a). The topological
surface states appear when SOC is included as shown in (b).

Without SOC, Bi2Se3 exhibits a band gap, not only in the bulk but also at the surface with a band gap
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of 0.35 eV as evident from density functional theory (DFT) calculations (Fig. 4.28(a)). By including SOC
as shown in Fig. 4.28(b), the electronic band dispersion becomes gapless, with spin-polarised and Dirac
cone shaped surface bands around the Γ-point in the typical manner of 3D topological insulators.
The topologically protected Dirac cone forms a small Fermi circle around the Γ-point which cannot

be properly described with a coarse mesh and a large smearing resulting in the impossibility to capture
subtle effects, such as the proposed KA [225] with a standard calculation. In order to verify the effect
of such states on surface phonons we repeated the phonon calculations at the Q-point corresponding to
the nesting vector (2kF ) by including SOC. We compared the result with that obtained by omitting the
SOC.

Figure 4.29: Surface phonon dispersion of Bi2Se3 omitting (black continuous line) and including spin-orbit coupling
(red dots) at a Q-vector corresponding to the nesting vector 2kF . The inclusion of SOC gives rise to
a softening of the phonon modes but no evidence for a KA is found.

To perform these calculations we had to improve the sampling of the Brillouin zone close to the Fermi
surface which is particularly important to resolve a possibly existing anomaly. Given the peculiar shape
of the Fermi surface in the Bi2Se3(111) slabs consisting of a ring around the Γ-point, we used a graded
k-point mesh (equivalent to a 50 × 50 × 1 uniform mesh) near the Γ-point point and a coarser one
(equivalent to a 8× 8× 1 mesh) near the zone boundary. The results are reported in Fig. 4.29. A one to
one comparison between phonon modes calculated with and without SOC shows that there is no evidence
of a KA induced by the presence of the surface metallic states, involving any of the surface phonon modes.
The spin-orbit coupling results merely in a overall softening of the phonon modes of at most 6 %.
In addition to the shear vertical and shear horizontal phonon densities shown in the main part of the

article, Fig. 4.30 shows the shear horizontal polarisations projected onto the first, second and third layer
(SH1, SH2, SH3). If the scattering plane, defined by the incoming and scattered He beam, coincides with
a mirror plane of the surface, the detection of purely SH modes is in principle forbidden due to symmetry
reasons [108] and we show the calculations of the SH modes here for completeness. However, phonon
modes often exhibit a mixing of polarisation components and even a purely SH mode may give rise to
charge density oscillations above the first atomic layer which are eventually observed in inelastic He atom
scattering.

Appendix B: Additional diffraction scans

A comparison of two angular scans with 113 K and room temperature in the ΓM azimuth can be seen in
Fig. 4.31. It shows that at higher temperatures the satellite peaks at constant momentum transfer are
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Figure 4.30: Shear horizontal (SH) polarisation of the calculated phonon dispersion of Bi2Se3 for the topmost
three atomic layers (SH1-SH3) from DFPT without SOC. The colour code bar on the right-hand side
gives the intensity of the mode projected onto the corresponding layer.
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still present even though they are much smaller and sometimes appear as mere shoulders close to the
diffraction peaks. In addition to the diffraction scans along ΓM which are already shown in the main
part of the article, Fig. 4.31 shows a diffraction scan along the ΓK azimuth.
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Figure 4.31: HAS diffraction scans for Bi2Se3(111) measured at room temperature and 113 K along the high
symmetry direction ΓM and at low temperature along ΓK . The smaller features between the
specular and the two diffraction peaks are due to bound-state resonances and kinematical focusing
[24].

Note that along ΓK there is no evidence for additional peaks close to the diffraction peaks, despite two
small features close to the specular reflection which can be assigned to resonances [24]. The fact that
these peaks appear only along ΓM is indicative of the hexagonal shape of the quantum well states giving
rise to a multitude of connecting vectors with similar momentum transfer between the flat sides of the
hexagon and thus along the ΓM azimuth.

Appendix C: From TOF measurements to the phonon dispersion and
additional TOF data

The phonon energies were determined by performing TOF measurements over a wide range of incident
angles between the first-order diffraction peaks and at various beam energies. The phonon dispersion
was then obtained by calculating the parallel momentum transfer ∆K = |∆K| for each extracted phonon
energy ∆E from the conservation laws of energy and parallel momentum providing the so-called scan
curve for planar scattering [4, 243]:

∆E
Ei

+ 1 = sin2 ϑi

sin2 ϑf

(
1 + ∆K

Ki

)2
(4.29)

where Ei is the energy of the incident beam, Ki is the parallel component of the incident wavevector,
and ϑi and ϑf are the incident and final angle, respectively.
Fig. 4.32 and Fig. 4.33 show some further examples of measured TOF spectra along the ΓM azimuth
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converted TOF

scan curve

Figure 4.32: Comparison of different TOF spectra in the ΓM direction with various incident Energies Ei and
angles ϑi. For the two upper graphs the nozzle temperature was set to 50 K and for the bottom one
to 80 K while the sample was held at room temperature. The vertical red dotted line corresponds to
elastically scattered atoms. The dashed line describes the scan curve which connects energy transfer
with momentum transfer (y-axis on the right-hand side). The symbols denote peaks in the TOF
spectrum which have been assigned to phonon events (same symbols as the main part of the article).

and the sample at room temperature. Each TOF spectrum consists of various peaks which are located
on the creation (negative x-axis, ∆E < 0) as well as the annihilation (positive x-axis, ∆E > 0) side.
The peak at zero energy transfer corresponds to elastically scattered helium atoms due to the diffuse
elastic peak which is caused by scattering from surface imperfections such as steps [6, 34]. The scan
curve associates each phonon event with a specific momentum transfer ∆K based on (Eq. (4.29)), since
the incoming helium atom looses or gains momentum via inelastic scattering from a phonon.
Fig. 4.32 shows an additional set of TOF-spectra along the ΓM direction. Most measurements covering

the low energy region with the acoustic phonon modes where performed with a ≈ 10 meV beam (top and
centre panel in Fig. 4.32), while for the optical phonon modes higher incident beam energies (bottom
panel in Fig. 4.32) where used, in order to cover the optical energy region on the creation side. Note
that the particularly strong peak at around 5.5 eV in the centre panel is not assigned to a phonon event.
This seemingly inelastic feature originates from elastic scattering and is caused by the outer tails of the
velocity distribution in the incident beam. These so-called deceptons or spurions occur within the vicinity
of the diffraction peaks and give rise to a large intensity in the inelastic spectra due to their elastic nature
[255].
As mentioned in the main part of the article, there is no evidence for a strong KA in our measurements

as reported by Zhu et al. [217, 225], who observed a strong V-shaped indentation at ∆K ≈ 0.25 Å−1

for an optical phonon branch originating at 7.4 meV at the Γ-point. The scan curve on the phonon
annihilation side (blue curve) in Fig. 4.33(a) covers exactly the 6–8 meV close to the Γ-point. Neither the
DFPT calculations (grey lines in Fig. 4.33(a)) support such a KA nor does the experimental data which
in turn even shows a minimum of the scattered inelastic intensity in the 6–8 meV region of the ∆E > 0
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Figure 4.33: In (b) the TOF spectrum with the x-axis converted to energy transfer is shown. (a) depicts the
corresponding scan curve (Eq. (4.29)), backfolded into the first Brillouin zone and superimposed
onto the results of the DFPT calculation (grey lines).

side (Fig. 4.33(b)).
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Abstract

We present an experimental study of inelastic scattering processes on the (111) surface of the topological
insulator Sb2Te3 using helium atom scattering. In contrast to other binary topological insulators such
as Bi2Se3 and Bi2Te3, Sb2Te3 is much less studied and the as-grown Sb2Te3 sample turns out to be p-
doped, with the Fermi-level located below the Dirac-point as confirmed by angle-resolved photoemission
spectroscopy. We report the surface phonon dispersion along both high symmetry directions in the energy
region below 11 meV, where the Rayleigh mode exhibits the strongest intensity. The experimental data
is compared with a study based on density functional perturbation theory calculations, providing good
agreement except for a set of additional peculiar inelastic events below the Rayleigh mode. In addition,
an analysis of angular scans with respect to a number of additional inelastic events is presented, including
resonance enhancement, kinematical focusing, focused inelastic resonance and surfing. In the latter case,
phonon-assisted adsorption of the incident helium atom gives rise to a bound state where the helium
atom rides the created Rayleigh wave.

Introduction

Antimony telluride (Sb2Te3) is a prominent p-type semiconductor and multifunctional material, well
known for its outstanding thermoelectric properties at room temperature [54] and is used in power
generation, heat pumping, cooling applications and data storage [256]. Approaches to further improve
thermoelectric efficiency in low dimensional systems [257–259] and the contribution of topological surface
states to thermoelectric properties have been investigated by Hinsche et al. [260] and show a possible
involvement to enhanced phonon scattering. Sb2Te3 also plays a major role in phase change memory
alloys [261] and recently sparked great interest in the field of topological insulators (TIs) [88, 184, 262].
TIs are described as a new type of quantum material, where the band gap present in the bulk, is closed

by topologically protected surface states, forming a single Dirac-cone at the Γ-point. These states arise
from the combination of spin-orbit interaction and time-reversal symmetry [263–265]. Besides the well
investigated binary compounds Bi2Se3 and Bi2Te3, Sb2Te3 has been confirmed to be a three-dimensional
TI with a single Dirac cone on the surface [88, 266–268].
The Fermi-level of as-grown p-doped Sb2Te3 is located below the Dirac-point and Sb2Te3 can exhibit

hole pockets in the ΓM direction, depending on the position of the Fermi-level [268]. However, it has
been shown that the surface Fermi level can be shifted above the Dirac point, without changing the
band structure, by n-doping with Cs [269]. While the surface electronic states of Sb2Te3(111) have been
investigated, by angle-resolved photoemission spectroscopy (ARPES) [268, 270–273] and theoretical band
structure calculations [274, 275], no experimental study exists for the surface phonon dispersion curves.
On the one hand, for van der Waals layered structures, often the dynamics of surface layers does not differ
that much from the bulk and preliminary information can be extracted from experimental [276–278] and
theoretical [279] bulk data. On the other hand, the presence of topological surface electronic states at
the Fermi level promises peculiar effects on the surface [25, 111, 119].
So far information about the surface phonon dispersion curves of Sb2Te3(111) was limited to ab initio

calculations using density functional perturbation theory (DFPT) [119]. In this work we determine the
surface phonon dispersion and discuss several additional inelastic events in atom-surface scattering such
as kinematical focusing, resonance enhancement and surfing. Using the time-of-flight (TOF) technique
[34] we determine the surface phonon dispersion in the energy region below 11 meV based on helium
atom scattering (HAS) and compare the results with existing ab initio calculations. HAS with incident
energies in the low meV range has been widely used to probe low-energy surface excitations with the best
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Figure 4.34: a) represents the observed low energy electron diffraction pattern with the first Brillouin zone and
the high symmetry directions ΓM and ΓK. In b) the Auger spectrum of the investigated sample is
depicted, indicating the characteristic peaks for the MN-transition of Te and Sb, while c) shows the
crystal structure of three quintuple layers of Sb2Te3 in the conventional hexagonal unit cell notation.
A a plot of the angular helium scattering distribution along the ΓM azimuth in d) shows diffraction
peaks up to second order.

available resolution, while being an inert completely non destructive technique [16, 34].

Experimental details and sample characterisation
The reported measurements were performed on a HAS apparatus which generates a nearly monochromatic
beam (∆E/E ≈ 2%) of 4He that is scattered off the sample surface in a fixed 91.5° source-sample-detector
geometry. The beam is produced in a supersonic expansion of He through a 10µm nozzle followed by
extracting the core of the supersonic expansion via a 310µm skimmer. For a detailed description of the
apparatus refer to Ref. [3].
The analysis of the inelastically scattered He atoms allows to determine the surface phonon branches

in the acoustic and optical regions. The impinging He atoms with energies in the low meV range are
exclusively scattered by the surface charge density [4, 44]. Inelastic scattering from surface phonons
occurs via the phonon-induced charge density oscillations, which can be used for the determination of
the electron-phonon (e-ph) interaction constant [26, 48].
Antimony telluride has a rhombohedral crystal structure consisting of five atomic layers, arranged along

the z-direction (perpendicular to the surface), known as quintuple layers (QLs) as seen in Fig. 4.34c) [114].
Each QL consists of two equivalent tellurium atoms, two equivalent antimony atoms and a third tellurium
atom. The bonding is strong between the atomic layers within a QL but much weaker, predominantly of
the van der Waals type, between two QLs. When cleaved along the (111) plane the upper-most atomic
layer consists of tellurium, followed by an antimony layer below and so forth.

91



Chapter 4 Results

The investigated crystal was formed by slowly cooling the melt in a quartz tube similar to the procedure
described in Refs. [240, 280] and the phase purity of the synthesised sample was measured by X-ray
diffraction. The unit cell parameters were extracted based on a Rietveld refinement. Afterwards the
crystal rod was cleaved along the (111) plane and for the measurements a small sample was attached
onto a sample plate with electrically and thermally conductive epoxy. The surface electronic structure of
the samples was characterised by ARPES at the SGM-3 beamline of ASTRID2 [281]. The total energy
and angular resolution were ≈30 meV and 0.1◦, respectively. The sample temperature was ≈30 K and
the photon energy was chosen to be 22 eV.
Previously to the HAS measurements, in order to obtain a clean surface, the sample was cleaved in-

situ under high vacuum conditions in a separate load lock chamber [113], before storing the sample in
the sample mount of the main chamber, to ensure minimal surface contamination. The sample can be
heated using a button heater on the backside of the sample mount or cooled down to 115 K via a thermal
connection to a liquid nitrogen reservoir. Low energy electron diffraction was used for a first alignment
of the sample along the high symmetry orientation (Fig. 4.34a)). Additionally, before running scattering
experiments, the composition of the sample was analysed by Auger electron spectroscopy. The obtained
spectrum can be seen in Fig. 4.34b), which shows significant intensities at the expected energies for
single-elemental antimony and tellurium, when compared to spectra from literature [282].
The angular HAS distribution along the ΓM azimuth in Fig. 4.34d) shows diffraction peaks up to second

order. The scattered intensity is plotted on a logarithmic scale with an incident energy of Ei = 17.4 meV
and the sample held at room temperature. The high signal-to-noise ratio and the small full width at
half maximum of the specular peak are an indication of the good crystal quality after cleaving. The high
intensity of the diffraction peaks suggests a large surface electronic corrugation (Sb2Te3(111) exhibits a
surface electronic corrugation of 6.6 % of the lattice constant [283]) which is a necessary ingredient for
various phenomena, e.g. involving bound state resonances.
Energy dispersive spectra for inelastic scattering were performed using TOF measurements with a

pseudo-random chopper disc. After deconvolution with the pseudo-random chopper sequence, the TOF
signal is further transformed to an energy transfer scale which allows to determine inelastic (phonon)
scattering events [3]. The scattering spectra were mainly taken with the crystal at room temperature,
while a few spectra were taken with the sample cooled down to 115 K and the incident He beam energy
was varied between 10 and 18 meV.

Results and discussion

Details of the phonon dispersion are closely linked to the electronic structure and screening of a system
and this is particularly relevant for the surface phonon dispersion of topological insulators where the
surface electronic properties are drastically different from those of the bulk. It is therefore important
to characterise the crystals in terms of their bulk doping in order to identify the Fermi surface elements
that can contribute to screening. For Sb2Te3 the as-grown crystals are typically strongly p-doped, up to
a degree where the valence band maximum at Γ and a hole pocket along the ΓM direction can contribute
to the surface Fermi surface [119, 271, 272]. The latter is confirmed in ARPES measurements of the
current sample as described in the following.

Surface electronic structure

The photoemission intensity at the Fermi energy is given in Fig. 4.35a), showing a flower-like pattern.
The closed contour around Γ and the petals of the flower have both the character of hole pockets, as can
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be seen from the detailed dispersion in Fig. 4.35b).
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Figure 4.35: a) Photoemission intensity at the Fermi level with dark corresponding to high intensity. Red and
green dashed lines indicate the ΓM and ΓK directions in the surface Brillouin zone, respectively. b)
Photoemission intensity along KΓM as a function of binding energy Ebin, illustrating the character
of the features that give rise to the Fermi surface. The arrow marks the location of the topological
surface state.

Indeed, it is seen that the state near Γ results from both the valence band maximum, leading to the
blurred intensity near the Fermi level at k‖ ≈ 0, and the lower part of the topological surface state
dispersion that gives rise to a somewhat sharper linear feature, marked by an arrow in the figure. The
band forming the hole pocket (flower petal) along ΓM is seen as a diffuse intensity in an energy interval
between ≈0.3 eV and the Fermi energy. Note that the observation of broad bands from bulk states is
common in ARPES and related to the k⊥ smearing that results from the short inelastic mean free path
of the photoelectrons. The conclusion from the ARPES characterisation is that the sample is indeed
strongly p-doped, giving rise to two different types of (bulk) hole pockets.

Surface phonon dispersion

The surface phonon events were determined from a multitude of TOF spectra at various incident energies
Ei and incident angles ϑi to fully cover the Brillouin zone along both high symmetry directions. (see
”Appendix: Additional TOF spectra” for various TOF spectra) The peaks in the energy domain of the
TOF spectra were transformed to the wavevector domain using the so called scancurve (SC). The SC
links all accessible energy transfers to the corresponding parallel momentum transfer during an inelastic
event and is given by

ki sinϑi +Q = sinϑf
√

2m(Ei + Eph)/~ (4.30)

with ki being the incident wavevector, sinϑi,f the incident and final scattering angle, Q the wavevector,
m the He atom mass and Eph the phonon energy. For a more detailed description of the determination
of the phonon energies see Refs. [25, 284].
As shown by D. Campi et al. [119], the inclusion of spin-orbit coupling (SOC) in ab initio calculations

of the surface phonon dispersion has negligible effects. Hence, the reported surface phonon dispersion
curves based on DFPT calculations (without SOC) for a slab consisting of three QLs are reproduced in
Fig. 4.36 as solid grey lines. The experimentally obtained surface phonon energies are plotted as symbols
on top of the theoretical calculations in Fig. 4.36.
We are able to resolve surface phonon events with energies up to 11 meV along both high symmetry

directions. Each phonon event has been marked with a mode related colour and tag, according to its
vicinity to the calculated modes. Due to many avoided crossings an accurate assignment of the optical
modes becomes more difficult. In general the experimental surface phonon dispersion is in good agreement
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Figure 4.36: Experimental surface phonon dispersion of Sb2Te3(111) from helium atom scattering (symbols) in
comparison with DFPT calculations for three quintuple layers in the lower part of the phonon spec-
trum (solid grey lines) [119]. The assignment of the data points (colour and tag) to different modes
is based on the proximity to the theoretical modes. One exemplary error bar is shown at an energy
of ≈2 meV

with the DFPT calculations except for the low energy modes (1–4 meV) marked as green diamonds which
will be discussed below (section ”Low energy modes”).
According to the DFPT calculations, there are altogether 45 phonon branches (of which only the lower

24 are displayed as solid grey lines in Fig. 4.36), organised into 15 bands associated with the 15 degrees of
freedom of Sb2Te3. Besides the 3 acoustic modes, there are two low-energy bands (< 2 meV at Γ) where
in each QL the central Te layer is at rest and the two external bilayers move rigidly and symmetrically
normal (Ag(1)) or parallel (Eg(1)) to the slab [279].

The corresponding experimentally obtained acoustic branches are shown as red circles, purple crosses
and orange triangles in Fig. 4.36, with the red circles being the Rayleigh wave (RW), starting with zero
energy at the Γ point. In general, a high concentration of experimental data points is found in the
acoustic region, including the Rayleigh mode. Inelastic events from the RW give the highest intensity in
the respective TOF spectra, confirming the high intensity of the RW as also found for other binary TIs
such as Bi2Se3 and Bi2Te3, respectively [25, 111]. Note that in contrast to the recent report of two RWs
in Bi2Te3 [285] there exists only one RW, either as a surface-localised wave or as an in-band resonance
(pseudo-surface wave), as a result of continuum theory [16, 25, 111].

Phonon group velocity

As mentioned above, the energetically lowest mode in the surface phonon dispersion is the RW. Its band
starts at zero energy at the Γ-point of the surface Brillouin zone with a linear dispersion in the long
wavelength (Q→ 0) limit.

The group velocity of the RW can be determined from the slope of its dispersion curve at small
wavevectors. Therefore, the measured data points are fitted with a linear relation in the low energy range
assuming an intercept with the Γ-point at Q = 0. Due to the fact, that for Sb2Te3 the RW and the
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second acoustic mode proceed parallel and rather close to each other, the assignment of measured points
is not always unambiguous, which leads to a rather high uncertainty for the determined slopes along ΓM
and ΓK in Tab. 4.5.

Table 4.5: Slopes of the RW along the ΓM and ΓK direction based on a linear fit and the corresponding group
velocities vRW of the RW.

slope (meVÅ) vRW (m s−1)
ΓM 10.9 ± 1.0 1650 ± 160
ΓK 10.0 ± 0.5 1590 ± 80

By means of the elastic constants of Sb2Te3 calculated ab initio by Lu et al. [286], and a crystal density
of 6.488 g cm−3, [287] the bulk transverse speed of sound along ΓK can be calculated [288] and is found
to be 1620 m s−1. As seen in Tab. 4.5, the group velocity of the RW along this direction is only slightly
less than the bulk transverse acoustic speed of sound with a difference that is, however, much smaller
than the experimental uncertainty.

Low energy modes

When looking at Fig. 4.36 it becomes evident that several peaks at energies between 1–4 meV are not
reproduced in the DFPT calculations. These events cannot be assigned to any surface phonon mode
and need further discussion. One could possibly ascribe two separate branches with a dispersion to the
plotted data points, though with some difficulty given the number of data points and their spread.
Similar low-energy excitations observed with HAS in the gap below the RW branch have been reported

previously in two other topological materials, Sb(111) [49] and Bi2Se3(111) [25]. In both cases they could
be assigned to low-energy surface electron collective excitations, namely phasons and amplitons, associ-
ated with a charge density wave (CDW) induced by e-ph interaction. In Sb(111) a quasi-commensurate
CDW originates from the Kelly-Falicov multivalley e-ph coupling connecting M-point electron pockets
[49], while in Bi2Se3(111) a long-period CDW has been associated with e-ph coupling connecting surface
quantum-well states [25]. In both cases distinct CDW features are observed at low temperature in the
HAS diffraction spectra, though under bound-state resonance enhancement conditions in Bi2Se3(111).
Although the similarities of present low-energy data with those observed in Sb(111) and Bi2Se3(111)

are quite evident, low-lying frustrated translational modes of adsorbates can be another possible source
of these data points [289]. This possibility is however rather remote in view of the good quality of the
surface during experiments, as witnessed by the comparatively low intensity of the diffuse elastic peak in
the TOF spectra (see, e.g. Fig. 4.37a)).
Hence we conclude that the two branches are likely to be caused by phasons/amplitons in analogy to

the observations made for Sb(111) and Bi2Se3(111), although a more thorough investigation is needed in
order to unambiguously assign and understand these excitations.

Resonance enhancement

The intensity of a specific phonon event might be increased if a bound state resonance is involved -
therefore termed resonance enhancement. A He atom might go into a final state which is a bound state
of energy − |εn|+~2K2

f/2m∗, withKf being the final parallel vector andm∗ the effective mass of the atom
in the bound state [289]. Based on the conservation of energy and parallel momentum, the corresponding
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Figure 4.37: a) shows a TOF-spectrum at ϑi = 43.1° with the sample at room temperature, exhibiting phonon
processes and low energy excitations as well as a resonance-enhanced phonon process. The light blue
line depicts the raw data after conversion to an energy transfer scale while the dark blue line shows
the signal after binning based on constant energy bins (see ”Appendix: Additional TOF spectra”).
In b) the resonance conditions (Eq. (4.31)) for the (01) G-vector together with the scancurve are
drawn on top of the DFPT calculations (grey lines). The symbols correspond to the phonon events
of the TOF spectrum to the left.

equation for inelastic selective adsorption is [289]

~ω(Q) = Ei + |εn| −
~2

2m
[
(ki sinϑi −G|| −Q)2 +G2

⊥
]
, (4.31)

with G|| and G⊥ being the parallel and perpendicular components of the G-vector, respectively.
If the resonance condition Eq. (4.31) intersects with the SC Eq. (4.30) at a specific phonon branch, the

intensity of this particular phonon will be enhanced in the TOF spectrum. Based on the bound states εn
for Sb2Te3 (ε0 = 4.27 meV, ε1 = 2.37 meV, ε2 = 0.9 meV, ε3 = 0.4 meV) [283], the condition is fulfilled in
Fig. 4.37b), where the bound state ε2 of the resonance curve with an interacting G-vector (01) intersects
the SC at an energy of −4 meV. The intensity of this created phonon is greatly enhanced in the TOF
spectrum (Fig. 4.37a)), when compared to measurements which do not satisfy the condition. Recent
work showed that these resonance enhancing effects can in turn be used to observe low-energy surface
electron collective excitations [25].

Kinematical focusing, focused inelastic resonance and surfing

In addition to phonon resonance enhancement a variety of other resonance and focusing phenomena can
arise upon scattering from a corrugated surface [289], as listed below. These processes can be described
by looking at the equations for the SC and the resonance conditions as well as the lowest modes of the
surface phonon dispersion. The upper left graph of Fig. 4.38 shows an angular scan where the incident
angle ϑi is varied along the ΓM azimuth with the sample at a temperature of 113 K. Upon enlarging the
y-scale compared to Fig. 4.34d), additional peaks and dips appear in the diffuse inelastic background.
Below the measured curve the bound state resonances for the four known bound states [283] are depicted.
The different colours correspond to the different interacting reciprocal lattice vectors.
The three scattering phenomena kinematical focusing (i), surfing (ii) and resonance enhancement (iii)

are plotted in the lower panels of Fig. 4.38 as energy ~ω(Q) versus wavevector Q. Here we use the
convention that the forward creation process is displayed in the third quadrant (Q < 0, ~ω(Q) < 0) as
frequently used in HAS analysis [2, 25]. Therefore positive energies in Fig. 4.38 correspond to annihilation
and backward propagation. The purely inelastic process occurs when the SC intersects with a branch in
the phonon dispersion and can be measured with the TOF technique described above.
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Figure 4.38: Diagrams illustrating various HAS focusing effects as a function of parallel momentum (wavevector)
Q, for an incident energy Ei = 10.3 meV. Top left panel: Angular scan along the ΓM azimuth at
a surface temperature Ts = 113 K (light blue line: raw data, dark blue line: smoothed data). The
lines below the measured curve indicate selective adsorption resonance processes with the colours
corresponding to different interacting G-vectors. Top right: Tracking of the surfing feature (high-
lighted by the red bar) with increasing incident beam energy Ei. The lower panels show (from left to
right) the effects kinematical focusing (KF), surfing (S) and focused inelastic resonance (FIR). The
red curves depict the scancurve while the green curves show the resonance conditions (Eq. (4.31))
with the corresponding G-vector.

i An effect known as kinematical focusing [290] (KF) might show up at a specific incident angle ϑi
and incident energy Ei when the SC lies tangent to a phonon branch. KF gives rise to a saw-tooth
peak in the angular scattering distribution due to the increased inelastic background in the elastic
signal. The characteristic peak shape can clearly be identified in the angular scan (upper left panel
of Fig. 4.38) at ϑi = 32◦ and ϑi = 43◦. For the first angle the corresponding SC is plotted in red
in Fig. 4.38i together with the two lowest modes of the calculated phonon dispersion. The point
of tangency is marked with KF and can be observed in the angular distribution as well as in the
corresponding TOF spectrum.

ii We now turn to the effect of surfing, which occurs when a resonance curve lies tangent to a surface
phonon branch. In this case, the impinging He atom is selectively adsorbed into a bound state εn
with the aid of a surface phonon. In comparison to the ”ordinary” elastic selective adsorption this
process can occur even without the exchange of a reciprocal lattice vector. The tangency condition
yields a concentration of beams inelastically scattered into the given bound state and therefore a
dip in the final beam around a special incident angle.
Using the bound state energy values for Sb2Te3 [283] a set of resonance curves are plotted as green
lines in Fig. 4.38ii. The tangency of one of these curves with a phonon branch gives rise to a dip in
the angular distribution. If this special condition is fulfilled the atom and the phonon wave exhibit
the same velocity on the surface and travel together, hence the effect is called surfing. According to
Ref. [289] the atom stays on the surface for a longer time during surfing compared to the lifetime
of the He atom in a bound state [283]. However, based on the signal-to-noise ratio of our data it
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is difficult to extract an actual linewidth and thus the corresponding lifetime. Hence we cannot
conclude on any values for the lifetime.
In Fig. 4.38ii the surfing effect is shown for an incident angle of ϑi = 57.1◦, where the resonance
curves of the bound state ε1 for the G-vectors (01) and (01) are tangent to the acoustic phonon
branch. In the angular spectrum the surfing conditions at various angles are indicated with an S,
yielding a dip in the scattered intensity. To further support the finding of the surfing feature the
dip can be monitored in dependence of the incident energy Ei. In the top right panel of Fig. 4.38
the surfing dip is shown for incident energies between Ei = 10.7 and 11.7 meV. The angular spectra
were smoothed using a Savitzky-Golay filter and the red bars mark sequences of features assigned
to the (01) surfing condition including the ε1 bound state.

iii Finally we discuss the effect of focussed inelastic resonance (FIR), which occurs when the SC
Eq. (4.30) is tangent to a resonance curve Eq. (4.31) within an energy region where surface phonons
are expected [16, 291]. When combining these two equations the expected FIR position is given by

tan2 ϑFIRf =
[

2m
~2 |εn| −G2

]
1
G2
||
. (4.32)

Hence the incident angle ϑi for a FIR follows from the fixed source-detector geometry (ϑi+ϑf=ϑSD).
A very characteristic property of a FIR is the independence of Eq. (4.32) with respect to the incident
energy.
In the angular scan of Fig. 4.38 two FIR features are present at ϑi = 36.5° and ϑi = 56.4° yielding
an increased scattered intensity. A comparison with angular scans at similar incident energies shows
that the FIR peaks are still present at the same incident angle as expected, according to Eq. (4.32).
In the lower right most plot of Fig. 4.38 (ϑi = 36.5) the resonance curve becomes tangent to the
SC for an optical phonon branch at around 8 meV.

Following this systematic approach we are able to interpret all significant peaks of the angular scan in
Fig. 4.38 using the effects described above. All peaks which are not labelled are attributed to selective
adsorption resonances indicated by the vertical coloured lines below the measured data.

Conclusions

In summary, we have investigated various inelastic interactions of helium with Sb2Te3 which are experi-
mentally detected in TOF spectra as well as in angular scans. A multitude of TOF spectra was used to
determine the surface phonon dispersion for the ΓM and ΓKM directions. A comparison with theoretical
calculations based on density functional perturbation theory shows good agreement with the experimen-
tal data. Similar to earlier works, the strongest phonon intensities originate from the Rayleigh mode.
From the slope of the Rayleigh mode the phonon group velocity is determined to be vR ≈ 1600 m s−1.
In addition to phonon creation and annihilation processes, we observe further peculiar inelastic events
below the Rayleigh mode. In view of similar observations made on the topological materials Sb(111) and
Bi2Se3(111), they are tentatively assigned to the dispersion curves of phasons and amplitons associated
with a charge density wave.
Furthermore, a systematic analysis of angular diffraction scans shows that several additional inelastic

scattering events are observable for He atom scattering from Sb2Te3. These include resonance enhance-
ment, kinematical focusing, focused inelastic resonances and surfing.
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Appendix: Additional TOF spectra

Figure 4.39: Compilation of several TOF spectra measured along the ΓM azimuth at various incident energies Ei
and angles ϑi. For the two upper graphs the temperature of the He nozzle was set to 50 K and for
the bottom one to 65 K. All shown scans were taken with the sample at room temperature. The
light blue line shows the signal after conversion to the energy transfer scale while the dark blue line
is the result of averaging based on constant energy bins (see text). The vertical black line illustrates
diffuse elastic scattering while the dashed orange line is the scan curve Eq. (4.30) (y-axis on the
right-handside), relating energy transfer to momentum transfer. The symbols denote peaks in the
TOF spectrum which have been assigned to phonon events.

For the determination of the surface phonon dispersion (Fig. 4.36) a multitude of TOF spectra were mea-
sured with different incident energies Ei and incident angles ϑi. In Fig. 4.39 three exemplary TOF spectra
are shown in the ΓM direction, after conversion to an energy transfer scale. Negative energy transfer
corresponds to phonon creation, while positive energy transfer corresponds to phonon annihilation.
Because of the non-linearity introduced by the conversion from the flight time to the energy transfer

scale, the data has to be multiplied with the corresponding Jacobian in order to preserve the intensity.
Due to the process, experimental noise increases on the creation side (∆E = Ef −Ei < 0) as seen in the
light blue line in Fig. 4.39. The latter makes it difficult to distinguish peaks in the (far) creation side and
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therefore, the (non-linear) energy scale is usually divided in equally spaced energy bins over which the
signal is averaged [5]. The dark blue line shows the signal after binning, resulting in a smoother line.
The peaks in Fig. 4.39 identified as phonon events are indicated with different symbols, which attribute

the peaks to the specific phonon branches (same symbols as in Fig. 4.36). The symbols are drawn on
the SC Eq. (4.30) plotted as a dashed orange line, relating the energy transfer of a phonon event to the
momentum transfer ∆K (right ordinate in Fig. 4.39).
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Abstract

Scanning tunnelling microscopy, low energy electron diffraction and helium atom scattering show a transi-
tion to a dimerization-like reconstruction in the one-dimensional atomic chains on Bi(114) at low temper-
atures. One-dimensional metals are generally unstable against such a Peierls-like distortion, but neither
the shape nor the spin texture of the Bi(114) Fermi contour favour the transition: While the Fermi con-
tour is one-dimensional and thus perfectly nested, the very short nesting vector 2kF is inconsistent with
the periodicity of the distortion. Moreover, the nesting occurs between two Fermi contour branches of
opposite spin, which is also expected to prevent the formation of a Peierls phase. Indeed, angle-resolved
photoemission spectroscopy does not reveal any change in the electronic structure near the Fermi energy
around the phase transition. On the other hand, distinct changes at higher binding energies are found
to accompany the structural phase transition. This suggests that the transition of a strong-coupling
type, and that it is driven by phonon entropy rather than electronic entropy. This picture is supported
by the observed short correlation length of the pairing distortion, the second order-like character of the
phase transition and pronounced differences between the surface phonon spectra of the high and low
temperature phase.

Introduction

The experimental realization of systems with reduced dimensions has often been the key to the discovery of
fundamentally new physics. Of particular importance is the situation in one dimension, with its drastically
enhanced significance of electronic correlations and electron-phonon coupling [292, 293]. An attractive
path to studying systems of reduced dimensionality is to create them on the surfaces of semiconducting
or semimetallic substrates, as this opens the possibility to employ powerful spectroscopic techniques, such
as scanning tunnelling microscopy (STM), angle-resolved photoemission (ARPES) and surface-sensitive
transport measurements [294, 295]. Many systems have been realized and studied in this way, such as
metallic chains or graphene nano-ribbons on semiconductors, see e.g. Refs. [296–302].
A particularly intriguing situation arises when low dimensionality is combined with an unconventional

spin texture of the electronic states, as this imposes a number of restrictions on the allowed electronic
instabilities [299, 303]. This combination is realized on the (114) [68, 304] and (441) [305] vicinal surfaces
of Bi where strongly Rashba-split surface states span the gap of a semimetallic substrate. Moreover,
due to the similarity of Bi to the topological insulator Bi1−xSbx [306, 307], all Bi surfaces have metallic
surface states with a spin texture similar to that of topological insulators [58, 183] and several hallmark
features of these states, such as the lack of backscattering [308], were first observed on Bi surfaces. It
was also pointed out that a Fermi contour with a chiral spin texture should not lead to charge density
wave formation, even in the presence of perfect nesting [303].
The fundamental difference between a conventional one-dimensional metal at half-filling and the elec-

tronic surface state on Bi(114) is illustrated in Fig. 4.40. A conventional electronic state in a lattice with
spacing a and half-filling is unstable with respect to the formation of a one-dimensional charged density
wave (CDW), also called a Peierls-distortion. Fig. 4.40(a) illustrates this situation of ideal nesting with
a nesting vector length of 2kF = π/a, as indicated by the arrow in Fig. 4.40(a). As this corresponds
to a real space periodicity of 2a, a Peierls-type distortion involving a periodicity doubling via pairing of
the atoms in a chain leads to a new Brillouin zone boundary at the Fermi level crossings of the unre-
constructed phase, a gap opening, and hence to an electronic energy gain in the occupied states. The
situation is quite different for the surface state on Bi(114) shown in Fig. 4.40(b). Here the state is no
longer spin-degenerate and the spin texture (indicated by red and blue) and dispersion closely resemble
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Figure 4.40: (a) Conventional one-dimensional electronic state at half-filling. The black dispersion is spin-
degenerate. This system is sensitive to a Peierls-type instability due to the perfect nesting and
the fact that the nesting vector’s length corresponds to a real space periodicity of 2a. (b) Situation
on Bi(114). The spin degeneracy of the bands is lifted and while perfect nesting is still present, it
takes place for a very short nesting vector and between states of opposite spin (indicated by the color
of the bands and the arrows), thus protecting against a Peierls-type instability.

that of a one-dimensional edge state of a two-dimensional topological insulator, the so-called quantum
spin Hall effect [309–312]. It is for this reason that Bi(114) has been called a ‘one-dimensional topological
metal’ [68]. While perfect nesting is retained, as for any one-dimensional structure, 2kF � π/a and
a pairing-type reconstruction would not be expected to open a gap at the Fermi level crossing. More
importantly, the spin texture prevents the singularity in the electronic susceptibility required to drive
the instability [303], an effect closely related to the forbidden backscattering for such a one-dimensional
state [308]. A Peierls-distortion would thus not be expected for the case of Bi(114).
Surprisingly, as we report here, such a pairing distortion is nevertheless observed at low temperature

on the quasi one-dimensional Bi(114) surface. Temperature-dependent measurements of the electronic
structure by ARPES do not show any signs of a Fermi surface change, as expected from the arguments
above, but do show some clear spectral changes at higher binding energy. STM, low energy electron
diffraction (LEED), and helium atom scattering (HAS), on the other hand, provide evidence that this
transition is a strong-coupling CDW [313], driven by phonon entropy. Strong coupling CDWs that
are not based on Fermi surface nesting are common for two-dimensional CDW systems [272, 313–318],
consistent with strong sensitivity of the electronic susceptibility towards small deviations from ideal
nesting conditions [319]. In one dimension, there is always perfect nesting but in the present case the
nested Fermi surface is irrelevant for the phase transition.

Experimental Details
The Bi(114) surface was cleaned by sputtering with noble gas ions and annealing between 300 and 400 K.
STM measurements were performed both at a fixed temperature (5 K) and at variable temperatures
between 40 and 300 K in two different setups. LEED and ARPES data were collected on the SGM-3 end
station of ASTRID [281] between 50 and 300 K. The energy resolution varied between 25 meV for the
measurements at low photon energies and 65 meV for the large-scale Fermi surface maps collected with
high photon energies. The angular resolution was better than 0.2◦. For the HAS measurements, a nearly
monochromatic beam of He (∆E/E ≈ 2%) was scattered off the sample surface in a fixed 91.5◦ source-
sample-detector geometry. Energy dispersive measurements for inelastic scattering were performed using
time-of-flight (TOF) technique with a pseudo-random chopper disc [3]. The momentum transfer parallel
to the surface was calculated from the kinematic scattering conditions [4].
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Figure 4.41: Dimerization distortion of the quasi one-dimensional lattice structure of Bi(114). (a) STM image
at 5 K showing dimer formation in some of the protruding atomic rows (red dashed frames), with
frequently appearing defects such as trimers (blue dashed frame). (b) STM images at higher temper-
atures and (c) profiles along the protruding atomic rows, measured at the indicated temperatures. At
195 K the dimerization is lifted and only observed in the immediately vicinity of defects. Tunnelling
parameters: (a) U = 0.2 V and I = 0.1 nA (b) U = 0.2, 1.0,−0.1, 0.25 V and I = 0.1, 4.0, 2.0, 4.0 nA.
All STM data were processed with the WSxM software [320].

Results and Discussion

The atomic structure of Bi(114) consists of parallel atomic rows with an interatomic spacing of 4.54Å
along the rows [68]. A unit cell comprises several of these rows at different heights and the periodicity of
the unreconstructed surface perpendicular to the rows is 14.20Å. For the clean surface, a reconstruction-
induced doubling of this periodicity has been reported [68], such that the actual periodicity perpendicular
to the rows is twice this value. Fig. 4.41(a) shows a close-up STM image of the surface at 5 K. Due to the
strong corrugation, the periodicity of 28.40Å perpendicular to the atomic rows is immediately visible. On
close inspection, it becomes clear that the periodicity along the rows is also doubled, i.e. the atoms in the
rows are not equally spaced but most of them appear dimerized. A few of these dimers are emphasized
in the figure by red frames. This reconstruction does not only affect the atoms in the top row but
also those in deeper lying rows. The average interatomic distance in the dimers is (4.15± 0.10)Å, thus
corresponding to ∼ 0.2Å atomic displacement from the equilibrium position. This is a substantial fraction
of the equilibrium spacing, larger than typically found in Peierls systems [321]. While dimerization is
dominant on a short length scale, long range ordering is poor. Indeed, defects such as trimers are found
every few dimers in the row (also indicated by a blue frame in the figure). Moreover, the dimerization
appears to be a strongly local phenomenon within each row, as no correlations between dimer positions
in neighbouring atomic rows are evident.
We explored the temperature dependence of the dimerization along the atomic rows. Fig. 4.41(b) and

Fig. 4.41(c) compare STM images and height profiles measured at increasing temperatures. While at
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40 K the dimerization is still fully intact, at 150 K it starts vanishing, and is nearly absent at 195 K, with
the exception of the immediate vicinity of structural defects (indicated by an arrow) that appear to serve
as a seed for the dimerization. Thus, the dimerization is a low temperature phase, with an apparent
transition temperature somewhere between 150 and 195 K.

The reconstruction is also observable in diffraction experiments, even though the coherence length is
very short, as seen from the STM data. Fig. 4.42 shows LEED data taken at 250 and 55 K, i.e. well above
and below the transition temperature range determined by STM. The LEED patterns consist of well-
separated rows of closely placed sharp spots. The distance between the spots along the rows corresponds
to the reciprocal lattice distance perpendicular to the chains (2π/28.4 Å−1), while the distance between
the rows corresponds to the interatomic distance in the (unreconstructed) chains (2π/4.54 Å−1). In the
low-temperature image, weak streaks of intensity are observed half-way between the rows (indicated by
an arrow in Fig. 4.42) and thus consistent with a dimerized structure. The width of streaks along kx
reflects the short coherence of the CDW within the atomic rows and the (much larger) width along ky is
due to the lack of coherence between these rows. These findings are consistent with the STM results.

55 K250 K(a) (b)
kxky

Figure 4.42: (a) and (b) LEED patterns collected above and below the temperature of the phase transition,
respectively. The arrow in (b) shows the additional streaks induced by the periodicity doubling
along the atomic chains. The electron kinetic energy is 27.2 eV.

A more detailed picture of the phase transition is provided by HAS. Fig. 4.43(a) displays the scattered He
intensity versus momentum transfer kx for various sample temperatures T using an incident beam energy
Ei of 14.5 meV. At low temperature a small enhancement of the scattered intensity appears, halfway
between the diffraction peaks which is consistent with a superstructure based on a doubled periodicity
along the rows, as observed by the LEED and STM measurements. Scans with different beam energies
show that this cannot be due to any resonance effect and is indeed caused by a reconstruction [6].

Fig. 4.43(b) shows the temperature dependence of the square root of the integrated intensity for the
CDW superlattice peak half-way between the (2, 0) and (1, 0) Bragg peaks (see Fig. 4.43(a)). In order
to access the intensity change relevant to the critical fluctuations of the CDW [322, 323] as opposed to
the intensity changes due to the Debye-Waller factor [37], the integrated intensity I(T ) shown in the
figure has been normalized to that of the specular beam (see ”Appendix B: Debye-Waller correction of
the order parameter” for more details on the procedure). This correction is particularly necessary in view
of the low surface Debye temperature of Bi (ΘD = 85 K < Tc [80, 324], where Tc is the CDW transition
temperature). The square root of the resulting I(T ) can then be viewed as the order parameter of the
CDW [325, 326]. I(T ) shows a sharp onset below approximately 250 K, followed by a continuous rise at
lower temperatures.
The temperature dependence of the order parameter

√
I(T ) can be used to determine Tc and the

critical exponent β belonging to the phase transition [322, 323, 327–329]. This is achieved by fitting the
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Figure 4.43: (a) Scattered He intensities (logarithmic scale) versus parallel momentum transfer kx (crystal azimuth
aligned along Γ−X) for various sample temperatures T . A small vertical offset between the individual
scans was added for better visibility. The vertical dotted lines illustrate the position of the CDW
superlattice peaks due to the doubled periodicity. (b) Normalised square root of the CDW superlattice
peak’s integrated intensity (peak at kx = −2.15 Å−1), which is proportional to the CDW order
parameter. The lines represent fits to (Eq. (4.33)) for different choices of the order parameter β. (c)
Peak area of the CDW superlattice peak when integrated over energy in the energy-resolved TOF
measurements.

power law √
I(T )
I(0) =

(
1− T

Tc

)β
, (4.33)

to the data in Fig. 4.43(b) (I(0) is the extrapolated intensity at 0 K), resulting in Tc = (245± 8) K and
β = (0.32± 0.03). The fit is represented by the blue solid line in Fig. 4.43(b).

Our finding of β = (0.32 ± 0.03) is very close to the universal exponent of 1/3 as predicted in the
presence of fluctuations [329], in agreement with the findings of other CDWs in layered chalcogenides and
quasi 1D systems [14, 15, 323, 330, 331]. On the other hand, using mean field theory (β = 1/2) where
fluctuations are neglected, results in the green dashed curve which does not represent a satisfactory fit
to the data. When fitting the data under the constraint that β = 1/3, we obtain the red dashed curve in
Fig. 4.43(b), and a transition temperature of Tc = (245± 8) K.
At first glance, the transition temperature determined from HAS appears to be inconsistent with the

STM data that does not show any short range order above 195 K. We must keep in mind, however, that
strong fluctuations are to be expected and that STM, being a slow technique, only measures the average
position of the atomic motion and might thus not be able to show the preserved local dimerization at high
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temperatures. This actually explains why close to defects, dimerization can still be observed frozen in the
195 K images. Indeed, LEED patterns taken at 200 and even 250 K do still show very weak signatures of
the superstructure (see Fig. 4.42(a) and ”Appendix A: Additional measurements”).
Energy-resolved scans were performed at the position of the CDW superlattice peak which confirm that

the enhanced elastic intensity is indeed due to a static change in the structure and cannot be caused by
any inelastic effects such as kinematical focussing [6]. Fig. 4.43(c) shows the TOF peak intensity versus
surface temperature which was obtained by fitting the energy-resolved scans with a single Gaussian,
and applying a correction for the Debye-Waller attenuation (for the original TOF data see ”Appendix
B: Debye-Waller correction of the order parameter”). The temperature range where the peak intensity
shows a strong rise is consistent with Tc as determined from Fig. 4.43(b) and fitting a critical exponent
gives rise to β = (0.31± 0.04) in accordance with the result from analyzing the data in Fig. 4.43(b).
After characterizing the phase transition using structural techniques, we now move to the spectroscopic

characterization of the electronic and vibrational states by ARPES and HAS. Fig. 4.44(a) shows the
k‖-dependent photoemission intensity at the Fermi level at 60 K. It is dominated by intense lines in
the direction perpendicular to the atomic rows. As has been shown by spin-resolved photoemission,
these intense lines are actually caused by the two unresolved spin-polarized Fermi surface elements due
to the spin-split surface state in Fig. 4.40(b) [68]. This unresolved Fermi contour is indicated as a
sketch, extending the observed Fermi contour in the figure. Apart from the intense linear features, the
photoemission intensity shows some weak structures that can be assigned to bulk states. A projection of
the (small) bulk Fermi surface of Bi onto the (114) surface is given in Ref. [68].
Since the Fermi surface of Fig. 4.44(a) is measured in the dimerized phase, one might expect replicas of

the Fermi surface lines in between the two intense lines, similar to the additional weak streaks in between
the lines of densely spaced spots in the LEED image of Fig. 4.42(b). Such replicas are not observed,
neither at the Fermi surface in Fig. 4.44(a) nor for the higher binding energy of 170 meV in Fig. 4.44(b).
Note that the lack of replica bands in a CDW is also found for many two-dimensional CDW systems where
the spectral weight in the CDW phase tracks that of the normal phase [315]. Hence the CDW period
observed in direct space may not correspond to nesting, i.e., to the 2kF measured with high-resolution
ARPES in reciprocal space.
Fig. 4.44(c) and (d) show the electronic structure of the one-dimensional states above and below the

dimerization transition temperature, respectively, as a function of binding energy in the kx-direction
perpendicular to the one-dimensional Fermi surface, along a cut indicated by the black dashed line in
Fig. 4.44(a). No spectroscopic signature of the transition is observed near the Fermi energy. Indeed,
when taking momentum distribution curves (MDCs) through a temperature-dependent series of similar
data sets, no significant changes can be observed (see Fig. 4.44(e)), except for a minor sharpening of the
MDC peak at low temperatures, as expected due to electron-phonon coupling [42, 332].
However, there is a significant change in the electronic structure rather far away from the Fermi energy,

at around 150 meV, where a single intense feature at 110 meV in the high temperature phase of Fig. 4.44(c)
splits into two peaks, one essentially staying at the same binding energy and one moved to a higher energy
of 175 meV. This spectral change is especially well seen in energy distribution curves through the center
of a series of temperature-dependent data shown in Fig. 4.44(f). These changes in the electronic structure
at high binding energy do not lead to observable replicas in the constant energy surfaces either, as seen
in Fig. 4.44(b) which shows the photoemission intensity at a binding energy of 170 meV.

The observation of spectral changes only at high binding energy rules out that the transition is due
to a nesting-driven weak CDW, such as the Peierls distortion in Fig. 4.40(b), as this would require a
gap opening at the Fermi energy. On the other hand, an electronic structure change in which states are
shifted to a substantially higher binding energy can certainly explain the stabilization of the reconstructed
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Figure 4.44: (a),(b) Photoemission intensity in the low-temperature phase at T = 60 K in a 20 meV window
around the Fermi energy and a binding energy of 170 meV, respectively. The sketched continuation
of the Fermi surface illustrates that the observed line-like intensity is comprised of two unresolved
spin-polarized Fermi level crossings [68], see also Fig. 4.40(b). The photon energy is hν = 70 eV. The
dashed line shows the direction of the data in (c)-(e). (c), (d) Photoemission intensity close to and
below the CDW transition (at T = 200 and 62 K), respectively, along the dashed black line in (a).
(e) Momentum distribution curves at the Fermi energy along the dashed line in (a) as a function of
temperature. (f) Energy distribution curves along the crossing point of the dashed line in (a) and the
Fermi surface at kx = 0, i.e. through the center of the images in (c) and (d). hν = 17 eV in (c)-(f).

phase. This gives a qualitative explanation for the stability of the pairing distortion at low temperatures,
but it does not explain why the pairing should be lifted at higher temperature. In a conventional Peierls
scenario, the transition from the CDW state to the normal state is driven by electronic entropy when the
thermal energy becomes comparable to the gap energy. This cannot be the case here. We also note that
the CDW is unlikely to be caused by bulk states because of the extremely small density of bulk states at
EF and because of the absence of a CDW in bulk Bi.

A plausible alternative scenario is that the transition is a strong coupling CDW, driven by phonon
entropy [272, 313, 325, 333] and this is supported by several experimental facts, such as the short coherence
length and considerable atomic displacements observed here as well as by a significant electron-phonon
coupling λ. A strong-coupling CDW would not be uncommon for a one-dimensional surface structure. A
similar mechanism has also been suggested for the CDW of In nanowires on Si(111) [334] which, however,
also shows a pronounced gap opening at the Fermi energy [296, 335]. Most importantly, the strong
coupling picture would explain why a temperature-dependent distortion can appear in a system with this
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particular spin texture, for which it would otherwise not be expected.
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Figure 4.45: Comparison of several TOF spectra for the cooled sample and the sample at room temperature,
transformed to energy transfer spectra ∆E = Ef − Ei. Energy loss (∆E < 0) corresponds to the
creation of a phonon with phonon energy ∆E = ~ω and energy gain (∆E > 0) corresponds to the
annihilation of a phonon. RW and L stand for the Rayleigh wave and longitudinal phonon modes,
respectively.

A phonon entropy driven phase transition typically gives rise to a change of the phonon density of states
(PDOS), as recently observed for the metal insulator transition in VO2 [333]. HAS can, in principle, be
used to map the full surface phonon dispersion and is especially valuable because its high resolution gives
access to low energy phonons. In the case of Bi(114), the cross section for inelastic phonon scattering
turned out to be extremely small, such that only spectra at a few values of the momentum transfer could
be measured. TOF spectra were recorded along the Γ−X azimuth with the sample at room temperature
and T = 113 K. The TOF spectra were then transformed to energy transfer spectra which allows inelastic
(phonon) scattering events to be determined. The energy transfer ∆E = Ef − Ei was determined by
the initial energy Ei and final energy Ef of the helium atom and energy loss (∆E < 0) and gain peaks
(∆E > 0) correspond to the creation and annihilation of a phonon, respectively [4].

Fig. 4.45 gives a selection of inelastic spectra measured at different incident energies and angles. The
most prominent inelastic features are labelled as Rayleigh wave (RW) and longitudinal (L), based on the
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experimentally and theoretically determined surface phonon dispersion of Bi(111) along Γ−M [4]. While
the data does not give the full surface phonon dispersion, two important conclusions can be drawn: First,
we observe a significant change of the phonon spectrum between the two phases. Although the Jacobian
scaling upon transforming from TOF to energy transfer increases the height of the experimental noise on
the phonon creation side of the spectrum (∆E < 0), this can be clearly seen on the loss side by comparing
the most pronounced peaks at the two temperatures. Second, the low temperature phase generally shows
more intense features on the gain side (phonon annihilation) of the elastic peak, consistent with a higher
phonon occupation in the low temperature phase. Since the Bose factor for the low energy acoustic modes
is not substantially different between both temperatures it indicates that the PDOS changes below Tc.
Hence the observation of an enhanced intensity of the low energy acoustic surface phonon modes below
Tc is in line with a strong phonon contribution to the transition entropy.

Conclusion

In conclusion, we have reported the observation of a dimerization transition below (245± 8) K on Bi(114).
Such a transition is highly unexpected, even in the presence of a perfectly nested one-dimensional Fermi
contour, because it appears to be forbidden by the spin texture of the states and the non-matching nesting
vector 2kF . Indeed, the transition does not involve the states near the Fermi energy but spectral changes
at higher binding energy are observed. This, as well as the short coherence length and significant changes
in the phonon spectrum, support the interpretation of the low-temperature state as a strong-coupling
CDW, illustrating that such transitions are still possible in topological systems.
More detailed insight into the driving force of the phase transition could, in principle, be gained by first

principles calculations of the electronic structure, vibrational properties and electron-phonon coupling in
the system, similar to the work that has been carried out for In on Si(111) [334]. In the present case
such calculations are extremely challenging due to the large unit cell, the need to include the spin-orbit
interaction for an adequate description of the electronic states, and the need for a thick slab in the
calculation in order to decouple the deeply penetrating surface states. However, in the present case they
could give unprecedented insight into role of the spin-split surface states (if any) in a surface CDW of a
topological material.
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Appendices

Appendix A: Additional measurements

This appendix provides LEED and ARPES data sets taken at more temperatures than given in the main
paper, as well as a data set of HAS TOF spectra taken at the position of the CDW superlattice peak.
Fig. 4.46 shows a series of LEED images for a kinetic energy of 27.7 eV for different temperatures, up to
200 K where the streaks of the reconstruction are still faintly visible. The figure also shows a cut through
the images integrated along ky, showing how the superstructure spots decay in intensity.
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Figure 4.46: Left: LEED data sets for several temperatures. Right: LEED intensity integrated along ky in the
red dashed box shown for the 200 K LEED image.

Fig. 4.47(a)-(e) show data corresponding to Fig. 4.44(c) and (d) in the main paper and Fig. 4.47(f) shows
the intensity through kx = 0 Å−1 for these images.

Fig. 4.48(a) shows a series of energy scans (TOF measurements) at different surface temperatures for
HAS at the position of the CDW superlattice peak Fig. 4.48(b) shows the normalised peak area versus
surface temperature which was obtained by fitting the energy-resolved scans in Fig. 4.48(a) with a single
Gaussian. The temperature range where the peak intensity shows a strong rise is consistent with Tc as
determined from the intensity of the superlattice peak.

Fig. 4.48(c) shows a Debye-Waller plot, comparing the temperature dependence of the specular reflec-
tion upon scattering from Bi(114) and Bi(111) (data from Ref. [80]). The plot shows the temperature
dependence of the logarithmic peak intensity ln[I(T )] times 1/k2

iz. kiz is the momentum of the incident
He beam perpendicular to the surface and accounts for the fact that different incident energies where
used in both experiments.

Appendix B: Debye-Waller correction of the order parameter

The Debye-Waller (DW) factor e−2W relates the diffraction intensities I(T ) of a sample at temperature
T to the intensity I(0) of a sample at T = 0 and can be written down for both the specular Ispec and the
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Figure 4.47: Photoemission along the dashed line of Fig. 4.44(a) in the main paper, i.e. data sets corresponding
to Fig. 4.44(c) and (d) of the main paper but for more temperatures. (f) Photoemission intensity
through kx = 0 Å−1 for these images. The curves are vertically displaced to improve clarity.

CDW peak intensities ICDW :

Ispec(T ) = Ispec(0) e−2W⊥(kspec
iz

,T)

ICDW (T ) = ICDW (0) e−2W⊥(kCDW
iz ,T) e−2W‖(kCDW

‖ ,T) ,
(4.34)

where ⊥ and ‖ denote the components perpendicular and parallel to the surface and kiz and k‖ are the
corresponding perpendicular and parallel momenta. Note that the DW factor of the CDW has also a
parallel component since it appears off-specular. Assuming that the surface perpendicular component of
the incident momentum is approximately the same in both cases (kspeciz

∼= kCDWiz ) yields:

ICDW (T ) = ICDW (0) Ispec(T )
Ispec(0) e−2W‖(kCDW

‖ ,T) . (4.35)

Eq. (4.35) can be used to divide the DW factor out of the order parameter (Eq. (4.34) in the main part
of the manuscript) giving rise to the following for the square of the order parameter Π :

Π2 = ICDW (T )
ICDW (0)

Ispec(0)
Ispec(T ) = e−2W‖(kCDW

‖ ,T) = e−
〈
(2 kF ·u‖)2〉

T , (4.36)

which relates the order parameter Π with the mean square displacement parallel to the surface 〈u2
‖〉T .

Hence together with:
ln Π2 = 2β ln

(
1− T

Tc

)
= −2W‖

(
kCDW‖ , T

)
, (4.37)

the mean square displacement parallel to the surface is related to the transition temperature of the CDW
wave via: 〈(

2 kF · u‖
)2〉

T
= − ln

(
1− T

Tc

)
. (4.38)
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Figure 4.48: (a) Time-of-flight (TOF) scans at the position of the CDW superlattice peak half-way between the
(2, 0) and (1, 0) diffraction peaks, converted to energy scale. (b) TOF peak area obtained by fitting
the energy-resolved scans with a single Gaussian which is further corrected by dividing the DW factor
out. A couple of additional data points measured at the position of the CDW superlattice peak at
lower beam energy (11.5 meV, red triangles) show the same temperature behaviour. (c) Comparison
between the decay of the logarithmic specular peak intensity ln[I(T )] times 1/k2

iz with temperature
T for the Bi(114) and the Bi(111) surface.

Eq. (4.38) describes the fact that the CDW transition is driven by the fluctuations in the electron gas
associated (coupled via e-ph interaction) to the parallel phonon fluctuations around the atom equilibrium
positions, which eventually ends into a divergence at Tc, resulting in atoms that are displaced by a finite
amount to a new equilibrium position.
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Chapter 4 Results

Abstract

He atom scattering has been demonstrated to be a sensitive probe of the electron-phonon interaction
parameter λ at metal and metal-overlayer surfaces. Here it is shown that the theory linking λ to the
thermal attenuation of atom scattering spectra (the Debye-Waller factor), can be applied to topological
semimetal surfaces, such as the quasi-one dimensional charge-density-wave system Bi(114) and the layered
pnictogen chalcogenides.

Results and Discussion

Knowledge of the electron-phonon (e-ph) interaction at conducting surfaces and the specific role of dimen-
sionality are of great relevance both from a fundamental point of view as well as for various applications,
such as two-dimensional (2D) [336] and quasi-1D superconductivity [337] in nanotechnology. Similarly,
the e-ph interaction plays a relevant role in other transport properties, e.g., thermoelectricity, in low-
dimensional systems such as layered Bi and Sb chalcogenides [221], and in quasi-crystalline materials
which are often viewed as periodic solids in higher dimensions [338].
In a series of recent experimental and theoretical works, it was shown that the e-ph coupling constants

for individual phonons λQ,ν , as well as their average λ (also known as the mass-enhancement parameter
or factor) [41, 254, 339], can be measured directly with He-atom scattering (HAS) [32, 45, 46, 229]. In
particular, the study of multilayer metallic structures [32, 229] has shown that HAS can detect subsurface
phonons as deep as those that contribute to the e-ph interaction. For example, HAS can detect phonons
spanning as many as 10 atomic layers in Pb films [45, 229] (known as the quantum sonar effect), thus
providing the individual λQ,ν values for phonons which provide the dominant contributions to λ. The
values of λ are obtained directly from the temperature dependence of the HAS Debye-Waller (DW)
exponent, and the interaction range can be assessed from the number of layers, nsat, above which the
measured λ becomes thickness-independent. In that analysis, the conducting surface region of a 3D
material could be viewed as a stack of (interacting) 2D electron gases (2DEGs), allowing for the simpler
formalism characterizing the 2DEG [32]. Due to the appreciable depth explored by the e-ph interaction,
the values of λ obtained from HAS (hereafter called λHAS) generally are close to the most reliable values
found in the literature [32, 46], thus allowing one to assess the validity of the new method.
In this work we investigate the specific role of dimensionality in the e-ph mass-enhancement factor

λHAS as derived from HAS. The method is shown to be particularly suitable for different classes of
conducting 2D materials, such as layered chalcogenides, topological insulators, and systems characterized
by a quasi-1D free electron gas, including Bi(114). The present analysis shows that the charge density
wave (CDW) transition in Bi(114), recently observed with HAS [28], is sustained by multi-valley e-ph
interaction with a pronounced 1D character. In the case of topological materials, the present analysis
of previous HAS data on Bi2Te3(111) [47] and Bi2Se3(111) [25] as well as new experimental data on
Bi2Te2Se(111) indicates the overwhelming contribution to λHAS from the surface quantum well states as
compared to that of the Dirac states.
The DW factor describes the attenuation due to the thermal atomic motion of the elastically scattered

intensity I(T ) observed at temperature T , with respect to the elastic intensity of the corresponding rigid
surface I0. It is a multiplicative factor usually written as an exponential function, exp{−2W (kf ,ki, T )},
of the final (kf ) and incident (ki) wavevectors of the scattered atom, i.e.

I(T ) = I0e
−2W (T ) , (4.39)
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where it is implicit that all quantities in Eq. (4.39) depend on the scattering wavevectors (kf ,ki). For
a two-body collision model, where the incident atom directly interacts with the surface target, the DW
exponent is simply expressed by 2W (kf ,ki, T ) =

〈
(∆k · u)2〉

T
, where ∆k = (kf − ki) is the scattering

vector, u is the phonon displacement experienced by the projectile atom upon collision, and 〈· · ·〉T
indicates a thermal average. However, atoms incident on a conducting surface with energies generally
well below 100 meV are scattered exclusively by the surface free-electron density, a few Å away from the
first atomic layer, so that the exchange of energy with the phonon gas only occurs via the phonon-induced
modulation of the surface free-electron gas, i.e., via the e-ph interaction. Therefore, it is logical that
2W (kf ,ki, T ), which originates from the integrated action of all phonons weighted by their respective Bose
factors, turns out to be directly proportional, under reasonable approximations, to the mass-enhancement
factor λ.
The expression of λHAS derived in Ref. [46, 340] for a 3D free-electron gas is readily extended to any

dimension d:
λ

(d)
HAS = − φγd

(kF r0)d
k2
F

k2
iz

∂ ln{I (T )}
kB ∂T

, (4.40)

where r0 is a lattice distance (r2
0 ≡ Ac for the surface unit cell area in 2D, r3

0 ≡ Vc the unit cell
volume in 3D), φ the workfunction, kF the Fermi wavevector, kiz is the perpendicular component of
the incident wave vector, kB is the Boltzmann constant, I(T ) is the diffraction peak intensity, and
γd ≡ 2d−1 πd/2 Γ

(
d
2
)
[341], with Γ the Gamma-function. As mentioned above and discussed in Ref. [32]

, the 3DEG of a thick slab can be viewed as a stack of nsat 2DEGs, where nsat is the number above the one
at which HAS reflectivity becomes independent of thickness. This yields the definition nsat = c∗kF⊥/π,
where kF⊥ is the Fermi wavevector normal to the surface and c∗ is the e-ph interaction range normal to
the surface, i.e., the maximum depth beneath the surface from where phonon displacements can modulate
the surface charge density. Note that π/kF⊥ is the wavelength of a Fermi-level charge density cos2 kF⊥z,
i.e., the nominal thickness of a single 2DEG.
In this way the 2D expression of the e-ph coupling constant for a three-dimensional crystal is obtained

[32], which is reproduced here for the special case of measurements at the specular condition:

λ
(2D)
HAS = π

2nsat
α, α ≡ − φ

Ack2
iz

∂ ln{I(T )}
kB∂T

. (4.41)

When applying Eq. (4.41), it is important to distinguish between metallic surfaces, which present to the
He atoms a soft repulsive potential plus a weak long-range attractive well, and layered semimetal surfaces,
where the free electron gas is protected by an anion surface layer that results in a hard-wall potential plus
a comparatively deep attractive van der Waals potential. In the latter case, k2

iz needs to be corrected due
to the acceleration that the He atom undergoes when entering the attractive well, before being repelled
by the hard wall (Beeby correction [342]). This is made with the substitution k2

iz −→ k2
iz + 2mD/~2,

where m is the He atom mass and D is the attractive potential depth (generally derived from He-surface
bound-state resonances). In many experiments, the incident energy Ei is generally much larger than D,
so the Beeby correction may be neglected, but not, for example, in 3He spin-echo experiments, where Ei
is low and comparable to D [18].

Low-dimensional free electron gases are often characterized by a CDW instability below a critical tem-
perature Tc, generally induced by e-ph interaction via the Fröhlich-Peierls [292, 343] or the Kelly-Falicov
multivalley mechanisms; [344–346] the former typically applying to metal surfaces with a CDW wavevec-
tor corresponding to some nesting wavevector at the Fermi contours, the latter more appropriate to
semimetal surfaces with pocket states at the Fermi level [49]. The phonon-induced transitions between
narrow pockets (nests) realize what is meant as perfect nesting. Since He atoms scattered from a conduct-
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ing surface probe the surface charge density directly, the occurrence of a CDW below Tc yields additional
T -dependent diffraction peaks in the elastic scattering angular distribution at parallel wavevector trans-
fers ∆K = |∆K| equal or close to the nesting vectors Qc (i.e., Qc = 2kF for the 1D Peierls mechanism).
It should be noted that the high sensitivity of HAS permits the detection of weak surface CDWs that are
difficult to detect with other methods. An interesting question is whether the temperature dependence
of the CDW diffraction peaks carries additional information on the e-ph interaction which sustains the
CDW transition.
When considering the temperature dependence of a diffraction peak intensity for a wavevector transfer

∆K equal to either aG-vector of the unreconstructed surface lattice (∆K = G), or to a CDW wavevector
Qc, the DW exponent also involves the longitudinal mean-square phonon displacement. For an isotropic
mean-square displacement, Eq. (4.40) also can be applied to diffraction peaks by replacing 4k2

iz with
∆k2

z + ∆K2, calculated at the actual scattering geometry at which the diffraction peak is observed. In
most HAS experiments the condition ∆K2 << ∆k2

z holds, so little difference is expected between the
T -dependence of the diffraction and specular peaks, provided λHAS is independent, as it should be, of
the scattering channel chosen in the experiment.
There is, however, a caveat for the use of a CDW diffraction intensity ICDW (T ). In Eq. (4.39) it has been

assumed implicitly that W (T ) includes all the temperature dependence of I(T ) and that this originates
exclusively from thermal vibrations. This is clearly not true for the diffraction from a surface CDW which
forms below Tc from a Fermi surface instability and has the temperature-dependent population of electron
states near the Fermi level according to Fermi statistics. In this case I0 has an implicit dependence on
T , which generally is negligible with respect to that of W (T ), except near Tc: here its square root

√
I0

works as an order parameter, [347, 348] and vanishes for increasing T → Tc as (1 − T/Tc)β , where β is
the order-parameter critical exponent (typically β = 1/3 [28, 349–351], while Tc ≈ 280 K in the present
case [28]).
As a good 1DEG example, it is shown that a CDW diffraction peak also may be used to extract λHAS

away from the critical region. The ideal (114) truncation of bismuth (Fig. 4.49) is characterized by parallel
atomic rows along the x ≡ [110] direction, separated by 7.1Å in the normal direction y ≡ [221], with a
unit cell including two rows (b = 14.2Å) and one atom per row (atom spacing along the rows a = 4.54Å).
At room temperature, the Bi(114) surface is reconstructed in a (1 × 2) fashion with 3 missing rows out
of 4, so as to have one row per unit cell (b = 28.4Å) and one atom per row (Fig. 4.49a) and b)). The
electronic structure, calculated by Wells et al. [68] for the (1 × 1) phase (Fig. 4.49c), left), shows cones
centered at the X and Y points (Fig. 4.49c) and d)) at the Fermi level. Those at Y are folded into Γ in the
(1×2) reconstructed phase. Both electronic structures allow for a multivalley CDW via e-ph interaction,
the former with a 2D character, the latter with a pure 1D character due to the cone alignment along ΓX
with a G/2 spacing. HAS angular distributions along ΓX [28] (Fig. 4.50a)) show the growth of additional
peaks at ±G/2 and ±3/2 below T ≈ 280 K, indicating the formation of a surface commensurate CDW
[28]. The associated (2× 2) reconstruction consists of a dimerisation along the rows. The portion of the
Bi(114)-(2 × 2) STM image reproduced in Fig. 4.49b) from Hofmann et al. [28, 183] suggests a phase
correlation between rows, giving an oblique (2 × 2) unit cell and a corresponding elongated hexagonal
Brillouin zone (BZ) (Fig. 4.49d)).
The HAS DW exponents for the specular G = (0, 0), diffraction G = (1, 0), and CDW (3/2, 0)

peaks measured as a function of temperature below Tc are plotted in Fig. 4.50b). The specular and
diffraction DW exponents have almost the same slopes, the small difference being compensated by the
ratio (∆k2

iz)(0,0)/[∆k2
z + ∆K2](1,0), resulting in the same values of λ1D

HAS within less than 1%. The input
data in Eq. (4.40) for d = 1 are φ = 4.23 eV [352], 2kF = G/2 = 0.7 Å−1, r0(2 × 2) = 9.08Å, incident
energy Ei = 14.5 meV, and fixed scattering angle of 91.5◦, so (∆k2

iz)(0,0) = 54.3 Å−2. The (1, 0) diffraction
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occurs at the incident angle of 51.2◦, which gives (∆k2
iz)(1,0) = 53.8 Å−2, and the resulting e-ph coupling

constant is λ1D
HAS = 0.45± 0.03, being the same value for both specular and diffractive channels.
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Figure 4.49: a) The Bi(114) surface is characterized by parallel atomic rows due to a (1×2) surface reconstruction
as visualised in STM images [68]6. b) A side view of the ideal (114) truncation of bismuth (including
the red dashed circles) and the actual (1×2) surface reconstruction (circles removed), giving rise to the
parallel atomic rows with an inter-row distance of 28.4Å and an interatomic distance of 4.54Å. The
corresponding (1×2) electronic structure c) is schematically represented as a folding of the calculated
electronic structure [68]6 for the truncated Bi(114) (1×1) surface, with the corresponding surface BZ
shown in d). In particular, the cones of electronic states occurring at the Fermi level at the X and
Y symmetry points turn out to be aligned in the ΓX direction after the (1×2) folding (panel d)). It
allows for a multivalley 1D CDW instability along the rows leading to a (2×2) dimerization below
≈ 280 K and a corresponding CDW observed with HAS [28]. The (2×2) surface portion reproduced
in a) [68] shows a π-dephasing of two adjacent rows so as to give a rhombohedric cell, with the
corresponding BZ shown in d).

The CDW (3/2, 0) peak intensity, Fig. 4.50b), shows the expected critical behavior with β ∼= 1/3, so
that a value of λ1D

HAS can only be estimated from the slope at the lowest temperatures. This is smaller
than that for the specular peak by ∼ 5 % and is compensated for approximately the same amount by the
correcting factor (∆k2

iz)(0,0)/[∆k2
z +∆K2](3/2,0) = 1.047, the incident angle for the CDW peak at (3/2, 0)

being 62.75◦. Thus it is reasonable to conclude that consistent values of λ1D
HAS can be extracted from the

T -dependence of the CDW peaks.
It is interesting to compare the value λ1D

HAS = 0.45 for Bi(114) to that previously derived for Bi(111),
either treated as a 3D system where λ3D

HAS = 0.57 [46], in agreement with the value of λ = 0.60 in
Hofmann’s review [183], or as a 2D system with ns = 2 (a single bilayer) where it is found that λ2D

HAS =
0.40, in fair agreement with a recent ab initio calculation by Ortigoza et al. for Bi(111) [242] which
yielded λ = 0.45, just as found here for Bi(114). As seen in Fig. 4.50c), the DW exponent has about
the same slope for Bi(111) and Bi(114), when it is divided by k2

iz, in order to account for the different
incident energy used in HAS experiments. The fact that λ(1D)

HAS [Bi(114)] < λ
(3D)
HAS [Bi(111)] reflects the

6 reproduced with permission, copyright 2009 by the American Physical Society
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Figure 4.50: Helium atom scattering data from Bi(114): a) HAS angular distributions for several different tem-
peratures, ranging from 113 to 273 K as marked, showing both diffraction peaks of the (2 × 1)
reconstruction and the appearance of the CDW feature according to a (2×2) superstructure. b) The
temperature dependence of the 3

2 (1, 0) CDW peak (left ordinate scale) and of the (0, 0) (specular)
and (1, 0) (diffraction) peak DW exponents referred to the lowest temperature measured, T = 113 K.
c) The DW exponents of the Bi(114) and Bi(111) specular peaks, when divided by the respective
squared perpendicular wavevector transfers, show similar slopes but lead to different e-ph coupling
strengths.

dimensionality effect of γd, in the prefactor of Eq. (4.40). Incidentally, we note that treating Bi(114) as a
2D system would yield a five times smaller, probably unphysical, value for λHAS due to the large surface
unit cell area.
Layered chalcogenides, such as 2D topological materials, with strong intralayer and weak interlayer

forces form a wide class of quasi-2D materials with a conducting surface. Some transition-metal dichalco-
genides (TMDC) have been investigated with HAS since the late eighties in connection with CDW
transitions, related Kohn anomalies in the bulk, and surface phonon dispersion curves [13, 14, 353–355].
More recently, HAS studies have been extended to the surface of other TMDCs such as 2H-MoS2(0001)
[116] and 1T-PtTe2 [356], as well as to pnictogen chalcogenides with surface topological electronic bands
at the Fermi level, such as Bi2Te3 [47, 111, 357], Bi2Se3 [25, 225], etc. The 2D expression for the e-ph
coupling constant λ(2D)

HAS in Eq. (4.41) is the one to be used for these systems. When dealing with the e-ph
coupling constant λHAS expressed as an average over the whole phonon spectrum and over all electronic
transitions across the Fermi level, natural questions are: a) which phonons contribute most, and b) which
electronic states at the Fermi level are more important.

The theoretical analysis by Heid et al. [226] of the mode-selected e-ph coupling constants λQν shows
that in pnictogen chalcogenides, optical phonons give the major contribution to e-ph interaction, and
therefore to the DW exponent. Both Bi2Se3(111) [25] and Bi2Te3(111) [111] exhibit two highly dispersed
optical branches with deep minima at Γ for 3rd-layer longitudinal polarization and at ≈ΓM/2 for (mostly)
3rd-layer shear-vertical (SV3) polarisation. Their optical character and largest amplitude at the central
chalcogen layer of the quintuple layer endow these modes with a dipolar character and therefore a large
e-ph interaction, consistent with the Heid et al. theoretical analysis [226]. Spin-echo 3He scattering data
from Bi2Te3(111) [111] suggest a Kohn anomaly also in the longitudinal acoustic branch corresponding to
a nesting across the Dirac cone above the surface conduction-band minimum. As discussed in [226], the
interband e-ph coupling occurring when the Fermi level is above the surface conduction-band minimum
is enhanced largely by the involvement of surface quantum-well states. This conclusion is confirmed by
the following analysis of λ(2D)

HAS in Bi chalcogenides as a function of the Fermi level position.
The temperature dependence of HAS specular reflectivity from the three Bi chalcogenide surfaces

120



4.7 Origin of the Electron-Phonon Interaction of Topological Semimetal Surfaces Measured with HAS

ln
[I

(T
)/

I 0
]

T [K]

Wavevector [Å-1]

B
in

d
in

g
 e

n
e
rg

y 
[m

e
V

]

b)

a)

Figure 4.51: Three different Bi chalcogenides Bi2Se3, Bi2Te3 and Bi2Te2Se: a) ARPES data for the (111) surface
of three Bi chalcogenides with decreasing binding energy of the Dirac point (D) and of the surface
conduction-band minimum (from 0.15 eV in Bi2Se3 [112]a to 0.08 eV in Bi2Te3 [240]b, and ≈ 0 in
Bi2Te2Se [358]c). b) The DW exponent slopes from HAS specular intensity measured as functions of
temperature with the scattering plane in the ΓM direction for the same samples. The corresponding
e-ph coupling constants λHAS decrease from Bi2Se3(111) to Bi2Te2Se(111), suggesting a dominant
role in the e-ph interaction of the conduction band quantum-well electronic states over the Dirac
electrons.

areproduced with permission, copyright 2012 by the Institute of Physics
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Bi2Se3(111), Bi2Te3(111), and Bi2Te3−xSex(111) (phase II with x ≈ 1 [280]7, hereafter approximated by
Bi2Te2Se(111)) has been measured for three samples whose surface electronic states near the Fermi level,
in particular the topological Dirac states and the quantum-well states above the surface conduction-band
minimum, are known from angle-resolved photoemission spectroscopy (ARPES) data [112, 227, 240,
358]. As seen in Fig. 4.51 (top panel), the binding energy of the Dirac point (D) with respect to the
Fermi energy EF decreases in the sequence Bi2Se3(111), Bi2Te3(111), Bi2Te2Se(111), as does the surface
conduction-band minimum (from 0.15 eV, to 0.08 eV and ≈ 0, respectively). Correspondingly, the DW
exponent slope derived from the HAS specular intensity as a function of temperature also decreases.
Similar behavior is expected for the e-ph coupling constant λ(2D)

HAS , which is shown in Tab. 4.6. The latter
is derived from Eq. (4.41) by setting nsat = 2λTF /c0, where c0 is the quintuple layer (QL) thickness
and λTF is the Thomas-Fermi screening length, accounting for the surface band-bending extension in
degenerate semiconductors and semimetals [359]. The factor 2 in the above expression of nsat accounts
for the fact that each QL contains two metal (Bi) layers. Note that the Fermi-level density of states
includes the factor 2 for spin multiplicity, and this is appropriate for the quantum-well states above the
surface conduction-band minimum that mostly contribute to λ(2D)

HAS . On the other hand, no factor of 2 in
nsat is necessary when only the Dirac states are involved, due to their multiplicity of 1. The uncertainties
(±) given for λHAS in the following are based on the confidence bounds of the DW slope. Other sources

7According to the surface lattice constant a = 4.31Å as determined by HAS and Fig. 1(b) of [280] x ≈ 1 for the present
sample.
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in terms of the uncertainty are Ac, φ and λTF with the largest contribution likely to be due to λTF .
Taken together it is safe to assume a relative uncertainty of about 10 % for λHAS as shown in Tab. 4.6.

Table 4.6: Input data for the calculation from the HAS DW exponent, and results for the e-ph coupling constant
λ

(2D)
HAS (with a relative uncertainty of about 10 %) and comparison with values from other sources.

Surface k2
iz φ λTF Ac c0 D λ

(2D)
HAS λ

[Å−2] [eV] [Å] [Å2] [Å] [meV] (other Refs.)

0.17 [215]
Bi2Se3(111) 10.1 [24] 4.9 [129] ≈ 60 [227] 14.92 9.60 6.54 [24] 0.23 0.25 [213]

0.26 [253]

Bi2Te3(111) 9.9 [47] 4.9 [129] ≈ 100 [360] 16.46 10.16 6.22 [115] 0.19 0.19 [215]

Bi2Te2Se(111) 10.71(a) 4.9 [129] ≈ 100 [361] 16.09 10.0 6.4(b) 0.08 0.12 [215]

(a) This work

(b) Average over Bi2Se3(111) and Bi2Te3(111)

With the input data collected in Tab. 4.6 and the DW exponent slopes displayed in Fig. 4.51 (bottom
panel), it is found that λ(2D)

HAS = 0.23±0.01 for Bi2Se3(111), 0.19±0.01 for Bi2Te3(111), and 0.080±0.004
for Bi2Te2Se(111), in good agreement with selected results from other sources (Tab. 4.6, last column).
This clearly indicates the dominant role of surface quantum well (QW) states over the modest contribution
of Dirac electrons. The enhancement effect of QW states and related interband transitions has been
investigated thoroughly by Chen et al. [215] with high resolution ARPES for the family Bi2Te3−xSex(111)
(0 ≤ x ≤ 3), including n-type Bi2Te3(111), and theoretically for Bi2Se3(111) and Bi2Te3(111) by Heid et
al. [226]. As shown by Pan et al. [214], in accurate ARPES studies on bulk Bi2Se3(111) samples, where
only Dirac topological states are involved because the Fermi level is less than 0.3 eV above the Dirac
point, the e-ph coupling constant turns out to be quite small, ranging from 0.076±0.007 to 0.088±0.009,
similar to that found with HAS in Bi2Te2Se(111) under similar conditions.
Since the surface QW states extend into the bulk on the order of λTF , i.e., much longer than the

penetration of surface Dirac states, it is interesting to compare the above results for λ(2D)
HAS with the

corresponding values of λ(3D)
HAS when these materials are treated as 3D materials. The ratio λ(3D)

HAS/λ
(2D)
HAS =

π/(kFλTF ), with kF ' 0.1 Å−1 (Fig. 4.51 (top)) and λTF representing the 3DEG thickness, turns out to
be ' 1.
Unlike Bi(114), where the quasi-1D character of the electron gas is quite evident, in layered pnictogen

chalcogenides the considerable penetration of the QW states gives λ(2D)
HAS ' λ

(3D)
HAS . This is consistent

with the fact that the QW states are the surface states which provide the major contribution to the e-ph
interaction. Information about which phonons contribute most to λ can also be obtained from inelastic
HAS intensities, as explained in the introduction. The Kohn anomalies reported in the lower part of
the phonon spectrum [111, 225, 357] are indicative of a strong e-ph coupling for specific wavevectors
and frequencies, though it has been predicted that the major contribution in these materials comes from
polar optical modes [226]. Indeed this is in agreement with recent HAS measurements of the phonon
dispersion curves in Bi2Se3(111) [25], which indicate the longitudinal optical branch L3 (with the largest
displacement on the 3rd (Se) atomic plane) as the one having the largest mode-selective e-ph coupling.
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Conclusion
In conclusion, it has been shown that the temperature dependence of HAS specular reflectivity allows for
the determination of the electron-phonon coupling constant of topological semimetal surfaces. In the case
of the quasi-1D Bi(114) surface, the DW factor from the CDW diffraction peak yields an e-ph coupling
constant λ(1D)

HAS consistent with that derived from the reflectivity. Therefore the e-ph interaction acts
as the driving mechanism for the observed multi-valley CDW transition. In the absence of spin-orbit
coupling, the phonon angular momentum cannot convert into an electron spin-flip, so no good nesting
would be allowed across the Dirac cone, and only the strong spin-orbit coupling occurring in topological
materials allows for a comparatively weak e-ph intra-cone interaction. The multi-valley mechanism at the
zone boundary overcomes the nesting problem, because with more Dirac cones separated by less than a
G vector, there is always a good inter-cone (i.e., multi-valley) nesting, even for opposite chiralities. Such
a favorable circumstance, allowing for a substantial λ(1D)

HAS in Bi(114) and a CDW transition, does not
occur in pnictogen chalcogenides, due to the single Dirac cone location at the center of the BZ. Most of
their appreciable e-ph interaction is provided by the QW states, as long as they are located at the Fermi
level. The present extension of HAS λ-analysis from metal surfaces [45, 46] and thin metal films [32] to
topological semimetal surfaces qualifies He atom scattering as a universal tool for the measurement of
electron-phonon coupling in conducting low-dimensional systems.

Experimental Methods
The experimental data of this work was obtained at the HAS apparatus in Graz [3] and the 3He spin-echo
scattering apparatus in Cambridge [18]. In both cases the scattered intensity of a nearly monochromatic
He beam in the range of 8–15 meV is monitored as a function of incident angle ϑi and at various surface
temperatures. The DW measurement of Bi2Te3 can be found in [47] while the DW data of Bi2Se3 is
reported in Ref. [25]. Most of the Bi(114) data has been published in the work of Hofmann et al. [28],
whereas the Bi2Te2Se experimental data is presented here for the first time.
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Abstract

Intermediate structures during the growth of hexagonal boron nitride (h-BN) are revealed through helium
diffraction and first-principles calculations. We find that prior to the formation of h-BN from borazine
molecules, a metastable (3× 3) structure is formed, and that excess deposition on the resulting 2D h-BN
leads to the emergence of a (3× 4) structure. We attribute these findings to partial dehydrogenation and
polymerisation of the borazine molecules upon adsorption. These steps are largely unexplored during
the synthesis of 2D materials and the reported novel h-BN growth scheme means that different routes
are likely to exist for other 2D materials as well. Our findings have implications for the wider class of
chemical vapour deposition processes with potential applications based on exploiting these intermediate
structures for the synthesis of covalent self-assembled 2D networks.

Introduction

Two-dimensional (2D) materials such as graphene and h-BN offer technological promise [362, 363] but
their properties are highly dependent on the perfection of the 2D layers. For this reason, intense efforts
have been devoted to study and improve the growth of defect-free 2D materials [364, 365]. A promising
method of synthesising large-area 2D layers is chemical vapour deposition (CVD) and the CVD synthesis
of atomically thin h-BN on metal substrates is described in several review articles [69, 366]. The process,
which is illustrated in Fig. 4.52, involves a gas-phase precursor deposited on a solid substrate at ele-
vated temperatures. By diffusion and dehydrogenation or fragmentation of the precursor, the adsorbates
are attached to growing clusters and eventually form the 2D layer. A complete dehydrogenation of the
precursor requires overcoming multiple energy barriers. As a result, it might be expected that at inter-
mediate temperatures, dehydrogenation would not be complete, which in-turn can result in metastable
or intermediate structures. For the synthesis of bulk h-BN it is known that the process involves several
steps of borazine-polymerisation [367–370]. There are several routes, but even in the bulk the process has
not been studied in great detail. Here, we follow a series of structural changes to identify intermediate
structures in 2D growth.

Figure 4.52: Schematic illustrating the epitaxial growth of h-BN by chemical vapour deposition: A gaseous pre-
cursor (e.g. borazine, B3N3H6) is brought into contact with a (hot) catalyst surface (Ru), triggering
the chemical reactions such as breaking of the borazine rings and dehydrogenation, followed by the
assembly of the epitaxial overlayer.

While it is crucial to understand the growth process, mechanistic and kinetic studies are rare and
mostly focus on the growth of nanocarbons [371–373]. Dehydrogenation and intermediate structures
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during CVD of 2D materials have been proposed [374–379], but to the best of our knowledge have not
been studied experimentally. In particular, kinetics and the thermochemistry of intermediate products,
may lead to metastable structures. However, phase-diagrams due to partially dehydrogenated precursors
have not been reported. Most studies report completed overlayer structures while the complexity and
individual steps, as illustrated in Fig. 4.52, are often ignored. In particular, previous h-BN studies using
real space methods [380–383] concentrate on local order in completed h-BN structures, while reciprocal
space studies [384–386] provide information about long-range order [387].
In this paper we present a systematic analysis, at various temperatures beyond the ones reported for

best growth conditions (1050–1100 K [380, 382, 385]) and at various dosing rates. By following h-BN
growth in situ using helium atom scattering (HAS) we demonstrate the existence of metastable structures
during the formation of h-BN from borazine (B3N3H6). In particular, we find that there is one precursor
structure with a well-defined (3 × 3) periodicity, meaning a well-defined route for the polymerisation
reaction which leads to h-BN. We further find a (3×4) structure which could be attributed to a partially
polymerised second-layer on top of the formed h-BN.
Our experimental results are complemented by van der Waals (vdW) corrected density functional theory

(DFT) calculations which confirm the nature of the system, helping us to determine which self-assembled
structures are compatible with the experimental results.

Results

The adsorption of the precursor gas (borazine) on the Ru substrate has been investigated in several
other studies using Auger electron spectroscopy, X-ray photoelectron spectroscopy, electron energy loss
spectroscopy and low energy electron diffraction [388–390]. There is general consensus in the literature,
that borazine only adsorbs molecularly at low (<140 K) temperatures [389–391] with dehydrogenation
setting in at temperatures of 150-250 K, depending on the substrate [389, 390, 392]. Starting from about
600 K, again depending on the metallic substrate, the B-N ring is reported to break down into its atomic
constituents [391, 392]. According to Paffet et al. 1000 K is necessary for h-BN formation on Ru(0001)
[388, 389] while hydrogen desorption occurs over a wide temperature range [390] and may even intercalate
in the h-BN layer [393, 394].
Helium diffraction allows in situ measurements even at growth temperature, and is known for its

unique sensitivity to adsorbates, including hydrogen atoms [185, 283, 395–401]. Furthermore, unlike other
established techniques [402], HAS is completely inert and does not modify the process under investigation
[16]. While the specular reflection gives an estimate of adsorbate coverage on the clean surface, the angular
distribution provides insight in the time evolution of periodic structures being formed on the surface [108,
387]. In the present work, CVD growth was performed at a set crystal temperature while monitoring the
surface using repeated one-dimensional angular diffraction scans, where we observe the emergence and
disappearance of additional superstructures followed by the formation of h-BN.
For ease of comparison, the diffraction scans for the different structures are plotted as a function of the

parallel momentum transfer, ∆K, (see Experimental Section) relative to the G01 peak of the Ru(0001)
substrate, |∆K/G01|. By converting the abscissa in this way, the position of the observed diffraction
peaks directly reflects their periodicity with respect to the substrate lattice spacing.

A precursor structure to h-BN growth First, we describe how borazine exposure at low temperature
(T < 880 K) reveals a precursor structure on Ru(0001), which by further annealing at T = 880 K can be
converted to h-BN.
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The purple line in Fig. 4.53(a) shows a diffraction scan of the clean Ru(0001) substrate. Exposing Ru to
7Langmuir (L) of borazine at a surface temperature of 600 K, results in decreased diffraction intensities
and helium reflectivity. Moreover, the lack of any additional diffraction peaks is typical of a disordered
structure [401]. The behaviour is consistent with earlier studies showing that the B-N ring starts to break
down into its constituents only above about 600 K [388, 391, 392].

Upon increasing the temperature to 750 K while maintaining borazine overpressure, additional peaks
start to appear between the specular and first order Ru diffraction peaks. Fig. 4.53(b) (blue curve) shows
the characteristic diffraction pattern that emerges. Equidistant peaks at |∆K/G01| = 0.33 and 0.66
indicate a (3 × 3) periodic structure on the surface, which we label BNI. If dosing is performed at even
higher temperatures (T ≥ 880 K), in addition to the observed BNI structure, a shoulder appears to the
right-hand side of the first order Ru diffraction peak, indicating the formation of a h-BN structure on the
surface (vertical red dotted line in Fig. 4.53). The peak, which occurs at |∆K/G01| = 1.08, is a result of
the commensurate Moiré pattern on Ru [385] (see also h-BN periodicity, below).

Figure 4.53: (a) Comparison of the angular diffraction scans for clean Ru(0001) in purple and the completed h-BN
overlayer on Ru in red. The 〈011̄0〉 scanning direction (ΓM) is shown in the inset. The purple dash-
dotted line indicates the position of the first order Ru diffraction peak and the red dotted lines the
h-BN Moiré peaks. (b) Diffraction scans during borazine exposure reveal additional superstructures,
depending on the growth temperature and total exposure. The position (shown by the arrows at
the top) and spacing of the additional peaks reveal a (3 × 3) / (3 × 4) superstructure plotted in
blue / green. Low exposure at lower temperatures reveals a (3× 3) structure (blue curve, grown at
950 K), while at higher exposures and higher temperatures an intermediate (3× 4) pattern emerges
(green curve, grown at 1020 K). To improve the signal to noise ratio, the sample was subsequently
cooled down for the duration of both scans and the blue curve was scaled by a factor of 3 to facilitate
comparison.

Fig. 4.54 illustrates in situ monitoring of the integrated peak intensities, which demonstrates that
the BNI structure precedes the growth of h-BN. The exposure dependent intensities are obtained from
repeated angular diffraction scans. Immediately after dosing begins, the (3×3) peaks start to rise rapidly
(blue line), while only after a short delay the h-BN diffraction peak increases (red line), although less
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quickly than the BNI structure. The h-BN peak intensity reaches its maximum at the same point where
the BNI structure disappears. We conclude that the BNI structure is converted into h-BN and acts as
a precursor structure to the complete h-BN overlayer. Since the intensity of the BNI structure drops to
almost zero at ≈9 L, it indicates that virtually all (3× 3) domains are converted to h-BN.

Figure 4.54: In situ monitoring of the integrated peak intensities reveals that the BNI structure acts as precursor
to the h-BN overlayer. The characteristic diffraction peaks for the BNI structure and the h-BN
peak are plotted versus borazine exposure at a substrate temperature of 880 K. The BNI structure
increases prior to the h-BN intensity and has already disappeared when the h-BN intensity exhibits
its maximum.

We suggest that the BNI structure is formed from partially dehydrogenated borazine molecules, since
the temperature region where the BNI structure evolves is in excellent agreement with the desorption
temperature of hydrogen reported by Paffett et al. [388]. Further, as mentioned earlier, bulk h-BN is
known to form by a sequence of dehydrogenation processes, in which borazine polymerises to polyborazy-
lene, which is then cross-linked in one or more steps [368, 369]. Our results suggest that a similar process
happens at the ruthenium surface. However, we show that in the 2D case, there is one clear intermediate
step, i.e. the BNI structure, before the formation of h-BN. Several possible real space structures, which
are in line with the observed periodicity are now discussed.

DFT structural modelling We understand the BNI structure to consist of partially dehydrogenated,
polymerised borazine analogous to the synthesis of bulk h-BN. Thus it is apparent that the 2D growth
occurs in a step-by-step process and that not all hydrogen atoms are expected to be removed at the same
time, due to the different bonding strengths to N and B atoms as well as the bond formation between the
N and the Ru atoms. Based on this attribution, we have made a vdW-corrected DFT investigation into
the energetics of the BNI structure, from adsorption of the precursor gas to the complete h-BN overlayer.
We start by considering a single borazine molecule in a (3×3) supercell (see Computational methods), and
move on to partially dehydrogenated borazine polymers. From the adsorption energies of isolated borazine
molecules we observe that the bonding becomes much stronger with dehydrogenation, but the calculations
cannot provide a definitive answer in terms of the dehydrogenation sequence (dehydrogenation of the B
atoms is slightly more favourable than of the N atoms by ≈15 meV). However, as shown later for two
borazine molecules per supercell, the N atoms can dehydrogenate more easily than the B atoms and the
candidate structures for our observations can be clearly distinguished in terms of the adsorption energies.
In Tab. 4.7 we compare the binding energies from vdW-corrected DFT for an intact (B3N3H6) and a

partially dehydrogenated (B3N3H3) borazine molecule with one molecule per (3×3) supercell, confirming a
much stronger bonding of B3N3H3. We consider various initial adsorption sites (Fig. 4.55(a)) with respect
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Table 4.7: DFT calculations for the adsorption structures of the borazine precursor on Ru(0001), based on one
molecule per (3 × 3) supercell. The results are shown for an intact (B3N3H6) and partially dehydro-
genated (B3N3H3) adsorbate, considering various initial adsorption sites and a rotation of 60◦ (see
Fig. 4.55(a)). The adsorption energies Eads are given for the final optimised adsorption sites and
∆E is the difference with respect to the minimum energy configuration of the system with the same
dehydrogenation state.

B3N3H6 B3N3H3

Site Eads (eV) ∆E (eV) Site Eads (eV) ∆E (eV)

fcc -4.08 0.00 fcc -8.95 0.00
top -1.21 2.86 top -6.60 2.35

b→fcc -4.08 0.00 b→fcc -8.95 0.00
hcp -1.31 2.77 hcp -5.88 3.07

to the C3 rotational axis through the centre of the molecule and a rotation of 60◦. Adsorption occurs in
a flat face-to-face configuration, while bonding of the same adsorbates with a rotation of 0◦ is slightly
weaker with the results shown in the Supplementary Information (see Appendix A: Supplementary DFT
calculations).
In Tab. 4.7 the energy differences ∆E are given with respect to the minimum energy of the same

dehydrogenation state in addition to the respective adsorption energies Eads. For both stoichiometric
configurations the most favourable position is the fcc site and if the borazine molecule is initially placed on
a bridge site it undergoes a transition to this position. The fcc configuration for partially dehydrogenated
borazine yields an adsorption energy of Eads=−8.95 eV and is shown in Fig. 4.55(a) with the (3 × 3)
supercell highlighted by the black dashed rhombus. The results for the intact borazine molecule (B3N3H6)
are very similar with respect to the adsorption site, however, we obtain significantly weaker bonding
strengths compared to the dehydrogenated molecule.
Based on bulk h-BN studies we conclude that it is more likely that polymerised networks are formed

[368, 369]. Starting from the minimum energy configuration of a single borazine molecule on the fcc
site we continue by adding a second borazine molecule in the supercell. By considering various initial
rotations of the additional molecule the energetically most favourable configurations were then identified.
In contrast to the case of an isolated borazine molecule, the dehydrogenation sequence becomes clearly
discernible in terms of the adsorption energies, with two borazine molecules. The N atoms in the ring
adsorb on top of the Ru atoms and the borazine molecules lose all hydrogen atoms associated with the
N atoms upon bond formation, in line with experimental results of the completed h-BN overlayer where
inter-layer bonding is facilitated via the N atoms [69, 380]. Such a scenario is, however, different to bulk
h-BN growth where ruthenium is not present and thus interaction with the substrate may give rise to an
even faster loss of hydrogen compared to bulk studies.
The calculations for two intact borazine molecules per supercell (2B3N3H6, not shown) yield weak

binding, since the H atoms start to overlap resulting in a tilt of the complete molecules with respect to
the surface. Moreover, due to desorption of hydrogen atoms from the borazine at low temperatures it is
unlikely that intact borazine will remain and so intact molecules will not be considered further [388].
Therefore, we concentrate on partially and fully dehydrogenated borazine molecules. Fig. 4.55(b,c)

shows the final optimised structure for 2B3N3H3 per supercell, illustrating that individual borazine
molecules form bonds to each other. The bound B-N rings build up a nanostructured network with
nanopores, i.e. where in between the B-N rings vacancies/pores of the Ru substrate are left behind. The
high binding energy of the structure in Fig. 4.55(b) with −6.28 eV compared to −6.74 eV for the complete
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h-BN/Ru, may therefore explain the stability of the BNI structure at temperatures ≈750 K as observed
in the experiments.

Figure 4.55: Side and top view of the energetically most favourable configurations on the Ru(0001) surface, from
one to two borazine molecules per supercell. (a) For one partially dehydrogenated borazine molecule
(B3N3H3) adsorption occurs on the fcc site, forming a (3 × 3) structure. (b) shows the structure
for two partially dehydrogenated B3N3H3 molecules per supercell, where bound B-N rings form a
nanostructured network and hydrogen atoms remain adsorbed on the Ru lattice inside the nanopores.
In (c) the optimised structure for two fully dehydrogenated borazine molecules is shown, leading to
the same nanopore structure with a (3× 3) periodicity.

The structure in Fig. 4.55(b) acts as an intermediate prior to complete dehydrogenation which is
expected at elevated temperatures. The calculations show that first the hydrogen atoms detach from
the nitrogen and bind to the Ru substrate on the hcp sites, inside the nanopores. The excess hydrogen
adatoms inside the nanopores are likely to desorb relatively quickly at the temperature of the experiment
[403]. Therefore, Fig. 4.55(c) shows the optimised structure, starting with two fully dehydrogenated
borazine molecules per supercell, leading again to the formation of nanopores. Such an open structure
could easily act as a precursor to the complete h-BN overlayer, since each pore only has to be “filled”
with an additional dehydrogenated borazine molecule. Finally, the addition of further borazine molecules
in the calculations, i.e. three per supercell, essentially leads to the formation of h-BN which gives also
rise to the strongest binding energy in the calculations. The route from the precursor BNI structure to
the final h-BN overlayer, with several intermediate steps, is illustrated in Fig. 4.60.
In addition to providing us with real-space structures of the observed BNI precursor, there are several

points which we note from the vdW DFT calculations: Dehydrogenation of borazine always gives rise
to a stronger bonding to the substrate and the results show that the thermodynamically most stable
configuration for three adsorbed borazine molecules is h-BN (Fig. 4.59(b)). We also see from the side
views in Fig. 4.55 that there occurs always some buckling (0.21–0.35Å) and the adlayer is never perfectly
flat. The results show that by carefully controlling the substrate temperature and thus the amount of
excess hydrogen in future experiments, several BN nano-structures could be synthesized as shown for two
cases in Fig. 4.55(b,c). Moreover, careful changes of the starting conditions in the DFT calculations may
even yield a “local” minimum energy configuration as in Fig. 4.59(c). Thus the system may be an ideal
playground for the growth of different nano-structures and further metastable networks beside the ones
reported in this work.

Additional structures accompanying the h-BN growth So far, we have described the formation of
a BNI structure at T ≥ 750 K, which is converted to h-BN at T ≥ 880 K. However, upon complete
conversion of the BNI structure to h-BN, exposing the surface to excess borazine results in the emergence
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of an additional structure with a (3× 4) periodicity, which we label BNII. The green line in Fig. 4.53(b)
illustrates the corresponding diffraction pattern with the h-BN Moiré diffraction peak being still present
next to the first order Ru peak. As shown in a two-dimensional diffraction scan in Fig. 4.62, the (3× 4)
peaks are not a subset of the h-BN Moiré pattern. In addition, a smaller peak to the left of the first
order Ru peak becomes visible which can be attributed to a substrate reconstruction peak [385] due to
the h-BN growth.
To monitor the growth of the BNII structure we use a smaller borazine overpressure while holding the

sample temperature at 915 K. Fig. 4.56(a) shows the evolution of the BNII and the BNI structure as
blue and green curves, respectively. Here, the red line is again the integrated peak intensity of the h-BN
diffraction peak. Immediately after exposing the surface to borazine, the BNI structure increases together
with the h-BN peak. Further exposure leads to a decay of the BNI structure, while the h-BN feature
still rises, indicating the growth of h-BN islands. At 7 L the h-BN diffraction peak saturates, while at the
same time the BNI structure disappears. At this stage the h-BN overlayer is complete and after further
dosing of borazine, the BNII structure starts to emerge. As discussed later this may be interpreted as a
second layer being formed on top of h-BN.
The measurement was repeated at an even lower dosing pressure, while holding the sample at the lower

temperature of 880 K. In Fig. 4.56(b) the same behaviour is reproduced, yielding a h-BN layer with two
additional structures, except that the emergence is delayed to longer/higher exposures, thus indicating a
kinetically driven conversion.
With continuing borazine exposure to 20 L in Fig. 4.56(b), the BNII structure reaches its maximum

with no further changes in the scattered intensity. Together with the rise of the BNII structure the h-BN
peak intensity slowly starts to decay, likely due to diffuse scattering from additional adsorbates at the
surface or from domain walls of the BNII structure. Increasing the surface temperature to 1000 K gives
rise to a decay of the BNII structure while the h-BN peak intensity starts to recover to its original value.
Further temperature increase accelerates this process giving rise to a faster transition/conversion until
the intermediate peaks disappear, leaving behind only the h-BN layer. Such a behaviour illustrates that
ultimately h-BN is the most stable structure. Even though the borazine overpressure was still present,
no additional peaks formed and the h-BN overlayer is the only remaining structure at the surface.
From Fig. 4.56(b) it becomes evident, that in contrast to the BNI structure, the BNII structure is
much more stable at higher temperatures since the (3 × 4) diffraction peaks are observed up to 1000 K.
Further increase of the temperature to ≈ 1200 K gives rise to the surface migration of bulk-dissolved
carbon, leading to the formation of graphene (see Appendix B: Supplementary diffraction scans) and
thus eventually destroys the h-BN overlayer. The latter may open up the possibility to study the growth
of h-BN/graphene heterostructures [404–407] but is beyond the scope of the current study.
From our experiments it is likely that the BNII structure is a second chemisorbed layer on top of

already grown h-BN. Earlier works on an Ir(111) substrate showed the evolution of additional compact
reconstructed regions with (6 × 2) superstructure, which were attributed to reconstructed boron areas
[408]. On the other hand, CVD growth on polycrystalline Cu provided evidence for boron dissolution
into the bulk together with multilayer h-BN formation via intercalation [409]. However, both systems
and studies are significantly different from our approach. E.g., the different behaviour in the first study
could be due to changes of both the lattice constant and the h-BN-substrate bonding between Ru and Ir.
The BNII structure, as a second chemisorbed layer, consists of partly or completely dehydrogenated

borazine molecules with a desorption temperature slightly above our performed measurements, since we
see an adsorption/desorption equilibrium at temperatures <≈ 1000 K with an ultimate desorption at
temperatures above this value. The existence of such a structure might be a precursor to multilayer
synthesis if the original h-BN layer is of poor quality providing a high density of growth nuclei and thus
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Figure 4.56: Peak areas of the characteristic diffraction peaks representing the different structures versus borazine
exposure. After the BNI structure has disappeared the h-BN peak saturates giving rise to a conversion
and further exposure leads to the rise of the BNII structure. Due to a higher substrate temperature
of 915 K in (a), the BNI structure disappears already after an exposure of ≈7 L compared to 10 L at
880 K in (b), thus indicating a kinetically driven conversion. Dosing in (b) is then further continued
with subsequent changes of the surface temperature as stated above the diagram. After long enough
exposure the BNII structure disappears leaving a strong h-BN intensity behind.

explaining the reports of multilayer growth [409–412].
In a set of additional DFT calculations summarised in Tab. 4.9, we considered also the possibility of

borazine adsorption on top of h-BN/Ru as well as the formation of bi-layer h-BN [409–412]. However,
we can rule out the latter according to our deposition measurements, since we do not detect oscillations
of the BNII structure or observations of any other periodicity, that would be indicative of multilayer
h-BN growth. In line with the multi-stage process of h-BN bulk formation it is more likely that the BNII

structure consists of adsorbed molecules or polymerised borazine structures - with a weaker bonding
compared to the first h-BN layer and therefore more likely to desorb. Further unlikely scenarios are
discussed in Appendix C: Supplementary discussion.

h-BN growth diagram on Ru(0001) The combination of measurements and DFT calculations allows
us to conclude that the whole system passes through various structural phases:

Ru + BZ→ BNI + h-BN→ h-BN→ BNII + h-BN→ h-BN ,

with the outcome depending strongly on substrate temperature, borazine exposure and the point where
one stops. In particular, the surface temperature strongly influences the kinetics and thus the duration
and appearance of the additional superstructures. Combining the experimental results we derive a growth
diagram as shown in Fig. 4.57, which describes the phenomenology of various structures arising during
the CVD growth of h-BN on Ru(0001).
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Figure 4.57: Schematic growth diagram of the different BN structures observed on a Ru surface within various
temperature ranges and with increasing borazine exposure. At temperatures below 750 K no periodic
structure is formed, while above, a (3×3) pattern is observed, disappearing again at higher exposures.
Above 880 K the (3×3) structure precedes the growth of h-BN, with the temperature being necessary
for the formation of h-BN. With increasing borazine exposure, the latter is followed by a structure
with (3 × 4) periodicity with respect to the Ru lattice, leading again to h-BN after long enough
exposure. (See text for a precise explanation of the structures.)

Below 750 K no periodic overlayer structure on the Ru(0001) surface is found. Between 750 and
880 K the BNI structure forms on the surface which upon further borazine exposure vanishes and leaves
a disordered phase behind. The minimum temperature to form a h-BN overlayer on the surface was
determined to be 880 K. Above this temperature we observe additional structures, starting with a (3×3)
structure (BNI) followed by a (3×4) periodic diffraction pattern (BNII). These structures always appear
in addition to the h-BN layer and ultimately vanish, leaving a complete h-BN overlayer behind (see
Fig. 4.53(a) for a diffraction scan of a complete h-BN overlayer without any additional structures).

h-BN periodicity and reconstruction Finally, we illustrate that the h-BN periodicity and superstruc-
ture are strongly dependent on the experimental parameters, in particular the growth temperature. It
is well known that h-BN forms a Moiré pattern on the Ru(0001) surface [380, 382] due to the small
lattice mismatch between ah−BN = 2.505Å and aRu(0001) = 2.706Å [413, 414]. At room temperature,
such a mismatch results in a superstructure where 13 unit cells of h-BN coincide with 12 unit cells of
Ru: (13× 13) on (12× 12). On the other hand, previous studies on a similar substrate showed that the
h-BN overlayer and the substrate lock in at the temperature during the growth with the strong interlayer
bonding causing the superstructure ratio to remain constant after cooling back down [415].
We show that the same holds for different growth temperatures of h-BN on Ru(0001). Detailed diffrac-

tion scans around the h-BN (01)-peak in Fig. 4.58 illustrate that for a h-BN synthesis at 1020 K (blue
curve), the h-BN peak at |∆K/G01| = 1.067 fits a superstructure ratio of 16/15 perfectly, as shown by the
green vertical dash-dotted line. Upon growing the h-BN overlayer at a lower temperature of 900 K (cyan
curve) the h-BN peak appears at a ratio of 13/12. The small peaks to the left of the first order Ru peak
in Fig. 4.58 originate from the surface reconstruction with a 14/15 and 11/12 ratio, respectively. These
reconstruction peaks can only arise if the system exhibits a true commensurate superstructure [415, 416].
Our HAS measurements show a strong temperature dependence and thus a strong “lock-in” effect, with
additional details and calculations for the superstructure ratio in Appendix D: Supplementary details
about the h-BN superstructure. Compared to X-ray diffraction where a commensurate 14-on-13 super-
structure was reported [385], we see that only h-BN growth at lower temperature (900 K with a borazine

134



4.8 In Situ Analysis of Intermediate Structures in 2D Materials Growth: h-BN on Ru(0001)

Figure 4.58: Diffraction scans of the h-BN periodicity illustrate that the exact superstructure of the overlayer
depends on the growth temperature, with the blue scan for h-BN grown at 1020 K and the dashed
cyan curve for h-BN grown at 900 K. The h-BN peaks at the right-hand side of the Ru peak at
|∆K/G01| = 1 show, that h-BN adopts a larger superstructure with increasing growth temperature.
Due to the decreasing lattice mismatch the overlayer adopts a 16/15 ratio versus a 13/12 ratio at
900 K. The “lock-in” effect (see text) is confirmed by the small (substrate) reconstruction peaks on
the left-hand side. For better identification of the peaks a linear background was subtracted from the
untreated data and the sample was subsequently cooled down to room temperature for the duration
of the scan.

exposure of 15 L) followed by a slow subsequent cooling provides a 13 over 12 superstructure, similar
to previous studies [380]. After all, compared to the h-BN/Rh(111) system [417], the bonding strength
of the N-atoms to the Ru substrate is predicted to increase and thus one expects a stronger “lock-in”
effect on Ru as observed above. Moreover, due to HAS being strictly surface sensitive, our results can be
interpreted as scattering that stems solely from the h-BN nanomesh while other methods may contain
contributions from the substrate structure. E.g, a coincidental overlay of the flat h-BN monolayer on a
completely flat Ru substrate would not give rise to a diffraction pattern as shown in Fig. 4.53(a) and
Fig. 4.58. Together with the above reported additional structures, it confirms the complexity of the whole
system and its dependence on minute changes of the growth parameters.

Conclusion

In summary, we investigated the growth of h-BN on a Ru(0001) substrate using helium atom scattering.
Employing various growth conditions, characteristic periodic structures are measured during borazine
exposure in addition to the h-BN diffraction peak as outlined in the diagram of Fig. 4.57. Between
750 and 880 K a structure with (3 × 3) periodicity, that precedes the growth of h-BN, is observed with
the minimum temperature necessary to form a h-BN overlayer being 880 K. Above this temperature,
in addition to the emerging h-BN layer, we observe additional structures with a (3 × 3) superstructure
followed by a (3× 4) diffraction pattern, eventually disappearing and leaving a complete h-BN overlayer
behind.
It is clearly evident from our observations that a precursor structure precedes the growth of h-BN at

lower temperatures and an additional structure co-exists with h-BN at higher temperatures. Both are
strongly dependent on the growth conditions, but always transform into a fully h-BN covered substrate
at sufficiently high temperatures, thus confirming that the latter is the thermodynamically most stable
structure.
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We believe that these intermediate metastable structures may be present in many more systems where
2D materials are grown based on precursor-based CVD, at least at lower temperatures and for higher
amounts of excess hydrogen compared to the “ideal” growth conditions. In the case studied here, they
ultimately always transform into the complete 2D layer - and thus usually higher temperatures are
reported as the “ideal” growth conditions for h-BN in the literature.
These intermediate structures seem to have been largely overlooked so far. Possibly, because they are

difficult to detect owing to experimental complications since the structural advent of 2D materials is often
not investigated during the growth itself, or is only accessible ex situ. More importantly, with increasing
growth temperature the transformation to h-BN may occur so fast that they are easily missed [383].
The strong dependence regarding the emergence of these structures on temperature and exposure

suggests that further uncovered “routes” and polymerisation steps are viable and the system may present
an ideal playground to end up with different nano-structures. It further suggests that a careful tuning of
the growth conditions via temperature and excess hydrogen from the precursor may provide new broadly
applicable strategies for controlling the growth of specific nanostructures. Additional possibilities involve
changing the substrate or the precursor gas, and hence tuning the thermochemistry of the surface-
adsorbate complex which may further alter the subsequent reaction pathway. E.g. by changing the
substrate, the metal-N bond strength may be tuned since one expects the bonding strength to increase
as one moves from right to left in the transition metal series. We hope that the wide ranging implications
for a controlled growth of 2D materials and nanostructures will stimulate a broad range of new research,
understanding and application.

Methods
Experimental section All experimental data was obtained with the Cambridge spin-echo apparatus

which uses a nearly monochromatic atomic beam of 3He. The helium atoms scatter off the sample in a
total scattering angle of 44.4° and an incident energy of 8 meV. The parallel momentum transfer ∆K
is given by ∆K = |∆K| = |Kf − Ki| = |ki| (sinϑf − sinϑi), with ki being the incident wavevector
and ϑi and ϑf the incident and final angles with respect to the surface normal, respectively. Compared
to techniques such as scanning tunnelling microscopy, HAS averages over larger surface areas, typically
≈ 3 mm2. A more detailed description of the apparatus can be found elsewhere [17, 18, 78]. The
Ru(0001) surface was cleaned by Ar-sputtering and annealing to 1300 K with subsequent O2 treatment
to not less than 20 L at 700 K. The adsorbed O2 was removed by repeated flashing cycles to 1200 K. The
cleanliness of the sample was determined by helium reflectivity measurements and diffraction scans to
show no features of adsorbed species . After reaching reflectivities of ≈ 23% the sample was ready for the
various dosing conditions. h-BN overlayers were removed by oxygen treatment at a sample temperature
of 900 K, followed by the cleaning explained above. Borazine was provided by Katchem and supplied to
the sample by backfilling the chamber through a leak-valve with typical overpressures between 1× 10−9

and 5× 10−8 mbar.

Computational methods For the DFT calculations we employed CASTEP [418], a plane wave peri-
odic boundary condition code. The plane wave basis set was truncated at an electron energy cut-off of
400 eV and we employ Vanderbilt ultrasoft pseudopotentials [419]. The Brillouin zone was sampled with
a (4×4×1) Monkhorst-Pack k-point mesh [212]. The Perdew Burke Ernzerhof exchange correlation func-
tional [211] was applied in combination with the Tkatchenko and Scheffler dispersion correction method
[170]. The Ru(0001) surface was modelled by a 5-layer slab in a (3 × 3) supercell, and an additional
15Å vacuum layer for separating the periodically repeated supercells in the z-direction. Positions of the
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atoms in the adsorbate and in the top three layers of the Ru substrate were left fully unconstrained. For
the structural optimisations, the force tolerance was set to 0.05 eV/Å.
The adsorption energies Eads are defined to be:

Eads = Etot(x+ n y)− Etot(x)− nEtot(y)

where Etot(x+n y) is the total energy of the system, Etot(x) is the energy of the substrate, Etot(y) is the
energy of the adsorbate and n is the number of adsorbed molecules. The more negative Eads, the more
thermodynamically favourable it is for the species to adsorb.
In order to compare the intermediate structures with a different number of atoms we calculate the

binding energy Ebin relative to Ru(0001) + 3 borazine molecules (3 borazine molecules are needed to
form h-BN on a (3× 3) cell) by appropriately adding or subtracting the energy of H2 and borazine in the
gas phase, to preserve stoichiometry:

Ebin = Etot + nH

2 Etot(H2) + nBZEtot(BZ)− Etot(Ru)− Etot(3BZ)

where Etot is the total energy of the system, Etot(H2) and Etot(BZ) are the energies of H2 and borazine
which remain in the gas phase, respectively and Etot(Ru) and Etot(3BZ) are the total energies of pristine
Ru(0001) and 3 borazine molecules in the gas phase. The more negative Ebin, the stronger the binding
and it becomes thermodynamically more favourable for the species to form.

Acknowledgement

The authors are grateful for financial support by the FWF (Austrian Science Fund) within the project
P29641-N36. We would also like to thank W. Allison for helpful discussion regarding the interpretation
of the data and Chris Pickard for additional structure calculations based on a neural network approach
and Moritz Will for his advice in terms of the precursor (borazine) purchase and treatment. A. R.
acknowledges funding by the Doctoral School and a scholarship of TU Graz. The authors acknowledge
use of facilities at and support by the Cambridge Atom Scattering Centre (https://atomscattering.phy.
cam.ac.uk) and the EPSRC award EP/T00634X/1 with the help of J. Ellis. M.S. is grateful for support
from the Royal Society (URF/R/191029) and funding through the EPSRC (EP/S029834/1).

Appendices

Appendix A: Supplementary DFT calculations

The energetically most favourable adsorption site for a single intact borazine molecule per (3×3) supercell
according to DFT calculations is shown in Fig. 4.59(a). The adsorption sites (top, hcp, fcc, b) are given
relative to the centre of the borazine molecule.
In addition to the calculations for one borazine molecule given in the main text we show the results for

the intact and partly dehydrogenated molecule with an initial rotation of 0◦ in Tab. 4.8. When comparing
the results we now see that in this case the hcp site is energetically most favourable with an adsorption
energy of Eads=−8.85 eV. If the borazine molecule is initially placed on a bridge site it undergoes a
transition to the hcp position. Still, the results for the 60◦ rotation are energetically more favourable by
≈ 0.1 eV.
Fig. 4.59(c,d) shows that the outcome for calculations considering three partially dehydrogenated bo-

razine molecules on Ru(0001), results in a structure similar to h-BN, except for the fact that the H
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Figure 4.59: (a) depicts the outcome of vdW-corrected DFT calculations for one borazine molecule (B3N3H6) on
Ru(0001), with the most favourable adsorption site being the fcc position. All possible adsorption
sites are given with their according labels. (b) shows the top and side-view of h-BN on Ru(0001) with
the corresponding interatomic distances. In (c) and (d) the optimised geometry for three partially
dehydrogenated borazine molecules is illustrated, which essentially forms a hydrogenated version of
h-BN/Ru(0001). Here (c) represents a “local” minimum as also seen from Tab. 4.9. The hydrogen
atoms stick out of the surface, yielding a high corrugation and hence the buckling will be different
once the structure is dehydrogenated, such as for a complete h-BN layer with its corrugation reflecting
the Moiré pattern.

atoms remain attached to the boron/nitrogen atoms. For comparison, Fig. 4.59(b) depicts the optimised
structure for h-BN/Ru(0001).
Tab. 4.9 illustrates that hydrogenation of the h-BN overlayer becomes thermodynamically unfavourable

due to the correction with respect to molecular hydrogen in the gas phase and the high binding energy of
the latter. The result is in line with hydrogenation experiments of metal supported h-BN, where atomic
hydrogen exposure is required in order to facilitate the hydrogenation [393]. Interestingly, in contrast
to h-BN/Ni(111) [393], H adsorption on top of the N-site is slightly more favourable than on top of the
boron site for h-BN/Ru(0001) as can be seen from the adsorption energy per hydrogen atom.
From the side view in Fig. 4.59(c,d) it becomes evident that the closest atom to the Ru substrate and

the bond length change, depending whether nitrogen or boron remain hydrogenated. In Fig. 4.59(d) the
hydrogen atoms appear to “pull” the boron away from the surface by 0.5Å and the sp2 hybridised bonds
to nitrogen gain more sp3 character. Therefore the boron atom moves away from the surface to optimise
these bonds, forming a tetrahedral (bond angle 106°). Likewise the nitrogen binds to the Ru orbitals,
thus moving closer to the surface. If hydrogen desorbs from this structure pure h-BN is formed, as seen
in Fig. 4.59(b). The boron-nitrogen bonds become stronger and therefore boron moves 0.5Å towards the
Ru, to be in the same plane as the nitrogen. In addition the nitrogen orbitals are populated from the
boron and the nitrogen-Ru interaction is weakened, resulting in a movement of the nitrogen atoms 0.11Å
away from the Ru surface. For pure h-BN on Ru, the boron atoms are positioned only slightly lower
than the nitrogen atoms (0.14Å). This may reflect the gain in stability from Ru-B bonding when boron
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Table 4.8: DFT calculations for the adsorption structures of the borazine precursor on Ru(0001), based on a
(3×3) supercell with one molecule per cell. The results are shown for an intact (B3N3H6) and partially
dehydrogenated (B3N3H3) adsorbate, considering various initial adsorption sites and a rotation of 0°.
The adsorption energies Eads are given for the final optimised adsorption site and ∆E is the difference
with respect to the minimum energy configuration of the system with the same dehydrogenation state.

B3N3H6 B3N3H3

Site Eads (eV) ∆E (eV) Site Eads (eV) ∆E (eV)

fcc -1.28 2.80 fcc -5.96 2.99
top -1.21 2.87 top -6.60 2.35

b→hcp -3.99 0.08 b→hcp -8.85 0.11
hcp -3.99 0.08 hcp -8.85 0.11

is moved slightly into the hole site, compared to maintaining perfect sp2 hybridised bonds.
As mentioned in the main text, we considered also borazine adsorption on top of h-BN/Ru as well as the

formation of bi-layer h-BN. The physisorption energies are shown in the lower part of Tab. 4.9, illustrating
that both are thermodynamically favourable with a stronger physisorption energy for a second h-BN layer
on top of h-BN/Ru. On the other hand, the corresponding binding energy for a single complete h-BN
layer is −6.74 eV upon formation from 3 borazine molecules per supercell on Ru(0001). In the following
we consider a possible route to the complete h-BN layer starting from the precursor structure as described
in the main paper.

Figure 4.60: Schematic of the possible route from the partially dehydrogenated precursor structure to h-BN via
several intermediate structures based on vdW-corrected DFT calculations. As noted in the text,
the precursor structure is already quite close to the binding energy for the complete h-BN layer.
In contrast to the DFT calculations, where entropy contributions were not considered, additional
dehdrogenation and bond breaking may occur due to the high experimental temperatures.

Fig. 4.60 shows the route through various steps based on DFT calculations. The first (precursor)
structure is strongly bound with a binding energy Ebind (see Computational methods) of −6.28 eV in
relation to the bare Ru surface and the molecules in the gas phase. The next step towards h-BN formation,
involves dehydrogenation. The calculations show that if the three hydrogen atoms are detached only from
the boron atoms they eventually reattach to the same boron sites. Therefore, initially the hydrogen atoms
are detached from the nitrogen atoms which adsorb on the Ru substrate within the nanopores, yielding a
binding energy of −3.27 eV. At sufficient surface temperature eventually all hydrogen atoms will desorb
from the surface yielding the third structure with a less favourable energy of 1.26 eV. If now the nanopore
is filled with one additional borazine atom, h-BN is formed yielding the lowest binding energy (−6.74 eV).
Therefore we conclude that the first structure is nearly as stable as h-BN and that on the route to h-BN
several energy barriers have to be overcome. It should be mentioned however, that the calculations were
performed at 0 K and that no entropy contributions were considered.
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Table 4.9: DFT calculations for different configurations/structures with their respective energies.

Configuration Adsorption energy per H
atom (eV)

Adsorption site

hydrogenated h-BN/Ru 0.84 H on top of B
hydrogenated h-BN/Ru 0.81 H on top of N

Configuration Physisorption energy
(eV)

Stacking

h-BN on h-BN/Ru -2.09 AB
Borazine on h-BN/Ru -0.73 AB

Appendix B: Supplementary diffraction scans

h-BN, sometimes also called “white graphene”, typically forms a Moiré pattern on the surfaces of reactive
transition metals such as Rh(111) or Ru(0001), as mentioned in the main text. The two-dimensional h-BN
layer on such surfaces exhibits periodic nanometric structures, often called “nanomesh”, with areas which
are elevated from the surface, and areas closer to the surface. In Fig. 4.61 the characteristic diffraction
pattern of the clean Ru sample (green) is compared to two overlayers on the same substrate. The scans of
the single layer graphene and h-BN covered Ru show additional peaks close to the specular and first order
Ru diffraction peaks. The blue curve depicts the scattering result for a graphene monolayer on Ru which
has been studied extensively in earlier works [420, 421]. The graphene layer was grown by heating the Ru
crystal to 1250 K for several minutes. Leaving the crystal at such high temperatures brings the carbon out
of the bulk which then forms the honeycomb single layer graphene sheet. Graphene forms a (12-on-11)
superstructure in which a (12×12) supercell of graphene coincides with a (11×11) supercell of ruthenium,
giving rise to additional diffraction peaks at |∆K/G01| = 1/11 ≡ 0.09 and |∆K/G01| = 12/11 ≡ 1.09.

Figure 4.61: Angular diffraction patterns using helium scattering. Comparison of the diffraction scans of the
clean Ru(0001) surface (green), graphene on Ru (blue) and h-BN on Ru. The purple dash-dotted
line indicates the first order diffraction position and the red dotted lines the h-BN reconstruction
peaks.

The diffraction pattern for h-BN on a Ru substrate is depicted in red in Fig. 4.61. Earlier works indicate
that h-BN forms a (13-on-12) superstructure which can be identified by position of the diffraction peaks
[422]. Indeed the feature originating from the h-BN nanomesh to the right of the Ru diffraction peak
shifts to smaller values of |∆K/G01| with respect to graphene, giving rise to a bigger supercell.
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In Fig. 4.61 the scans for pure Ru and graphene were performed at a sample temperature of T = 550 K
while the scan of h-BN was taken at 248 K. Due to thermal expansion it gives rise to a deviation of the
position of the first order substrate (Ru) peak for the h-BN scan compared to the other two measurements
as indicated by the purple line. In all scans the specular peak (at |∆K/G01| = 0) was cut off due the
high intensity and the first order diffraction peak of the Ru surface corresponds to |∆K/G01| = 1.
In addition Fig. 4.61 clearly shows that the background intensity between the Ru diffraction peaks

is much lower, indicating less inelastic scattering and fewer diffuse scattering when probing the clean
Ru crystal. In both diffraction scans of h-BN and graphene the background increases by two orders of
magnitude due to the increase of diffuse scattering. In addition, adlayers change the corrugation at the
surface which is observed by the He atoms. X-ray studies showed that the peak-to-peak corrugation
height of graphene is (0.82± 0.15), whereas for the uppermost Ru-atomic layer it is (0.19± 0.02) [422].

Figure 4.62: 2-dimensional scan of the (3×4) structure of the adsorbed borazine molecules on the Ru surface. The
polar plot consists of 22 individual logarithmic diffraction scans at various azimuthal orientations ϕ
and a surface temperature of 300 K. The red circles indicate the calculated scattering positions for
a (3× 4) superstructure while the green crosses mark the Ru diffraction positions. Three exemplary
scans at the top are drawn to elucidate the diffractions peak positions in dependence of ϕ.

Performing a two-dimensional (2D) scan confirms that the diffraction peaks in the 1D angular diffraction
scan of Figure 4.53(b) in the main text are correctly assigned to a (3 × 4) periodicity and cannot be
explained as a subset of another periodicity or as domains with different rotations. Therefore we performed
diffraction scans at various azimuthal orientations, since the BNII structure has very distinct diffraction
peaks in the high symmetry direction as well as along other azimuthal orientations. By rotation of the
azimuthal angle of the sample a 2D-plot in reciprocal space can be created (see Fig. 4.62). The green
cross marks the Ru diffraction peak while the red circles indicate the calculated positions of the (3× 4)
structure peaks. In the top panel three exemplary diffraction scans at specific azimuthal angles ϕ are
depicted. Small angles close to the specular peak are not shown due to their high intensity in all scans.
The identification of the peaks verifies the assumption that the (3× 4) structure is present in addition to
the h-BN layer on the surface and cannot be explained e.g. as being part of another superstructure or
rotated domains of a (3× 3) structure.

141



Chapter 4 Results

Appendix C: Supplementary discussion

In the following we discuss further scenarios of the BNII structure. As mentioned in the main text,
the surface temperature strongly influences the kinetics and thus the duration and appearance of the
additional superstructures. At temperatures above 1000 K the (3×4) structure (BNII) slowly vanishes (see
Figure 4.56 in the main text) which leads to the assumption that either strongly bound atoms/molecules
desorb into the gas phase or convert into another structure. As mentioned earlier the dehydrogenation of
borazine already starts at lower temperatures [389] leading to the assumption that the adsorbed species
on Ru(0001) are at least partly dehydrogenated.
In the following we provide several scenarios for the origin of the (3 × 4) structure and discuss their

plausibilities. The results could be interpreted as if borazine converts upon adsorption to both h-BN
and a (3 × 3) structure (BNI). However, given the results which are reported in the main paper, it is
clear that borazine only adsorbs in a (3 × 3) superstructure, and at 880 K a (relatively fast) conversion
to h-BN occurs. The h-BN and BNI structure grow together until the BNI reservoir is depleted, and no
more h-BN is created. At this point we can conclude that the (3× 4) (BNII) is not a precursor to h-BN
and is also not converted from the BNI structure. Since the (3× 3) peaks degrade completely, the rise of
the BNII structure does not compete with the conversion of the BNI structure to h-BN.
When looking at Figure 4.56 in the main paper one might also think that after the BNI structure

vanishes and the h-BN peak saturates, that the h-BN monolayer is complete and the additional borazine
exposure gives rise to a second layer being formed. This layer could consist of partly dehydrogenated
borazine forming a periodic structure on top of the existing h-BN layer. According to literature, the CVD
process for h-BN growth is usually considered to be self-terminating after a single layer, while some works
also showed that multilayers are formed [409], however, typically these require different growth approaches
[411, 423–425]. As described in the main paper, from our experimental observations we can rule out the
behaviour of multilayer h-BN growth and ascribed the BNII structure to a second chemisorbed layer on
top of h-BN.
Another possible scenario would be the growth of a superstructure in-between the already grown h-BN

islands. As mentioned in the main manuscript an earlier work investigated the CVD growth of h-BN on
Ir(111) and identified a (6 × 2) superstructure in-between the h-BN islands [408]. A similar behaviour
could lead to the formation of a (3× 4) structure in-between the h-BN islands on Ru. This intermediate
structure eventually upon further borazine exposure converts into h-BN which connects the previously
formed h-BN islands. However the areas which formed under this condition are less stable since they
convert back to a (3× 4) structure upon heating of the sample (see phenomenological cycle equation in
the main paper). Upon further annealing of the surface the structures in-between the stable h-BN islands
eventually desorb from the surface leaving behind some h-BN islands.

Appendix D: Supplementary details about the h-BN superstructure

Looking at the thermal expansion coefficients of bulk h-BN and the Ru(0001) surface gives a rough
estimation for the temperature at which the 13/12 superstructure is favourable. The thermal expansion
of bulk h-BN [426] and the Ru surface [427] are given by:

ah−BN = 2.505− 7.42× 10−6 · (T − 297) + 4.79× 10−9 · (T − 297)2 (4.42)a
aRu = 2.706 + 9.22× 10−6 · (T − 293) (4.42)b

Here the lattice constant for Ru aRu = 2.706Å was taken for a surface temperature of 293 K, with 297 K
for ah−BN, hence the subtraction of these values.
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Figure 4.63: Thermal expansion for the Ru surface (upper left panel) and bulk h-BN as well as monolayer (ML)
h-BN (lower left panel). The ratio of the Ru surface lattice constant and the h-BN lattice constant
versus temperature (right panel) provides an estimate of the expected superstructure. The grey
horizontal lines depict the respective superstructure ratios while the dashed vertical line indicates a
growth temperature of 900 K.

The Ru thermal expansion is depicted in the upper left panel of Figure 4.63, while the slope of bulk
h-BN is shown as a blue line in the lower left panel. In addition, the thermal expansion for a single
monolayer (ML) of h-BN as calculated by Thomas et al. [428] is drawn in orange. Taking the ratio of
the values for h-BN and Ru then yields the expected superstructure at a given surface temperature, as
shown in the right panel of Figure 4.63. The expected fraction of 13/12 nicely fits the value of 900 K
when using the bulk value of the thermal expansion.
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Chapter 5

Summary and conclusion

Within this presented work the experimental technique of helium atom scattering from surfaces was used
to gain information on the structure, interaction and dynamics of various surfaces. The thesis consists
of selected publications investigating the topological insulators Bi2Se3(111) and Sb2Te3(111), the vicinal
semimetal Bi(114) and the two-dimensional material hexagonal boron nitride.
The atom-surface interaction potential for the He–Bi2Se3(111) system is determined by analysing

selective adsorption resonances in the angular distributions of scattered helium atoms. First, the laterally
averaged atom-surface interaction potential is obtained which is then further improved and refined based
on close-coupled calculations in order to determine an accurate three-dimensional interaction potential.
The scattering intensities are best represented by a corrugated Morse potential with a well depth D =
(6.54± 0.05) meV and a stiffness κ = (0.58± 0.02)Å−1. The surface electronic corrugation varies slightly
depending on the incident beam energy with an average of (5.8±0.2)% of the lattice constant. In addition
the lifetimes of the helium atoms in the various bound states are determined.
This systematic approach to get information about the fundamentals of weak adsorption systems in

the van der Waals regime is generalized in the subsequent publication. Helium scattering data are
used to determine the interaction potential for the He–Sb2Te3(111) system, followed by a comparative
overview and perspective of recent results for topological semimetal and insulator surfaces. Moreover, the
possibilities of calculating helium-surface interaction potentials from ab initio calculations are discussed.
In addition, the effects of elastic and inelastic scattering on the linewidth and lifetime of the trapped He
atom is presented with an outlook on future developments and applications.
In the following article, Bi2Se3 was investigated with respect to its surface dynamical properties. Using

time-of-flight measurements, the surface phonon dispersion curves of Bi2Se3 along both high symmetry
directions are obtained. A comparison with density functional perturbation theory calculations shows
excellent agreement with the experimental data except for two additional dispersion curves below the
Rayleigh mode, which are attributed to collective low-energy excitations of surface electrons. From the
attenuation of the specular intensity the electron-phonon (e-ph) coupling is found to be λ = 0.23.

In the same experimental manner the vibronic states of Sb2Te3(111) were determined in the next work.
From the slope of the Rayleigh mode the phonon group velocity is estimated to be vR ≈ 1600 m s−1.
Furthermore, additional inelastic scattering events such as resonance enhancement, kinematical focusing,
focused inelastic resonances and surfing are observable in helium atom scattering from Sb2Te3.
In the following publication the dimerization transition of Bi(114) below (245± 8) K is reported, which
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is driven by vibrational properties and e-ph coupling in this system. The phase transition is accurately
monitored by looking at the helium diffraction peaks as well as in time-of-flight spectra at the charge
density wave half-order peaks.
Additionally, an approach for the determination of the e-ph coupling strength for topological semimetal

surfaces from the thermal attenuation of the helium diffraction peaks is described. Using this novel
method, the e-ph interaction parameter λ for the topological insulators Bi2Se3, Sb2Te3, Bi2Te2Se as well
as for the charge-density-wave system Bi(114) are compared. For these materials most of the appreciable
e-ph interaction is provided by quantum well states, as long as these are located at the Fermi level. This
new application of HAS for λ-analysis from topological semimetal surfaces qualifies He atom scattering
as a universal tool for the measurement of e-ph coupling in conducting low-dimensional systems.
Lastly, the in situ investigation during the chemical vapour deposition of hexagonal boron nitride

on Ru(0001) revealed a precursor phase in the formation of the 2D-layer. The observation of various
nanostructures allows for the determination of a temperature dependent growth diagram. These findings
have implications for the wider class of chemical vapour deposition processes with potential applications
based on exploiting these intermediate structures for the synthesis of covalent self-assembled 2D networks.
In summary, all presented publications demonstrate that helium atom scattering provides a sensi-

tive technique to determine the atom-surface interaction, surface phonon dispersion, energy dissipation
processes in terms of the e-ph interaction parameter and in situ growth investigations. The obtained
experimental studies of TIs and a semimetal promise to evolve a more general picture about the surface
dynamics and the atom-surface interaction of these peculiar surfaces and offer new perspectives in future
applications.
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