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A B S T R AC T

Computational modeling is a major cornerstone in the highly active �eld of mate-
rials physics. Being able to reliably model systems quantum mechanically from
�rst principles gives rise to novel possibilities for investigating material properties.
Some of the most successful and widely used approaches in condensed matter
physics are based on ab-initio density functional theory, which is also used in the
�eld of organic electronics, photovoltaics and battery systems. Experimentally,
X-ray photoelectron spectroscopy plays an important role in the investigation of
the chemical composition and electronic structure of nano materials and surfaces.
Here, ab-initio simulations provide crucial support for the interpretation of com-
plex spectra and are able to produce additional insights concerning the expected
properties of hybrid inorganic-organic systems without the need to synthesize
them �rst.

In the �rst part of this thesis, the applicability of slab-type density functional
theory-based band structure calculations to model X-ray photoelectron spectra
using the �nal state approach is investigated. When simulating core-hole exci-
tations in hybrid inorganic-organic systems the calculations can be �awed by
introducing spurious collective electrostatic e�ects due to the applied periodic
boundary conditions utilized by the computational methodology.

In the second part of this thesis, the potential of X-ray photoelectron spectroscopy
measurements for determining interface dipoles of organic self-assembled mono-
layers on metal substrates is investigated. It is shown that for densely packed
monolayers the interface dipole can be directly assessed via the shifts of the X-ray
photoelectron specta. Furthermore, these shifts also directly correlate with the
adsorption-induced work function change in the absence of polar tail groups in
the adsorbate molecules.

In the third part of this thesis, the impact of the aforementioned collective electro-
static e�ects is investigated within the realms of molecular electronics by assessing
the applicability of a single level model to determine the transition voltage. For
this, di�erent molecular junctions, comprised of molecular clusters of varying size
and molecules arranged in an orderly fashion with di�erent coverages are investi-
gated. The transition voltage can be acquired by means of a Fowler–Nordheim-like
plot utilizing the current-voltage characteristics as long as collective electrostatic
e�ects do not shift the energetic level alignment in such a way that Fermi level
pinning occurs.

Finally, a brief outlook is given of how collective electrostatic e�ects could be used
to create novel quantum structures in molecular electronics.
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Z U S A M M E N FA S S U N G

Im hochaktuellen Forschungsgebiet der Materialphysik spielen Computersimu-
lationen eine fundamentale Rolle. Mit Hilfe von quantenmechanischen ab-initio
Simulationen können auch komplexe Materialeigenschaften berechnet werden.
Einige der vielseitigsten und erfolgreichsten Methoden für die Modellierung von
organisch-anorganischen Nanomaterialien, die auch in der organischen Elektronik,
Photovoltaik und Batterietechnik Anwendung �nden können, beruhen auf der
Dichtefunktionaltheorie (DFT). Bei der experimentiellen Untersuchung der chemi-
schen Zusammensetzung sowie der elektronischen Struktur von Nanomaterialien
spielt die Röntgenphotoelektronenspektroskopie (XPS) eine besondere Rolle. Für
die Interpretation von komplexen Röntgenphotoelektronenspektren (XP-Spektren)
leisten Simulationen einen nicht zu unterschätzenden Beitrag und sind darüber
hinaus in der Lage, experimentiell nicht zugängliche Größen zu bestimmen, sowie
Aussagen über Eigenschaften von Materialien noch vor deren Synthese zu tre�en.

In der vorliegenden Arbeit wird im ersten Teil die Anwendbarkeit der sogenannten
�nal-state Methode untersucht, welche bei der Berechnung der Anregungsenergie
quantenmechanische Relaxationse�ekte und Abschirme�ekte berücksichtigt. Die-
se nutzt Bandstrukturberechnungen als Grundlage um XP-Spektren zu simulieren.
Es wird gezeigt, dass diese Methode falsche Ergebnisse liefern kann, weil der
simulationstechnische Ansatz eine künstliche und unphysikalische Schicht von
dicht gepackten Dipolen an der Grenz�äche erzeugen kann, welche die simulierten
Elektronenbindungsenergien stark verfälscht.

Im zweiten Teil wird mittels DFT-Simulationen untersucht, inwieweit sich XPS da-
zu eignet, den Dipol an der Grenz�äche zwischen Metallsubstrat und organischem
Adsorbat zu bestimmen. Für den Fall einer dicht gepackten Monolage korreliert
die Verschiebung des XP-Spektrums direkt mit der Größe des Grenz�ächendipols.
Überdies hängt auch die Änderung der Austrittsarbeit auf Grund der Adsorption
einer Monolage direkt mit der Verschiebung des Spektrums zusammen, solange
die adsorbierten Moleküle ihrerseits keine polaren Gruppen enthalten.

Der dritte Teil der Dissertation befasst sich mit dem Ein�uss kollektiver elektro-
statischer E�ekte auf die Transporteigenschaften in der organischen Elektronik
mit Fokus auf die sogenannte Übergangsspannung. Dafür werden die Strom-
Spannungs Kennlinien molekularer elektronischer Systeme untersucht, wobei
sowohl einzelne organische Moleküle zwischen zwei Metallelektroden, als auch
verschieden große Cluster und selbstassemblierte Monolagen diskutiert werden.
Abschließend wird ein kurzer Ausblick gegeben, wie kollektive elektrostatische Ef-
fekte genutzt werden können, um neuartige Quantenstrukturen in der molekularen
Elektronik zu realisieren.
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P R E FAC E

This Thesis is compiled as a semi-cumulative PhD thesis and as such includes both
peer-reviewed papers I contributed to and additional work not yet published.

First, an introduction providing an overview of the highly active �eld of materials
physics with special emphasis on hybrid inorganic-organic systems and organic
electronics is given to put the investigated topics into perspective. Additionally,
the work is motivated and a summary of the current advancements in the �eld is
given. The introductory chapter is followed by discussing the theoretical basics of
density functional theory, non-equilibrium Greens function technique and collec-
tive electrostatic e�ects. Furthermore, the applied computational implementations
including concepts concerning the modeling of interfaces are explained. In the
results section the projects pursuit during my PhD study are presented, including
the papers I wrote as a verbatim copy, as well as an additional chapter investigating
the impact of spurious collective electrostatic e�ects when simulating real-world
systems. The last part consists of an investigation of the impact of collective
electrostatic e�ects in the realms of molecular electronics not yet published in
a peer-reviewed journal. Finally, an outlook and concluding remarks are given
alongside a summary of the work.

As scienti�c work is done mostly collaboratively, before each included paper my
contribution is speci�ed in detail. Additionally, each publication is put in context
within this thesis.
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Fundamental aspects
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1
I N T R O D U C T I O N A N D M O T I VAT I O N

Modern materials science cannot be imagined without computational physics any
more. There is a variety of methods for investigating material properties at di�erent
time and length scales, starting at a macroscopic description, going down to a
microscopic scale and �nally arriving at an atomistic picture.[1] The investigations
done in this work are conducted using an atomistic description of the systems
of interest. One of the most successful and widely used method for investigating
material properties quantum-mechanically at an atomistic length scale, based on
an ab-initio description, is density functional theory (DFT). This is mainly due
to its advantageous compromise between accuracy and e�ciency.[2] It not only
helps interpreting experimental data, but is also used as a powerful tool to gain
additional insights not accessible via experimental measurements. Furthermore,
due to the ever increasing computational power available, the design of completely
new materials with speci�c properties suited for all kind of applications by means
of high throughput studies is possible utilizing DFT.[3] Density functional theory
also proofed to be able to predict new materials, which were later con�rmed
experimentally, e. g., in the highly interesting �eld of renewable energy materials.[4,
5] The �elds in which it is used for investigating materials are remarkably diverse
and range from superconductors over batteries to (organic) photovoltaic and
(opto)electronic devices.

As the characteristics of organic (opto)electronic devices are mainly dominated by
the interfaces between their constituents, describing such interfaces correctly is
highly relevant.[6, 7] Organic semiconductors are a research topic of high interest,
due to being widely used for vastly di�erent applications, ranging from thin-�lm
transistors [8, 9] (whose interface consists of organic semiconductors (OSCs) and
dielectrics) to multi-layer stacks in organic light emitting diodes (OLEDs) [10, 11]
and (hybrid) solar cells [12, 13]. But not only the interfaces in the heart of such
devices are of crucial importance, also the interfaces to the electrodes connecting
the outside circuitry are of utmost importance. These usually comprise a metal-
organic interface. This has triggered widespread investigations of hybrid inorganic-
organic systems (HIOSs) as these lie at the foundation of organic electronics.[6,
14] The crucial parameters of an interface in an electronic device are the energy
level alignment between the electronic states in the materials the interface is
comprised of.[6, 15] In hybrid organic-inorganic devices one key parameter is the
work function of the electrodes. The possibility to modify the work function by
self-assembled monolayers (SAMs) has been a highly investigated research topic
since the work of Campbell et al. [16, 17] back in 1996.[18–33] The electronic
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4 introduction and motivation

properties of metal substrates are impacted by such SAMs via dipolar layers which
occur, e. g., due to bond dipoles at the metal-substrate interfaces or due to polar
groups, either embedded in the molecules or as tail group substituents of the
adsorbate layer.[21, 26, 28, 32, 34–43]

These adsorbate layers are routinely investigated by X-ray photoelectron spec-
troscopy (XPS), which is an invaluable tool to study and characterize all kind of
surfaces.[44–48] It provides qualitative and quantitative information about the
composition of the surface by probing the core-level binding energies. Furthermore,
the chemical neighborhood of the excited core-level can be deduced from the shift
of the measured binding energy.[49–52] For interpreting complex experimental
spectra as well as for being able to computationally model them, a fundamental
understanding and a constant development and improvement of the computational
methods available for simulating such experiments is of utmost importance.[48,
52–55] Up to know, di�erent approaches have been proposed, also based on highly
sophisticated methods like GW, which are able to acquire even absolute values for
core-level binding energies.[54, 56] Unfortunately, these are computationally not
feasible for the systems we are interested in.

Therefore, the quantum-mechanical modeling of relative core-level shifts within
the framework of DFT is investigated and comprises a major part of this theses. To
be precise, I examined the advantages and caveats of modeling core-level binding
energies within the �nal-state approximation [57, 58] for extended surfaces by
applying periodic boundary conditions.[59] When utilizing this approach one
must be aware of possible artifacts due to spurious collective electrostatic e�ects,
which are explained in great detail in Chapter 4.4.

Furthermore, the potential of XPS for determining interface dipoles between a
metal substrate and an organic, self-assembled monolayer is explored in Chapter 5.
The X-ray photoelectron spectrum is shifted by collective electrostatic e�ects,
which occur right at the interface due to the densely packed adsorbate layer and,
therefore, correlate with the interface dipole.[60]

As these collective electrostatic e�ects have an impact on the position of the
electronic levels, they also play a role in molecular electronics. In Chapter 6 the
role of the transition voltage [61, 62] and its relation to the intrinsic electronic
properties of molecular and monolayer junctions is investigated with a special
focus on how they are in�uenced by said collective electrostatic e�ects. Thereafter,
a brief outlook is given in Chapter 6.7 how collective electrostatic e�ects could be
utilized in molecular electronics to create novel quantum structures.

Finally, at the end of this thesis in Chapter 7, concluding remarks are formulated
for the presented work.



2
T H E O R E T I C A L B A S I C S A N D C O M P U TAT I O N A L M E T H O D S

In this chapter a brief introduction to the theoretical methods and computational
approaches applied in this work is given. First, the Schrödinger equation will
be discussed, which forms the basis for doing quantum-mechanical calculations.
Subsequently, the main ideas of density functional theory (DFT) are explained.
Nowadays, this is the most successful, and, thus, most widely used, computa-
tional approach for electronic structure calculations in condensed matter physics
and is used throughout this work. Furthermore, the basic principles of the non-
equilibrium Greens function technique are presented as it is used for the transport
calculations done in Chapter 6. Finally, the used software packages and the concept
utilized for the computational modeling of the systems investigated are discussed.

For the sections dealing with fundamental aspects the following books served as
reference: [2, 63, 64].

2.1 the schrödinger equation

As the Schrödinger equation builds a fundamental part of the foundation of modern
physics, solving it analytically for an arbitrary system has been a challenge of great
interest ever since. But up to today, calculating the solution analytically is only
possible for a number of limited systems. If dealing with systems as they occur in
real world-problems, one is still limited to various numerical approximations to
solve the Schrödinger equation, which in its most general form is given as:

ih̄
∂

∂t
ψ(r, t) = Ĥψ(r, t), (1)

where h̄ is the reduced Planck constant, ψ denotes the time-dependent wave
function and Ĥ the Hamiltonian. Written in its time-independent form using the
bra-ket notation it is probably the most widely known formula in modern physics:

Ĥ|ψ〉 = E|ψ〉. (2)

In this eigenvalue equation, |ψ〉 denotes an eigenstate of Ĥ and E represents its
eigenvalue. In solid state physics and quantum chemistry one would like to solve
the non-relativistic, time-independent Schrödinger equation

Ĥψ(r1, . . . , rn, R1, . . . , RM) = Eψ(r1, . . . , rn, R1, . . . , RM) (3)

5



6 theoretical basics and computational methods

for the many-electron wave function ψ. Here Ĥ denotes the Hamiltonian for a
molecular system in the absence of a magnetic �eld containing M nuclei and n
electrons, and ri and RI are the positions of the electrons and nuclei, respectively.
Already back in 1927 Born and Oppenheimer developed an approximation [65]
in which they suggested to separate the nuclear and electronic part of the wave
function

ψtotal = ψelectrons · ψnuclei . (4)

This can be justi�ed due to the nucleus having a mass around 2000 times bigger
in comparison to an electron, which allows to describe the latter moving in a
�xed potential of the former without practically in�uencing it. Keeping this in
mind, we can rewrite the Schrödinger equation to describe the time-independent,
many-electron problem as follows:

Ĥψ =
[
V̂ + T̂ + Û

]
ψ =

[
N

∑
i

V(ri) +
N

∑
i
− h̄2

2m
∇2

i +
N

∑
i<j

U(ri, rj)

]
ψ

= Eψ,

(5)

where V̂ denotes an external (time independent) potential, which the electrons
experience, T̂ describes their kinetic energy and Û the electron-electron interaction.
This gives the total energy of the system, denoted by E. As one can see, it introduces
3N variables per particle (even only considering the three spatial coordinates and
neglecting, e. g., the N spin coordinates of each electron). Taking into account
that interesting physical problems deal with systems containing N = O(1024)
particles, one can grasp easily that this is not a simple pen and paper-problem. As
a matter of fact, this equation is still not solvable in practice, due to its extremely
large number of variables. To conquer this challenge, there exist nowadays two
widely used, but contrary approaches, namely wave function based methods and
density functional theory (DFT). In the next sections DFT will be discussed in
more detail, as it was used for all band structure calculations done in this work.

2.2 density functional theory

Arguably, the most important method for modeling materials is density functional
theory (DFT). It is a quantum mechanical modeling method, using a �rst-principles
approach to calculate the quantities of interest. It is nowadays the most widely
used method in physics and chemistry to investigate the electronic structure of
complex many-body systems.[66–68] In solid state physics it is the de facto stan-
dard approach to describe ground state properties of metals, semiconductors and
insulators. Yet the success of DFT nowadays not only encompasses bulk materials,
but also complex (organic) structures such as proteins and carbon nanotubes.[69–
72] Furthermore, it was successfully used to predict new materials which were
subsequently con�rmed experimentally.[4, 5] Building on this, an important next
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step to advance materials design is the possibility to use collaborative ab-initio
databases.[73–75]

The main idea behind DFT is to describe an interacting system of fermions via
its electron density instead of its many-body wave function. This means, for N
electrons in a solid, which obey the Pauli exclusion principle [76] and interact
with each other via the Coulomb potential, the system depends only on the three
spatial coordinates rather than on 3N degrees of freedom. As a consequence, it
would generally be possible to solve a given problem in an exact manner if the
analytical form of the exchange-correlation (XC) functional would be known (vide
infra).

2.2.1 Hohenberg-Kohn theorem

One of the fundamental ideas DFT relies on is the fact that it is possible to re-
formulate the energy of an atomic system as a functional of its ground state
electron density instead of its electron wave function. This goes back to the sem-
inal work of Pierre Hohenberg and Walter Kohn in 1964 [77], who built on the
concept introduced by Llewellyn Thomas [78] and Enrico Fermi [79] known as
the Thomas-Fermi model. The �rst Hohenberg-Kohn theorem asserts that there
exists one unique mapping between the ground-state electron density of a system
and its ground-state wave function.

theorem 1. The ground state energy of a system of interacting electrons is a
unique functional of the electron density.[77]

This is expressed mathematically in Equation (6) and means that the ground-state
electron density n0 determines all ground-state properties of a system, which are
described by its wave function ψ0.

ψ0(r1, . . . , rN)↔ n0(r) (6)

As stated in Theorem 1, the ground-state electron density n0(r) is a functional of
the ground-state wave function ψ0(r1, . . . , rN):

n0(r) = n0[ψ0(r1, . . . , rN)] (7)

As a consequence, changing the external potential V̂ in Equation (5) means chang-
ing the wave function of the system, and, subsequently, the electron density n0(r).
Furthermore, the ground state energy E0 is also a functional of the ground-state
wave function:

E0(r) = E0[ψ0(r1, . . . , rN)] = 〈ψ0| Ĥ |ψ0〉 (8)

This means, we can calculate the ground-state energy with only three variables
instead of 3N.
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The second theorem by Hohenberg and Kohn states that there exists a variational
principle for the above mentioned energy density functional E[n0(r)], namely:

theorem 2. The electron density that minimizes the energy of the overall func-
tional is the true ground-state electron density.

δE[n(r)]
δn

∣∣∣∣
n=n0

= 0 s.t.
∫

d3r n(r) = N (9)

This variational problem can be solved using the so-called Ritz method [80] to
�nally get the ground-state electron density and, more importantly, the ground-
state energy.

For actual calculations, the total ground-state energy can be written as

E[n(r)] = V[n(r)] + T[n(r)] + U[n(r)], (10)

but is not known analytically; only the external potential can be expressed as

V[n(r)] =
∫

dr v(r) n(r), (11)

whereas the kinetic part T[n0] and the interaction part U[n0] cannot be deter-
mined exactly for an interacting system, yet. Finding analyitcal forms of these two
functionals would mean solving any DFT-problem exactly.

2.2.2 Kohn-Sham equation

Walter Kohn and Lu Jeu Sham tackled the problem of not knowing the exact form
of the functionals and suggested to split the problem into exact, non-interacting
terms for the kinetic and interaction functionals, and putting everything that is
not known analytically into the exchange-correlation functional EXC. They used
the standard kinetic energy operator for a Slater-determent basis for the kinetic
part T[n(r)], i. e., the kinetic energy as if dealing with non-interacting particles.
Furthermore, they split the interaction part U[n(r)] up into a known part, derived
from the Hartree-Fock approach (representing the exact local Coulomb interaction)
and into an unknown, which is accounted for in the aforementioned exchange-
correlation functionall EXC. This results in Equation (12) for the kinetic part, where
also the unknown exchange-correlation functional is added, and Equation (13) for
the interaction part.

U[n(r)] =
e2

2

∫
d3r

∫
d3r′

n(r) n(r′)
|r− r′| + EXC[n(r)] (12)
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T[n(r)] =
N

∑
i

∫
d3r ψ∗i (r)

(
− h̄2

2m
∇2

)
ψi(r) (13)

Equation (13) expresses the kinetic term for non-interacting particles, where ψi(r)
and ψ∗i (r) represent the atomic orbitals which create the wave-function by a Slater-
determinant and it is summed over all N particles. Using Slater-determinants
ensures that the wave-function is anti-symmetric [81] and, hence, the Pauli ex-
clusion principle [76] is obeyed. This approach can be used, because as stated
above, everything that goes beyond the Hartree-Fock model is already included
in the exchange-correlation functional EXC in Equation (12). To �nally arrive at
the Kohn-Sham equation, one has to use Lagrange multipliers for the variational
Ansatz, which yields

εiψi(r) =

[
− h̄2

2m
∇2

i + v(r) + e2
∫

d3r′
n(r) n(r′)
|r− r′| +

δEXC[n(r)]
δn(r)

]
ψi(r) (14)

for equation (10). With this it is in principal possible - if the EXC would be known
- to exactly solve our problem by calculating the ground-state electron density
and, subsequently, the ground-state energy, as stated in Theorem 1. This has to be
done in a self-consistent manner, meaning that the Kohn-Sham equation is solved
iteratively starting with an educated guess for the initial electron density n(r).
Knowing the Kohn-Sham orbitals allows then to calculate a new electron density
by summing over the occupied orbitals via

n(r) =
occ

∑
i
‖ψi(r)‖2. (15)

This cycle has to be repeated until convergence is reached and the true ground-
state electron density is found as stated in Theorem 2. As mentioned above, the
exact solution can only be found in theory, because the analytical expression for
the exchange-correlation functional EXC is not known, meaning that only an
approximate solution can be obtained.

2.2.3 The exchange-correlation functional

Finding the most universal expression for the exchange-correlation (XC)-functional,
EXC, is one of the major challenges in DFT and nowadays there exist several dif-
ferent approaches to tackle this obstacle. The most widely used approaches are
the local density approximation (LDA) [82, 83] and the semi-local general gradient
approximation (GGA) [84], whereas the latter builds on the former and addition-
ally includes the gradient of the electron density to yield more accurate results. A
comparison of di�erent functionals covering the range from LDA to GGA-based
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functionals can be found in the work of Ziesche et al.[85]. For this thesis the
widely used and highly successful Perdew-Burke-Ernzerhof (PBE)-functional [86,
87] was employed, which is a GGA based functional. On the next step up on
Jacob’s ladder [88] are the so-called hybrid functionals, introduced by Becke [89]
in 1993, which include a portion of exact exchange from Hartree–Fock theory.
These, in a lot of cases semi-empirical, hybrid functionals can improve the calcu-
lated properties like bond lengths and atomization energies, as well as vibrational
frequencies compared to pure ab-initio functionals.[90] Quite recently, (optimally
tuned) screened range-separated hybrid functionals have been introduced, which
seem to have overcome the traditional problem of DFT-calculations of under-
estimating the fundamental gap and describe charge-transfer more accurately,
and, therefore, are of great interest for the calculations of, e. g., (organic) semi-
conductors.[91–95] Since the dawn of density functional theory a wide variety of
functionals has been developed and the quest for a universal density functional is
still an ongoing endeavor.[96, 97]

Unfortunately, the additional computational costs that come with these more
sophisticated hybrid functionals still prevents them from being used routinely
nowadays, especially for problems which are tackled accurately enough using
GGA-based functionals like PBE.

2.2.4 Long range van der Waals forces

Van der Waals (vdW) forces are crucial for the stability, the geometric structure and
the function of a wide range of molecules, clusters, and materials in general.[98–
100] Furthermore, they are of utmost importance for the correct description of
(physisorbed) molecules on surfaces, as without considering these long-range
vdW-interactions, semi-local functionals will often predict no bonding at all.[101]
Unfortunately, these vdW-forces need to be considered explicitly to correctly
describe the physics of an interface when modeling them within DFT.[101–104]
This is due to DFT-calculations applying mostly local and semi-local exchange-
correlation functionals, e. g., LDA- and GGA-based functionals, respectively, where
these long range dispersion forces are not considered inherently by the standard
approximations. For a correct description by the exchange-correlation functional
an overlap of the electron densities is required, which is mostly not the case for
dispersion forces due to their non-local nature. There have been several dispersion
correction schemes developed.[101] One of the most basic approaches includes the
dispersion energy by adding so-called C6/r−6 pairwise interaction terms to the
total energy of the system in a non self-consistent manner. This energy correction
term is commonly written as

EvdW = −1
2 ∑

A,B
fdamp(rAB, rA, rB)C

A,B
6 r−6

A,B , (16)
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where fdamp is a short range damping function to prevent the overall term from
diverging for small distances, rAB is the distance between atom A and B, rA and rB
is the vdW-radius of atom A and B, respectively, and CA,B

6 denotes the correspond-
ing C6 coe�cient. This C6 correction can be improved by including higher order
terms or adjusting the C6 terms depending on the atomic environment.[105–107]
More sophisticated methods which go beyond a pairwise interaction correction
have also been developed, i. a., many-body dispersion (MBD) [108, 109], non-local
functionals [110, 111], or approaches based on the �uctuation dissipation theorem
(FDT) [112].

For the simulations done in the course of this thesis, long range vdW-forces were
considered by utilizing the Tkatchenko-Sche�er dispersion correction scheme
vdW-TS [106] whose C6 coe�cients and vdW-radii are based on the ground state
charge density and are, therefore, environment-dependent. The vdW-TS scheme
was applied via the so-called vdWSurf [113] modi�cation in the implementation of
Al-Saidi et al.[114], which is speci�cally designed for the investigation of adsor-
bates on surfaces by including Coulomb screening via the Lifshitz-Zaremba-Kohn
theory.[115, 116]

2.3 greens function technique

For investigating transport phenomena at the nanoscale, DFT can be combined
with the non-equilibrium Greens function technique (NEGF) in conjunction with
the Landauer approach.

2.3.1 Landauer approach

The Landauer approach [117], which was �rst introduced in 1957, can be used
to study ballistic transport. In his work, Landauer showed that at length scales
where the wave nature of an electron cannot be ignored, i. e., when quantum
e�ects dominate the transport, conductance is transmission. This means, to �nd the
total conductance one has to solve the Schrödinger equation to get the current-
carrying eigenmodes, calculate their transmission values, and, �nally, sum up their
contributions. Mathematically speaking, this results in the following equation for
the total conductance:

G =
2e2

h

N

∑
n=1

Tn , (17)

where the summation is performed over all N available conduction modes and
Tn denotes their individual transmissions. If the transmission of a mode is per-
fect, it contributes exactly one quantum unit of conductance, G0 = 2e2/h ≈
(12.9kΩ)−1.
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Furthermore, the total current between two leads with di�erent chemical potentials,
µL and µR, is given by the so-called Landauer equation

I(V) =
2e
h

∫ ∞

−∞
dE T(E)[ f (E− µL)− f (E− µR)] , (18)

where the factor 2 accounts for the spin degeneracy that usually exists, f (E− µ)
is the Fermi function of the electron reservoirs of the left and right electrodes,
and T(E) is the transmission probability. This instructively shows the relation
between current and transmission at nanoscales. At zero temperature, the Fermi
function on the left, fL(E), and right, fR(E), side are step functions both equal to
1 below EF + eV/2 and EF − eV/2, respectively, and fL(E) = fR(E) = 0 above
this energy.

The aforementioned approach is quite successful in explaining basic transport
phenomena at small scales. Due to the fact that this is a one-electron theory, it is
only valid as long as inelastic scattering can be neglected, though. This means, it
is assumed that the electron propagation is a fully quantum coherent process over
the entire sample. Such a description is only valid at zero temperature, as noted
above, and, furthermore, assumes that the energy of the electrons in the electrodes
is equal to the Fermi energy. At �nite bias, the coherent propagation may be limited
by inelastic scattering processes due to electron-phonon and electron-electron
collisions. A more adequate model to describe the transport in such situations
where inelastic interactions cannot be neglected requires, e. g., Greens function
techniques, which will be discussed in section 2.3.2.

Quite recently, Maassen and Lundstrom[118] showed that this formalism can
also be applied to di�use transport regimes and provides a common language for
electron and phonon transport.

2.3.2 Non-equilibrium Greens function technique

For obtaining the transmission function T(E) the non-equilibrium Greens function
technique can be used in conjunction with DFT-based methods. This approach
partitions the molecular junction into semi-in�nite electrodes acting as an electron
reservoir and a central region consisting of the molecule and its interface to the
leads (see Figure 1). The idea behind this is that now the Hamiltonian can be
decomposed into the aforementioned parts.

Within this methodology, the transmission function in Equation (18) can be ex-
pressed as:

T(E) = ∑
k

ωkTr(G†
CΓRGCΓL) , (19)

where the sum is taken over all lateral k-points and weighted by ωk, GC denotes
the retarded Greens function of the central region and ΓL,R = i(ΣL,R − Σ†

L,R) are
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Figure 1: Partitioning of a molecular junction into semi-in�nite electrodes (left and right)
and a �nite sized central region. The parts entering the transmission function
in Equation (19) are shown accordingly. SC,L,R denote the overlap matrices
of the central region as well as of the left and right electrode, respectively.
HC,L,R indicate the Hamiltonian matrices of the aforementioned parts and GC
indicates the Greens function of the central region. gL,R denote the retarded
Greens functions of the isolated semi-in�nite left and right leads, respectively.
ΣL,R denote the self-energies including all e�ects arising from the coupling
between the central region and the left and right leads, respectively. Figure taken
from [119]

the coupling matrices to the electrodes, with ΣL,R being the self-energies of the
left and right electrode, respectively.

The Greens function of the central region is constructed as:

GR
C = (E+SC −HC − ΣL − ΣR)

−1, (20)

where the Hamiltonian matrix HC and the overlap matrix SC of the central region
is calculated with DFT. The self-energies ΣL,R including all e�ects arising from
the coupling between the central region and the leads are obtained independently
for both electrodes using

ΣL,R = τ†
L,RgL,RτL,R , (21)

where gL,R = (E+SL,R − HL,R)
−1 are the retarded Greens functions of the

isolated semi-in�nite left (gL) and right (gR) leads, i. e., the surface Greens functions
of the uncoupled electrodes. τL,R refer to the coupling of the central region to
the surface Greens function corresponding to the left and right surface atoms,
respectively. These can be calculated by an iterative method proposed by Sancho
et al.[120] in 1985.
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2.4 computational implementations

In this chapter a brief overview of the software packages utilized for calculations
presented in this work will be given. As already mentioned, the results discussed in
this theses are acquired within the framework of DFT. Most of theDFT-simulations
for all but Chapter 6 were done using the Fritz Haber Institute ab initio molecular
simulations package (FHI-aims)[121–125]. Additionally, the Vienna Ab initio Simu-
lation Package (VASP)[126–129] was used for test calculations and to double check
the results computed with FHI-aims. Most of the electronic-structure calculations
for the transport simulations were done using The Spanish Initiative for Electronic
Simulations with Thousands of Atoms (SIESTA)[130, 131], and, consequently,
TranSIESTA (TranSIESTA), which is the module for modeling charge transport.
The three DFT-based codes each use a di�erent approach to represent the basis
functions and treat the core and valence orbitals di�erently. In the next section,
FHI-aims and SIESTA will be described in more detail, as these were mainly used
in the course of this thesis.

2.4.1 FHI-aims

FHI-aims [121–125] is an all-electron, full potential code, which means that every
electron in the system is considered explicitly in the calculations. This means that
the full spectrum of energy levels is calculated including not only the valence, but
also the core electrons. As a consequence, the computational resources needed for
a given system depend on the elements it is comprised of, and, therefore, scale
with the number of atoms and the number of electrons present in the system. The
Kohn-Sham (KS)-eigenfunctions are constructed using a basis set of numeric atom-
centered orbitals. Optimized basis sets are provided for all elements with three
pre-de�ned default settings, namely light, tight, and really tight, with increasing
accuracy, and, of course, increasing computational cost. In this work, the default
tight-settings were routinely used for the calculations, as they provide accurate
results at feasible computational costs. An advantage when using atom-centered
orbitals is that their spatial extend can be tuned by cutting o� the radial functions
at larger distances. This means, they are zero beyond a certain radius, and, as a
consequence, the vacuum region which is quite substantial when utilizing the
repeated slab approach (cf. Chapter 2.5.1) comes at basically no additional com-
putational cost. Another ansatz is used by, e. g., VASP, which uses plane waves
and, therefore, the relevant quantity for the computational cost of a calculation is
not only the number of electrons in the system, but the volume of the primitive
unit cell, i. e., in this case the size of the vacuum region matters, besides the cuto�
energy, of course. This needs to be considered when applying the repeated slab
approach.[132]
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2.4.2 SIESTA and TranSIESTA

The fundamental approach SIESTA[130, 131] builds on are strictly localized, pseudo-
atomic orbitals as basis sets with norm-conserving pseudopotentials on a real-space
grid to represent the charge density. This allows to tune the accuracy and cost of a
calculation over a wide range, making it possible to quickly model systems as well
as doing accurate simulations. For doing transport calculations the TranSIESTA
module is used, which applies a three step process for this. First, the Hamiltonian
and overlap matrices with the information needed to calculate the surface Greens
function is acquired by doing a bulk calculation. The second step is to calculate
the Hamiltonian, the overlap matrices, and the (energy) density matrix of the
central region. Finally, the transmission is acquired using Equation (19). Quite
recently, signi�cant improvements to the TranSIESTA module have been made by
introducing improved algorithms.[133] Due to technical di�culties of the version
available at the time the investigations were carried out, for the work presented in
Chapter 6 these new features could not be utilized. Instead, the focus of the work
was shifted to a thorough analysis of the transition voltage for vastly di�erent
molecular junctions; ranging from single molecule junctions to such comprised
of a full coverage organic monolayer. Consequently, the main aspect of the work
presented in this thesis deals with the impact of collective electrostatic e�ects on
the transition voltage.

Furthermore, interfaces to new solvers for the electronic structure problem have
been added. This promises the possibility of being able to do even more advanced
electronic structure simulations with SIESTA in the future.

2.5 concepts concerning the modeling of interfaces

One of the most important things when modeling interfaces quantum mechanically
is to capture the physics correctly. This is due to the fact that it is not possible to
describe a real-world system atom by atom, but certain choices have to be made on
how to describe the system of interest quantum mechanically in a way that it is
still possible to calculate it. As the systems treated in this thesis consist of highly
ordered interfaces, the repeated slab approach (RSA) (see next chapter) was used
in the DFT-calculations. For this, i. a., a commensurable unit cell of a suitable size
has to be found.[132]

2.5.1 The repeated slab approach

When modeling extended systems, usually periodic boundary conditions (PBC) are
applied to the commensurate unit cell. In most band-structure codes this means
that the unit cell is periodically repeated in all three spatial directions. This poses
a problem when the system of interest is, e. g., an interface or a surface, which
can be described, in a �rst approximation, as two dimensional. The repeated slab
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Figure 2: Schematic image of the repeated slab approach (RSA). The black box denotes
the unit cell, which is repeated in all three spatial directions (visualized with
desaturated replicas). The plus and minus sign indicate the dipole correction
applied to decouple the system electronically in z-direction.

approach is a way of modeling such systems with PBC applied in all directions,
yielding a system e�ectively periodic in only two directions. This is achieved by
decoupling the system along the third direction. It is done in a twofold manner,
namely quantum mechanically by inserting a vacuum region and electronically via
an electrostatic correction. A quite extensive discussion about di�erent approaches
how to accomplish this, can be found in a paper recently published by Hofmann
et al.[132]. The principles of the approach used for the calculations in this thesis
are shown in Figure 2 for a unit cell containing two molecules which form a SAM
on a metal slab.

As one can see, the gold substrate with its SAM of pyridines is quantum mechani-
cally decoupled in the z-direction via a vacuum layer of about 25 Å. This ensures
that there is no overlap of the wave functions. Furthermore, to eliminate spurious
polarization e�ects due to the PBC in z-direction a self-consistent dipole correction
[134, 135] is introduced in the vacuum region. The discontinuity in the electrostatic
potential is depicted by the plus and minus signs in Figure 2. This ensures that any
potential di�erence between the top and the bottom of the unit cell is compensated.
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2.5.2 Unit cell considerations

As mentioned in the preceding section, when using the repeated slab approach, a
suitable unit cell is needed. First of all, when applying periodic boundary conditions,
a prerequisite is to have a commensurable unit cell of your system. Furthermore,
the exact geometric structure of the interface needs to be determined. When
dealing with hybrid inorganic-organic systems (HIOSs), the crystal structure of
the metal substrate is normally known, but the geometry of the organic adsorbate
needs to be optimized for every system investigated. First, the number of layers of
the metal substrate has to be converged. To �nd the atomic geometry of the organic
layer, the adsorbate is built on a �rst guess based on experimental measurements,
chemical intuition, or, since recently, also based on geometries acquired through
machine learning. Starting from there, a crucial step is to optimize the geometry of
the whole system. This can be done utilizing di�erent algorithms, in which long-
range van der Waals-forces have to be considered to get reasonable results, as they
are not covered by the most commonly used DFT-functionals (cf. Chapter 2.2.4).
Having found the geometry for the primitive unit cell, there are still di�erent
aspects to consider when choosing the actual unit cell used for the simulations,
depending on the actual calculations. Generally speaking, the smallest unit cell
possible should be used, because of obvious computational reasons. But there are
cases in which it is not enough to have found a commensurate unit cell, but quite
large super cells need to be calculated to obtain physically correct results, as will
be shown in Chapter 4.4.





3
B A S I C E L E C T R O S TAT I C S A N D
C O L L E C T I V E E L E C T R O S TAT I C E F F E C T S

Collective electrostatic e�ects play a fundamental role in all projects investigated
in this work. They arise upon adsorption of self-assembled monolayers (SAMs)
due to the orderly array of bond dipoles right at the substrate-adsorbate interface,
as is shown in Chapter 5 for organic adsorbates on metal substrates, and are fun-
damental for determining the interface dipole. As is shown in Chapter 4.4 they
can also be arti�cially introduced by means of the computational method used,
where they come into play as spurious e�ects due to the applied periodic bound-
ary conditions when modeling core-level excitations in the �nal state approach.
Furthermore, they also need to be considered in the realm of molecular electronics
as is shown in Chapter 6, where their impact on the current voltage characteristics
and, consequently, the transition voltage is investigated.

Even though emerging in di�erent situations, these collective electrostatic e�ects
are governed by the same underlying physical principles. Therefore, in this chapter
a brief introduction considering collective electrostatic e�ects will be given. It
will mostly build on the review paper by Zojer, Taucher, and Hofmann [136]
published in 2019. As will be explained in the following, dipolar layers play an
important role when determining the electronic structure of hybrid inorganic-
organic systems (HIOSs) and their interfaces. Principally, dipolar layers can either
occur due to interfacial charge rearrangements upon adsorption of an organic
SAM, or when the adsorbate itself consists of polar molecules assembled in an
orderly fashion.

In the next sections, �rst the impact of dipoles and layers thereof on the potential
energy surface is explained to build the foundation for the second part, where it
is discussed, how dipolar adsorbates in�uence the electronic structure of metal-
organic interfaces.

3.1 impact of dipole layers

To be able to understand the impact of collective electrostatic e�ects as discussed
in the course of this thesis, it is of vital importance to get a fundamental under-
standing of the e�ect of ordered polar layers on the electronic levels of an interface.
Therefore, it is bene�cial to describe the in�uence of isolated dipoles, ordered
arrays of point dipoles, and sheets of point charges on the electrostatic energy of
electrons in their vicinity.[40, 137]
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In Figure 3 the electrostatic energy of an electron is plotted under the in�uence
of di�erent assemblies of dipoles. As can be seen in Figure 3(a), the electrostatic
potential an electron feels is only disturbed right in the vicinity of a point dipole.
Once the electron is farther away, the vacuum energy does not change anymore,
i. e., its energy is uniquely de�ned in the far �eld. In stark contrast to this is the
situation when an ordered array of dipoles is introduced. As is shown in part (b)
of Figure 3, there is an abrupt jump in the potential right at the position of the
in�nitely extended dipole layer. This layer consists of point dipoles which are
arranged in a quadratic lattice in the x-y plane, perpendicular to it. The abrupt
jump in the potential is due to so-called collective electrostatic e�ects, also known
as cooperative electrostatic e�ects.[35, 137–141] As a consequence, the vacuum
level the electron feels di�ers between the left and the right side of the dipole layer.
To quantify the di�erence of the vacuum level, the following equation, which is
based on Poisson’s equation, can be used:

∆VL =
qeµ

ε0A
. (22)

It states that the change of the vacuum level, ∆VL, is proportional to the dipole
moment per area, µ/A, with qe being the charge of an electron and ε0 the vacuum
permittivity. It should be noted that only the dipole moment perpendicular to, in
this notation, the x-y plane contributes to the change of the vacuum level. When
looking at an actual system consisting of a metal substrate and an adsorbate layer of
polar molecules, the x- and y-components of any dipole are screened by the metal.
Furthermore, the dipole per molecule in the adsorbate is di�erent from the dipole
of the isolated molecule due to depolarization e�ects. This depolarization can be
described via an e�ective dielectric constant, εe f f , which leads to the following
equation [142] starting from Equation (22) and using the dipole moment of the
isolated molecule µ0:

∆VL =
qeµ0

ε0εe f f A
. (23)

As can be seen in Figure 3 the potential jumps abruptly right at the layer of
dipoles, and, therefore, consecutive layers of dipoles do not interfere if they are
separated enough.[137, 143] As a consequence, it is possible to introduce SAMs
with several polar groups which produce a step-wise potential energy surface
[144] as is sketched in Figure 3(c).
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Figure 3: Electrostatic energy of an electron due to di�erently arranged assemblies of
dipoles as follows: (a) Single dipole. (b) In�nitely extended 2D sheet of point
dipoles on a quadratic grid with a lattice constant a in the xy-plane. The direction
of the dipoles is perpendicular to the sheet. (c) Series of two in�nitely extended
sheets of point dipoles at a distance of a. The plotting range in all panels corre-
sponds to 6a×6a. A relative length scale is used, because the shape of the energy
landscape is determined by the ratio between the distance from the dipole sheet
and the interdipole distance. In the plot we also refrain from quantifying the
changes in electrostatic energy, as these scale linearly with the magnitude of the
point dipoles and point charges. Figure modi�ed from [136].
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3.2 electronic structure of interfaces

Because the systems investigated in this thesis are almost exclusively comprised
of organic adsorbates with and without polar groups placed on metal substrates,
this kind of interface will be discussed in more detail in the following paragraphs.

To describe the electronic structure of such interfaces the energy level alignment of
its constituents is used as shown in Figure 4. What should be noted is the fact that

Figure 4: Energy level alignment of a hybrid inorganic/organic interface comprised of its
constituents, namely an organic semiconductor (OSC) on a metal substrate. In the
top part, i. e., panel (a) and (c), the adsorbate has no net dipole moment, whereas
in the bottom part the situation is shown for an adsorption layer with a nonzero
net dipole moment. In the left part, i. e., panels (a) and (b), the Schottky-Mott limit
is depicted and in panels (c) and (d) an equilibrium situation (including the bond
dipole BD) is shown. In this sketch it is assumed that no electrons are transferred
from the metal to the unoccupied states of the adsorbate layer. The Fermi level
is denoted as EF. Dark shaded areas correspond to �lled states whereas light
shading indicates unoccupied states. The indicated quantities are explained in
detail in the main text. Figure modi�ed from [136].

in this sketch no Fermi level pinning occurs. Furthermore, for the sake of clarity
it is assumed that band bending e�ects within the organic semiconductor can be
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neglected. The two schematic plots at the top of Figure 4 show the energy levels of
the metal substrate and an OSC adsorbate without a net dipole moment, aligned
at their respective vacuum levels. In panel (a) and (b) the situation in the Schottky-
Mott limit [145–147] is depicted. This describes a non-interacting interface without
any charge rearrangements or atomic relaxation, i. e., the pure physics utilizing the
superposition principle to calculate the charge distribution from its constituents
without considering any interface chemistry. Due to these limitations its relevance
is rather limited for most experimentally observed metal-semiconductor interfaces,
even though, it has been shown that, e. g., van der Waals metal-seminconductor
junctions are approaching this ideal limit.[148] Furthermore, it is nonetheless
worthwhile discussing it to better understand the principle electrostatics occurring
at such interfaces. In the case of the Schottky-Mott limit, the energy level alignment
can be expressed using the electron- and hole-injection barriers, EIBSM and
HIBSM, respectively. [136]

EIBSM = Φsub − EAle f t
ml and HIBSM = IEle f t

ml −Φsub , (24)

where Φsub denotes the work function of the pristine metal substrate, EAle f t
ml the

electron a�nity and IEle f t
ml the ionization energy on the left side of the molecular

monolayer. Consequently, the work function of the combined system, ΦSM, can
be expressed as:

ΦSM = Φsub + ∆VLml , (25)

where ∆VLml amounts to the change of the vacuum layer due to the organic
adsorbate layer. This means, the work function in the Schottky-Mott limit, ΦSM,
does not change due to an adsorption of an adsorbate with no overall dipole
moment as depicted in Figure 4(a). In the case of a polar adsorption layer, there
is a work-function shift introduced according to Equation (25). This situation is
shown in Figure 4(b).

Additionally, in Figure 4(c) and (d) the situation for an interacting system is shown.
There, interfacial charge rearrangements are taken into account. Furthermore,
the chemical interaction between the metal substrate and the OSC is considered
as well as geometric changes of the adsorption layer due to the aforementioned
charge rearrangements and upon bond formation, i. e., the creation of hybrid bands.
Additionally, screening e�ects come into play by renormalizing the bandgap and,
consequently, changing the electronic levels of the adsorbate. This means, the
electron a�nity as well as the ionization energy of the organic semiconductor
change at the interface (in comparison to the hypothetical free standing monolayer
as discussed above). Therefore, they are denoted as EAint and IEint in the right
part of Figure 4. As a consequence, the vacuum level of the adsorbate layer also
changes and is, therefore, denoted as ∆VLint. Furthermore, also the work function
changes upon the adsorption of the OSC, and is denoted as ∆Φ in Figure 4(c) and
(d).
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As already explained, these charge rearrangements have an important impact on
the energy level alignment at the interface and are commonly attributed to the
so-called bond dipole, BD, of the interface. Although it is not unambiguously
de�ned, in the course of this work, the BD includes also the electrostatic energy
associated with geometric rearrangements of the metal substrate from, e. g., surface
reconstructions and ad-atoms. Furthermore, e�ects due to the formation of chemi-
cal bonds are also included in this term. What should be noted, though, is that the
change of the vacuum level, ∆VLint, arising from the densely packed molecular
layer’s polar tail-groups is not part of the BD, i. e., these two dipole layers are
spatially separated. The electrostatic situation thereof is depicted in Figure 3(c).
As a consequence, the bond dipole causes a shift in the energetic landscape right
at the interface as shown in Figure 4(c) and (d). When looking at the overall work
function of the combined system, Φ, it is given by:

Φ = Φsub + ∆Φ = Φsub + BD + ∆VLint . (26)

Here the sign convention is applied that a bond dipole which reduces Φ is counted
negative, As already mentioned, the bond dipole includes the e�ects right at the
interface and it is assumed that it essentially drops between the substrate and the
adsorbate. This de�nition is also commonly used when modeling systems within
the framework of DFT.[35, 40, 144] For the adsorption of polar molecules the
electron- and hole-injection barriers can be expressed including the bond dipole
by the electron a�nity and ionization energy as follows.

EIB = Φsub − EAle f t
int + BD and HIB = IEle f t

int −Φsub − BD . (27)

Note that for both quantities the ones facing the metal need to be used; these are
denoted as EAle f t

int and IEle f t
int , respectively.
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4
O N T H E C A L C U L AT I O N O F C O R E - L E V E L E X C I TAT I O N S

As already mentioned, this thesis deals with X-ray photoelectron spectroscopy
(XPS) in a twofold way. In Chapter 4.4 spurious collective electrostatic e�ects are
investigated which can occur when modeling core-hole excitations within the
framework of density functional theory (DFT), and, furthermore, in Chapter 5 it
is explored how XPS can be used to determine the bond dipole of an interface
between a self-assembled monolayer (SAM) and a metal substrate. Therefore, a
brief introduction on the principles of XPS from an experimental point of view
is given, as well as how this translates to a theoretical point of view. As in this
thesis the quantum-mechanical simulations are done using state-of-the-art density
functional theory (DFT)-calculations, di�erent methods of how to model XPS-
measurements within the framework of DFT are presented.

Core-level spectroscopy is used to probe the local electrostatic environment, i. e.,
the chemical neighborhood, of atoms.[44–52] This can be done because of the
sensitive nature of core levels with respect to their local electronic structure. The
basic principle of determining the binding energy spectroscopically builds on an
e�ect discovered by Hertz [149] and theoretically interpreted by Einstein and since
then known as the photoelectric e�ect[150]. The experimentally measured binding
energy of an electron is determined by the incident photon energy, hν, the kinetic
energy of the emitted electron, Ekin, and the spectrometer’s work function, Φspect,

EB = hν− Ekin −Φspect . (28)

Furthermore, the kinetic energy of the emitted electron depends on the orbital it
was ejected from. A schematic plot for an XPS measurement is given in Figure 5,
which also shows how the spectrometer’s work function comes into play. Even
though it actually is not a one-particle process, the basic principle can be described
by an incident photon hitting the sample and ionizing a core electron. The ionized
photoelectron’s energy is subsequently detected by an analyzer, which shares a
common Fermi level with the (conductive) sample. Therefore, the measured energy
depends on the work function of the spectrometer.

The measured binding energy of the electron is characteristic for the atomic orbital
it was ejected from. Furthermore, it depends also on the chemical neighborhood of
the probed atom, which allows for a detailed chemical analysis of the investigated
material. Hence the name electron spectroscopy for chemical analysis (ESCA), XPS
was originally known as. The overall process is non-destructive and allows a
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Figure 5: Schematics of an XPS-measurement. In the left part of the image the energy
levels of a sample are depicted and on the right side the spectrometer and a
prototypical spectrum is sketched. A core electron is ionized by absorbing an
incident photon with an energy hν and transitions above the vacuum level. The
photoelectron’s energy hν is equal to the binding energy EB, the work function
of the sample Φsample and the kinetic energy E′KIN . The kinetic energy EKIN
of the ejected photoelectron is then measured by a spectrometer with a work
function Φspect and contributes to an overall X-ray photoelectron (XP)-spectrum.
In an experiment, the sample and the spectrometer are aligned with respect to
the Fermi level.

qualitative (as each element produces characteristic peaks due to its electron con-
�guration) and a quantitative (a detection limit as low as 100 ppm can be achieved,
depending on the element and the signal-to-noise ratio)[151] analysis of the sam-
ple. This means, by analyzing the spectrum and interpreting the chemical shifts
occurring due to the local chemical potential, i. e., due to the bonding environment
of the probed atom, the chemical composition of the surface can be determined.
In a lab based system using monochromated Aluminum Kα X-rays a peak reso-
lution of around 0.3 eV for the FWHM can be achieved. In comparison, if using
a synchrotron for the generation of the incident photons, a remarkably higher
accuracy, typically in the range of 0.02 eV is possible.[152] The measurements
done at a synchrotron facility are known as high resolution X-ray photoelectron
spectroscopy (HRXPS) and are carried out under UHV conditions.
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In addition to the aforementioned chemical shifts due to the potential in the vicin-
ity of the probed atom, shifted peaks can also stem from collective electrostatic
e�ects introduced by a densely packed array of dipoles. This is, e. g., the case
in self-assembled monolayers (SAMs) with an embedded polar group. We inves-
tigated these e�ects in great detail in ref. [153] and were able to explain why
chemically absolutely identical atoms produce a double-peak structure. For this,
we modeled XP-spectra of an ester containing alkyl thiolate SAM, namely a pentyl-
11-sulfanylundecanoate (C10EC5), on a Au(111)-substrate. It should explicitly be
noted that the alkyl chain below and above the embedded ester group is chemically
absolutely identical, i. e., the segments are chemically equivalent, only separated
by the polar ester group. As can be seen in Figure 6, in the full coverage system a
distinctive double-peak structure (black) is produced in the calculated spectrum,
which perfectly re�ects the experimental measurements.[153] This double peak is
due to collective electrostatic e�ects shifting the energy levels of the alkyl chain
above the ester group with respect to the ones below of it. When the densely
packed array of dipoles due to the embedded ester group is diluted enough, e. g.,
in the case of a hypothetical low-coverage system, these collective electrostatic
e�ects vanish. It can be clearly seen that in the case of the low-coverage system,
where no collective electrostatic e�ects are present, the double peak structure
recovers into a single peak (red).

Figure 6: In the left part the calculated carbon 1s core-level energies of C10EC5 in a
full coverage SAM (black) and for comparison a low-coverage system (red) are
shown. Details are explained in the main text. The right plot shows the XP-
spectra calculated from the individual 1s orbital energies of all carbon atoms in
the system. Figure modi�ed from [153].
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In passing we note that the chemical shifts due to the incorporated oxygen atoms
of the ester group are present in both, the full and low coverage, systems. The
low-coverage system was realized by multiplying the full coverage unit cell in x-
and y-direction and removing all but one molecule to acquire a molecular coverage
of 1/32. Furthermore, the geometry was kept the same, i. e., the atoms were �xed
at the positions of the optimized full coverage geometry to prevent the molecule
from falling over in the simulations of the low-coverage system. Additionally,
these collective electrostatic e�ects also come into play right at the metal-substrate
interface, where due to charge-rearrangement a dipolar layer is induced in the case
of the full-coverage system. That is the reason why the core-level energies of the
system with the SAM are rigidly shifted to more negative binding energies with
respect to the low-coverage system. As can be deduced from the relative shifts,
the bond dipole and the dipole due to the embedded ester group are pointing in
the same direction (cf. Chapter 3).

As one can imagine, the interpretation of XP-spectra can become quite complex,
for which reason computational simulations are of great help and are widely used
today.

When simulating such spectra, the core-level binding energy, ECL, is - theoretically
speaking - de�ned as the energy di�erence of two separate systems, namely one
in its ground state (EN), and a second, ionized system with one electron removed
(EN−1). This calculated energy di�erence acquired within a theoretical model, in
the course of this theses calculated via DFT, is a measure for the experimentally
measured core-level binding energy EB:

ECL = EN−1 − EN ' EB . (29)

When calculating core-level energies within the DFT-framework, one can rely on
several approaches, the two most important ones are more thoroughly discussed
including their bene�ts and drawbacks in the next two chapters. What most
methods based on DFT have in common is that they can describe relative core-level
shifts quite accurately, but, generally, fail to predict absolute core-level energies.
To obtain absolute core-level energies higher level theoretical methods such as
GW [56] or ∆ coupled-cluster approaches [54, 154, 155] are needed.

Nowadays, there have been quite a lot of di�erent quantum chemical methods
developed to describe core-level spectroscopy. Generally speaking, there is a wide
variety of computational approaches which can be classi�ed on the one hand as
wave-function based and on the other hand as methods based on density func-
tional theory. In the realms of wave-function based methods the Hartree-Fock (HF)
approach describes the system in a single-particle picture of molecular orbitals. To
recover the electron correlation, several ab-initio methods have been developed,
e. g., second order Møller−Plesset perturbation theory (MP2) [156]. Principally
speaking, even the exact solution for the energy of the many-electron initial and
�nal state could be calculated within the framework of con�guration interaction
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(CI) by using a relativistic Hamiltonian and an in�nitely complete basis set.[55]
Practically this is not possible, though, and some kind of approximation is needed.
In the course of this work we will focus on systems where one-body e�ects are
dominant, i. e., each core-level contributes via a single peak with only weak satel-
lite features (if any at all) to the overall XP-spectrum. In contrast to this would
be systems where many-body e�ects dominate, i. e., the spectrum shows several
intense peaks for a probed level. This multiplet splitting cannot be described by
a single con�guration wave function but rather needs to be treated considering
many body e�ects.[55] Extending HF-theory based on Green’s functions leads to
the GW quasiparticle approach. [56, 157–163] There the HF equations are general-
ized via Green’s functions (G) and the self-energy term is non-local and energy
dependent. Furthermore, the electrostatic potential is dynamically screened (W),
including many-body e�ects explicitly.[55, 157, 158] These GW-based methods
can be applied self-consistently (with drastically increased computational cost),
or non-self-consistently, meaning that they depend on the input electron density
obtained from a standard DFT-calculation.[164] Additional wave-function based
methods have emerged from the Green’s functions formalism, building on a prop-
agator theory, e. g., the second-order algebraic-diagrammatic construction (ADC2),
[165, 166], where both the core-hole relaxation and the polarization e�ect are
taken into account.

Furthermore, also more sophisticatedDFT-based methods have been developed,[167]
i. a., orthogonality constrained density functional theory [168, 169] and approaches
based on time-dependent DFT [170–173], which allow to simulate excitation pro-
cesses explicitly.[174, 175]

Unfortunately, the aforementioned methods are computationally way more ex-
pensive and, therefore, not applicable to the wide range of systems which can be
calculated with DFT. Especially for investigating SAMs of organic adsorbates on
metal substrates, DFT-based approaches are still the method of choice. In passing
we note, that in recent studies by Pueyo Bellafont et al. they explored the per-
formance of di�erent functionals for determining core-level binding energies of
molecules on metals,[177] and investigated the impact of di�erent XC-functionals,
speci�cally focusing on the core-level binding energy of a CO molecule.[176] They
showed that the type of functional should be well-considered, i. e., whether to use a
GGA, meta-GGA or hybrid functional should be chosen appropriately, depending
on the investigated system.

When modeling core-level binding energies within the framework of density func-
tional theory (DFT), the approaches can principally be categorized into so-called
initial and �nal-state methods. These two fundamentally di�erent approaches are
explained in more detail in the next sections. First, the advantages and drawbacks
of the initial-state approach, which neglects any �nal-state e�ects and electronic
screening, are discussed. Second, the a priori more sophisticated �nal-state ap-
proach, which inherently considers the aforementioned e�ects, is explained. Addi-
tionally, the challenges needed to be addressed when utilizing periodic boundary
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conditions (PBC) in conjunction with �nal-state approaches are investigated in
more detail in the included paper in Chapter 4.2.

4.1 the initial-state approach

The most straightforward way to model XPS measurements when doing DFT-
calculations is the so-called initial-state approach, which maps the Kohn-Sham (KS)-
eigenvalues to the binding energy of an electron.

This approach is based on the ionization potential (IP)-theorem, which states
that the negative unrelaxed ionization potential of a system equals the calculated
KS-HOMO.[178] In passing we note that Koopmans’ theorem [179] states the
same for the unrelaxed ionization potential in the context of HF theory. The
general use of the orbitals’ KS-eigenvalues for determining the energies of their
electrons is a heavily discussed topic, though, because the KS-states have per se no
physical meaning.[52, 180–186] Chong et al. [183] argue that theKS orbital energies
of occupied states εk approximate relaxed vertical ionization potentials, VIPk,
accurately for outer valence levels, εk ≈ −VIPk, and become an exact identity
for the highest occupied molecular orbital (HOMO), εHOMO = −VIPHOMO. As
this approach neglects, i. a., correlation and relaxation e�ects upon ionization, it
only works well for systems where these play only a minor role or cancel each
other.[187] Therefore, it is of utmost importance to check whether an approach
within the initial-state framework is applicable. It was shown for, e. g., surface core-
level shifts and alloys, that methods considering �nal-state e�ects can be necessary
to obtain correct results.[188–191] Despite these drawbacks and although the
obtained values are not exact (as it is generally the case with DFT-calculations),
the initial-state approach is quite successful for a vast range of di�erent systems
and, therefore, widely used.[28, 35, 153, 191–196] A more detailed description of it
is given in the next paragraphs.

As mentioned above, for calculating core-level excitations within the initial-state
approach a standard self-consistent �eld (SCF)-calculation is done and the KS-
eigenstates are mapped to the electron binding energies of their respective orbitals.
This means, the initial-state core-level energy Einitial

CL can be reported with respect
to the Fermi-energy:

Einitial
CL = εKS − εF , (30)

where εKS is the eigenvalue of the KS-orbital from which the electron is ejected
and εF the Fermi energy of the system. By aligning all calculated energies to the
Fermi level it is possible to compare di�erent DFT-calculations, because the Fermi
level can act as a common reference energy level when investigating organic
adsorbates on metal substrates. In passing we note that also experimental spectra
are measured relative to the Fermi level as is shown in Figure 5.
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As already mentioned, �nal-state e�ects and electronic screening is entirely ne-
glected within the initial-state approach. Neglecting these bears the advantage
of being able to acquire core-level binding-energies with a lot less computational
resources due to the fact that only a single DFT-calculation is needed to get the or-
bital energies of all atoms in the unit cell. This is in stark contrast to the �nal-state
approach, especially when investigating SAMs comprised of bigger molecules,
where a full SCF-calculation is needed for every atomic orbital contributing to the
overall spectrum. Utilizing the initial-state approach means, therefore, neglecting
any relaxation e�ects due to the missing core electron, though, because no change
of the potential is considered after removing the electron.[52, 55, 57, 58]

To mitigate the impact of neglecting the aforementioned �nal-state e�ects, screen-
ing e�ects due to mirror charges as well as the �nite attenuation length of an actual
electron can be corrected a posteriori via a classical electrostatic model.[197–199]
The mirror charge screening due to the polarizable metal substrate can be ac-
counted for via a classical electrostatic image charge model [197, 198]. This leads
to the following equation for adjusting the calculated core-level energies in the
initial-state approach:

εscreened = εKS +
1

4ε(z− z0)
, (31)

where εscreened denotes the corrected core-level energy due to mirror charges in the
metal and εKS the calculated KS-orbital energy. ε is the dielectric constant of the
SAM and z− z0 denotes the distance between the atom of the orbital in question
and the mirror image plane of the metal. The position z0 of the substrate’s image
plane depends on the metal it is comprised of.[200, 201] This correction shifts the
calculated core-level binding energies to smaller binding energies, e�ecting the
orbitals closest to the metal substrate the most.

To �nally generate an XP-spectrum out of the calculated orbital energies, the delta
peak of each orbital contributing to the spectrum has to be broadened. For this,
a simple Gaussian function can be used. Additionally, a Lorentzians or a Voigt
function, which is a convolution of a Gaussian and a Lorentzian function, are good
options. Furthermore, Gaussian-Lorentzian sum (GLS) and Gaussian-Lorentzian
product (GLP) functions can be useful for XPS peak �tting as Jain et al. argued in
their perspective.[202] Over these individual contributions is then summed up,
while weighting each orbital with an exponential attenuation factor, wi,[199] to
account for the �nite escape depth of the ionized photoelectron, εi,screened.

∑
i

wiεi,screened with wi = w0e−
d
λ , (32)
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where the weighting factor wi depends on the distance d between the atom in
question and the topmost layer of atoms in the SAM, a scaling constant w0, and
the damping factor λ, which is given by [199]:

λ = 0.3Ekineβ , (33)

where Ekin denotes the kinetic energy of the photoelectron, which itself is de-
termined by the incident photon energy minus the calculated core-level binding-
energy. The empirical attenuation factor β needs to be chosen in such a way that
the calculated spectra reproduce the experimentally measured relative peak heights
and, therefore, depends on the investigated SAM. This strategy allows to reproduce
high resolution X-ray photoelectron spectroscopy (HRXPS) measurements quite
well, though, only relative binding energies can be obtained. This means, to be able
to compare the calculated core-level energies to experimentally measured binding
energies, the former needs to be rigidly shifted to coincide with the latter.[15, 52,
53, 186, 191, 193, 203] In the case of organic adsorbates on metal substrates, the
calculated core-level energies need to be shifted to higher binding energies. When
dealing with hydrocarbon SAMs on a gold substrate, they need to be shifted by
around 18.9 eV to 19.0 eV to match the values obtained at a synchrotron.[43, 195,
196, 204]

4.2 the final-state approach

In the a priori more sophisticated �nal-state approach the remaining core electrons
are allowed to relax after the photo-ionized electron is ejected from the atomic
orbital. This means, quantum mechanical relaxation and screening e�ects are
inherently considered in the �nal-state approach. As a matter of fact, �nal-state
e�ects are quite crucial for surface core level shifts,[52, 188, 190, 191, 205, 206] in
same cases even changing the sign of the core-level shift.[190] What should be
noted is that in literature the terms initial state and �nal state method not always
exclusively describe initial state and �nal state e�ects, respectively, as is discussed
by Pueyo Bellafont et al.[57]. They argue, "we note that initial state e�ects on core-
level BE’s arise largely from the core and valence electron density at the nucleus
of the ionized atom. As such, changes in the initial state contributions directly
re�ect changes in the chemical bonding. On the other hand, the �nal-state e�ects
arise from the response, or relaxation, of the passive electrons to the presence of
the core-hole and are less easy to relate to the changes in chemistry. Although
there is some disagreement in the literature about suitable de�nitions of initial
and �nal-state e�ects, the de�nitions given above have general acceptance."[57]
There are di�erent ways to consider the aforementioned �nal-state e�ects, the
most prominent methods are removing 1 electron from the system (∆SCF [55, 193,
207, 208]) or are removing ½ electron from the core level, the latter being known as
the Slater-Janak transition state method [209]. The conceptional di�erence is that
in the case of the ∆SCF-method the di�erence of the total energies is taken; i. e.,
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the core-level binding energy is calculated by doing a full SCF-calculation of the
system in its ground state and one with an electron removed from the core-level
of interest, thereby letting the system adjust for the missing electron, and �nally
taking the di�erence of the total energy of both calculations. In comparison, in the
case of the Slater-Janak transition-state method the KS-eigenvalue of the orbital
of interest is taken from a full SCF-calculation with half an electron removed from
the system as the core-level binding energy.

The Slater-Janak transition-state method builds on the theorem that the KS-
eigenvalue of a half-occupied state equals the binding energy of its electron. This
is strictly speaking only valid for the HOMO, which was shown by Jones and
Gunnarsson [83]. They argue based on Koopman’s theorem within HF theory,
which states that

εHF
i = E(n1, . . . , ni, . . . , nN)− E(n1, . . . , ni − 1, . . . , nN) . (34)

Here εHF
i is a HF-eigenvalue and E(n1, . . . , nN) is the total energy of the system

with the occupation numbers n1, . . . , nN . The theorem is valid if the change of
the occupancy of an orbital ni does not a�ect the other orbitals and it identi�es
εHF

i as the energy required to remove an electron from the orbital i. This is not
generally valid in DFT, where Slater and Janak state [209, 210]:

∂E
∂ni

= εi(n1, . . . , nN) . (35)

The total energy di�erence in Equation 34 can now be written as:

E(n1, . . . , ni, . . . , nN)− E(n1, . . . , ni − 1, . . . , nN)

=
∫ 1

0
εi(n1, . . . , ni + n− 1, . . . , nn) dn .

(36)

What should be noted is the fact that Equation (36) has a formal justi�cation only if
the occupation numbers refer to the ground state of the system with M and M− 1
particles, where M = ∑ ni, i. e., εi refers to the highest occupied eigenstate of an
M-electron system. Then Equation 36 can be simpli�ed within the DFT-formalism
by using the result for the HOMO:

εN(n1, . . . , nN = n) = εN(n1, . . . , nN = 1), 0 < n ≤ 1 , (37)

which was derived by Perdew and Norman using the T → 0 limit of the �nite
T theory.[181] This means, we can use the following equation to determine the
core-level energy:

ECL = EN−1 − EN = −
∫ 1

0
ε(n) dn , (38)
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and on the assumption that the KS-eigenvalues are a linear function of the occu-
pation number of the orbitals, which was shown by Göransson et al.[211] to hold
in a �rst approximation, the core-level energy can be calculated by removing half
an electron:

ECL = −
∫ 1

0
ε(n) dn = ε(0)− 1

2
[ε(1)− ε(0)] = ε(1/2) . (39)

A thorough explanation and numerical investigation can be found in the afore-
mentioned work of Göransson et al. [211] and the approach was generalized by
Williams et al. who stated that "excitation energies of somewhat greater accuracy"
can be obtained when the SCF-calculation is evaluated for a state at 2/3 of the
transition rather than at 1/2 as in Slater’s formulation.[212] This, however, will
introduce larger spurious collective electrostatic e�ects when periodic boundary
conditions (PBC) are applied as is explained in Chapter 4.4.

What a priori limits the applicability of �nal-state methods is that they are com-
putationally way more costly compared to initial-state methods. This is due to
having to run a full SCF-calculation for every single orbital which contributes
to the overall spectrum, in contrast to the initial-state method where just one
calculation is needed to acquire the whole spectrum.

Another crucial point, especially when investigating surfaces and interfaces by uti-
lizing the repeated slab approach (RSA), is the fact that there arise computational
artifacts due to the PBC applied to the unit cell. These spurious collective electro-
static e�ects are introduced by removing the charge from the core level and placing
it, e. g., in the conduction band, as the unit cell itself cannot be charged when PBC
are applied. Applying them to a charged system leads to a periodic arrangement
of charges, which, consequently, leads to a diverging energy, and, therefore, the
SCF-calculation would not converge. This means, the removed charge from the
core-level needs either to be compensated within the unit cell, which can be done,
e. g., by a uniform background charge, or the charged unit cell is not repeated at
all, e. g., by utilizing some kind of embedding scheme. Both approaches have their
own advantages and disadvantages, and are discussed in more detail, e. g., in the
work of Hofmann et al.[132].

In the case of FHI-aims, which was used throughout this work, the charge is moved
from the core-level to the lowest unoccupied orbital, i. e., in the case of an organic
semiconductor (OSC) adsorbate on a metal substrate, this is somewhere at the
Fermi edge of the metal. Consequently, this induces an arti�cial dipole between the
core level and the metal surface. The size of the point dipole depends on the distance
from the metal substrate to the atom probed, i. e., the distance to the positively
charged core hole. As already discussed in Chapter 3, this creates a dipole, which
modi�es the potential energy surface. This poses per se no problem, as the in�uence
of a single dipole is quite localized. But if periodic boundary conditions (PBC) are
applied and the repeated unit cell is too small, an arti�cial, densely packed array of
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dipoles is introduced, which causes an abrupt jump in the potential. This contrasts
the picture of an XPS-measurement, which is more appropriately described by a
single dipole, i. e., only one atom is excited and its core-level electron is measured
at the same time. We published a thorough investigation of these arti�cial e�ects
in a peer-reviewed article, which is reproduced in Chapter 4.6.

4.3 core-level calculations in practice

In this section a brief hands-on tutorial will be given on how to model XPS,
covering the most important points when simulating XP-spectra of SAMs on
metal substrates. As throughout this work FHI-aims was used, also the following
considerations are focusing solely on the work�ow utilizing FHI-aims. In passing
it is noted that this is not an exhaustive how to, but rather only points concerning
the calculation of core-level energies are considered and other, equally important
steps like, e. g., convergence tests, are not discussed.

First, the key steps for the initial-state approach will be discussed, and, second,
the same will be done for the �nal-state approach.

4.3.1 Self-consistent �eld (SCF)-calculations

For the initial-state approach a single SCF-calculation is su�cient. If using FHI-aims,
the following lines shown in Listing 1 should be added to your control.in input
�le. For evaluating carbon 1s core-level energies, e. g., in a methane molecule, the
atom projected density of states (DOS) should be written out at the appropiate en-
ergy range, i. e., in this case around−270 eV, in addition to the total DOS. This can
be done by including the keywords output atom_proj_dos and output
↪→ dos with the desired energy window, the number of steps and the broadening.
Furthermore, to be able to easily compare di�erent calculations, a common ref-
erence level is needed, which the work function provides. It is only written out,
though, if the keyword evaluate_work_function is included in the input
�le. Additionally, the cube origin, cube edge and cube_content_unit
keywords should be set for every cube �le to ensure they are written out in a
consistent manner.
Listing 1: Lines to be added in the control.in �le for calculating orbital energies

within the initial-state appraoch. The lines commented with fs need to be
additionally included to produce the necessary restart �les for a subsequent
�nal-state calculation.

1 restart_write_only restart_xps # fs - specifies the name
↪→ of the restart files

2 KS_method serial # fs - needed with the aims version used
3 evaluate_work_function # writes out the work function
4 use_dipole_correction # needed for slab calculations
5 dos_kgrid_factors 10 10 1 # writes out the DoS on a

↪→ denser grid



38 on the calculation of core-level excitations

6 output dos -10 10 2000 0.1 # specifies the range for the
↪→ total DoS

7 output species_proj_dos -10 10 2000 0.1 # specifies the
↪→ range for the species projected DoS

8 output atom_proj_dos -350 -250 1000 0.1 # specifies the
↪→ range for the atom projected DoS

9 output cube eigenstate_density X
10 #the following lines have to be set for every cube file

↪→ written out!
11 cube filename eigenstateX.cube
12 cube origin 2.0 2.0 10.0
13 cube edge 400 0.01 0.0 0.0
14 cube edge 400 0.0 0.01 0.0
15 cube edge 1000 0.0 0.0 0.01
16 cube_content_unit bohr
17 output cube hartree_potential # fs
18 output cube xc_potential # fs
19 output cube total_density # fs

The orbital energies can be found in the section called Writing Kohn-Sham
↪→ eigenvalues. in the output �le. There all KS-eigenvalues are written out
in ascending order of their eigenvalue. This means, one needs to know beforehand,
which eigenstate corresponds to the core-level of interest to be able to de�ne
the correct eigenstate_density to write out. The same holds for the energy
range of the atom projected DOS, which can also be used to investigate the core-
level orbital energies. As mentioned above, for a carbon 1s orbital in a methane
molecule, this energy is about −270 eV. It should be checked if the KS-state is
localized on a single atom instead of being delocalized over several atoms, which
can be the case when dealing, e. g., with an alkyl chain. Once knowing the energy
of the KS-eigenstate, the spectrum can be constructed as explained in Chapter 4.1.

When the SCF-calculation is converged and the needed restart �les are written
out, the additional SCF-calculations needed for the �nal-state approach can be
started in parallel, as will be explained in the next chapter.

4.3.2 SCF-calculations for the �nal-state approach

As the �nal-state approach is a two-step process, �rst a SCF-calculation as ex-
plained in the previous chapter has to be done. In passing it is noted that usu-
ally overall computing time is saved when the convergence criteria for this SCF-
calculation are quite tight, because than the restarted calculated converges faster
compared to one, which is restarted using a less converged restart �le. Once �n-
ished, the output should be validated and it needs to be checked if all required �les
for the �nal-state calculations are indeed written out. There should be an additional
�le per cpu-core used created, i. e., restart_xps000 to restart_xps015
when sixteen cores were utilized. Now another SCF-calculation has to be done for
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every core-level contributing to the overall spectrum. In the example given above
in Listing 1 of the keywords to include in the control.in �le, X denotes the
eigenstate of the core-level of interest in the system. There should be a separate
cube �le written out for every orbital contributing to the spectrum, as these are
needed to unambiguously assign an eigenstate to a speci�c atom. Furthermore,
when assigning the KS-state to a speci�c atom, it should also be checked if the
eigenstate in question is indeed localized. For the actual �nal-state calculation,
the lines given in Listing 2 have to be additionally included in your conrol.in
input �le for evaluating excited core orbitals.

Listing 2: Lines to be added in the control.in �le for calculating orbital energies
within the �nal-state appraoch. The keywordrestart_write_only needs
to be changed to restart or restart_read_only in contrast to List-
ing 1.

1 restart restart_xps # restart file to start final-state scf
2 force_occupation_projector X 1 1.5 y z # eigenstate, spin

↪→ channel, occupation, overlap-check start, check end

The keyword force_occupation_projector de�nes the electron occupa-
tion of the KS-eigenstate X. If applying the Slater-Janak transition-state theory,
half an electron is removed from the core-level and the energy of the eigenstate
of said core-level is used to generate the XP-spectrum. For this, the KS-state, the
spin channel, the occupation, and a region to check for any overlap with the
KS-state between di�erent SCF-steps have to be given. Therefore, eigenstates with
very similar energy should be included here, i. e., for the system investigated in
Chapter 4.8 at least all carbon 1s states. In passing we note that if spin-unrestricted
calculations are performed, the total occupation of a KS-state is 2, whereas in
a spin restricted calculation it is 1. A more elaborate explanation about these
constraining approaches is given in the FHI-aims manual.

When the SCF-calculation is �nished, again it should be checked whether the
eigenstate of interest is localized by examining the eigenstatedensity.cube
�le. Additionally, it should be checked, if any spurious collective electrostatic e�ects
(cf. Chapter 4.4) impact the results. A quick and easy sanity check if dealing with
upright standing molecules, is to verify that the (upper) work function stays the
same for all the di�erent �nal state calculations. If di�erent values are reported, a
probable cause is that the used unit cell was chosen not big enough to mitigate the
aforementioned collective electrostatic e�ects arising due to the applied periodic
boundary conditions (PBC). Additionally, convergence tests with a bigger super
cell should be done to check whether the quantities of interest are converged.

For the generation of the spectrum, the Fermi level of each calculation is needed, as
well as the eigenstates of all the core orbitals contributing to the spectrum. Further-
more, for considering the �nal escape depth of the photoelectrons, the z-position
of each atom found in the geometry.in �le is needed. Having acquired all of
these values, the spectrum can �nally be constructed as explained in Chapter 4.1.
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4.4 calculating core-level binding-energies within the final-
state approach

In the following paper we investigated spurious collective electrostatic e�ects
which can occur when modeling hybrid metal-organic interfaces applying periodic
boundary conditions (PBC) utilizing the �nal-state approach for describing the
core-hole excitations. These spurious e�ects are due to the way the system is
constructed utilizing the repeated slab approach (RSA). Even though the RSA
is a standard way to calculate surfaces and interfaces in the �eld of solid state
and condensed matter physics, in this speci�c case it incorrectly describes the
physics of the system by introducing an arti�cial dipole layer. A more in-depth
explanation of the electrostatic basics of these collective e�ects can be found in
Chapter 3. In the following paper we investigated the drawbacks of �nal-state
approaches with a special emphasis on the Slater-Janak transition-state method
(cf. Chapter 4.2). Furthermore, we focused on physisorbed organic molecules on
metal substrates as these are one of the most intensively studied systems in the
surface science community. For explaining the aforementioned arti�cial e�ects
we used a deliberately chosen model system, namely methane - representing the
simplest organic molecule - on an aluminum slab in order to get a fundamental
understanding of the computational artifacts.

4.5 author contributions

The idea for this paper emerged while I was working on another manuscript [153]
investigating di�erent methodologies to calculate core-level excitations. During
this work, preliminary results acquired within the �nal-state approach showed an
interesting behavior which we deemed worth investigating more thoroughly.

I contributed to all stages of the following publication and performed all DFT-
calculations presented in this paper as well as analyzed their results. I generated
all Figures with the exception of Figure 2b and 6, which where created by Egbert
Zojer. Oliver T. Hofmann contributed signi�cantly to the interpretation of the data
and helped overcome various technical challenges. Subsequently, the data was
discussed and interpreted jointly by all authors.

I wrote the �rst draft of the manuscript, which was then modi�ed and improved
by all authors. Egbert Zojer supervised the research, was responsible for the
coordination, the funding and had the original idea for the project.

Furthermore, I generated all the data for the Supporting Information and compiled
the corresponding text, which was then revised by Egbert Zojer.
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ABSTRACT: Core-level energies are frequently calculated to explain the X-ray
photoelectron spectra of metal-organic hybrid interfaces. The current paper describes
how such simulations can be flawed when modeling interfaces between physisorbed
organic molecules and metals. The problem occurs when applying periodic boundary
conditions to correctly describe extended interfaces and simultaneously considering core
hole excitations in the framework of a final-state approach to account for screening
effects. Since the core hole is generated in every unit cell, an artificial dipole layer is
formed. In this work, we study methane on an Al(100) surface as a deliberately chosen model system for hybrid interfaces to
evaluate the impact of this computational artifact. We show that changing the supercell size leads to artificial shifts in the calculated
core-level energies that can be well beyond 1 eV for small cells. The same applies to atoms at comparably large distances from the
substrate, encountered, for example, in extended, upright-standing adsorbate molecules. We also argue that the calculated work
function change due to a core-level excitation can serve as an indication for the occurrence of such an artifact and discuss possible
remedies for the problem.

1. INTRODUCTION

X-ray photoelectron spectroscopy (XPS), also known as
electron spectroscopy for chemical analyses (ESCA), is a widely
used technique to analyze the chemical structure of surfaces and
interfaces, providing qualitative and quantitative information
about the chemical neighborhood of specific atoms.1,2 In
addition to the chemical environment, core-level binding
energies are also influenced by the local electrostatic potential
at the position of the excited atom.3−6 This effect is related to
observations for ionic crystals that the differences in Madelung
energies between the bulk and the surface can easily amount to
∼1 eV.7 Electrostatic shifts are also of particular relevance for
interfaces in cases where large dipoles occur. This is very
common for hybrid organic−inorganic interfaces (relevant, e.g.,
for the areas of organic and molecular electronics), where
interfacial potential shifts are typically associated with collective
(also termed cooperative) electrostatic effects.4,5,8−12 Also in
this context, electrostatically triggered core-level shifts on the
order of 1 eV have been observed for polar self-assembled
monolayers (SAMs) adsorbed on metal substrates.3,4,13−15 For
such systems, the electrostatic shifts can be straightforwardly
rationalized by the periodic arrangement of polar entities at the
interface. The superposition of their fields causes a step in the
electrostatic energy that changes not only the sample work
function but also the energetic positions of core levels relative to
the Fermi level of the substrate, as described in detail in ref 5.
The interpretation of experimentally acquired spectra

frequently relies on first-principle simulations.2,16 There is a
broad range of different approaches to simulate XP spectra.2,17,18

The most simple strategy inspired by Koopmans’ theorem19

would be to associate core-level binding energies with the orbital
energies of a ground-state calculation.3,4,6,20−26 This approach,
often referred to as the initial-state approach, does not provide
absolute values of the core-level binding energies but yields
relative shifts between different systems.2,27−31 This is often
sufficient for understanding molecular adsorbates, like self-
assembled monolayers with atoms at rather large distances from
a metal substrate. There, the trends obtained within the initial-
state approach typically agree very favorably with experimental
data3,4,14,20,32 and core hole screening effects can be accounted
for by electrostatic models.33,34 The situation becomes more
involved when considering surface core-level shifts, adsorbates
in the immediate vicinity of the surface, or the effect of alloying:
also there, initial-state calculations have provided valuable
insights. Bagus et al.,2 for instance, showed that surface core-
level shifts at Al and Cu surfaces (as representatives for sp and
transition metals) are primarily due to initial-state effects.35,36

The neglect of (potentially site-dependent) screening in initial-
state calculations can, however, cause problems: for example,
Methfessel et al.27 found for intermetallic MgAu compounds
that the inclusion of screening effects “changes the picture
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drastically”with a sign change in the shift of theMg 1s core state;
Pehlke and Scheffler37 observed “remarkably different” screen-
ing effects for the two atoms in the surface dimers of Si and Ge;
Stierle et al.38 reported that the inclusion of final-state effects
changes the sign of surface core-level shifts in NiAl(110); and
Birgersson et al.39 found that “a large variation exists in the
relative importance of initial- and final-state effects for CO on
Rh(111)” and stressed the “dangers of interpreting core-level
binding-energy shifts in a simple initial-state framework”.
The resulting need to properly account for screening effects

has triggered the development of a variety of more sophisticated
tools,17,18 including Green’s function-based approaches,40−42

techniques based on the GW approximation,40,43,44 and the
explicit simulation of excitation processes,45 for example, in the
framework of time-dependent density functional theory
(DFT).46−49 The most common strategies for complex,
extended systems are based (i) either on calculating the
difference in total energy between the (fully) ionized interface
and the interface in its ground statetypically referred to as Δ
self-consistent field (ΔSCF)17,37,50−54(ii) or on the Slater−
Janak transition-state approximation.17,53,55−63 The latter relies
on calculating the (Kohn−Sham) orbital energies of a partially
ionized core level, whose occupation has been reduced by 0.5
electrons. These approaches are typically referred to as final-
state approaches, as they include screening effects of the core
hole by the polarization of the electron cloud of the substrate. In
passing, we note that this screening can also be accounted for
semiquantitatively in initial-state calculations by employing a
mirror charge correction proportional to 1/[4ε(z− z0)] (with z
− z0 denoting the distance of the excited core level from the
image plane of the substrate and ε referring to the dielectric
constant of the adsorbate layer).4,14,20,34,64,65 One would,
however, expect that an explicit consideration of screening
effects in the quantum-mechanical simulations through final-
state approaches should be superior. This suggests that the final-
state calculations should typically provide improved results not
only for surface core-level shifts but also for adsorbate layers. In
the present paper, we will, however, show that the final-state
calculations in conjunction with periodic boundary conditions
(PBCs) can give rise to a potentially serious complication that is
due to the periodic repetition of the core hole in every unit cell.
In this context, we will focus on the practically relevant interfaces
between metal substrates and physisorbed organic molecules, in
which the distance of the generated core hole from the metal
surface is comparably large. We will also primarily discuss results
obtained within the Slater−Janak transition-state approxima-
tion.

2. MAPPING THE INTERFACE ON A SUITABLE MODEL
SYSTEM AND THE ROLE OF COLLECTIVE
ELECTROSTATICS

For understanding possible pitfalls of final-state calculations, it is
crucial to consider yet another methodological aspect, namely,
how the interface in question is mapped onto an atomistic model
system. Usually, one possibility is to apply slab-type calculations,
which apply periodic boundary conditions (PBCs) with the
metal substrate represented by a two-dimensional (2D) periodic
slab consisting of a finite number of metal layers onto which
molecules are adsorbed. In the third dimension, periodic replicas
of the slab are then decoupled quantum-mechanically by
introducing a wide enough vacuum gap and electrostatically
by a self-consistently determined dipole layer.66 Alternatively,

the system in question can be modeled by a finite size cluster
employing open boundary conditions.
In the following discussion, we will focus on PBC simulations,

as they straightforwardly account for collective electrostatic
effects, which typically dominate the electronic properties of
organic−inorganic hybrid interfaces.5,8,11,67 These effects arise
from the omnipresence of dipoles at surfaces and the fact that a
periodic arrangement of dipoles causes a step in the electrostatic
energy, shifting the energy landscapes above and below the
dipole layer relative to each other (for a tutorial review, see ref
5). In this context, it should be mentioned that the actual
interfacial charge distributions are typically more complex than
mere dipoles but the latter term is still used as a “shorthand” for
the actual situation, as often the true interface properties can be
conveniently mapped onto a dipole model.5,9 For organic−
inorganic hybrid interfaces with typically rather large interfacial
dipoles, it is well established that these effects significantly
change substrate work functions and the alignment between
electronic levels at the interface.5,8−11 Most important in the
present context is that the shift in the electrostatic energy also
changes core-level binding energies. This has, for example, been
measured as well as modeled for self-assembled monolayers
formed by aliphatic13,15,68,69 and aromatic molecules3,15,20

containing polar entities embedded into their backbones.
As the above-described effects arise from the superposition of

the electric fields of the periodically repeated dipoles at
interfaces, their description is intrinsically well compatible
with 2D periodic boundary conditions. Thus, it is also not
surprising that PBCs are commonly employed when modeling
core-level excitations at organic−inorganic hybrid interfa-
ces.4,5,7,20,61,62,70−73

In this context, it should be noted that cluster calculations a
priori miss the above-described effects, as they do not consider
the periodically repeated polar entities present at the interface.
As the impact of the interfacial dipoles in neighboring unit cells
is primarily electrostatic in nature,5 it should, however, be rather
straightforward to include them via suitable electrostatic
embedding schemes74−78 (in analogy to what is done to account
for the Madelung energies when studying ionic crystals6,7).
Thus, properly corrected cluster calculations might indeed be an
interesting strategy for modeling the said interfaces when
employing final-state approaches, as will become evident from
the data presented in this manuscript.
In fact, the key advantage of PBC calculations described above

can become their Achilles heel, when it comes to final-state
calculations: while periodic boundary conditions properly
capture the impact of periodically repeated polar entities present
at the interface, they also periodically replicate the core holes
and the corresponding polarization effects in final-state
calculations. This then gives rise to artificial collective
electrostatic effects. A closely linked problem is that the unit
cells in PBC calculations are typically charge neutral to prevent a
divergence of the electrostatic energy (although there are also
certain approaches to embed charged unit cells within periodic
systems78). Thus the (half) electron excited from the core level
in the final-state calculation is usually not entirely removed from
the system but placed into the lowest unoccupied state, which
for metal substrates resides right at the Fermi level.61,62,79−81

Adding a (fractional) charge to a sufficiently thick metal slab
should a priori not pose a sizable problem, as it does not
noticeably modify the electronic structure of the substrate.
Adding the excess charge to an unoccupied state is considerably
more serious for semiconducting and insulating substrates,
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where the additional (half) electron is put into the conduction
band (or into unoccupied states of the adsorbed molecules, if
they are lower in energy). This is by no means consistent with
what is actually happening at the interface as a consequence of
the core-level excitation. The problem is further amplified by the
fact that at semiconductor surfaces the additional electrons can
be artificially localized in diffuse Rydberg orbitals close to the
core holes, as described in ref 6. As a remedy to this specific
problem, Bagus et al.6 suggested compensating for the charge of
the core hole via the virtual crystal approximation82−85 rather
than adding charge to the conduction band.
This, however, does not solve the problem that for

semiconducting as well as metallic substrates the combination
of the core hole and the compensation charge creates a polar unit
cell, which in conjunction with periodic boundary conditions
results in an artificial dipole layer. The resulting spurious
collective electrostatic effects can have significant consequences,
especially when the separation between the core hole and the
compensation charge is large, as will be discussed below. In
passing, we note that these are not the only spurious electrostatic
interactions PBC calculations can suffer from,86 as similar
complications also occur when modeling charged defects.87−90

3. METHANE ON ALUMINUM: A SIMPLE, YET
INSTRUCTIVE MODEL SYSTEM FOR
METAL-ORGANIC HYBRID INTERFACES

To illustrate the consequences of the spurious dipole layer, we
designed a prototypical test system for an interface consisting of
a metal substrate and a physisorbed organic molecule. It consists
of an Al(100) surface with methane molecules adsorbed in every
2 × 2 surface unit cell (see Figure 1). Methane represents the
simplest organic molecule. Its frontier levels are far from the
Fermi level of the substrate. Thus, Pauli pushback is the only
origin of the actual interface dipole5,91−94 and even when the
(half) core hole has been formed, the lowest unoccupied
molecular orbital (LUMO) of the ionized adsorbate molecule
will (in most cases) remain well above the metal Fermi level.
This prevents a transfer of electrons from the metal into the
molecular LUMO as a consequence of the core-level excitation.
Thus, one avoids Fermi-level pinning,5,91 which would further
complicate the situation (see below). Moreover, the small size of
methane confines intramolecular screening effects to a very
small volume. Consequently, the simulation artifacts arising
from the spurious dipole layer can be shown without significant
interference from additional effects, like massive interfacial
charge transfer, Fermi-level pinning, or complex dielectric
screening. Aluminum has been chosen as the substrate to
minimize computational costs for our all-electron calculations.
This is important, as to clearly demonstrate the impact of
artificial collective electrostatic effects, the largest considered
supercell contains 36 adsorbate molecules and 432 substrate
atoms. Moreover, the exact nature of the metal substrate should
only have a very minor impact on the results obtained here.
As parent unit cell, we chose a 2 × 2 surface unit cell of

Al(100) containing a single methane molecule. For bigger
supercells, the parent cell was repeated simultaneously in both
the x- and y-directions, creating 4 × 4, 6 × 6, 8 × 8, 10 × 10, and
12 × 12 supercells with identical adsorbate densities and aspect
ratios. The surface area of the investigated cells (cf. Figure 1)
ranges from 33 Å2 (for the 2 × 2 unit cell containing a single
methane molecule) to 1181 Å2 (for the 12 × 12 supercell
containing 36 methane molecules). We emphasize that the
trends discussed below are not dependent on the adsorbate

density but rather are determined by the density of (half) core
holes created on the surface. This is shown explicitly in the
Supporting Information (Section 1), where we compare
calculations on supercells containing only a single adsorbate
molecule (which is also excited) with simulations on supercells
with the same methane coverage as in the parent 2 × 2 unit cell
(where only one carbon atom per supercell is excited). Both sets
of calculations yield essentially the same results, which implies
that the relevant quantity for the calculated core-level shift (at
least for the present model interface) is the excitation density
rather than the coverage of the adsorbate molecules. In the
following, we will report data obtained for the full-coverage case
with a single methane molecule per supercell excited, such that
the inverse supercell size directly corresponds to the excitation
density. The only exception is a 3 × 3 surface unit cell at slightly
reduced coverage, which we calculated to generate an additional
data point with an excitation density between the 2× 2 and 4× 4
cells.

4. METHODOLOGY
The quantum-mechanical modeling was done using density
functional theory (DFT) employing the all-electron, full-
potential FHI-aims code version 180808.95−99 To perform the
slab-type band-structure calculations on the interfaces, the
Perdew−Burke−Ernzerhof (PBE)100,101 functional was used for
describing exchange and correlation. Long-range van der Waals

Figure 1. Largest supercell of the methane/Al(100) interface
investigated in the present study. The black box indicates the smallest
considered supercell (2 × 2 surface unit cell of Al(100); base area of 33
Å2), while the colored box shows the biggest supercell (12 × 12, with a
base area of 1181 Å2 and containing 36 methane molecules). In the
bottom image, only a part of the vacuum gap is shown.
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interactions were accounted for by employing the Tkatchenko−
Scheffler dispersion correction.102 All calculations were done
with tight settings for all atomic species (as supplied by FHI-
aims). Details on the corresponding basis functions are
described in the Supporting Information (Section 2.1).
Reciprocal space was sampled by a Γ-centered 12 × 12 × 1
grid for the 2 × 2 unit cell and by smaller grids for the larger cells
(8× 8× 1 for the 3× 3, 5× 5× 1 for the 4× 4, 4× 4× 1 for the 6
× 6 and 8 × 8, and 2 × 2 × 1 for the 10 × 10 and 12 × 12
supercells). These grids are very well converged (despite minor
variations in the k-point density between different supercells), as
shown in the Supporting Information (Section 2.2). The change
in the electron density between subsequent iterations was
converged to 10−5 e−, and the change of the total energy of the
calculated system was converged to 10−6 eV.
Interfaces were modeled employing the repeated-slab

approach with the Al substrate represented by three metal
layers. These are rather few layers but making this choice was
inevitable to consistently calculate also the largest supercells
(the 12 × 12 supercell containing 612 atoms). The Supporting
Information (Section 2.3) contains layer-convergence tests for
the 2 × 2 unit cell (the cell most strongly affected by the artifacts
discussed here), which show that for the current system also
three-layer slabs yield reliable core-level binding energies. The
periodic replicas of the slabs were quantum-mechanically and
electrostatically decoupled by a vacuum gap of 30 Å and a self-
consistent dipole correction.103 The geometries of the adsorbate
molecules in the 2× 2 and 3× 3 unit cells were fully relaxed until
the remaining forces on each atom were below 10−3 eV/Å. The
geometries of the other supercells considered here were directly
derived from the 2 × 2 cells. The obtained adsorption height
amounts to 3.68 Å for the central C atom above the topmost Al
layer. Whether the top Al layers are relaxed only negligibly
impacts the obtained results (see the Supporting Information,
Section 2.4); thus, we stick to unrelaxed surface layers.
The final-state calculations were done within the Slater−Janak

transition-state approximation.55−59 To that aim, half an
electron is removed from the carbon 1s core orbital of one of
the methane molecules in the supercell. The Slater−Janak
theorem has a rigorous theoretical foundation for finite size
systems,104 but when employing periodic boundary conditions,
a complication arises, as the unit cell needs to stay charge neutral
(see the discussion in Section 2). Thus, in that case, the excited
charge is moved to the lowest unoccupied level, which for the
metal substrate considered here corresponds to a state right at
the Fermi level. Notably, the region of electron accumulation
following the core-level excitation is found right above the metal
surface underneath the excited molecule, as will be discussed
below. Correspondingly, one is dealing with one excitation per
supercell and an excitation density that is inversely proportional
to the size of the supercell. As each core hole excitation creates a
dipole at the surface, this inverse relation also applies to the
dipole density.
For supercells, special care had to be taken that in the ground-

state calculations the orbital from which the charge was
eventually removed was localized on only one carbon atom.
To achieve that, in most cases, the translational symmetry within
the supercells had to be broken by moving one methane
molecule by−0.01 Å closer to the surface. The occupation of the
selected orbital was then reduced and kept fixed in the following
self-consistent field (SCF) cycles. All calculations were
performed in a spin-unpolarized manner, as commonly done
for such core-level excitation simulations.6 Spin-polarized

calculations on selected test systems yield equivalent trends, as
shown in the Supporting Information (Section 2.5).
In addition to employing the Slater−Janak transition-state

approximation, we also performed ΔSCF calculations on
selected systems, as this approach has also been used repeatedly
in conjunction with periodic boundary conditions for calculating
core-level excitations at interfaces and surfaces.17,51,53,54,63 In the
ΔSCF approach, the core-level binding energy is obtained as the
difference in total energy between the system with, in this case, a
full electron excited from the core level and the system in its
ground-state configuration. Notably, while inΔSCF calculations
on finite size clusters, the excited electron can be removed from
the system, when employing periodic boundary conditions it is
again typically put into the lowest unoccupied orbital. If that
orbital is localized in the substrate, this again results in a spurious
dipole layer. In theΔSCF calculations, due to the excitation of a
full electron, the magnitude of the dipole is essentially doubled
compared to the Slater−Janak case (unless this is prevented by
pinning effects; see below).
For the analysis and visual representation of the data, Python

was used in conjunction with NumPy105 and matplotlib.106

Ovito107 was applied for generating the three-dimensional (3D)
view of the system, and VESTA108 and XCrySDen109 were used
for producing isodensity plots. The figures were compiled with
GIMP.110 The graphs in Figures 2b and 6 have been compiled
using Mathematica, version 11.3 from Wolfram Research.

5. RESULTS AND DISCUSSION
5.1. Impact of the Size of the Surface Unit Cell on the

Calculated Core-Level Shifts. Figure 2a shows the calculated
C 1s core-level binding energies as a function of the supercell
size for the methane/Al(100) interface. Applying the Slater−
Janak transition-state approximation, they are obtained as the
orbital energy of the partially ionized C 1s orbital relative to the
system’s Fermi energy. The core-level binding energies vary by
as much as 1.2 eV, with the most negative binding energy
obtained for the 2 × 2 cell and the least negative binding energy
calculated for the 12 × 12 cell. This happens in spite of the
identical chemical nature of the studied interface for all
supercells. The only appreciable difference between the different
supercells is the density of the created core holes (i.e., the
excitation density) with only one C 1s core hole generated per
supercell.
The screening charge in the metal is found right above the

topmost metal layer, as shown in the Supporting Information
(Section 3). It is localized exclusively below the ionized methane
molecule, such that an effective interfacial dipole is created
(which is modified by screening effects within the methane
molecule). Due to the required charge neutrality (see above),
the screening charge can be associated with the half-electron
added to the system right at the Fermi level, although even if the
half-electron was entirely removed from the system, the metal
would be polarized by the core hole.
The main problem is that the dipole formed by the core hole

and the screening/compensation charge in the metal exists in
every unit cell due to the periodic boundary conditions. This is
in sharp contrast to the actual situation in the experiments,
where neighboring core holes with their associated polarization
charges are well separated. As a consequence of collective
electrostatic effects,3,4,20 the artificial array of core holes and
their countercharges in the metal creates a gradient of the
electrostatic energy across the interface. This is shown
schematically in Figure 2b, where we compare the electrostatic
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energy of an isolated pair of a negative and positive point charge
(top panel), with the situation for 2D charge arrays of varying
density. While for the single pair, the energy approaches a
constant value far away from the point charges, there is a step in

the electrostatic energy between the region left of the negative
and right of the positive charges for all 2D charge arrays. As a
consequence, the array of core holes and polarization charges
causes a shift of all electronic states (including the core levels) in
the adsorbate layer relative to the Fermi level of the substrate.
Themagnitude of that shift depends on the density of core holes,
as shown in the three lower panels of Figure 2b. As discussed in
the Supporting Information (Section 5), it also scales linearly
with the amount of transferred charge (i.e., the effect doubles for
a full- compared to a half core-hole calculation). This is insofar
relevant, asWilliams et al.57 suggested that removing 2/3 instead
of 1/2 of an electron (as in the original formulation by Slater)
would yield numerically more accurate values for the core-level
binding energies. According to the data in Section 5 of the
Supporting Information, this would a priori increase the artificial
electrostatic shift of the orbital energy by a factor of 4/3. It
would, however, not increase the impact of artificial collective
electrostatics on the core-level binding energy, as in the model
by Williams et al., the orbital energy for the partially ionized
system enters the expression for the ionization energy weighted
by a factor of 3/4. Equivalent considerations also apply to
approaches relying on the calculation of the slope of the
dependence of the orbital energy on the fractional occupation,
which have also been suggested by Williams et al. in ref 57.
Notably, not only final-state calculations based on the Slater−

Janak transition-state approximation are adversely affected by
the presence of the artificial, excitation-induced dipole layer, but
also ΔSCF-type final-state calculations are significantly
impacted, as is shown in the Supporting Information (Section
6). In that case, the origin of the problem is the additional energy
cost associated with the creation of an artificial dipole layer
instead of a single dipole.
The above considerations show that both types of final-state

calculations (ΔSCF and Slater−Janak) are adversely affected by
artificial collective electrostatic effects, which become stronger
for high excitation densities. Naturally, the problem can be
mended by considering larger supercells. In fact, as shown in
Figure 2, for the system considered here, the core-level binding
energy obtained with the 8 × 8 supercell is within ∼0.01 eV of
the result for the 10× 10 and 12× 12 cells. This means that for a
methane molecule in the immediate vicinity of the metal
substrate, the calculation of the 8 × 8 supercell containing 16
molecules can be considered to be energetically converged.

5.2. Impact of the Creation of the Core Hole on the
Global Energy Landscape. As a next step, we discuss the
direct impact of the excitation-induced dipoles on the
electrostatic energy in more detail. As a starting point for that
discussion, Figure 3a shows the plane-averaged electrostatic
energies for the ground-state configurations of the 2 × 2 and 12
× 12 supercells. They coincide, underlining the identical
physical and chemical natures of the two systems. The minima
in the electrostatic energy at the positions of the Al planes as well
as in the region of the adsorbate molecule are well resolved, and
the minor methane-induced shift in the sample work function
due to Pauli pushback5,91,111,112 can be inferred from the
energetic difference of the vacuum levels left and right of the slab
(indicated by the dashed black line).
The situation changes fundamentally in the presence of core

hole excitations (again half a core hole per supercell). This is
shown in Figure 3b by the modification of the electrostatic
energy due to the excitation of a half core-hole per unit cell
(including the corresponding compensation charge in the
metal). In particular, one sees that for smaller supercells (i.e.,

Figure 2. (a) C 1s core-level binding energy of methane adsorbed on
Al(100) as a function of the chosen supercell size for calculations
employing the final-state approach within the Slater−Janak transition-
state approximation. (b) Electrostatic energy landscape for an electron
generated by an isolated pair of a negative and a positive point charge
(top panel) and by two oppositely charged, square periodic, 2D arrays
of point charges (three lower panels). The distances between the
charges in the arrays in the three lower panels scale as 3:2:1, and their
packing densities scale as 1/9:1/4:1. While the electron electrostatic
energy becomes constant for the isolated dipole in the top panel, there
is a step in energy for the pairs of periodic charge arrays. These steps are
schematically indicated by the blue arrows.
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higher excitation and dipole densities in the final-state
calculations) the change in the averaged electrostatic energy is
more pronounced. Notably, the majority of that change occurs
between the region of electron accumulation right above the
topmost metal layer and the position of the carbon atom of the
adsorbed methane molecules. When analyzing the work
function of the system in the presence of a core hole excitation
(given as the difference between the Fermi energy and the
electrostatic energy far above the surface), one observes a strong,
supercell-dependent change, as shown in Figure 3c. Even though
this work function is not of immediate relevance for the studied
interface, it is still useful for judging the collective electrostatic
artifact: the overall trend for the evolution of the work function
shift in Figure 3c is similar to that for the core-level binding
energies in Figure 2a and, as discussed in the Supporting
Information (Section 4), it is essentially inversely proportional
to the size of the unit cell (depolarization effects notwithstand-
ing).
In fact, it is even rather straightforward to obtain a rough

estimate of the work function change due to the core-level
excitation solely based on electrostatic and geometric argu-
ments, i.e., without performing any quantum-mechanical
simulations (see the Supporting Information, Section 4.2).
Such a model yields the values indicated by the short horizontal
lines in Figure 3c, which agree rather well with the actual work
function changes and, thus, provide a first handle for estimating
the adverse impact of the artificial electrostatic effects discussed
here.
In this context, it is, however, worthwhile mentioning that the

absolute magnitude of the work function shift is significantly
larger than the shift of the core-level binding energies (as can be
inferred from a comparison of Figures 2a and 3c). To
understand that, one has to analyze the difference between the
electrostatic energy at the location of the core level and in the
far-field, high above the interface.

5.3. Local Impact of the Dipoles. As a first step for
analyzing locality effects, it is useful to provide a spatially
resolved illustration of the differences in the change in
electrostatic energy that occurs due to the presence of an
isolated core hole and due to a dense layer of core holes. To that
aim, Figure 4 compares the 2D cross sections of that energy
change for the 2 × 2 and 12 × 12 cells. While for the 12 × 12
supercell, one essentially obtains the situation of an isolated
dipole, which affects the energy landscape only locally, for the 2
× 2 cell, the above-discussed global shift of the electrostatic
energy also (infinitely) far above the metal surface occurs.
Figure 4 also reveals that the change in electrostatic energy

varies significantly in the lateral direction, especially at low
coverage. A detailed analysis of the impact of these lateral
fluctuations shows that they are responsible for themuch smaller
artificial shifts in core-level binding energies compared to the
shifts in work functions (see above). This is a direct
consequence of core-level binding energies being sensitive to
the local electrostatic energy at the position of the orbital from
which the electron is excited.3,8,20 In contrast, the work function
measures the electrostatic situation in the far-field, such that the
lateral fluctuations of the potential energy are no longer relevant.
This aspect is of practical relevance as it, for example, results in

Figure 3. (a) Plane-averaged electrostatic energy of the methane/
Al(100) interface for the smallest (2 × 2; dotted blue line) and largest
(12 × 12; solid pink line) cells. The work function on the methane side
of the slab amounts to 4.31 eV, while on the Al side it is 4.40 eV
(yielding an adsorption-induced work function change of 0.09 eV; see
the dashed horizontal line). (b) Calculated change in the plane-
averaged electrostatic energy between a final-state calculation
(including a half core-hole excitation), Ees,fs, and the ground state,
Ees,gs for different excitation densities caused by different supercell sizes.
The latter are denoted directly in the graph (the lines for the 8 × 8
(violet) and 10 × 10 (brown) cells are not labeled due to the limited
available space). (c) Work function,Φ, of the systems with a half core-
hole excitation per supercell on the methane side of the slab. The work
function obtained in the ground-state calculation is indicated by the
dashed black line at 4.31 eV. The work functions on the Al side
essentially do not change, as shown in the Supporting Information
(Section 7). The values obtained with the simple electrostatic model in

Figure 3. continued

the main text are indicated as short horizontal lines for the
corresponding supercells.
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core-level shifts in polar SAMs becoming sensitive to sample
inhomogenieties.20 In the present context, it means that
averaging the electrostatic energy over the entire unit cell (like
in Figure 3b) very well characterizes the situation for the work
function but fails to properly capture the “locality” of core-level
shifts. To show that also quantitatively, one has to analyze the
electrostatic energy averaged over a much smaller area than in
Figure 3b. This is done in the Supporting Information (Section
8), with the results fully supporting locality as the main reason
for the smaller artifacts in the core-level energy calculations.
5.4. Impact of the Adsorption Distance on Core-Level

Energies. The next aspect to be addressed is to what extent the
discussed artifact depends on the geometrical structure of the
interface. In particular, we will address how spurious collective
electrostatic effects depend on the distance between the metal
surface and the atom probed by XPS. This is, for example,
relevant when bulky side groups lift the backbone of an adsorbed
molecule from the metal substrate. It is also relevant for upright-
standing adsorbates,113−119 e.g., in self-assembled, covalently
bonded monolayers.120−126 To qualitatively assess the situation,
we systematically varied the distance between the methane

molecule and the surface. In this way, effects arising from
(system-specific) screening by the upright molecular backbones
between the probed atom and the substrate are not accounted
for. Still, the model serves to illustrate the impact of an increased
charge-transfer distance.
Figure 5 shows the dependence of the core-level binding

energy on the adsorption distance of the methane molecules

(specified relative to the equilibrium distance) for differently
sized supercells. This plot reveals several interesting aspects:

(i) The data points for the 10 × 10 and 8 × 8 supercells
essentially coincide at small distances. This implies that
there the 8 × 8 and 10 × 10 data display the true effect of
core hole and screening. For larger distances, the
deviations between the 10 × 10 and 8 × 8 unit cells
increase, and at 3 Å above the equilibrium distance (i.e., at
an adsorption distance of 6.69 Å) they exceed 0.1 eV;
notably, at that adsorption distance also the excitation-
induced work function change reaches 0.5 eV, even in the
10 × 10 cell. This is attributed to the growth of the dipole
per unit cell upon increasing the charge-transfer distances.
In view of the observation that at large adsorption
distances even the 10 × 10 data are impacted by artificial
collective electrostatic shifts, we refrain from fitting the
data with simple electrostatic image charge corrections
(where the shift of the core-level binding energies would
be inversely proportional to the distance of the excited
atom from the mirror charge plane).34

(ii) The calculated distance dependence of the core-level
binding energies clearly deteriorates for the 6 × 6 and 4 ×

Figure 4. Calculated difference in electrostatic energy between the
final-state and the ground-state calculations for the 2 × 2 (top) and the
12× 12 (bottom) cells. The values are plotted for a plane parallel to one
of the unit cell axes, containing the nuclei of the C atoms. The overlaid
atomic structure of the interface is shaded in the right half of the plots to
better resolve changes in electrostatic energy close to the nuclei.
Furthermore, only part of the 12 × 12 supercell is shown and the 2 × 2
unit cell is repeated four times in the vertical direction.

Figure 5. (a) C 1s core-level energies for methane on Al(100) relative
to the Fermi level for different unit cell sizes and different adsorption
heights of the methane molecule (blue: 2 × 2 unit cell, orange: 3 × 3
supercell, green: 4 × 4 supercell, red: 6 × 6 supercell, violet: 8 × 8
supercell, brown: 10 × 10 supercell). No data points for 12 × 12
supercells could be included in this plot, as for this very large cell we
failed to converge the SCF cycle in the calculations for increased
adsorption distances. (b) Difference in core-level energies between the
10 × 10 and the 4 × 4 supercells.
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4 unit cells. In fact, the deviations between the 10 × 10
simulations and the 4 × 4 simulations skyrocket for larger
distances, as is shown in Figure 5b. These results imply
that to mitigate the adverse impact of artificial collective
electrostatic effects, at larger adsorption distances, one
would have to simulate even larger supercells than those
studied here. Considering that already the calculation of
the 10 × 10 cell is reaching the limits of present
computational capacities, studying further enlarged cells
is far from trivial. In fact, we failed to achieve convergence
in the SCF procedure for 12 × 12 cells at larger distances.

(iii) For the smallest considered cells, the situation changes
fundamentally. Especially for the 2 × 2 unit cell, the core-
level binding energy becomes essentially independent of
the adsorption distance. This behavior is reminiscent of
the situation encountered for Fermi-level pin-
ning,5,30,91,112,127−132 as for the smallest unit cells, the
shift in electrostatic energy due to the artificial dipole layer
becomes so strong that the lowest unoccupied states of
the adsorbed molecules would get pushed below the
Fermi level of the substrate. This is counteracted by
electrons being transferred from the metal into the
formerly unoccupied molecular states, significantly
modifying the net charge rearrangements (see the
Supporting Information, Section 9). The ensuing
counterdipole prevents any further increase of the
potential step across the interface. Consequently, the
energetic positions of the electronic states become
independent of the adsorption distance. Such a behavior
is inconsistent with the experimental situation for two
reasons: first, at least in the present model system, the
pinning situation is solely a consequence of the artificial
collective electrostatic effects resulting from unrealisti-
cally high excitation densities in the simulations. Second,
even if the core hole locally shifted unoccupied states
below the Fermi level (for example, because of a much
smaller energy gap of the adsorbate), for many interfaces,
the time scales of the photoelectron experiments133,134

would be such that the (partial) filling of these states with
electrons would be too slow to affect the measured kinetic
energies of the escaping electrons (and, thus, the core-
level binding energies).

An aspect that is somewhat surprising about the pinned
situation for the 2× 2 unit cell is that pinning occurs at core-level
binding energies that are significantly less negative than for some
of the considered 3 × 3 and 4 × 4 cells. On the one hand, we
attribute this to the different degrees of localization of the core
levels and the much more delocalized unoccupied states at
which pinning occurs. Consequently, the different orbitals
“probe” shifts in the electrostatic energy in different spatial
regions and are, thus, differently affected. On the other hand, we
observe a more broadened low-lying unoccupied density of
states in the 2× 2 cell compared to the larger supercells. This can
also result in Fermi-level pinning already for smaller energetic
shifts. The relevant factor here is that pinning occurs at the
unoccupied states primarily localized at the excited molecules, as
these lie lowest in energy due to the dipole-induced shifts. For
the 2 × 2 cell, all adsorbate molecules are excited and, thus, all
unoccupied states are shifted by the same amount, favoring a
strong intermolecular coupling. Conversely, for 4 × 4 and larger
supercells, all excited molecules are surrounded by molecules in
their ground state, effectively preventing such a coupling. A

more detailed discussion of the impact of the excitation density
and the adsorption distance on the shape of the unoccupied
density of states can be found in the Supporting Information
(Section 9). There, one also finds a discussion of the impact of
the choice of the basis set on the unoccupied states of methane,
which can quantitatively (albeit not qualitatively) change the
situation.

5.5. Possible Strategies for Avoiding Spurious Electro-
static Effects in Final-State Calculations Employing
Periodic Boundary Conditions. Considering that the
discussed artifacts are electrostatic in nature, the question arises
whether one could also devise an electrostatic correction
scheme. The simplest approach would be to employ a plate-
capacitor model like that used in Section 5.2. Such a correction
only describes the situation in the far-field (i.e., at a sufficient
distance from the interface) and does not reproduce the shift of
the local electrostatic potential at the position of the excited
atom. The latter is, however, what counts for the core-level
shifts, as discussed in Section 5.3.
A solution to the locality problem would be to explicitly

consider the spurious shifts in electrostatic energy due to the
periodic replicas of the (half) core holes and their image
charges.87,103 In view of the employed dipole correction (see
Section 4), periodicity is considered here only in the directions
parallel to the surface. The resulting correction for the
electrostatic energy of an electron at the position of the central
core hole placed at the origin of the coordinate system (at i = j =
0), Ecorr, is then given by

∑
πε ε
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· + ·

−
· + · +

≠
E

Q

i a j a
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i a j a D

1
4 ( ) ( )

( ) ( )

i j
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0 , 0
2 2

2 2 2
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Here, a square lattice (like in the studied model system) with
lattice constant a is assumed. For the half core-hole calculations,
the charge of the core hole and the mirror charge are both set to
Q = 0.5e (with e being the elementary charge).D corresponds to
the distance between a core hole and its mirror charge and is
given by D = 2(z − z0), where z denotes the position of the core
hole above the top metal layer and z0 refers to the position of the
image plane set to 1.59 Å for Al(100).135 ε is an effective
dielectric constant that describes the screening within the
adsorbate layer. When setting ε to 2.1, one obtains correction
energies of 1.20 and 0.17 eV for the 2 × 2 and 4 × 4 supercells,
respectively. This, indeed, provides an excellent correction of the
artificial shifts in Figure 2 (see also Figure 6a). A complication in
this context is, however, that the correct value of ε is a priori not
known, while especially for small unit cells its value rather
significantly impacts the correction (see Figure 6b).
This raises the question of whether one could avoid the

spurious dipoles in neighboring unit cells by achieving charge
neutrality in every unit cell via some static compensation charge
rather than by placing the excited (half) electron into an
unoccupied level. A homogeneous background charge often
employed in bulk calculations137 will typically still create an
artificial dipole layer, whose magnitude depends on the size of
the unit cell and, thus, on the size of the vacuum gap separating
periodic replicas of the slab.83 This should become particularly
problematic when comparing core-level excitations from atoms
at different positions within the unit cell. Another possibility
would be to account for the compensation charge via the virtual
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crystal approximation.82−85 As shown by Bagus et al.,2 this
eliminates certain artifacts occurring when the compensation
charge is put into the conduction band of a semiconductor
substrate (see Section 1). As it does not eliminate the spurious
interfacial dipole layer, it, however, also does not remove the
spurious potential drop between the substrate and the adsorbate.
A strategy for avoiding that drop would be to put

compensation charges into a charged sheet above the adsorbate
layer (in analogy to the charge reservoir electrostatic sheet
technique (CREST) used to model the band bending in the
extended depletion regions of semiconductor surfaces; albeit
there, the charged sheet is placed below the slab).138,139 This
would, however, also result in an incorrect description of the
screening potential between the actually generated core hole and
the metal substrate, as the charged sheet tends to concentrate
the electric field in the region between the core hole and the
sheet. In the region of the metal, this results in a too small field
due to the core hole, with the deviation being particularly large
for smaller unit cells (like the 2 × 2 cell, as shown in the
Supporting Information, Section 11).

Likewise, the problem could not be solved by putting the
compensation charge into some higher-lying unoccupied levels
within the molecules. This would largely avoid the artificial
dipoles, but it would also render all molecules essentially charge
neutral (including the one that is actually excited); i.e., in such a
calculation, screening by the metal would be eliminated
altogether, which would again not represent the actual situation
encountered in an experiment.
Thus, we envision four strategies (with varying strengths and

weaknesses) that have the potential to either avoid or correct for
the spurious collective electrostatic effects discussed in this
paper:

(i) Employing the electrostatic correction scheme described
at the beginning of this section.

(ii) Increasing the supercell size in final-state simulations
applying periodic boundary conditions until the artificial
core-level shifts are below a certain threshold (see above).
In this process, the coverage has to be kept at its initial
value while exciting only one atom per supercell.
Converging the supercell size will typically be feasible
for flat-lying adsorbates, where charge-transfer distances
(and, thus, spurious dipoles) are rather small (albeit at
significantly increased computational costs). For studying
upright-standing adsorbate layers of spatially extended
molecules, which are often relevant for practical
applications, the required supercells will, however, often
be computationally not accessible.

(iii) Especially for atoms far from the surface, initial-state
calculations with an a posteriori mirror charge correction
proportional to 1/(4ε(z − z0)) are a viable strategy to
account for screening effects. We have, in fact, routinely
and successfully employed this approach for modeling
core-level shifts in self-assembled monolayers.4,14,20,32,68

This approach, however, poses the disadvantage that it
describes screening on purely electrostatic grounds,
disregarding, e.g., quantum-mechanical effects, which
might become relevant especially for atoms that are part
of or close to the surface (see Section 1). Moreover, the
determination of the relevant parameters (like the
dielectric constant of the monolayer) is not necessarily
straightforward.

(iv) Another strategy to avoid spurious electrostatics would be
to refrain from employing periodic boundary conditions
and to study finite size clusters as a model for the interface.
True collective electrostatic effects at the interface could
then be accounted for by properly designed electrostatic
embedding schemes,76−78 like the “periodic electrostatic
embedded cluster method” (PEECM).74,75 As far as the
properties of the extended interface vs the cluster are
concerned, such corrections would, however, only
account for purely electrostatic effects.

6. CONCLUSIONS
The above data show that spurious electrostatic effects can come
into play when simulating XP spectra within the final-state
framework in combination with periodic boundary conditions.
The screening/compensation charge in the metal creates a
dipole, which due to the periodic boundary conditions is
spuriously repeated in every unit cell. This creates an artificial,
dense layer of dipoles, which shifts all electronic states in the
adsorbed molecule relative to the metal Fermi level.
Consequently, also their core-level binding energies are

Figure 6. (a) Dependence of the point-charge-derived correction
energy calculated employing eq 1, Ecorr, on the size of the unit cell, with
ε set to 2.1. The vertical lines denote supercells considered in the
present manuscript. In the simulation, the actual lattice constant of our
model system (5.728 Å), the optimized adsorption distance of 3.678 Å,
an image plane of 1.59 Å above the topmost Al layer,135 and half an
elementary charge at every point charge position have been used. (b)
Dependence of the point charge-derived correction energy calculated
employing eq 1, Ecorr, on the effective dielectric constant describing
screening processes at the interface. The vertical line at a dielectric
constant of 2.1 indicates the situation quoted in the main manuscript.
The simulations have been performed using Mathematica.136
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increased. Therefore, one observes a pronounced shift in the
calculated core-level binding energies as a function of the
employed supercell size (and the resulting excitation density).
For the methane/Al(100) system studied here, this shift
amounts to 1.2 eV when comparing calculations for 2 × 2
cells (with an area of 33 Å2) and 12 × 12 cells (with an area of
1081 Å2), when in each cell a single molecule is ionized. A similar
effect is obtained when comparing the total energies of the
systems in their ground and excited states (i.e., when applying
the ΔSCF procedure; see the Supporting Information, Section
6).
Another quantity that is significantly changed by the

interfacial dipole layer due to the core-level excitations is the
work function obtained in the final-state calculations. Even
though this quantity is not of practical relevance for the actual
experimental situation, it is still useful for illustrating the artifacts
discussed in this paper. Moreover, a significant work function
change in a final-state calculation is a strong indication for
artificial core-level shifts. This has the advantage that one can
predict, whether problems occur, already on the basis of a single
calculation without the need to converge supercell sizes.
When increasing the distance of the excited core hole from the

metal substrate, the artificial collective electrostatic effects
increase even further, such that performing trustworthy final-
state calculations in conjunction with periodic boundary
conditions becomes virtually impossible.
For cases in which converging the lateral size of the unit cell in

final-state calculations becomes impossible, we suggest a simple
electrostatic correction, whose application, however, requires a
reasonable guess for the effective dielectric constant of the
interface. Alternative strategies for studying such situations
would be to perform initial-state calculations with an a posteriori
mirror charge screening or to join cluster calculations with
electrostatic embedding schemes, where each of the suggested
approaches has its own strengths and limitations.
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(113) Bröker, B.; Hofmann, O. T.; Rangger, G. M.; Frank, P.; Blum,
R.-P.; Rieger, R.; Venema, L.; Vollmer, A.; Müllen, K.; Rabe, J. P.;
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4.7 supporting information

In the Supporting Information we present further details of the computational
methodology, projected densities of states of methane monolayers for di�erent
supercell sizes and adsorption distances, C 1s core-level energies for di�erent
methane coverages, additional data of test calculations and convergence tests,
charge rearrangements for di�erent excitation densities and adsorption heights as
well as the corresponding cumulative charge rearrangements, work function and
core-level shifts as a function of the inverse supercell size, core-level shifts with
respect to the charge removed from the core hole and with respect to the unit cell
size, electrostatic energy plane averaged over di�erently sized areas, calculations
underlining the dependence of core-level shifts on the local electrostatic energy,
simple electrostatic model for estimating work-function changes, energies of the
frontier orbitals of methane as a function of the used basis set, electric �elds at
various excitation densities for a CREST-like correction scheme.
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1. Dependence of the core-level binding energies on molecular 

coverage 

 

In the main manuscript we show that the C 1s core-level binding energies of methane 

adsorbed on a Al(100) surface calculated employing the final-statefinal-state approach 

strongly depends on the density of core holes present in the simulation. These results 

(shown in Figure 2a of the main manuscript) have been obtained when modeling the 

binding energies as a function of supercell size with one excitation per supercell. In these 

simulations, the coverage of the methane molecules was kept constant. In Figure S1 we 

show that essentially the same results are obtained when also varying the coverage of the 

methane molecules (i.e., when changing the methane density for different unit cells - see 

Figure S2). The bigger unit cells with different coverages were created by multiplying the 

2×2 unit cell and removing every forth methane molecule in the system for the ones with 

a coverage of 25% and by removing all but one molecule in the case of the 10×10 system, 

creating a coverage of only 4.0%. For the 3×3 unit cell an aluminum layer with 9 surface 

atoms per unit cell was created. The adsorption site of the methane molecule was 

obtained in the same way as in the full coverage 2×2 case, namely by placing the methane 

molecule on the surface and fully relaxing its geometry (keeping only the positions of the 

Al atoms fixed). The resulting coverages are summarized in Table S1. This shows that 

what primarily counts for the described effect is the density of excited core holes. 
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Figure S1. C 1s core-level binding energy of methane adsorbed on Al(100) as a function of 

the chosen unit cell size with different methane coverages (see Table S1). The calculations 

were done employing the final-state approach within the Slater-Janak transition-state 

approximation. 

 

 

Figure S2. Left: Unit cell of the 8×8 system with a methane coverage of 25%. Right: Unit cell 

of the 10×10 system with a methane coverage of 4%.  

4.7 supporting information 59



 

S5 

 

Table S1. methane coverage of differently sized supercells. 

Supercell size methane density / molecules per Å² methane density / % of full coverage 

2×2  0.0303 100.0  

3×3  0.0135 44.6  

4×4  0.0076 25.0  

8×8  0.0076 25.0  

10×10  0.0012 4.0  

12×12  0.0076 25.0  

 

 

2. Methodological details and tests 

 

2.1. Information on the employed basis functions 

The basis functions employed in the FHI-aims simulations have the format 

Φ(𝑟) =
𝑢(𝑟)

𝑟
∗ 𝑌𝑙𝑚(Θ, Φ) 

in spherical coordinates (r, Θ, Φ) relative to a given atomic center. FHI-aims provides for 

every atomic species a preconstructed species_defaults file. The used tight basis sets were 

not further adjusted, because they afforded the required accuracy and efficiency. Note: If 

a higher tier for the basis set, i.e. when using tight settings, is used, all lower basis 

functions must be used as well. 
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Table S2. Basis functions that have been used for all calculations performed with FHI-aims1. 

The abbreviations read as followsa: X(nl, z), where X describes the type of basis function 

where H stands for hydrogen-like functions and ionic for a free-ion like radial function. The 

parameter n stands for the main/radial quantum number, l denotes the angular momentum 

quantum number (s, p, d, f, …), and z denotes an effective nuclear charge, which scales the 

radial function in the defining Coulomb potential for the hydrogen-like function. In the case 

of free-ion like radial functions, z specifies the onset radius of the confining potential. If auto 

is specified instead of a numerical value, the default onset is used.  

 H C Al 

Minimal valence(1s, 1.0) valence(2s, 2.0) 

valence(2p, 2.0) 

valence(3s, 2.0) 

valence(3p, 1.0) 

First tier H(2s, 2.1) 

H(2p, 3.5) 

H(2p, 1.7) 

H(3d, 6) 

H(2s, 4.9) 

ionic(3d, auto) 

ionic(3p, auto) 

H(4f, 4.7) 

ionic(3s, auto)  

Second tier H(1s, 0.85) 

H(2p, 3.7) 

H(2s, 1.2) 

H(3d, 7.0) 

H(4f, 9.8) 

H(3p, 5.2) 

H(3s, 4.3) 

H(5g, 14.4) 

H(3d, 6.2) 

H(5g, 7) 

H(H3d, 6) 

 

 

 

2.2.  Convergence of the k-point grid 

The Γ-centered k-point mesh was evenly split along the reciprocal lattice vectors of the 

unit cell with the same number of k-points in x- and y-direction and 1 k-point in z-

direction. This was done because of the quadratic unit cell and the repeated slab approach. 

When applying the repeated slab approach, only 1 k-point in z-direction is used, as the 

interface is not periodic in that direction. Due to the fact that the k-point mesh samples 

reciprocal space, smaller unit cells require the use of more k-points. Therefore, when the 

unit cell size was doubled in a given direction, the number of k-points in that direction 

was halved. To find the number of k-points in x- and y-direction per unit cell length, which 

are needed to get converged results, several calculations were done with an increasing 

 
a As described in the FHI-aims manual, version January 23, 2017.  
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number of k-points for the two smallest systems until the obtained values of interest did 

not change beyond a certain threshold. This procedure yielded that 400 k-points per 

topmost aluminum atom - i.e. 4 Al atoms at the surface in the case of the 2×2 unit cell, 16 

surface atoms in the case of the 4×4 supercell, and 9 surface atoms in the case of the 3×3 

unit cell -  were enough to get orbital energies converged to at least ±0.002 eV. The exact 

number of k-points used for each supercell and the k-point density per surface atom is 

shown in Table S3. 

 

Table S3. Details on the used k-point grid for the different supercells calculated. 

System 
name 

Number of surface Al atoms 
in x- and y-direction 

k-points in x- 
& y- direction 

k-points in  
z-direction 

K-points per 
surface atom 

2×2 2 12 1 576 
3×3 3 8 1 576 
4×4 4 5 1 400 
6×6 6 4 1 576 
8×8 8 4 1 1024   

10×10 10 2 1 400 
12×12 12 2 1 576 

 

2.3. Impact of the number of layers contained in the slab 

Owing to the very extended supercells required for the present manuscript, all data 

presented in the main manuscript rely on metal slabs consisting of only three Al layers. 

To ensure that this is sufficient for calculating the core-level binding energies of the 

present system (where there is no significant substrate/adsorbate charge transfer) test 

calculations for the smallest 2×2 unit cell containing 6 Al layers were also performed. As 

can be seen in Table S4, the C 1s orbital energies for the two slab thicknesses differed by 

only ~ 0.01-0.02 eV, even in cases, where the methane atom was moved farther away from 

the surface slab resulting in a bigger dipole. This suggests that the consideration of three-

layer slabs is sufficient for the present purpose. 
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Table S4. carbon 1s orbital energies calculated for the 2×2 unit cell within the Slater-

Janak transition-state approach for different adsorption heights of the methane molecule 

on two slabs differing only in the number of aluminum layers used to represent the metal 

slab. 

Adsorption distance 
C 1s orbital energy – EF / eV 

3 layer slab 6 layer slab 

Equilibrium -292.83 -292.82 

+1 Å -293.10 -293.08 

+2 Å -293.16 -293.14 

+3 Å -293.15 -293.14 

 

 

2.4. Impact of the geometric relaxation of the topmost metal layer 

The aluminum slab was constructed with ASE2, utilizing the function to create a fcc(100) 

surface slab with a tabulated lattice constant of 4.05 Å. To mimic the metal slab, the lowest 

layer of aluminum atoms was always fixed. To test whether the other layers need to be 

relaxed, two additional systems were calculated. One with the topmost layer and one with 

the two topmost layers allowed to relax during a full geometric optimization. Again, this 

hardly affected the core-level binding energies (see Table S5). Thus, for all calculations 

the slab with the aluminum atoms in the ideal bulk lattice positions was used. 

 

Table S5. Fermi-level aligned carbon 1s orbital energies of an adsorbed methane molecule 

on differently geometrically optimized aluminum slabs calculated for the 2×2 system. 

Relaxed Al layers of the metal slab C 1s orbital energy – EF / eV 

none -292.83 

topmost layer -292.81 

2 topmost layers -292.80 

 

2.5. Spin polarized calculations 

To test whether one needs to perform spin polarized calculations, selected supercells 

were calculated with spin unrestricted settings. Therefore, in the control.in file to start the 

FHI-aims1 calculations, the spin parameter was set to collinear and the force_occupation 

parameter was set by the following lines in the case of a calculation of the 4×4 system: 
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force_occupation_projector 49 1 0.5 49 52 

force_occupation_projector 49 2 1.0 49 52 

Additionally, an initial guess for the spin of the excited atom needs to be set with the 

keyword initial_moment in the geometry.in file in the line following the specification 

of the excited carbon atom. The results obtained with unrestricted spin settings yielded 

the same qualitative trend (see Figure S3) as the spin restricted calculations. In fact, the 

mean value of the spin up and spin down orbitals is close to the energy of the C 1s orbital 

in the restricted calculations. 

What is more relevant in the present context is, however, that the energy difference 

between the 2×2 and 4×4 unit cells is essentially the same for the spin up, spin down, and 

spin unrestricted channels (1.017 eV; 1.019 eV; 1.019 eV). 

 

Figure S3. Carbon 1s core orbital energies calculated within the Slater-Janak transition-

state theory with spin restricted, i.e. Kohn-Sham eigenvalue set to 1.5e- (circles) and spin 

unrestricted (squares) for two different systems. Furthermore, the arithmetic mean of the 

spin down (occupation set to 1 e-) and the spin up (occupation set to 0.5 e-) eigenstate is 

plotted. 

spin down

spin up

spin mean

spin unrestricted
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3. Charge rearrangements due to the excitation 

 

When utilizing the Slater-Janak transition-state theory, half an electron is removed from 

the excited core hole. This charge is then placed into the lowest unoccupied orbital in the 

calculated system. In the case of a system with a metal substrate, as considered in this 

manuscript, this corresponds to a state right at the Fermi level. Notably, the region of 

electron accumulation following the core-level excitation is found right above the metal 

surface underneath the excited molecule, as shown in Figure S4. Please note that the blue 

feature in Figure S4 in the region of methane is a consequence of electron depletion due 

to the polarization of the molecule. Consequently, there is one excitation per supercell and 

the excitation density is inversely proportional to the size of the chosen supercell. 

4.7 supporting information 65



 

S11 

 

 

Figure S4. Isodensity plot – front view (a) and top view (b)  of the 12×12 supercell showing 

the electron depletion (blue) and accumulation (red) due to the removal of half an electron 

from the carbon 1s orbital of the excited molecule. This charge is moved to the lowest 

unoccupied level in the system by FHI-aims. As can be seen this is localized directly 

underneath the excited molecule. 

3.1.  Plane-integrated charge rearrangements 

Notably, the shapes of the calculated plane-integrated charge rearrangements are 

independent of the supercell size (cf., data for the 4×4 and 12×12 cells), with minor 

deviations for the smallest 2×2 cell (solid blue line in Figure S5). The latter we attribute 

to a somewhat different electronic structure in the 2×2 case, in which all adsorbate 

(b)

(a)
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molecules are excited. In contrast, in the calculations of larger cells the excited methane 

molecule is surrounded by inequivalent molecules (i.e., by molecules in their electronic 

ground state), which minimizes hybridization effects between the molecules. This aspect 

will be discussed in more detail later, when discussing Fermi-level pinning effects. 

 

Figure S5. Charge rearrangements between the initial- and final-state calculation, fs-gs, 

integrated over the unit cell for the 2×2 (blue, solid line), 4×4 (green, solid line), and 12×12 

(pink, dotted line) surface supercell as a function of the adsorption height. The 4×4 and 

12×12 data lie exactly on top of each other and the 2×2 data deviate only weakly, especially 

next to the metal surface. 

 

3.2. Plane integrated rearrangements as a function of the adsorption distance 

In the previous section we show the charge rearrangements (Δρfs-gs) in final-state 

calculations relative to the ground state charge density for different excitation densities 

(cf. Figure 5). Here we show the charge rearrangements due to different adsorption 
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heights. As can be seen in Figure S6 the charge density difference in and right above the 

metal slab stays largely the same, no matter how far away the excited methane molecules 

are moved away from the substrate. Furthermore, the qualitative (and quantitative) 

charge rearrangements at the molecule prevail, when it is moved away from the metal 

slab.  

 

Figure S6. Plane-integrated charge rearrangement due to the excitation - i.e. difference of 

the charge density of the final-state and the ground state calculation – for different 

adsorption heights of the methane molecule, calculated for the 10×10 supercell in units of 

the electron charge. Negative values mean electron depletion and positive vales electron 

accumulation. The grey line indicates the position of the topmost aluminum layer. 

 

3.3. Cumulative charge rearrangements as a function of the adsorption 

distance 

Figure S7 shows the integral of Δρfs-gs (the quantity plotted in Figure S6) over the z 

coordinate of the unit cell as a function of the position up to which the integration has 
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been performed. This integral can either be interpreted as a quantity proportional to the 

electric field resulting from Δρfs-gs, or, more useful in the present context, as ΔQfs-gs, the 

cumulative charge rearrangement, which quantifies, how many electrons have been 

transferred from below to above a plane at position z due to the excitation. Figure S7 

shows that the maximum cumulative charge rearrangement somewhat increases with 

increasing adsorption height, which we attribute to the fact that at larger adsorption 

distances the overlap between the screening charges in the metal and the polarization 

charges in the adsorbate diminishes. This observation explains, the slightly superlinear 

increase of ΔEC 1s with adsorption distance observed in Figure 6b. 

 

Figure S7. Cumulative charge rearrangement due to the excitation – i.e. integrated 

difference of the charge density of the final-state and the ground state calculation (see 

Figure S6) - for the 10×10 supercell for different adsorption heights of the methane 

molecules. The grey line indicates the position of the topmost aluminum layer and the blue, 

orange, green and red line represent the position of the carbon atom of the methane 

molecule in equilibrium position, and moved farther away by 1, 2, and 3 Å, respectively. 
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4. Shift of electronic levels 

 

Due to collective electrostatic effects arising from the artificial dipole array in the 

calculations, all electronic states in the adsorbate layer are shifted relative to the Fermi 

level of the substrate. 

 

4.1.  Work function shifts 

As a result of collective electrostatic effects, also the work function is shifted depending 

on the supercell size, i.e. the excitation density. The impact of this shift on the work 

function is inversely proportional to the base area of the supercell. In Figure S8 the work 

function change due to the artificial dipole layer in the final-state calculation is plotted 

over the inverse supercell size. As one can see all datapoints are essentially linear with 

the exception of the 2×2 unit cell, for which the evolution becomes sublinear. This is due 

to depolarization effects3–8.  
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Figure S8. Work function change of methane adsorbed on an Al(100) slab as a function of 

the inverse supercell size for calculations employing the final-state approach within the 

Slater-Janak transition-state approximation. 

 

4.2.  Electrostatic model for estimating work-function changes 

Starting from the Helmholtz solution to the Poisson equation one obtains the following 

numerical relation between , the work function including the artificial dipole layer, 0, 

the work function in the electronic ground state, Q·z, the dipole moment of one dipole 

(expressed via the transferred charge, Q, and the charge-transfer distance, z), r, the 

dielectric constant of the organic layer, and A, the area per dipole: 

Φ = Φ0 −
𝑞𝑒𝑄 ∙ Δ𝑧

𝜀0𝜀𝑟𝐴
 

Here qe is the charge of an electron and 0 is the vacuum permittivity. When providing 

energies in eV, lengths in Å, areas in Å2, and Q in multiples of the elementary charge, the 

following numerical value equation is obtained (with 180.92 being a unit-conversion 

factor): 

Φ = Φ0 − 180.92
𝑄 ∙ Δ𝑧

𝜀𝑟𝐴
 

In the case of Slater-Janak transition-state calculations, Q is set to 0.5 times the elementary 

charge. For the system discussed in the present manuscript, z amounts to 2 Å as the 

approximate distance over which the potential drops in Fig. 4b, and r is set to 1.5 (to 

account for screening effects within the methane layer). 

 

4.3.  Carbon 1s core-level binding energies 

Furthermore, also the core-level binding energies are shifted. The magnitude of that shift 

again depends on the dipole density, i.e. the excitation density, which is inversely 

proportional to the size of the supercell. In Figure S9 the core-level energies are plotted 

over the inverse supercell size. As one can see, in this case an essentially linear relation is 

obtained. The “linearity” condition is, however, less well fulfilled than for the work-

function change. We attribute this to the “locality” character of the core-level shifts, i.e., 
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the fact that for core-level binding energies also lateral variations in the electrostatic 

energy are highly relevant. 

 

 

Figure S9. Carbon 1s core-level binding energy of methane adsorbed on an Al(100) slab as 

a function of the inverse supercell size for calculations employing the final-state approach 

within the Slater-Janak transition-state approximation. 

 

5. Half core-hole vs. full core-hole calculations 

 

If the observed shifts of the calculated core-level binding energies are indeed a 

consequence of electrostatic effects, their magnitude should depend linearly on the 

amount of transferred charge moved from the C 1s orbital to the Fermi level, i.e. to the 

metal’s surface. This means in the case of a full core-hole calculation, the shift of the orbital 

energies should be twice as large as  in calculations where half an electron is removed 

from the core orbital. Such a linear increase can indeed be observed, as shown in Figure 

S10 (at least as long as no Fermi-level pinning occurs, as discussed in chapter 10 of this 

Supporting Information). 
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Figure S10. Carbon 1s orbital energies for different amounts of charge moved from the core 

level to the lowest unoccupied level of the 8×8 supercell, and a linear fit. Zero charge transfer 

corresponds to a ground state calculation and a transfer of 0.5 electrons represents Slater’s 

transition-state theory. The other points were calculated to show that this shift depends 

linearly on the transferred charge. 

 

6. Final-state calculations relying on the ΔSCF approach 

 

Figure S11 compares the carbon 1s orbital energies calculated with two different final-

state methodologies, namely the Slater-Janak transition-state theory and the ΔSCF 

method. In the former, half an electron is removed from the core hole and placed in the 

lowest unoccupied orbital of the system (in this case at the Fermi level, i.e. somewhere at 

the metal’s surface) and in the latter a full electron is removed from the core orbital and 

in our case placed into the lowest unoccupied orbital. In the ΔSCF method, the core-level 

binding energies are then associated with the energy differences of the systems in their 
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excited and ground state, respectively. For all but the smallest unit cell, the core-level 

binding energies obtained with the two different methodologies are essentially rigidly 

shifted relative to each other. This shows that the artificial collective electrostatic shifts 

are similar for both methods. This is insofar intrieguing, as the artefacts play out 

differently in the two approaches: When applying the Slater-Janak transition-state theory, 

the collective electrostatic shifts directly affect the energetic positions of the C 1s orbitals 

relative to the Fermi energy. Conversely, in the ΔSCF method they manifest themselves as 

the “charging energy” of an interfacial capacitor (cf. main manuscript).  

The only exception from the overall trend is the 2×2 unit cell, for which the C 1s core-level 

binding energy calculated within the ΔSCF approach is shifted significantly less than when 

applying the Slater-Janak transition-state theory. The reason for that is Fermi-level 

pinning similar to the effects observed in Figure 5a of the main manuscript. The reason 

why Fermi-level pinning for the ΔSCF approach occurs alrady at the equilibrium distance, 

while in Figure 5a it occurs especially for larger distances is the increased amount of 

charge transfer in the ΔSCF (a full electron instead of half an electron), which results in an 

increased dipole density. 

Figure S11. C 1s core-level binding energies calculated within the Slater-Janak transition-

state theory (circles) and by applying a ΔSCF approach (squares) for varying supercell sizes 

and excitation densities. 
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7. Impact of the core-hole excitations on the work function on 

the Al-side of the slab 

 

Due to the nature of final-state calculations, where charge is moved from the core orbital 

of an adsorbate to the lowest unoccupied level of the system, i.e., in this case to the metal 

slab, it is necessary to check that the latter does not deteriorate the description of the 

electronic structure of the substrate. To test that, we calculated to what extent the work 

function at the bottom side of the metal slab (i.e., the side not covered by the adsorbate) 

is affected by the added charge. This is done for different supercell sizes (and, thus, 

excitation densities). The results shown in Table S6 confirm that in none of the considered 

cases the bottom-side work function is changed significantly, further confirming the 

notion that the 3-layer Al slab is sufficiently thick for the studies reported in the present 

manuscript. 

 

Table S6. Left (aluminum-side) and right (adsorbate-side) work function of the system 

calculated within the final-state approach for different supercells. 

Supercell size ΦLeft / eV ΦRight / eV 
2×2  4.32 0.69 

3×3  4.37 2.27 

4×4  4.40 3.25 

6×6  4.39 3.83 

8×8  4.40 4.04 

10×10  4.41 4.14 

12×12  4.40 4.19 
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8. Impact of locality effects of the electrostatic energy on core-

level binding energies 

 

Here we show quantitatively that for properly capturing the impact of collective 

electrostatics on core-level shifts, one has to average the electrostatic energy over much 

smaller areas than the cross-section of the unit cell. Correspondingly, Figure S12 shows 

the electrostatic energy averaged over an area of only 0.08 Å2 parallel to the surface (as 

an estimate for the “extent” of a C 1s orbital; see section 8.1) for the 2×2 and 12×12 cells. 

Both graphs reveal the pronounced dip in electrostatic energy around the core hole. Far 

enough above the methane molecule, the averaged electrostatic energy gradually 

approach the far-field values, like in Figure 3b, albeit at a much slower rate. The latter is 

fully consistent with the data in Figure 4. A disadvantage of the way the data are plotted 

in Figure S12a is, however, that the massive drops in the energy around the carbon atoms 

obscures the differences between different excitation densities.  

Thus, in Figure S12b we plot the difference between the two curves contained in Figure 

S12a. Then, the 12×12 supercell can be viewed as the situation in the absence of artificial 

collective electrostatic effects (due to the highly diluted dipole density), while these 

effects are maximized for the 2×2 cell. Consequently, this plot illustrates their impact on 

a lateral length-scale consistent with the extent of the C 1s electron. In this way it accounts 

for the local nature at which core-level excitations probe the electrostatic landscape. From 

these data one learns that the artificial shift in electrostatic energy at the position of the C 

atom is, indeed, way smaller than the shift of the energy far above the interface. This 

reconciles the data from Figures 2a and 3c. In particular, it confirms the notion that the 

different magnitudes of the artificial shifts of the core-level binding energies (in Figure 2) 

and the work-function changes (in Figure 3c) solely arise from different “locality” with 

which these quantities probe the electrostatic energy across the interface. 
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Figure S12. (a) Difference in electrostatic energy between final-state and ground state 

calculations averaged over quadratic areas of 0.286 Å × 0.286 Å parallel to the substrate 

surface for the 2×2 (blue, solid) and 12×12 (pink, dotted) supercells. The average 

electrostatic energy is plotted as a function of the distance from the topmost metal layer and 

the area over which is averaged is chosen such that at the adsorption distance of the 

methane molecules, the excited carbon atom lies at the center of the square. (b) Difference 

of the data in panel (a) between the 2×2 and 12×12 unit cells. As the 12×12 supercell 

represents an essentially isolated excited dipole, these data characterize the change in the 

local electrostatic energy due to the surrounding excited dipoles for the 2×2 cells. In this 

context it is important to point out that the general shape of the curve in this figure does not 

depend on the specific area over which the electrostatic energy is averaged (as long as it is 

small enough). This is shown in the next section. 

 

(a)

(b)
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8.1.  Dependence of evolution of the local electrostatic energy on the size over 

which the lateral averaging occurs 

To approximate electronic wavefunctions, Slater proposed the use of hydrogen-like 

orbitals with an effective nuclear charge. He also compiled rules for aquiring the effective 

nuclear charge (Zeff) that should be used to take the screening of the core electrons into 

account. For a carbon 1s orbital this effective nuclear charge is Zeff = 5.7,9 which results in 

a radius of ~0.16 Å within which 2/3 of the C 1s charge density are contained. From this 

an effective cross-sectional area of the C 1s orbital of 0.08 Å² can be estimated analogous 

to the area used in the main manuscript (although there, for technical reasons, the 

averaging occurs over square voxels). In fact, when calculating the plane-averaged charge 

density associated with the C 1s orbital in the actual interface (see Figure S13) a 

consistent value is obtained.  

Figure S13. Plane averaged charge density of the C 1s orbital. The vertical grey lines 

indicate the extent of the voxels of the grid on which the charge density was written out. 

78 on the calculation of core-level excitations



 

S24 

 

The exact size of the area over which the electrostatic energy is averaged is, however, only 

of minor relevance: As shown in Figure S14 the depth of the potential well associated with 

the core hole, as expected, depends strongly on the area over which the averaging occurs. 

The actually relevant quantity, namely the difference in averaged potentials for the 2×2 

and 12×12 supercells shown in Figure S15 is, however, not affected significantly.  

 

 

Figure S14. Electrostatic energy averaged over differently sized areas for the 2×2 (top part) 

and the 12×12 (bottom part) supercell. Areas plotted: blue: 0.03 Å2, orange: 0.40 Å2, green: 

1.45 Å2, red: 12.20 Å2, violet: 32.15 Å2 (representing the total area of the 2×2 unit cell). The 

grey line indicates the position of the topmost aluminum layer and the black one shows the 

position of the carbon atom. 
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Figure S15. Difference of the averaged electrostatic energy between the 2×2 and 12×12 

supercells plotted for differently sized areas over which was averaged. Areas plotted: blue: 

0.03 Å2,  orange: 0.40 Å2, green: 1.45 Å2, red: 12.20 Å2, violet: 32.15 Å2 (representing the total 

area of the 2×2 unit cell). The grey line indicates the position of the topmost aluminum layer 

and the black one shows the position of the carbon atom. 

 

9. Fermi-level pinning for large adsorption heights and small 

unit cells 

 

As can be seen in Figure 5a of the main manuscript, for the 2×2 unit cell, the adsorption 

distance has hardly any impact on the C 1s energies. Conversely, for the 3×3 unit cell upon 

increasing the adsorption distance the orbital energies are shifted up to a certain value 

(significantly more negative than for the 2×2) and then pin. In other words, the pinning 
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occurs not only at different distances, but also at very different energies. I.e., a priori, it is 

not clear, why the core-level in the 3×3 unit cell and in larger supercells can get shifted to 

energies that are significantly more negative than the energy at which pinning already 

occurs in the 2×2 unit cell. We here propose differences in orbital hybridization as the 

explanation for this effect. 

Figure S16 shows the occupied and unoccupied density of states (DOS) for the 2×2 unit 

cell at the equilibrium adsorption distance for the ground state and for the final-state 

calculations.  Here we also plot the unoccupied density of states at energies higher than 

the vacuum level above the adsorbate layer (indicated by colored vertical lines in the 

following plots). A priori the corresponding states cannot be properly described by an 

orbital-centered basis set. Nevertheless, we include it here, as it still allows the 

assessment of similarities between different systems (prone to the same inaccuracies due 

to the basis set). 

The data in Figure S16 show to relevant aspects: First, the unoccupied states hybridize 

and broaden much more strongly than the occupied ones (as can be understood from the 

particularly delocalized character of the LUMO of methane shown in the top panel of 

Figure S16). Secondly, in the final-state calculations, in which every methane molecule is 

excited, the DOS is shifted essentially rigidly to higher binding energies by ~4.6 eV. As a 

consequence, the unoccupied DOS is shifted to the Fermi level and pinning occurs. 

Therefore, increasing the charge-transfer distance hardly changes the shift, as is shown 

for the unoccupied DOS of the 2×2 unit cell in Figure S17. Notably, also the shape of the 

unoccupied DOS hardly changes upon moving the molecules further away from the 

surface, indicating that the broadening of the unoccupied DOS in the 2×2 unit cell is really 

a consequence of inter-molecular (rather than molecule-substrate) interactions. 
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Figure S16. Occupied and unoccupied projected density of states (PDOS) of the methane 

molecule, adsorbed at equilibrium distance and calculated utilizing the 2×2 unit cell. The 

solid, blue line is the PDOS of the ground state and the orange, dashed line the PDOS of the 

final-state calculation. The black line indicates the Fermi level and the orange and blue lines 

indicate the vacuum level of the final-state and ground state calculations, respectivly, above 

the adsorbate layer. Note that the states above the vaccum level are not correctly described 

with the employed basis set, but are still included for the sake of comparison. The top panel 

shows isodensity representations (isodensity value of 0.02 eV) of the highest occupied 

(HOMO) and lowest unoccupied molecular orbitals (LUMO) of a methane molecule 

calculated using gaussian16/RevA.0310 employing the PBE functional and a 6-311G(d,p) 

basis set. 

HOMO LUMO
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Figure S17. Density of states of the methane monolayer calculated for different adsorption 

heights with different supercells. The 2×2 (blue) system is pinned already at the equilibrium 

adsorption distance, whereas the 3×3 (orange) methane peaks shift up to the Fermi level 

(from d2 on). The 4×4 methane DOS is also shifted, in the case of moving the molecule 3 Å 

farther away from the equilibrium adsorption distance (d3) right to the Fermi level. The 

black line indicates the Fermi level and the orange, blue, and green lines indicate the vacuum 

level following the aforementioned color code. Note that the states above that vaccum level 

are not correctly described with the employed basis set, but are still included for the sake of 

comparison. 

 

The situation is fundamentally different for the larger supercells. Starting from the 4x4 

supercell, every excited molecule has only molecules in the ground state as nearest 

neighbors. Still, the orbitals of the excited molecules are stabilized by the electrostatic 
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potential of the dipoles (albeit to a lesser degree than for the 2×2 case). Due to this shift, 

the unoccupied orbitals of the excited molecules would still be the ones that could cause 

pinning. Another consequence of the shift is, however, that, energetically, they come to lie 

below the orbitals of the surrounding molecules, as shown by projected densities of states 

in Figure S18 for the 4x4 supercell. This effectively reduces the coupling between 

neighboring molecules and, consequently, the DOS feature that is shifted towards EF for 

all larger unit cells is a rather sharp peak, as shown in Figures S17 and S19 (with the effect 

particularly well visible for the 4x4 cell at larger distances).  

 

Figure S18. Density of states of the 4×4 supercell with one molecule excited projected onto 

the four contained methane molecules. The PDOS of the excited methane molecule is plotted 

as a solid, blue line. The PDOSes of the three non-excited mlecules are plotted in orange, 

green, and red, respectively. An analysis of the less broadened, occupied DOS reveals that the 

features associated with the excited molecule are typically shifted by 3.1 eV. The black line 

indicates the Fermi level and the grey line indicates the vacuum level above the adsorbate 
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layer following the aforementioned color code. Note that the states above that vaccum level 

are not correctly described with the employed basis set, but are still included for the sake of 

comparison. 

 

 

Figure S19. Density of states of the 6×6 (red), 8×8 (violet), 10×10 (brown) and 12×12 (pink 

dotted, only at equilibrium distance) supercell. The methane DOS shifts also in the case of 

the bigger supercells plotted in this figure, but not as far as in the case of the smaller 

supercells. The black line indicates the Fermi level and the red, violet, and brown lines 

indicate the vacuum level accordingly to the before mentioned color codes. The higher-lying 

orbitals are not properly described with the employed basis set. 
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10. HOMO – LUMO gap 

 

Several test calculations were done with FHI-aims, Gaussian v1610 and VASP v5.4.411–14 to 

understand the impact of the choice of the basis set on the energies of the frontier orbitals 

and on the gap. The results of these tests are shown in the following table. The data show 

that the energies of the LUMO (and correspondingly also the value of the gap) vary 

somewhat with the chosen basis set, with the LUMO in the FHI-aims simulations using the 

tight basis set (see section 2.1) significantly lies below that of all Gaussian calculations 

disregarding diffuse basis functions and somewhat above the values obtained with 

Gaussian including diffuse basis functions as well as with VASP and a plane-wave basis 

set. These data suggest that pinning at the LUMO would occur at somewhat higher fields 

in final-state calculations using FHI-aims with a tight basis set compared to equivalent 

simulations using a plane-wave basis in VASP. The effect is, however, not particularly 

strong and by no means changes the qualitative picture. 

 

Table S7. Highest occupied molecular orbital (HOMO) and lowest unoccupied molecular 

orbital (LUMO) energies and their respective gand gap calculated with different 

methodologies and basis sets applying open (OBC) and periodic boundary conditions (PBC). 

For the simulations of a single molecule with FHI-aims, a unit cell equivalent to the 

simulation of the 2×2 unit cell has been used from which the aluminum slab has been 

removed. For the VASP calculations a cubic unit cell with a sidelength of 20 Å was used. 

Method HOMO / eV LUMO / eV GAP / eV 

Gaussian 6-311G(d,p)15–18, OBC -9,392 1,021 10,414 

Gaussian 6-311++G(d,p)15–18, OBC -9,413 -0,332 9,081 

Gaussian cc-pVTZ19–24, OBC -9,404 0,810 10,214 

Gaussian cc-pVQZ19–24, OBC -9,419 0,430 9,849 

Gaussian cc-pV5Z19–24, OBC -9,424 0,160 9,583 

Gaussian AUG-cc-pVTZ19–24, OBC -9,418 -0,376 9,042 

FHI-aims, tight basis set (see section 2.1), OBC -9,404 0,003 9,408 

FHI-aims, tight basis set (see section 2.1), PBC -9,436 -0,030 9,406 

VASP, ENCUT = 700 eV, PBC -9.383 -0.388 9.035 

VASP, ENCUT = 1400 eV PBC -9.417 -0.429 8.988 
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11. Electrical field for a CREST-type compensation charge 

 

In the main manuscript it has been argued that the spurious collective electrostatic shifts 

of core-level binding energies in final-state calculations could be avoided by a CREST-like 

approach25,26 localizing the compensation charges statically in a charged sheet, rather 

than putting them into the lowest unoccupied states in the metal next to the Fermi level. 

In that case, the charged sheet would have to be placed above the adsorbate layer so that 

the field between the core holes and the compensation charges is primarily found above 

the adsorbate molecules and in this way cannot shift the positions of the core levels 

relative to the metal’s Fermi level. A similar effect as with a charged sheet can also be 

achieved for point charges sufficiently far away from the interface (in the following plot 

at a distance of 30 Å). 

As shown in Figure S20 for two differently sized unit cells, the field of that array of point 

charges (formed by the core holes and their compensation charges) decays rapidly on the 

substrate-side of the core holes (i.e. at negative distances), while it quickly approaches a 

constant value on the other side. This shows that in this way, spurious collective 

electrostatic shifts of core-level binding energies can indeed be avoided. What the plot, 

however, also shows is that the decay of the field on the substrate side is much faster than 

it would be for an isolated point charge. The field of the latter is, however, the field that 

triggers the screening effects in the metal, that are meant to be described by the final-state 

calculations. Consequently, a CREST-like compensation charge will result in an incorrect 

description of the core-hole screening, especially for small unit cells. 
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Figure S20. (a) Electric fields in z-direction generated by a point charge (light brown) and 

by two parallel 2D arrays of oppositely charged point charges (blue) as a function of the 

distance from one of the point charges. The absolute magnitude of each corresponds to the 

elementary charge (when considering half core-holes, the magnitudes of the fields need to 

be divided by two). The 2D point charge arrays are each arranged on a quadratic grid with 

a distance between the charges of 5.728 Å (left panels, corresponding to the 2×2 unit cell) 

and 11.456 Å (right panels, corresponding to the 4×4 supercell). The positively charged sheet 

is positioned at “distance” zero and represents periodically repeated core holes. The negative 

charges represent the compensation charges in a CREST-like approach and are positioned 

at a “distance” of +30 Å. The field is plotted along a line perpendicular to the planes of the 

arrays of charges. That line goes right through a pair of point charges. The thin line at -3.68 

Å relative to the core hole denotes the distance of the topmost aluminum layer from the core 

hole generated on the carbon atom of the methane. (b) Ratio of the two fields plotted in 

panel (a). The simulations have been performed using Mathematica27. 
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4.8 partly fluorinated alkyl thiolates on au(111)

As was shown quite instructively with a carefully chosen model system [59]
(embedded as Chapter 4.6), computational artifacts can have a fundamental impact
when calculating core-level binding energies. In this chapter the in�uence of the
aforementioned artifacts are studied for a more realistic system: an experimentally
[38, 213] and theoretically [153] thoroughly studied hybrid organic metal interface,
namely a self-assembled monolayer (SAM) of a partly �uorinated alkyl thiolate on
a Au(111) surface. These substituted alkyl thiolotes on a gold substrate are one of
the most established types of SAMs.[214] The calculations in ref. [153] where done
within the initial-state method as described in Chapter 4.1, meaning electrostatic
screening was accounted for a posteriori, but �nal state e�ects where entirely
neglected. In the following chapter the same system was investigated with the a
priori more sophisticated �nal-state method. As discussed in the previous section,
this approach, however, su�ers from spurious collective electrostatic e�ects. What
will additionally be shown is how these spurious e�ects are superimposed on the
actual chemical and electrostatic shifts of the electronic levels of the SAM.

4.8.1 Investigated system

In Figure 7(a) the chemical structure of the investigated system is shown.

Figure 7: (a) Chemical structure of a partly �uorinated alkyl thiolate on a Au(111)-surface
with the chemical formula 12,12,13,13,14,14,15,15,16,16,17,17,18,18,19,19,19-hepta-
deca�uorononadecane-1-thiolate. The di�erent background colors depict C atoms
whose core-levels experience chemically distinct environments. (b) 3D model of
the system with the black box indicating the unit cell used for theDFT-calculation
utilizing the repeated slab approach (RSA). Figure modi�ed from [153].
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In part (b) of Figure 7 a 3D model of the unit cell repeated in x- and y-direction is
shown to depict the e�ectively modeled system with the black box highlighting
the actual unit cell which was used in conjunction with the repeated slab ap-
proach (RSA). The vacuum region added on top of the SAM is necessary to decou-
ple the system quantum-mechanically in z-direction, because periodic boundary
conditions are applied in all three spatial directions. A more thorough explanation
of the RSA is given in Chapter 2.5.1.

4.8.2 Core-level orbital energies

In Figure 8 the calculated core-level binding energies are shown obtained within
the initial-state approach with (blue stars) and without (orange crosses) a posteriori
screening, as well as the results acquired utilizing the Slater-Janak transition-state
theory, i. e., within a �nal-state approach (cyan dots).

Figure 8: Carbon 1s core-level orbital energies of a partly �uorinated alkyl thiolate-SAM on
a Au(111)-substrate. The values calculated within the �nal-state approach (cyan
dots) di�er compared to the ones calculated within the initial-state approach (blue
stars). The orange crosses depict the initial-state values without an a posteriori
screening correction. Furthermore, the initial-state results are rigidly shifted in
such a way that the orbital energy of the topmost carbon atom coincide with
the one acquired within the �nal-state approach for easier comparison. The gold
lines represent the three topmost layers of the Au(111)-slab and the violet line
depicts the position of the sulfur atom.

As can be seen, the chemical shifts are reproduced in both methods quite well,
even though the relative shift of the triple �uorinated carbon atom is bigger in
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the case of the �nal-state method. In the case of the results acquired within the
initial-state method, the following observations can be made: The very �rst carbon
atom in the alkyl chain right next to the sulfur atom is chemically shifted to more
negative binding energies with respect to the other carbon atoms in the alkyl chain
of the molecule. The same behavior can be seen for the top most carbon atom in
the alkyl chain, which experiences a di�erent chemical neighborhood due to the
�uorinated carbon atom right next to it.

The situation is drastically di�erent for the �nal-state results. Here the core-level
binding energies of the atoms in the alkyl chain, which exhibit the same chemical
neighborhood, are shifted with respect to each other by up to 2 eV depending on
the distance to the metal substrate. This is due to spurious collective electrostatic
e�ects introduced by the utilized �nal-state methodology in conjunction with
periodic boundary conditions (PBC).[59] As already mentioned, the chemical
shifts are correctly reproduced in both, the initial and �nal state results. But in
the case of the �nal-state calculations these are superimposed by spurious shifts
introduced due to an arti�cial dipole layer created by the charge being moved from
the core-level of the carbon atom, which is ionized in the �nal-state calculation, to
the lowest, unoccupied orbital. When dealing with organic molecules on metal
substrates, the lowest, unoccupied orbital lies right at the Fermi edge of the metal.
The e�ect due to this spurious layer of dipoles can be seen quite strikingly by
looking at the evolution of the core-level energies of the bottom most carbon
atoms calculated within the �nal-state approach (cyan dots). As one can see, the
core-levels experiencing the same chemical neighborhood are shifted with respect
to each other, depending on their distance to the metal layer. This corresponds
to the increasing size of the arti�cially introduced densely packed dipoles. This
happens up to the fourth carbon atom, starting from there, the energy levels are
not shifted further. The reason for this is the onset of Fermi-level pinning, as can
be seen in the valence density of states (DOS) shown in Figure 9 for the alkyl chain
of the molecule. There, the darkest line shows the projected DOS of the bottom
most carbon atom at around 2 eV. As can be seen, the second carbon atom of the
alkyl chain is shifted by ca. 1 eV relative to the �rst atom of the alkyl chain. The
third carbon atom experiences the same relative shift, while starting from the
fourth carbon atom, the levels are not shifted any further due to the fact that the
DOS-peaks are already at the Fermi level, and, thus, Fermi-level pinned.

What can also be deduced from Figure 8 and 9 is that chemical and electrostatic
e�ects are superimposed on each other. The projected DOS of the frontier valence
state of the bottom most carbon atom is clearly shifted by around 1 eV with respect
to the second carbon atom of the alkyl chain (as is the second with respect to the
third, for that matter). Now when comparing the shifts to the ones of the core-level
energies, it can be seen that the relative shift between the second and third carbon
atom of the alkyl chain is also around 1 eV. In contrast to that, the shift between
the �rst and the second carbon atom’s core-level energy is almost vanishing. This
is due to the fact that the spurious collective electrostatic e�ect would shift the
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Figure 9: Projected density of states (DOS) of the carbon atoms in the alkyl chain of the
molecule, i. e., the bottom most eleven atoms, aligned to the Fermi energy of each
system. The darkest line (peak at ca. 2 eV) denotes the carbon atom closest to the
metal substrate and the lightest color the atom right next to the �uorinated part.
The DOSs of the �rst few atoms are shifted relative to each other by around 1 eV
until the valence level is Fermi pinned. Additionally, the chemically di�erent
neighborhood can be deduced from the qualitatively di�erent style of the peak
originating from the top most alkyl carbon atom (lightest color), which is placed
next to the �uorinated part of the molecule.

core-level by around 1 eV to less negative values, whereas the chemical shift due
to the adjacent sulfur atom, however, shifts the core-level to more negative values.
This can be deduced from the results acquired with an initial-state calculation,
which is included in Figure 8. Due to these two e�ects shifting the core-level in
opposite directions, the resulting shift is rather small. The chemical shift of the
two topmost atoms of the alkyl chain can be seen again, as they are experiencing
a di�erent chemical neighborhood due to the adjacent �uorinated part of the
molecule. The �uorinated part of the carbon chain (starting at the 12th carbon
atom at a distance of 12.5 Å from the top metal layer) is not shifted with respect
to the size of the arti�cially induced dipole in the �nal-state calculations, because
in this case already the bottom most atom is pinned at the Fermi level, as can
be deduced from the DOS shown in Figure 10. This means, great care has to be
taken, because these spurious collective e�ects might not be evident at a �rst
glance. Furthermore, the relative shift between the topmost carbon atom, which
is chemically shifted due to bonding to three �uorine atoms with respect to the
�uorinated chain, is di�erent in the �nal-state calculations when compared to
the initial-state calculations, which �t the experimentally measured data quite
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Figure 10: Projected density of states (DOS) of the carbon atoms in the �uorinated part of
the molecule, i. e., the top most ten atoms, aligned to the Fermi energy of each
system. The darkest line denotes the carbon atom closest to the metal substrate,
which exhibits a double peak feature. The lightest color denotes the atom at
the very top of the molecule, bonded to three �uorine atoms, which shows
a qualitatively di�erent peak with a distinctive shoulder due to the di�erent
chemical neighborhood.

well.[153] As can be seen in Figure 10, the DOS-peak (lightest line) of the triple
�uorinated carbon atom is also right at the Fermi level and produces a qualitatively
di�erent peak, featuring a shoulder.

Furthermore, the absolute orbital energies acquired within the �nal-state approach
do not match the experimentally measured core-level binding energies, but are
shifted to more negative binding energies by around 8 eV.[213] Even though
this is a substantially smaller shift in comparison to almost 20 eV in the case of
initial-state calculations [153], the absolute core-level binding energies still do not
reproduce HRXPS measurements in a satisfactory way.

4.8.3 Plane averaged potential

In Figure 11 the plane averaged potential di�erence of an initial and a �nal state
calculation of the partly �uorinated alkyl thiolate is shown. It can be seen that
in di�erent regions of the molecule the in�uence of di�erent e�ects dominate.
What is true for all cases is that the potential up to the atom treated in the �nal
state approach changes linearly with the distance to the metal-SAM-interface in a
�rst approximation. The slope for the �rst few atoms is the same, as one would
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expect for the case of a simple electrostatic dipole. Here, again, can be seen that
the relative shift between the �rst and the second, and the second and the third
carbon atom is around 1 eV, respectively. When the system runs into pinning, the
potential di�erence does not change by that much anymore.

What is also noteworthy, is that the potential di�erence behaves di�erently right
at the carbon atom treated in the �nal state approach and thereafter. The potential
di�erence stays practically the same in the case of the bottom most carbon atoms
(or the top most �uorinated carbon atoms), whereas a pronounced drop can be
seen for the atoms in the middle of the molecule. This behavior is resembled when
looking at the work function (cf. Chapter 4.8.5), and explains why the work function
shift is di�erent compared to the core-level shift, as the former is a measure for the
potential in the far �eld, whereas the latter probes the local electrostatic potential.

Figure 11: Di�erence of the plane averaged potential of a �nal state and an initial state
calculation for every carbon atom of the system. The maximum of the potential
di�erence coincides in all cases but the �rst few ones with the z-position of the
carbon atom. The following color scheme is used for the di�erent carbon atoms:
the line with the lightest color denotes the bottom most carbon atom, and each
line becomes darker the further to the top the carbon atom is it represents.
The yellow lines indicate the gold layers, the violet and gray lines indicate the
z-position of the sulfur and carbon atoms, respectively.
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4.8.4 Plane averaged charge density

In Figure 12 the plane averaged charge density di�erence of an initial state calcula-
tion and the �nal state calculations is plotted. As can be seen, the charge di�erence
is localized for each �nal-state calculation on a di�erent atom. In passing it is
noted that if the energies of several eigenstates are very similar, it happens that cal-
culations done for di�erent KS-eigenstates are localized on the same atom. This is
due to FHI-aims ordering the eigenstates by energy, and, if the di�erence between
two levels is small, they can switch when the SCF-calculation is restarted for the
�nal-state approach. Therefore, it is important to check whether the core-hole
is localized at the desired atom by, i. e., writing out the eigenstate density or by
plotting the plane averaged charge density di�erence. The di�erent heights of the
peaks in Figure 12 are most probably due to numerical reasons. This is due to the
charge density being written out in a cube �le using voxels of �nite size and then
the plane averaged di�erence of two calculations is plotted.

Figure 12: Plane averaged charge di�erence of the �nal state and the initial state calculation,
i. e., the localization of the moved charge is visualized. The following color
scheme is used to denote the di�erent carbon atoms: the line with the lightest
color indicates the bottom most carbon atom, and each line becomes darker the
further to the top the carbon atom is it represents. The yellow lines indicate the
gold layers, the violet and gray lines indicate the z-position of the sulfur and
carbon atoms, respectively.
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4.8.5 Work function

The same behavior as has been seen for the potential di�erence can be anticipated
when plotting the work function of the system from the calculation of every
carbon atom treated in the �nal state approach. In Figure 13 the upper (blue line)
and lower (gold line) work function of the system is plotted in the initial state
calculation. Additionally, the upper work function acquired within each �nal state
calculation (cyan dots) is plotted over the position of the ionized carbon atom.
The work function for the gold side of the slab is also plotted for each �nal-state
calculation and they all coincide with the work function calculated within the
initial-state calculation. Therefore, they were also plotted as gold lines.

Figure 13: Work function for di�erent carbon atoms treated in the �nal state approach.
The cyan dots show the upper work function, i. e., at the side of the partly
�uorinated alkyl thiolate. These values vary greatly depending on the atom
treated within the �nal-state approach. In contrast to this is the lower work
function, i. e., at the bottom of the gold slab, depicted by a gold line, which
does not change signi�cantly for any atom and is the same for the initial and
�nal state calculations. The blue line denotes the upper work function acquired
within the initial state calculation.

What is evident is the fact that the upper work function varies greatly depending
on the carbon 1s orbital where half of an electron was removed, i. e., which was
treated in the �nal state approach. This e�ect is due to the same reasons already
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explained in Chapter 4.8.3. Here the spurious collective electrostatic e�ects due to
the arti�cially introduced densely packed dipole layer can be seen quite nicely for
the three bottom most carbon atoms, as there is no pinning. Starting at the fourth
atom, Fermi level pinning comes into e�ect. For the �uorinated carbon atoms the
work function changes in accordance to the plane averaged potential di�erence
already discussed in Chapter 4.8.3.

In stark contrast to this behavior are the values for the lower work function (gold
line), i. e., at the bottom of the gold slab, which do not change signi�cantly in the
initial or �nal state approach. This is exactly the behavior one would expect in a
converged simulation without any spurious artifacts.

4.8.6 Summary and conclusions

Overall, the e�ect of these spurious collective electrostatic e�ects described in
the preceding chapters can neither be neglected in a simple model system as
was shown in Chapter 4.4 nor can they be ignored in an extended system of an
organic adsorbate on a metal substrate. This means, if applying the Slater-Janak
transition state method (or the ∆SCF-approach for that matter) in conjunction
with the repeated slab approach (RSA) it is of utmost importance to check whether
such spurious dense dipole layers are introduced. This is especially important for
long, upright standing molecules, as there the distance of the adsorbate atoms
and the metal substrate is substantial. Depending on the distance between the
atoms contributing to the overall spectrum and the mirror image plane of the
metal substrate (which is in most cases around 1 Å above the metal surface), the
size of the unit cell in x- and y-direction has to be chosen accordingly. When
core-levels of carbon atoms are shifted with respect to each other, it might be
ambiguous whether the changed local potential is due to their di�erent chemical
neighborhood or due to spurious collective electrostatic e�ects. In this case, a �rst
clue can be the behavior of the upper work function, as it should not change at all
when calculating core-level energies for di�erent carbon atoms. In any case the
size of the unit cell size must be chosen carefully and convergence tests must be
done when utilizing �nal state calculations in conjunction with periodic boundary
conditions.
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O N U S I N G X - R AY P H O T O E L E C T R O N S P E C T R O S C O P Y F O R
D E T E R M I N I N G I N T E R FAC E D I P O L E S

In the following chapter we again focus on collective electrostatic e�ects, but this
time they are not due to spurious arti�cial artifacts, but rather are real and can
be utilized in a bene�cial manner to investigate the bonding dipole between a
self-assembled monolayer (SAM) and a metal substrate. In the paper presented in
this chapter we investigated the applicability of XPS to determine the interfacial
dipole of SAMs on metal substrates. This can be achieved by taking advantage
of collective electrostatic e�ects which come into play at ordered interfaces. We
demonstrate this for the case of biphenyl-based SAMs incorporating di�erent
docking groups placed on a gold substrate. Furthermore, the in�uence of polar tail
groups was investigated as well. The impact of varying interface dipoles due to
di�erent docking groups, which change the local electrostatic potential right at
the interface, lead to a shift of the overall XP-spectrum, which correlates with a
shift of the work function if there are no polar tail groups. What should be noted
is the fact that the aforementioned observations only hold when investigating full
coverage systems. Therefore, we have investigated how reducing the coverage
of the adsorbate mitigates collective e�ects. This is because the density of the
dipoles, which build the basis for these collective electrostatic e�ects, is diluted (cf.
Chapter 3).

5.1 author contributions

I contributed to all stages of the following paper. I performed all calculations
presented in this work and analyzed the obtained results. I generated all Figures
with the exception of Figure 1, which was created by Egbert Zojer. The data was
jointly discussed and interpreted by both authors. I wrote the �rst draft of the
manuscript for the publication, which was subsequently revised by both Egbert
Zojer and me. Furthermore, I generated all the data for and compiled the Supporting
Information, which was then revised by Egbert Zojer. The work was supervised
and guided by Egbert Zojer, who also had the original idea for the research project.
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Abstract: In the current manuscript we assess to what extent X-ray photoelectron spectroscopy (XPS)
is a suitable tool for probing the dipoles formed at interfaces between self-assembled monolayers and
metal substrates. To that aim, we perform dispersion-corrected, slab-type band-structure calculations
on a number of biphenyl-based systems bonded to an Au(111) surface via different docking groups.
In addition to changing the docking chemistry (and the associated interface dipoles), the impacts
of polar tail group substituents and varying dipole densities are also investigated. We find that
for densely packed monolayers the shifts of the peak positions of the simulated XP spectra are a
direct measure for the interface dipoles. In the absence of polar tail group substituents they also
directly correlate with adsorption-induced work function changes. At reduced dipole densities this
correlation deteriorates, as work function measurements probe the difference between the Fermi
level of the substrate and the electrostatic energy far above the interface, while core level shifts are
determined by the local electrostatic energy in the region of the atom from which the photoelectron
is excited.

Keywords: X-ray photoelectron spectroscopy; XPS; self-assembled monolayer; SAM; collective
electrostatics; band-structure calculation; density-functional theory; DFT

1. Introduction

In the field of organic electronics, chemically bonded self-assembled monolayers (SAMs) have
been used to change the electronic properties of a huge variety of interfaces [1–18]. They have allowed
the realization of n-type organic transistors by screening interface traps [3], they have been used to shift
turn-on voltages of devices by several dozens of volts via the introduction of polar and reactive groups
into transistor channels [4–7], and they have been employed for tuning injection barriers by adsorption
on electrode surfaces, changing contact resistances by orders of magnitude [8–18]. Especially for the
latter applications, the shift in the (electrostatic) energy landscape generated by the SAM is of crucial
importance. On the one hand, this shift is a consequence of the intrinsic dipoles of the adsorbed
molecules due to polar groups (like carboranes, pyrimidines, aromatic sulfones and sulfides, or esters)
embedded into the molecular backbones [15,17,19–23] or due to polar tail group substituents (like
halogens, amines, nitriles, nitro groups, pyrimidines, alcohols, ethers, or carboxylic acids) [9,24–38].
On the other hand, there is always an interface dipole localized in the immediate contact region
between the substrate and the adsorbed molecule, as discussed in a variety of experimental and
theoretical studies [11,25,27,28,31,32,39–44]. This interface dipole consists of the surface dipole of
the (metal) substrate, the dipole associated with the (typically polar) docking group, and the bond
dipole due to interfacial charge rearrangements following bond formation. The superposition of the
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electric fields due to the interface dipoles of all adsorbed molecules causes a step in the electrostatic
energy, as explained in detail in several review papers [31,40,42,45,46]. This step in electrostatic energy
triggers a shift in the position of the vacuum level above the surface and, consequently, as the most
common observation, changes the sample work function [8,11,14–17,19,21,22,25,27,28,31,32,35,39,41,43,44,
47–52]. Additionally, theoretical as well as experimental studies reveal that it modifies the interfacial
energy-level alignment, i.e., the positions of the electronic states of the adsorbed monolayer relative
to those of the substrate [27,28,31,39,40,42,45–47,53–62]. A change in the interfacial level alignment
has an immediate impact on charge-transport through the adsorbed layer [53–62] and also on the
positions of the core levels of the adsorbate [42]. The latter has been primarily discussed for embedded
dipole SAMs, with a focus on shifts caused by esters [20,63,64] or pyrimidines [21,22,48,49]. Notably,
El-Sayed et al. also used it to assess the level alignment in mixed monolayers consisting of flat-lying
donor and acceptor molecules [65].

Changes in core level binding energies can be probed by X-ray photoelectron spectroscopy
(XPS) [66–70], which is one of the default techniques for characterizing SAMs, used, for example,
for analyzing the quality of self-assembled monolayers and to verify bonding [67,71–82]. In this paper
we will argue that the electrostatic core level shifts make XPS an ideally suited tool for probing interface
dipoles. For supporting that claim, we will use state of the art quantum-mechanical simulations to
determine core level shifts encountered in biphenyl-based SAMs attached to an Au(111) substrate by
a variety of chemically different docking groups. To the best of our knowledge, a corresponding set
of experimental XPS data with systematically varied docking groups and consistent film structures
and morphologies does not exist yet. Nevertheless, first steps in that direction have been undertaken
and biphenyl-based SAMs on various metallic substrates have been studied, albeit with a clear focus
on thiol docking groups [60,73,81–89]. We, however, do not consider this to be an all too serious
problem for a study focusing on the conceptual physical aspects that allow a determination of interface
dipoles by XPS. Moreover, we have high confidence in the employed computational approach, which
is described in the following section. This confidence is based on the fact that in the past we have
performed several joint theoretical and experimental studies on aliphatic [63,64] and aromatic [22,48,49]
SAMs bonded to the substrate by thiol and dithiocarbamate [90] groups, for which we observed an
excellent agreement between measured and simulated core level shifts.

In the present study we will show that core level spectroscopy is not only useful for measuring
chemical shifts or to explore the role of dipoles contained in the adsorbates. Rather, it can also be used
as a tool for systematically determining the “interface dipole” at the interface between a substrate and
an adsorbate.

2. Computational Methodology

The structural and electronic properties of the metal–SAM interfaces were simulated by density
functional theory (DFT) employing the all-electron, full potential FHI-aims code (version 190715 [91–95]
(see also aimsclub.fhi-berlin.mpg.de) and periodic boundary conditions. The Perdew–Burke–Ernzerhof
(PBE) [96,97] functional was used for describing exchange and correlation. Furthermore, long-range
van der Waals interactions were accounted for by employing the surface version [98] of the
Tkatchenko–Scheffler dispersion correction [99], which was specifically parameterized for treating
adsorbing molecules on metal substrates. The dispersion correction between the Au atoms of the
metal slab was turned off. All calculations were done with the so-called tight basis set for all atomic
species (as supplied by FHI-aims). A thorough description of the corresponding basis functions is
included in the Supplementary Materials. Reciprocal space was sampled by a converged Γ-centered
15 × 10 × 1 grid for the full coverage systems and by accordingly smaller sized grids for larger super
cells. The change of the volume-integrated electron density was converged to 10−5 e− and the total
energy to 10−6 eV.

Interfaces were modeled employing the repeated-slab approach with the Au(111) substrate
represented by five metal layers. The bottom three Au layers were kept fixed in all calculations to avoid
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spurious relaxations at the bottom surface. The periodic replicas of the slabs were quantum-mechanically
and electrostatically decoupled by a vacuum gap of more than 20 Å and a self-consistent dipole
correction [100,101]. The geometries of the adsorbate molecules and the top two Au-layers in the full
coverage unit cells were fully relaxed until the remaining forces on each atom were below 10−3 eV/Å.
The geometries of the other supercells considered here were directly derived from the full coverage
unit cell by replicating it in x- and y-directions and removing all but one molecule from the resulting
cell (see Supplementary Materials). These supercells were considered as model systems to study the
impact of diluting the interfacial dipoles. Thus, we fixed the remaining molecule in the geometry it
adopts in the densely packed layer to prevent it from falling over [102].

The change of the work function was obtained from the difference of the calculated work functions
at the bottom side of the Au(111)-slab (ΦAu = 5.10 eV for all systems) and above the self-assembled
monolayer. Furthermore, the work function change of the nominally non-interacting system, i.e.,
the SAM without a docking group moved 1 Å away from the substrate compared to its equilibrium
adsorption distance (see Section 3.2), was defined as a reference point relative to which the work
function changes (∆Φ) for all other systems are reported. The difference between lower and upper slab
work function for the reference system amounts to δΦref = −0.11 eV.

The core level binding energies were calculated using the initial state approach, relying on the
Kohn–Sham eigenvalues of the respective orbitals. This approach does not provide absolute values of
the core level binding energies, but yields relative shifts between different systems [65,68,103–108].
We have also found it to provide a very good description of core level shifts in SAMs [21,22,48,49,63,64].
In fact, when modeling the X-ray photoelectron (XP) spectra of (partially) aromatic hydrocarbon
SAMs bonded to Au substrates, we typically find that shifting the calculated spectra to higher binding
energies by between 18.9 to 19.0 eV [22,49,90,109] yields an excellent correlation with experimental data.
Therefore, throughout the manuscript (like for the work functions) core level shifts are reported relative
to the nominally non-interacting reference system consisting of a SAM without the docking group
moved 1 Å away from the substrate compared to its equilibrium adsorption distance (see Section 3.2).
The calculated value of that reference energy was −263.95 eV.

Another complication when employing the initial-state approach is that (in contrast to final-state
approaches) [68,70,110,111] it does not account for core hole screening effects. Unfortunately, final-state
approaches are not applicable to systems like the ones considered here, as in conjunction with periodic
boundary conditions one would need unit cells comprising of thousands of atoms in order to avoid
spurious collective electrostatic effects due to periodic replicas of the core holes (and the compensation
charges) [63,112]. Therefore, we resorted to an a posteriori correction of screening by the metal
substrate relying on an image charge model, which is explained in detail in the Supplementary
Materials [113,114]. In passing we note that screening by the metal substrate has only a comparably
minor impact on the spectra shown below, as we are dealing with rather extended, upright standing
molecules, whose spectra are dominated by excitations of atoms, which are rather far away from
the substrate. To account for the finite escape depth of the photoelectrons from lower-lying atoms,
we scaled their contributions by an exponential attenuation function [115] setting the incident photon
energy to 580 eV, as described in detail in the Supplementary Materials. To obtain the final spectra,
the discrete peaks were convoluted with a Gaussian function with a variance of 0.3 eV. A flowchart
summarizing the simulation procedure can be found in the Supplementary Materials. Furthermore,
for the sake of reproducibility, we also provide all FHI-aims input and output files for all simulations
contained in this manuscript. The data set has been uploaded to the NOMAD database and can be
accessed and downloaded via the doi: 10.17172/NOMAD/2020.08.13-1.

For the analysis and visual representation of the data, Python was used in combination with
NumPy [116] and matplotlib [117]. Ovito [118] was applied for generating the 3D view of the systems
and for the 2D potential plot we used VESTA [119]. Finally, the figures were compiled with GIMP [120].
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3. Results and Discussion

3.1. Energetics of a Metal–SAM Interface

For understanding the correlation between XP spectra and interface dipoles, it is useful to first
consider how interface dipoles impact the electronic properties of a system consisting of an inorganic
substrate and a chemically bonded monolayer (formed by upright-standing molecules). For the sake
of simplicity, in the following we will focus on metal substrates. In this way, further complications due
to band-bending effects [35,63,121,122] in semiconducting substrates (and their modification by the
adsorbate layer) can be avoided.

A schematic representation of the electronic structure of the metal–SAM interface is shown in
Figure 1 for the case of a SAM in which an interface dipole occurs (virtually all SAMs) and in which
also a functional tail group is used bearing a tail group dipole. Due to the superposition of the
fields generated by the dipoles in the densely packed monolayer (i.e., due to collective electrostatic
effects) [27,31,40,42,45,46,63,123,124], steps in the electrostatic energy occur. The steps due to the
interface dipole, ID, and due to the tail group dipole, TD, are indicated by vertical blue arrows. The sum
of these two energy shifts causes the change in substrate work function due to monolayer adsorption,
∆Φ. Conversely, only the interface dipole is responsible for the change in injection barriers, ∆IB,
which determines the final electron- and hole-injection barriers, EIB and HIB, respectively. The core
levels are shifted in line with the frontier levels. Consequently, the interface dipole should result in
a shift of the positions of the core levels relative to the Fermi level of the substrate, ∆EC1s, that is
equivalent to ∆IB. This shift is directly translated into a modification of the kinetic energies of the
electrons, Ekin, and, thus, in a shift of the XP spectra.

In this context it is important to stress that the above considerations disregard energetic shifts
due to interfacial charge transfer processes, which could significantly modify the energies of strongly
localized orbitals (i.e., the core levels). Indeed, for the atoms in a SAM that are in the immediate vicinity
of the interface, such a charge transfer typically modifies the core level binding energies [68,69,125,126],
which has also been observed for simulations on SAMs [90]. In experiments on extended, upright
standing molecules it will, however, be often inconsequential for the measured spectra, as the atoms in
the immediate vicinity of the interface mostly affected by these “chemical” shifts hardly contribute
to the measured spectra, especially when using primary photon energies of a few hundred eV in
synchrotron measurements. This is a consequence of the finite escape depth of the photoelectrons.
The situation changes for experiments with typical lab sources with primary photon energies of, e.g.,
1253.6 eV (Mg-Kα) and 1486.6 eV (Al-Kα), for which the attenuation length can be larger than the
typical thickness of SAMs. Thus, for properly resolving the electrostatic shifts discussed her, the said
synchrotron experiments are preferable (also because of the often higher energy resolution).

Finally, it should be mentioned that in the absence of an energetic shift due to a tail group dipole (or
when comparing differently docked systems with identical tail group dipoles), the above considerations
imply that SAM-induced changes of the substrate work function should directly correlate with shifts
in core level binding energies. Below, we will test under which circumstances such a situation is
encountered at a metal–SAM interface.
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Figure 1. Schematics of the energy landscape of a metal–self-assembled monolayer (SAM) interface and
an XPS experiment (disregarding the bias voltage applied between substrate and detector). The interface
electronic structure is characterized by the work function, Φ, by the alignment of the frontier levels
determining electron- and hole-injection barriers, EIB and HIB, and by the energetic positions of the core
levels, here exemplarily denoted as EC1s. The shift of the electrostatic energy due to the interface dipole,
ID, determines the changes in the injection barriers, ∆IB, and the core level shifts, ∆EC1s. The work
function change, ∆Φ, is additionally influenced by the energetic shift due to the tail group dipole, TD.
Absorption of an X-ray photon with energy hν creates a photoelectron, which at the position of the
detector has a kinetic energy of Ekin. Additional positive potentials (not included in the plot) applied to
the detector relative to the substrate increase the measured kinetic energy of the photoelectron. The top
panel sketches the metal–SAM interface, whose properties are determined by the interface and the
tail group dipole. In passing we note that the actual situation can be further complicated, e.g., when
additional dipoles are contained along the backbones of the molecules [15,17,19–22].

3.2. Investigated Systems

To assess the possibility of probing bond dipoles by X-ray photoelectron spectroscopy, we simulated
SAMs on Au(111) surfaces, as such systems have been studied extensively [71,72,74,79,127], which
qualifies them as prototypical model systems. As molecular backbones we chose biphenyls with two
molecules per (3 ×√3)rect surface unit cell arranged in a herringbone structure [85]. As docking groups
we considered thiolates (system I) [71,72,74,79], methyl thiolates (system II) [71,72,74,79], pyridines
(system III) [54,128–133], isocyanides (system IV) [39,133–135] and cyanides (system V). The structures
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of all investigated systems can be seen in Figure 2. Furthermore, for the sake of comparison, we also
simulated an upright-standing biphenyl layer not bearing a dedicated docking group (system VI),
which represents a metastable structure, as the equilibrium configuration for the biphenyl-Au interface
would very likely be flat-lying molecules. Due to different interfacial charge rearrangements and
intrinsic dipole moments associated with the docking groups in these six systems, we expect distinct
variations of the respective interface dipoles. Notably, in system VI, the only reason for an interface
dipole would be Pauli-pushback [47,136,137]. To eliminate also that effect and to generate an essentially
dipole-free interface, we also considered a system with the biphenyl layer shifted by 1 Å further away
from the substrate (system VIa). In passing we note that increasing the distance from the substrate by
yet another 1 Å does not change the spectrum (see Supplementary Materials). The electronic structure
of system VIa is essentially identical to what is obtained when assuming vacuum-level alignment
between an Au(111) surface and a free-standing biphenyl monolayer (the calculated work function
reduction is on the order of 0.1 eV; for further information see Supplementary Material). Additionally,
we considered two systems bearing electron accepting (system VII) and electron donating (system VIII)
tail group substituents. These are known to change the work function without affecting the alignment
of the frontier levels [27].
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with those of I and (apart from chemical shifts for the carbon atoms directly bonded to nitrogen 
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energies shifted to higher values by 0.34 eV. The corresponding data can be seen in the 
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Figure 2. Front view of the unit cells investigated in the present study. The self-assembled monolayers
are all derived from a biphenyl backbone and bear different docking groups (Systems I to VI) or
different tail groups (System VII and VIII). The SAMs are bonded to an Au(111) metal slab consisting of
5 layers of gold atoms. The docking groups comprise of thiolate (System I), methyl-thiolate (System II),
pyridine (System III), isocyanide (System IV) and cyanide (System V). System VI is an upright
standing biphenyl layer not bearing any docking group. Systems VII and VIII are both bonded via
thiolates, but contain different (polar) tail groups (a nitrile in the case of system VII and an amine in
the case of system VIII). The molecules are arranged in a herringbone pattern, as can be seen in the
top views of the unit cell shown in the Supplementary Materials. Color code: dark yellow: Au, bright
yellow: S, grey: C, blue: N, and white: H.
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3.3. Calculated Core-Level Binding Energies, XP Spectra, and Work Function Changes

3.3.1. Energetic Shifts Due to Variations in the Interface Dipole

In Figure 3, we show the core level binding energies and XP spectra of systems I, III, V, and VIa as
prototypical examples for the impact of the docking groups on the core level binding energies. In the
following, the “vacuum level alignment” system VIa was used as an energy reference for the work
function as well as for the core level binding energies (for the absolute values of the reference energies
see the Methods Section). This directly yields ∆EC1s and ∆Φ (i.e., the quantities shown in Figure 1).
As far as the systems not displayed in Figure 3 are concerned, the data points for II essentially coincide
with those of I and (apart from chemical shifts for the carbon atoms directly bonded to nitrogen atoms)
the binding energies of III and V are also similar. System VI is similar to VIa with binding energies
shifted to higher values by 0.34 eV. The corresponding data can be seen in the Supplementary Materials,
where we show a (somewhat busy) plot analogous to Figure 3 containing values for all investigated
systems. Compared to System VIa, the core level binding energies in all chemically bonded SAMs are
shifted to higher (more negative) binding energies by several electronvolts. The effect is largest for
III, for which the shift amounts to 2.8 eV (see black arrow). Even between docked systems, the peak
positions vary by 1.6 eV with the smallest value (−265.2 eV) for the methyl thiolate and the largest
(−266.8 eV) for the pyridine. This is exactly the situation one would expect according to Figure 1 for
varying interface dipoles as a consequence of collective electrostatic effects [31,40,45,46,63].

In passing we note that, to the best of our knowledge, there is no systematic experimental study
of docking group induced shifts in a series of well-ordered monolayers, but there are examples
comparing thiols and isocyanides: Zangmeister et al. compared 4,4′-ethynylphenyl-1-benzenethiols on
polycrystalline Au bonded either by thiols or by isocyanides and for the isocyanide-docked SAMs they
observed a C1s peak at 0.6 eV higher binding energy than for the thiol case [138]. There is also indirect
evidence that such shifts occur in other types of SAMs: when comparing thiolate and isocyanide
bonded acene SAMs, Kim et al. measured a distinctly larger ionization energy of the isocyanide-bonded
system with the shift between the valence orbitals amounting to 0.7 eV [139]. Unfortunately, they did
not report corresponding C1s core level spectra, but, as discussed above, the shifts of valence and core
levels have the same physical origin. Overall, the results in [138,139] are well in line with the data for
systems I and IV in Figure 3, where the somewhat larger shift in the simulations is presumably due to
assumed perfect ordering of the SAMs.

Superimposed on the electrostatic shifts of the XPS peaks, one can also identify the chemical
shifts due to the differently bonded carbon atoms (cf. Figure 3a). For example, the carbon atoms
connecting the two benzene rings are shifted by 0.5 eV relative to the other carbon atoms of the rings.
Additionally, the carbon atoms attached to the docking groups are chemically shifted, resulting in
distinct variations of the binding energies. This is, however, rather inconsequential for the positions
and shapes of the XP spectra as a consequence of the finite escape depth of the photoelectrons. This is
well visible, for example, for the isocyanide-docked SAM (system IV), where the lowest carbon atoms
are shifted by 2 eV relative to the ones in the rings. The latter still rather exclusively determine the
position of the peak in the corresponding XP spectrum.

Provided that the primary core level shifts are truly a consequence of collective electrostatic effects
caused by interface dipoles they should directly correlate with the SAM-induced changes in the work
function for systems I to VIa. To test that, we plotted ∆Φ as a function of ∆EC1s for all investigated
SAMs in Figure 4. Indeed, the data for all SAMs without polar tail group substituents align perfectly
along a straight line with a slope of 1 passing through the origin. This supports the assessment that in
these systems core level shifts and work function changes have the same origin (namely the interface
dipole). In passing we note that the dipole due to the terminal C-H bond of the biphenyl cancels out
for the evolution of ∆Φ vs. ∆EC1s (at least for similar coverages and tilt angles), as the non-interacting
biphenyl monolayer is used as the reference for both quantities.
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generated from the calculated energy levels. The energy scale is chosen relative to the position of the 
peak in the XP spectrum for the vacuum-level aligned system VIa. The escape depth defined as the 
distance from the topmost carbon atom is chosen as the parameter on the x-axis considering that the 
highest atoms primarily determine the XP spectra. As the extent of the SAMs between the bottom ring 
and the metal substrate varies due to the different docking groups, this choice of the x-axis also largely 
aligns biphenyls in the different systems. System IV is shown in the background as an example of the 
structure of one of the SAMs considered in the plot. Due to the different SAM thicknesses, we 

Figure 3. (a) Simulated shifts of carbon 1s orbital energies, ∆EC1s, as a function of the escape depth
of the electrons for the prototypical systems I, III, IV, and VIa and (b) the corresponding XP spectra
generated from the calculated energy levels. The energy scale is chosen relative to the position of the
peak in the XP spectrum for the vacuum-level aligned system VIa. The escape depth defined as the
distance from the topmost carbon atom is chosen as the parameter on the x-axis considering that the
highest atoms primarily determine the XP spectra. As the extent of the SAMs between the bottom ring
and the metal substrate varies due to the different docking groups, this choice of the x-axis also largely
aligns biphenyls in the different systems. System IV is shown in the background as an example of the
structure of one of the SAMs considered in the plot. Due to the different SAM thicknesses, we included
vertical lines in panel (a), which designate the positions of the centers of the atoms of the topmost
Au layer. The large number of data points for each system is a consequence of the two inequivalent
molecules per unit cell.
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3.3.2. Influence of Different Tail Groups on the XP Spectra 

This raises the question, what would happen if the SAM-forming molecules were substituted 
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According to Figure 1, this should (significantly) modify the work function shift, while leaving the 
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Figure 4. Correlation between the change in work function, ∆Φ, and the shift in binding energy, ∆EC1s,
for all systems relative to system VIa (as non-interacting reference system in which no interface dipole
occurs). The black line indicates a linear curve with a slope of 1 through the origin. The shaded area
represents the range over which the values for ∆EC1s vary between systems I, VII, and VIII.
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3.3.2. Influence of Different Tail Groups on the XP Spectra

This raises the question, what would happen if the SAM-forming molecules were substituted
with tail groups bearing dipoles significantly different from the terminal C-H bond of a phenyl ring.
According to Figure 1, this should (significantly) modify the work function shift, while leaving the core
level binding energies essentially unchanged, with the exception of chemical shifts experienced by
carbon atoms in or directly bonded to the substituents. To test that hypothesis, we simulated systems
VII and VIII containing -CN and -NH2 tail groups. As far as the simulated core level binding energies
are concerned, we find them to be very similar for all three systems (I, VII, and VIII), as shown in
Figure 5. Concerning the chemically shifted C1s binding energies of the uppermost carbon atoms,
for system VII the shift of the top carbon atoms in the phenylene and the carbons in the -CN groups go
in opposite directions. Thus, their impacts on the XP spectrum essentially cancel. As a consequence,
the peak position of the C1s XP spectra of I and VII are virtually the same. Additionally, in VIII
the shift of the peak remains comparably small (amounting to only 0.19 eV), as there are only the
topmost carbon atoms in the two molecules per unit cell that are affected by the presence of the amine.
This means that for all systems considered in the present study, the position of the peak in the C1s
spectrum is a valid measure for the interface dipole.
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Figure 5. (a) Simulated shifts of carbon 1s orbital energies, ∆EC1s, as a function of the escape depth of
the electrons for the equally docked systems I, VII, and VIII and (b) corresponding XP spectra generated
from the calculated energy levels. As the substituents significantly impact the extent of the SAMs above
the top ring, but its volume density is rather low, the topmost carbon atom of the benzene ring was
chosen as the origin of the x-axis. In this way, the axis is consistent with the x-axis of Figure 4 and the
carbon rings are aligned at essentially the same positions. The large number of data points for each
system is a consequence of the two inequivalent molecules per unit cell.

As shown in Figure 4, in sharp contrast to the core level spectra, the work function changes for
VII and VIII differ significantly from that of I (by 3.63 eV for VII and by −1.30 eV for VIII). This is again
fully consistent with the model described in Section 3.1.

3.3.3. Coverage Dependence

As a last aspect it should be addressed to what extent the above conclusions hold for less densely
packed polar layers at the interface [42,113]. To assess that, in a gedankenexperiment we constructed
hypothetical low-coverage systems with upright-standing molecules (for details see the Methods
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Section and the Supplementary Materials). Based on the Helmholtz solution to the Poisson equation,
one would expect a linear dependence of the dipole density and, thus, of ∆Φ and ∆EC1s on coverage.
The actual coverage-dependence of ∆Φ and ∆EC1s is shown in Figure 6 for the same systems that had
already been considered in Figure 3. Interestingly, one observes that ∆Φ changes much more strongly
at low than at high coverages. This is a consequence of depolarization effects. These strongly reduce
the interface dipoles at high coverages [140–148]. Therefore, work function changes at full coverages
are strongly reduced compared to what one would expect based on the dipoles associated with the
adsorption of a single molecule [149].Appl. Sci. 2020, 10, x FOR PEER REVIEW 10 of 21 
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Figure 6. Core level shift, ∆EC1s, (circles) and work function change ∆Φ (square symbols) for systems I,
III, IV, and VI as a function of coverage (varied between full, a quarter, and 1/16 coverage, where the
latter approaches the single molecule limit, see Supplementary Materials). All energies are reported
relative to the values of the non-interacting reference system VIa.

Another observation in Figure 6 is that the coverage-dependence of the core level binding energies
(circles and solid line) is much weaker than that of ∆Φ (squares and dotted line). This is particularly
obvious for system VI, for which there is almost no change of ∆EC1s with coverage, while the work
function still changes by 0.5 eV. Qualitatively, the behavior is, however, the same for all studied systems,
as shown in Figure 7. There, one sees that the energy range covered by the ∆Φ values is significantly
larger than that for ∆EC1s. As a result, the slope of the linear fit to the dependence of ∆Φ on ∆EC1s

(black lines in Figure 7) significantly decreases with decreasing coverage.
The main consequence of this observation is that at low dipole densities (in contrast to the

full-coverage case, see above) ∆EC1s is no longer a direct measure for the interface dipole. This can be
explained by the different degrees of locality with which ∆Φ and ∆EC1s probe the electronic structure
of the interface [48,148,150]. The value of ∆Φ is determined by the energy difference between the Fermi
level and the vacuum level far above the surface, i.e., in the far field. Conversely, core level binding
energies probe the electrostatic energy in the immediate vicinity of the atom whose core electron is
excited [48]. The latter is comparably close to the interface dipole at the bond between the molecule
and the substrate. Thus, the shift in the electrostatic energy due to the dipole is still relevant, even if
it is strongly reduced due to the drop of the shift with the inverse of the third power of the distance
between atom and dipole. This is illustrated in Figure 8, where we show the change in electrostatic
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energy due to the formation of the bond between the pyridine-docked SAM and the metal substrate.
Consequently, Figure 8 does not actually reflect the impact of the entire interface dipole, but only of
the part resulting from the bond dipole. This quantity can, however, be calculated conveniently by
subtracting the electrostatic energies of the subsystems from that of the bonded interface, which is
not possible for the full interface dipole. It is also well suited to qualitatively illustrate the difference
between the local and the far-field situation, even if one cannot expect quantitative agreement with the
data from Figures 6 and 7, which are still determined by the entire interface dipole. For the full coverage
system in the bottom panel of Figure 8, the main drop in electrostatic energy occurs at the immediate
metal–pyridine interface and the electrostatic energy in the region of the top ring is essentially the
same as far above the sample (despite a minor potential variation at the distance of the topmost C-H
bond). Conversely, at 1/16 coverage the far-field electrostatic energy far above the interface (relevant
for the work function) is several tenths of an eV higher than in the region of the upper carbon atoms
(determining the position of the XPS peak).Appl. Sci. 2020, 10, x FOR PEER REVIEW 11 of 21 
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and 1/16 coverage are compared. The black lines are fits to all systems for specific coverages, while the
colored lines were fitted to the coverage-dependence for a specific system.

112 on using xps for determining interface dipoles



Appl. Sci. 2020, 10, 5735 12 of 21
Appl. Sci. 2020, 10, x FOR PEER REVIEW 12 of 21 

 
Figure 8. Contour plot of the change in the electrostatic energy due to metal–SAM bonding, i.e., due 
to the bond dipole (as part of the interface dipole) for system III. The potential is plotted for a plane 
defined by the plane of one of the molecules in the unit cell (see Supplementary Materials). The top 
(bottom) panel contains the result for 1/16 (full) coverage. Isolines are shown in steps of 0.05 eV. 

3.3.4. The Role of Structural Imperfections of the Interface 

For all systems we assumed perfectly ordered structures, which is triggered by the fact that 
especially for thiol-bonded SAMs highly ordered monolayers can be routinely obtained in carefully 
performed experiments. Still, in the following the possible consequences of deviations from perfect 
interfaces shall be briefly summarized: reduced dipole densities diminish the observed shifts, as can 
be inferred from the description in Section 3.1 and as discussed explicitly in Section 3.3.3. This also 
applies, when disorder reduces the net dipole per docking group perpendicular to the surface, i.e., 
although the shifts discussed in Section 3.3.1 are comparably large, for imperfect samples high-
resolution measurements will be necessary. In passing we note that lateral inhomogeneities of the 
dipole density can result in a significant broadening of the spectra and in extreme cases even in the 
occurrence of multiple peaks, as we showed for mixed monolayers of embedded-dipole SAMs [48]. 
This is a consequence of XPS probing the local electrostatic potential at the atom from which the 
electron is excited. Similar considerations would apply to substrates with laterally inhomogeneous 
local work functions. Finally, it should be noted that the actually measured electrostatic shifts are 

Figure 8. Contour plot of the change in the electrostatic energy due to metal–SAM bonding, i.e., due to
the bond dipole (as part of the interface dipole) for system III. The potential is plotted for a plane
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(bottom) panel contains the result for 1/16 (full) coverage. Isolines are shown in steps of 0.05 eV.

3.3.4. The Role of Structural Imperfections of the Interface

For all systems we assumed perfectly ordered structures, which is triggered by the fact that
especially for thiol-bonded SAMs highly ordered monolayers can be routinely obtained in carefully
performed experiments. Still, in the following the possible consequences of deviations from perfect
interfaces shall be briefly summarized: reduced dipole densities diminish the observed shifts, as can be
inferred from the description in Section 3.1 and as discussed explicitly in Section 3.3.3. This also applies,
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when disorder reduces the net dipole per docking group perpendicular to the surface, i.e., although
the shifts discussed in Section 3.3.1 are comparably large, for imperfect samples high-resolution
measurements will be necessary. In passing we note that lateral inhomogeneities of the dipole density
can result in a significant broadening of the spectra and in extreme cases even in the occurrence
of multiple peaks, as we showed for mixed monolayers of embedded-dipole SAMs [48]. This is a
consequence of XPS probing the local electrostatic potential at the atom from which the electron is
excited. Similar considerations would apply to substrates with laterally inhomogeneous local work
functions. Finally, it should be noted that the actually measured electrostatic shifts are determined by the
“true” interface dipoles, where contaminants at the interface, e.g., for ex-situ prepared samples (or also
the presence of ad atoms) can change the situation compared to the model case assumed in simulations.
When dealing with strongly bonded adsorbates, like thiolates, one, however, is in the fortunate situation
that their bonding to noble metal substrates typically displaces contaminants, which also explains,
why for the XPS simulations on model systems mentioned in the introduction section, we typically
obtained a favorable agreement with experiments on ex-situ prepared samples [22,48,49,63,64,90].

4. Conclusions

In the present contribution it is shown that X-ray photoelectron spectroscopy is a suitable tool
for determining interface dipoles in densely packed self-assembled monolayers. This is shown via
simulations on a number of biphenyl-based monolayers bonded to an Au(111) substrate by a broad
range of different docking groups. The varying interface dipoles in these systems result in shifts of the
core level binding energies by more than 1 eV, concomitantly shifting also the associated XP spectra.
For SAMs not bearing polar tail groups the electrostatically triggered core level shifts directly correlate
with SAM-induced work function changes. This correlation is broken, when work functions are further
modified by polar tail group substituents. Nevertheless, even in these cases the XP spectra are a direct
measure for the interface dipoles. The situation changes, when the dipole density at the interface
is reduced. Then core level binding energies are still determined by the local electrostatic energy at
the atoms from which the photoelectrons are excited. This energy is, however, no longer directly
representative of the magnitude of the interface dipole, as it is strongly influenced, for example, by the
distance of the excited atom from the location of the dipole. As a result, also the direct equivalence
between core level shifts and work function changes is lost at reduced coverages, even though XPS
still is suited for probing the local electrostatic energy (at least as long as chemical shifts, e.g., due to
interfacial charge transfer are not superimposed on the electrostatic ones).

Supplementary Materials: Additional information on the computational methodology, a flow-chart summarizing
the computational procedure, additional computational results, and views of unit cells and supercells are available
online at http://www.mdpi.com/2076-3417/10/17/5735/s1.
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82. Ossowski, J.; Nascimbeni, G.; Żaba, T.; Verwüster, E.; Rysz, J.; Terfort, A.; Zharnikov, M.; Zojer, E.; Cyganik, P.
Relative Thermal Stability of Thiolate- and Selenolate-Bonded Aromatic Monolayers on the Au(111) Substrate.
J. Phys. Chem. C 2017, 121, 28031–28042. [CrossRef]

118 on using xps for determining interface dipoles



Appl. Sci. 2020, 10, 5735 18 of 21

83. Kang, J.F.; Liao, S.; Jordan, R.; Ulman, A. Mixed Self-assembled Monolayers of Rigid Biphenyl Thiols: Impact
of Solvent and Dipole Moment. J. Am. Chem. Soc. 1998, 120, 9662–9667. [CrossRef]

84. Rong, H.T.; Frey, S.; Yang, Y.J.; Zharnikov, M.; Buck, M.; Wühn, M.; Wöll, C.; Helmchen, G. On the Importance
of the Headgroup Substrate Bond in Thiol Monolayers: A Study of Biphenyl-Based Thiols on Gold and
Silver. Langmuir 2001, 17, 1582–1593. [CrossRef]

85. Azzam, W.; Fuxen, C.; Birkner, A.; Rong, H.T.; Buck, M.; Wöll, C. Coexistence of Different Structural Phases
in Thioaromatic Monolayers on Au(111). Langmuir 2003, 19, 4958–4968. [CrossRef]

86. Shaporenko, A.; Terfort, A.; Grunze, M.; Zharnikov, M. A detailed analysis of the photoemission spectra
of basic thioaromatic monolayers on noble metal substrates. J. Electron Spectrosc. Relat. Phenom. 2006, 151,
45–51. [CrossRef]

87. Cyganik, P.; Buck, M.; Strunskus, T.; Shaporenko, A.; Wilton-Ely, J.D.E.T.; Zharnikov, M.; Wöll, C. Competition
as a Design Concept: Polymorphism in Self-Assembled Monolayers of Biphenyl-Based Thiols. J. Am.
Chem. Soc. 2006, 128, 13868–13878. [CrossRef]

88. Stoycheva, S.; Himmelhaus, M.; Fick, J.; Korniakov, A.; Grunze, M.; Ulman, A. Spectroscopic Characterization
of ω-Substituted Biphenylthiolates on Gold and Their Use as Substrates for “On-Top” Siloxane SAM
Formation. Langmuir 2006, 22, 4170–4178. [CrossRef]
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In the Supplementary Materials we provide additional information on the com-
putational methodology, a �ow-chart summarizing the computational procedure,
additional computational results, and views of unit cells and supercells used in the
main manuscript.
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1 Information on the employed basis functions 

The basis functions employed in the FHI-aims simulations have the format 

 Φሺ𝑟ሻ ൌ
௨ሺሻ


∗ 𝑌ሺΘ,Φሻ (S1) 

in spherical coordinates (r, Θ,Φ) relative to a given atomic center. FHI-aims provides for every atomic 

species a preconstructed species_defaults file. The used tight basis sets were not further adjusted, 

because they afforded the required accuracy and efficiency. Note: If a higher tier for the basis set is 

used, i.e., when using tight settings, all lower basis functions must be included as well. 

 

Table S1. Basis functions that have been used for all calculations performed with FHI-aims1. 

The abbreviations read as follows1: X(nl, z), where X describes the type of basis function where 

H stands for hydrogen-like functions and ionic for a free-ion like radial function. The 

parameter n stands for the main/radial quantum number, l denotes the angular momentum 

quantum number (s, p, d, f, …), and z denotes an effective nuclear charge, which scales the 

radial function in the defining Coulomb potential for the hydrogen-like function. In the case 

of free-ion like radial functions, z specifies the onset radius of the confining potential. If auto 

is specified instead of a numerical value, the default onset is used.  

 H C N S Au 

Minimal valence(1s, 1.0) valence(2s, 2.0) 

valence(2p, 2.0) 

valence(2s, 2.0) 

valence(2p, 3.0) 

valence(3s, 2.0) 

valence(3p, 4.0) 

valence(6s, 1.0) 

valence(5p, 6.0) 

valence(5d, 10.0) 

valence(4f, 14.0) 

First tier H(2s, 2.1) 

H(2p, 3.5) 

H(2p, 1.7) 

H(3d, 6) 

H(2s, 4.9) 

H(2p, 1.8) 

H(3d, 6.8) 

H(3s, 5.8) 

ionic(3d, auto) 

H(2p, 1.8) 

H(4f, 7.0) 

Ionic(3s, auto) 

ionic(6p, auto) 

H(4f, 4.7) 

ionic(6s, auto)  

H(5g, 10.0) 

H(3d, 2.5) 

Second tier H(1s, 0.85) 

H(2p, 3.7) 

H(2s, 1.2) 

H(3d, 7.0) 

H(4f, 9.8) 

H(3p, 5.2) 

H(3s, 4.3) 

H(5g, 14.4) 

H(3d, 6.2) 

H(4f, 10.8) 

H(3p, 5.8) 

H(1s, 0.8) 

H(5g, 16.0) 

H(3d, 4.9) 

H(4d, 6.2) 

H(5g, 10.8) 

 

 
1 As described in the FHI-aims manual, version January 23, 2017.  
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2 A posteriori screening via an image charge model 

To account for the screening of the highly polarizable metal substrate, the calculated orbital energies 

were corrected by the following screening contribution: 

 Eଵ௦,௦ௗሾ𝑒𝑉ሿ ൌ Eଵ௦ሾ𝑒𝑉ሿ  27.2114 ⋅ ଵ

ସ⋅⋅ଵ.଼଼ଽଵ⋅൫௭ሾÅሿି௭బሾÅሿ൯
 (S2) 

Here, ϵ is the dielectric constant of the SAM; in our case we chose ϵ ൌ  3.9 according to 

measurements on biphenyl SAMs.2 The constant 𝑧 is the position of the image plane of the Au(111) 

surface, which was set to 0.9 Å above the average z-position of the top Au layer.3,4 The z-position of 

the atom, to whose core level the screening is applied, is denoted as z. The two conversion factors, 

27.2114 and 1.889716, are there to convert Hartree to eV and Bohr to Å, respectively. In passing we 

note that this approach neglects direct screening effects within the SAM and also the fact that the 

SAM is only of finite thickness. The screening shifts the calculated core levels to more negative 

values, i.e. smaller binding energies, and, naturally, is most relevant for the ones closest to the 

substrate.  

3 The damping factor 

To account for the finite escape depth of the ejected electrons5, a damping factor depending on the 

kinetic energy of the incident photons was applied to scale the contributions of the individual C atoms 

to the XP spectra. It is given by: 

 𝑤ሺ𝑑ሻ ൌ 𝑤  𝑒
ష
ಓ  (S3) 

Here 𝑤ሺ𝑑ሻ is the scaling factor of the i-th C1s orbital. It depends on the vertical distance d between 

the i-th atom and the topmost Carbon atom of the SAM, and a damping factor λ, which is defined as 

λ ൌ 0.3𝐸ூே
ஒ . Here, 𝐸ூேሾ𝑒𝑉ሿ is the kinetic energy of the escaping electron, i.e., the difference 

between the energy of the incident photons and the calculated core level orbital energy of the C1s 

electron (set to 580 eV for this study). β is an empirical attenuation factor, which was set to 0.5 in 

accordance with previous studies on similar systems.6 Finally, 𝑤 is a scaling constant, which does 

not change the shape of the spectrum. 
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4 Flowchart describing the computational procedure 
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5 Testing the hypothesis of vacuum level alignment for system VIa 

In the main manuscript, system VIa (a biphenyl monolayer moved from its equilibrium position by 

1 Å away from the substrate) is considered as the reference case for vacuum level alignment. This is 

backed by the negligible work function change of ~-0.1 eV induced by that layer. As a further test, 

we compared the XP spectra for that system and a system in which the biphenyl is shifted by 2 Å 

(system VIb). In case there was no interaction between adsorbate and substrate in VIa, there should 

be no change in the calculated spectra between VIa and VIb. This is indeed what we find, as shown 

in Figure S1. 

 

Figure S1. Calculated XP spectra of system VIa (blue, solid line) and VIb (orange, dotted line), 

where the biphenyl SAM is moved farther away by 1 Å and by 2 Å, respectively.  

6 Calculated core-level binding energies and XP spectra for all systems at 

full coverage 

For the sake of clarity, in Figure 3 of the main manuscript the core-level binding energies and XP 

spectra have been shown only for selected systems. A compilation of the results for all systems is 

contained in the following plot. 
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Figure S2. (a) Simulated shifts of carbon 1s orbital energies, EC1s, as a function of the escape 

depth of the electrons for all investigated systems; (b) corresponding XP spectra generated 

from the calculated energy levels. The energies scale is chosen relative to the position of the 

peak in the XP spectrum for the vacuum-level aligned system VIa. The escape depth defined as 

the distance from the topmost carbon atom is chosen as the parameter on the x-axis considering 

that the highest atoms primarily determine the XP spectra. As the extent of the SAMs between 

the bottom ring and the metal substrate varies due to the different docking groups, this choice 

of the x-axis also largely aligns biphenyls in the different systems. Due to the different SAM 

thicknesses, we included vertical lines in panel (a), which designate the positions of the centers 

of the atoms of the topmost Au layer. The large number of data points for each system is a 

consequence of the two inequivalent molecules per unit cell. 

7 Single molecule limit 

To check to what degree the data for 1/16 coverage reported in the main manuscript already describe 

an isolated molecule on a surface, we simulated XP spectra for system I also for 1/24 and 1/30 

coverage (see Figure S3). The obtained spectra essentially coincide with that for 1/16 coverage, which 

suggests that the “isolated molecule” case is already achieved at that coverage.  
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Figure S3. Calculated XP spectra of system I as a function of coverage (full coverage – blue, 

1/4 coverage – orange, 1/16 coverage – green, 1/24 coverage – red, 1/30 coverage - violet). 

The energy scale is aligned relative to the position of the peak for the non-interacting system 

VIa. 

8 Low coverage unit cells 

The low coverage unit cells where created by replicating the full coverage unit cell (containing two 

molecules) in x- and y-direction and removing all but one molecule from the Au(111)-substrate. For 

a coverage of 1/4 the unit cell was duplicated only in x-direction; for the 1/16 coverage system the 

initial unit cell was repeated four times in x-direction and twice in y-direction; for the 1/24 cell six 

times in x- and twice in y-direction, and for the 1/30 coverage, this was done five times in x- and 

three times in y-direction.  

 

Figure S4. Top views of the unit cells for full, 1/4, 1/16, and 1/30 coverage (from left to right). 
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9 Top view of the unit cell 

To be able to visually compare the tilt of each molecule in the geometrically optimized unit cell, top 

views of the unit cells of all systems are shown in Figure S5. 

 

Figure S5. Top view of the investigated systems with different docking groups bonding to the 

Au(111) surface slab. The tilt of the molecules is similar all systems apart from system III, 

where the molecules are more upright-standing. 
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10 Plane for potential plot 

To visualize the plane for which the electrostatic energy is shown in Figure 8, a top view of the 

(repeated) full coverage unit cell is shown in Figure S6 containing that plane. 

 

 

 

Figure S6. Top view of system II with a black line indicating the plane used for the 2D 

electrostatic energy plot in Figure 8. 
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6
O N T H E T R A N S I T I O N VO L TAG E I N
M O L E C U L A R E L E C T R O N I C S

As molecular electronic devices consist of junctions which are comprised of a
single molecule up to a monolayer, they operate at the very edge were collective
electrostatic e�ects come into play. Therefore, it is of high interest to investigate
the impact of collective electrostatic e�ects in the realms of molecular electron-
ics. For the ever ongoing miniaturization of electronic devices, semiconducting
components consisting of individual molecules or condensed into a molecular
assembly are a promising approach. To develop such devices, a microscopic un-
derstanding of charge transport on an atomistic length scale is of key importance.
The current focus of research in the molecular electronics community lies in estab-
lishing a fundamental understanding of the interplay between the current-voltage
(I-V) characteristics and the molecular structure of a junction. Building a junction
with a known molecular structure can be readily done in theoretical, quantum-
mechanical based approaches and allows to investigate the electronic levels of
molecular junctions in great detail. A key technique used for that is the so-called
transition voltage spectroscopy (TVS).

6.1 transition voltage spectroscopy

A quite widely used technique to characterize molecular and monolayer junctions
is TVS. This spectroscopic approach allows to investigate the electronic level
alignment in molecular devices without the need for extreme voltages.[215] This
is especially important for the case of two-terminal molecular junctions, as these
usually can withstand only a comparable low bias voltage. As the Fermi level is
typically a couple tenth of an eV away from the closest molecular level, a high
bias voltage is needed for resonant electron tunneling. Such high bias voltages
produce huge electric �elds in the range of >109 V/m, causing a breakdown of
the junction before the molecular level of interest is accessed.[215] In the seminal
work of Beebe et al. [61, 62] it is argued that the position of the molecular level
closest to the Fermi level can be derived from a current-voltage characteristics.
This is already possible for comparable low bias voltages where resonance is not
yet reached. Beebe et al. draw the analogy between (molecular) charge transport
and electron tunneling. For the electron tunneling they argue on the basis of a
model �rst described by Simmons,[216] where the electrons tunnel through a
rectangular potential barrier. A schematic plot of the Simmons model is given in
the left part of Figure 14.
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Figure 14: Schematics of a symmectric molecular junction described by the Simmons model
(left hand side) and for comparison a resonant molecular model (right hand
side). The depicted molecule yields a tunnel barrier of height φ. At the top, part
(a) and (d), the situation at zero bias is depicted. When a bias voltage is applied
the potential barrier tilts in the framework of the Simmons model (b), and in
the picture of the resonant molecular model, the energy levels are shifted with
respect to each other and open a window for transport of size eV (e). In the
bottom part the situation is shown for the applied bias being equal or greater
than φ. In this case, the barrier changes its shape and becomes triangular in
the Simmons model. Therefore, the electron tunneling can be described via
�eld emission (c). In (f) the situation is shown for resonant tunneling, i. e.,
when a level is within the bias window, which yields a dramatically increased
current. Figure modi�ed with permission from [215]. Copyright 2009 American
Chemical Society.
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In the framework of the Simmons model, the energy o�set between the Fermi level
and the closest, molecular orbital equals the tunnel barrier height φ. Depending on
the molecule used, this is either the highest occupied molecular orbital (HOMO)
or the lowest unoccupied molecular orbital (LUMO), resulting in hole mediated
or electron mediated transport, respectively. The width of the tunnel barrier d is
set to the distance between the two electrodes, i. e., the length of the molecule in
the junction. Simmons showed that if the bias voltage is low enough, i. e., eV < φ,
the e�ective tunnel barrier is lowered to φ− eV/2 (cf. Figure 14(b)). For high bias
voltages, i. e., eV ≥ φ, the e�ective barrier changes its shape from trapezoidal
to triangular and a part of the barrier becomes classically available, which is
commonly referred to as Fowler–Nordheim (F-N)-tunneling.[217] The situation
with a triangular potential barrier is shown in Figure 14(c), where eV = φ. In the
F-N-regime the current is proportional to V2exp(c/V), where c < 0 depends on
the height and width of the potential barrier. This means, for the case of eV > φ
plotting the current-voltage data as ln(I/V2) over 1/V, i. e., generating a so-called
F-N-plot, results in a straight line with a negative slope. In the case of low voltages
such a F-N-plot yields a positive slope.[61, 62] This is due to the current being
proportional to the voltage at low biases, i. e., if eV << φ, ln(I/V2) ∝ ln(1/V).
Therefore, plotting ln(1/V) over 1/V yields a positive slope at low voltages. As
already mentioned above, for high voltages the curve describes a negative slope,
and, therefore, a minimum must occur between these two regimes. Consequently,
any current voltage characteristic which evolves from linear to more than quadratic
will produce a minimum in a F-N-plot. As this minimum was described by Beebe
et al. to be at the transition to the �eld-emission regime, they coined the term
transition voltage.

The considerations so far have been based on the Simmons model, which Huisman
et al. argue is not suitable for describing the experimental data investigated by
Beebe et al. [61, 62].[215] Instead, they propose to build on a Landauer approach (cf.
Chapter 2.3.1), utilizing a coherent resonant molecular model, sketched in the right
part of Figure 14. There, the transport is described by an energy dependent trans-
mission function producing peaks at the molecular levels, which can be described
by a Lorentzian function.[218–220] In Figure 14(d) the situation is depicted for zero
bias. There the HOMO and LUMO lie below and above of the Fermi level of both
electrodes, respectively. Now when a bias voltage is applied, the energy levels shift
with respect to each other. If there is an overlap between the (broadened) energy
level of the molecular orbital and the energy window between the two electrodes,
i. e., the tail of the Lorentzian-type transport peak comes into resonance with the
electrode’s Fermi level, charge carriers start to �ow. This situation is depicted
in Figure 14(e). Increasing the voltage further shifts the molecular level further
and resonant tunneling sets in. In two-terminal junctions, resonant tunneling can
only occur if a molecular level is between the left and right chemical potential
(cf. Figure 14(f).) Unfortunately, as discussed above, typical molecular junctions
break down before reaching this point. As Huisman et al. showed in their work,



138 on the transition voltage in molecular electronics

the relevant physics needed for analyzing transition voltage spectroscopy (TVS)
measurements is captured with their proposed model based on molecular levels.
They presented a vastly improved model compared to Beebe et al.[61, 62] and
were able to reproduce the experimentally measured transition voltages based on
the framework of molecular energy levels using a length dependent transmission
function.[215] The most fundamental di�erence is probably the totally di�erent
voltage pro�le over the molecular junction, dropping right at the metal-molecule
interface in contrast to the Simmons model which proposes a continuous drop
over the whole junction.

Furthermore, Huisman et al. argued that TVS can be used to identify tunnel
junctions without molecules, on the ground that in their model the voltage drops
at the interface between the electrodes and the molecule, whereas a vacuum
tunnel junction behaves indeed as described by a Simmons model.[215] This was
investigated by Trouwborst et al. [221] using a metal-vacuum-metal junction, to
be precise, they did TVS-measurements on Au-vacuum-Au junctions. They found
that the transition voltage, Vt, is sensitive to the shape of the gold leads, meaning
that the geometry of the electrodes plays an important role. Furthermore, they
showed that the distance between the electrodes indeed in�uences the measured
Vt, but the variation of the transition voltage with respect to the distance is much
weaker than anticipated. Thus, they concluded, it is not possible to utilize TVS
to distinguish a vacuum junction from a molecular junction, even though the
variation of Vt with respect to the distance provides a strong indication.[221]

Another concept proposed by Vilan et al. to interpret TVS with a so-called scaling
factor for the applied bias voltage is based on a Taylor Expansion.[223] For this,
they introduce the bias scaling voltage, V0, which is conceptionally related to
the transition voltage, Vt. This voltage scaling factor V0 is derived from a Tay-
lor expansion of the conductance G(V) around V = 0, which describes the
conductance-voltage curve of a molecular junction with a parabolic shape. The
advantage of this approach is that it holds for vastly di�erent tunneling mod-
els.[223] This means, even though TVS was �rst explained on the most probably
not accurate basis of a change of the transport mechanism, namely from simple
tunneling into the regime of �eld-emission tunneling, it still is a useful technique
to describe a molecular junction. Nowadays, the widely accepted view is that Vt de-
picts the bias at which the tail of the (Lorentzian)-broadened peak of the molecular
transmission function comes into resonance with the electrode’s Fermi level.[224]
Therefore, theoretical investigations of the transition voltage are mostly based
on the Landauer formalism.[215, 224–228] Conceptually speaking, the transition
voltage can be seen as an intrinsic property of the transport characteristic of a
molecular junction, depending not only on the barrier height, but also on the
length of the molecular junction[225], the coupling to the electrodes[225], and
the asymmetry of the junctions[225, 227, 229]. Vilan et al. argue that "viewing
TVS as a bias scaling factor not only substantiates the use of TVS as a genuine
tunneling characteristic rather than a mathematical artifact,[228] but also stresses
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that TVS expresses the combined e�ect of several possible junction characteristics
and does not necessarily re�ect spectroscopic details."[222] Furthermore, they
show that their approach can be applied to vastly di�erent models, including
the ones explained above. These two aforementioned, fundamentally di�erent
models represent the two edge-cases. Additionally, it also �ts for o�-resonant
models which propose a step-wise potential pro�le along the molecule and the
electrodes.[230] In their work Vilan et al. conclude that the transition voltage
should be used as an "empirical parameter that can be highly characteristic for a
given junction, even though it can be interpreted in various ways".[222]

6.1.1 Landauer based single level model

As already mentioned, the quantum-mechanical Landauer based approach (cf.
Chapter 2.3.1) is nowadays the generally accepted formalism to treat tunneling
transport.[227, 231–238] We will use the widely accepted model in molecular elec-
tronics that one orbital is primarily responsible for charge transport; namely the
one closest to the Fermi level, i. e., the transmission is either facilitated via holes or
electrons, depending on whether the highest occupied molecular orbital (HOMO)
or lowest unoccupied molecular orbital (LUMO) of the molecule lies closer to
the Fermi level of the electrode. This o�set, ε0, between the Fermi level and the
appropriate frontier molecular orbital is one of the main factors determining the
electrical properties of a molecular junction. The second crucial parameter is the
coupling strength, Γ, which describes the interaction between the electrodes and
the molecule(s) in a molecular junction. This means, the current–voltage charac-
teristics of molecular electronic devices are mainly dominated by the alignment
of the molecular energy levels relative to the Fermi level of the left and right
electrode, and, furthermore, by the electronic coupling of the docking groups with
the conducting states of the electrodes.

The overall current (cf. Equation (18) in Chapter 2.3.1) through the molecular
junction is dependent on the transmission function, T(E). On the basis of a single
level model, the zero bias transmission function can be described by a single
Lorentzian using the Breit-Wigner formula as: [227, 233, 239]

T(E) =
4ΓLΓR

(E− [ε0 − ηeV])2 + (ΓL + ΓR)2 , (40)

where ΓL,R denotes the scattering rates, which describes the coupling strength
of the molecule to the left and right electrodes, respectively, i. e., the broadening
of the transport level by using the full width at half-maximum. ε0 denotes the
position of the transmission channel of the electric current, i. e., the center of
the Lorentzian. The voltage division factor η depends on the applied voltage,
yielding asymmetric current-voltage characteristics, and vanishes for a zero bias
transmission model. Bâldea derived that η = 0 can be used safely for symmetric
cases, i. e., if Vt+ = −Vt−.[227, 240] Furthermore, if the Fermi-Dirac occupation
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of the density of states (DOS) at the electrodes is replaced by a delta function,
i. e., treating the system at 0 K, an analytical equation can �nally be given for the
conductance of a molecular junction as: [223]

G = 4NG0ΓLΓR

(
1/2 + α

[ε0 + (1/2 + α)eV]2 + (ΓL + ΓR)2

+
1/2− α

[ε0 − (1/2− α)eV]2 + (ΓL + ΓR)2

) (41)

where N denotes the number of molecules conducting in parallel, G0 is the quan-
tum of conductance, i. e., G0 = 2e2/h, and ε0 refers to the transmission level, i. e.,
the center of the Lorentzian peak of the transmission function. ΓL and ΓR denotes
the coupling strength to the left and right electrodes, respectively, i. e., the width
of the Lorentzian-peak, which represents the level broadening. α = ±1/2 is an
asymmetry factor which describes the relative position of the molecular level to
the left and right electrode, respectively, with α = 0 denoting the symmetric case.

As was shown in this chapter, there have been several models proposed for inter-
preting transition voltage spectroscopy (TVS). What is yet to be accomplished is
formulating a simple model for molecular junctions in analogy to classical device
models by utilizing the transition voltage which can be readily accessed via TVS.
Right now, the interpretation of TVS within a single Lorentzian model is the most
promising approach. What is undisputed, though, is the mathematical formalism
for calculating the transition voltage Vt from a given current-voltage characteristic.

6.1.2 Transition voltage

The value of the transition voltage, Vt, acquired from a F-N-plot, is simply de�ned
as the minimum of the so-called L2-function [223]

L2 = ln
∣∣∣∣ I
V2

∣∣∣∣ . (42)

Identical to this is the following relation: [223]

dI
dV

V
I

∣∣∣∣
Vt

!
= 2 , (43)

where the value 2 re�ects the power of V2 in Equation (42). Mathematically
speaking, the transition voltage, Vt, denotes the bias where the current-voltage
curve changes from subquadratic to superquadratic.[222, 235, 241] This means, Vt
represents a measure of the non-linearity of the conductance with respect to the
applied voltage.[241–243]
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In the framework of a single Lorentzian model the transition voltage can be
derived[223] using Equation (41) and Equation (43):

Vt =
ε0

−2α±
√

α2 + 3/4
α=0
=⇒ ± 2√

3
ε0 , (44)

where ε0 denotes the energy level of the transmission channel and the asymmetry
factor α = 0 for the symmetric case (cf. Chapter 6.1.1).

This means, the transition voltage can be extracted from current-voltage data
and relates the minimum of a F-N-plot to the energetic position of the main
transport level of a molecular junction as described in Equation (44). Furthermore,
there exists a mathematical rigorous de�nition of how to determine the frontier
molecular orbital acting as the main transport level according to the single level
model when doing density functional theory (DFT)-based simulations. Additionally,
quantum-mechanical simulations enable us to acquire the transmission curve
of an accurately de�ned junction, and, consequently, be able to investigate the
impact of di�erent transmission curves. This allows us to assess how the detailed
geometry of a junction impacts the form of the transmission curve with all of its
features. Furthermore, the form of the transmission function of a given junction
- whether it consists of clearly de�ned peaks or strongly broadened features -
can be related to the measured transition voltage. We speci�cally focused our
investigation on the applicability of the aforementioned single level model with
respect to collective electrostatic e�ects and how these in�uence the transition
voltage acquired utilizing the current-voltage data. For this, the theoretically
calculated molecular level, which acts as the main transport channel, ε0, will
be compared to the energy level, εt, acquired utilizing the transition voltage, Vt,
employing the relation

εt =

√
3

2
eVt , (45)

where Vt denotes the minimum of the F-N-plot of the current-voltage data.

As it turned out, even though mathematically rather simple and straightforward,
using this approach is not possible in all investigated cases, because the transition
voltage cannot be extracted for all systems investigated. Namely, when there is
no transition from a subquadratic to a superquadratic regime [223] in the current-
voltage data, i. e., when there is no (local) minimum in the F-N-plot. Therefore, we
investigated di�erent approaches how to acquire the transition voltage from the
current-voltage characteristic even in such cases.

The current-voltage characteristics utilized were theoretically modeled instead
of experimentally measured, which ensures a detailed and accurate description
of the actually investigated molecular junction. Additionally, the transmission
curve is readily available when doing such simulations and contributes to a deeper
understanding of the current-voltage characteristics. This is justi�ed, as it has
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been shown that quantum-mechanical simulations reproduce the experimental
measurements of current-voltage data quite well.[236, 244] Extracting the energy
level, ε0, of the main transport orbital from theDFT-calculations is done by utilizing
the projected density of states (PDOS) of each system investigated.

In passing we note that in our study we investigated solely symmetrical junctions
and hysteresis e�ects are not considered. Therefore, we present only the positive

part of the current-voltage characteristics, as extending the current-voltage curve
to cover negative voltages would just mirror the shown data. Additionally, all
transport data were calculated based on the zero bias transmission functions.

6.2 investigated systems

For the analysis of the transition voltage, previously calculated systems by a
coworker of mine, Veronika Obersteiner, were used. The molecular junctions in-
vestigated are comprised of tourwire-based molecules [245], i. e., 1,2-bis(2-phyenyl-
ethynyl)benzene, attached to gold electrodes via di�erent docking groups. The
chemical structure of the systems deliberately selected for a more detailed investi-
gation are shown in Figure 15 (right part) along with their transmission functions
(left part). Depending on the docking group these have either electron donating
or electron accepting properties. Furthermore, as can be seen in the left part of
Figure 15, the systems produce vastly di�erent transmission curves, ranging from
small, well resolved peaks to smeared out, broad features. The docking group
has also an in�uence on the bond dipole, and, consequently, the position of the
electronic levels. A more extended description of the di�erent systems is given
by Obersteiner et al. in the following papers, where the junctions have been
investigated in more detail: [119, 246, 247].

In the following we will �rst discuss the transition voltage with a focus on a pro-
totypical molecular junction, namely one comprised of a pyridine-linked tourwire-
based molecule, to be precise, of 4-[2-[4-(2-pyridin-4-ylethynyl)phenyl]ethynyl]-
pyridine, called tourpyridine in the course of this work. The chemical structure
is drawn in Figure 16. For the investigation, the so-called low-conductance mode
of the pyridine-linked junctions was used (in contrast to the high conductance

mode with additional gold adatoms right at the docking group).[247–249] This
choice allows for a detailed investigation, because due to the rather weak coupling
between the electrodes and the low-conductance mode pyridines, several transport
channels are well resolved. Due to the fact that the transport channels responsible
for charge transport can be shifted by collective electrostatic e�ects, they can also
fundamentally change the current-voltage characteristic of a molecular junction.
This can happen for a junction comprised of the same molecule, whether one deals
with an actual single molecule junction or an extended junction, consisting of as
less as nine molecules. Furthermore, these collective e�ects depend on the cover-
age of the molecules a molecular junction is comprised of, i. e., the density of the
(polar) entities (cf. Chapter 3). Investigating the in�uence of collective electrostatic
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Figure 15: Left side: Transmission of the di�erent systems for di�erent coverages, the solid
area showing the SAM and the shaded area the single molecule transmission.
Right side: chemical formula, indicating whether n- or p-type transmission
occurs. For the case of the tourpyridin junction Fermi level pinning occurs at a
coverage of 50%. Figure modi�ed with permission from [247]

N N

Figure 16: Chemical structure of 4-[2-[4-(2-pyridin-4-ylethynyl)phenyl]ethynyl]pyridine,
also known as 1,4-bis(4-pyridylethynyl)benzene. This is a pyridine-linked
tourwire-based molecule and will be called tourpyridine throughout this work.

e�ects can be done in two di�erent ways, namely, �rst by diluting the density
of the molecules a junction is comprised of evenly (see Chapter 6.3). Second, by
analyzing molecular junctions consisting of di�erently sized clusters of molecules
(see Chapter 6.4). Therefore, in the following chapters we will discuss the impact
of collective electrostatic e�ects by investigating single molecule junctions, as
well as molecular junctions comprised of di�erently sized clusters and junctions
consisting of molecules with varying coverages up to a full monolayer. A sketch
of the di�erent situation is given in Figure 17, where in part (a) the unit cell of
a single molecule junction (saturated) and a full coverage monolayer (decreased
saturation) is shown. In Figure 17(b) the unit cell of a molecular junction consisting
of a cluster of sixteen molecules is shown.
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Figure 17: (a) Sketch of the semi-in�nite system for a single molecule and full coverage
(decreased saturation) junction consisting of a tourwire-based molecule. The
unit cell for the full coverage system is indicated by the blue box, and for
the single molecule case the whole unit cell is displayed, containing only the
saturated molecule. Modi�ed with permission from ref [246]. Copyright 2014
American Chemical Society. (b) Unit cell in top view of a molecular junction
consisting of a cluster of 16 molecules. The top electrode is omitted in this
sketch. Figure modi�ed with permission from ref [250].

6.3 impact of different coverages

First, molecular junctions with a layer of evenly diluted molecules will be investi-
gated, i. e., the distance between each molecule increases by decreasing coverage.
In Figure 18 the transmission function is plotted alongside the projected density of
states (PDOS) for di�erent coverages of a pyridine junction. As can be seen, both
curves exhibit peaks in accordance to each other, namely features in the transmis-
sion function occur at the peak-position of the PDOS of the pyridine molecule.
Consequently, as can be seen, the transmission channel depends on the position
of, in this case, the LUMO level. This is because the LUMO-derived band is closer
to the Fermi level compared to the HOMO-derived band and, therefore, acts as the
main transport level. When the coverage increases, the transmission channel shifts
in line with the PDOS peaks closer to the Fermi level. This is due to the increasing
in�uence of collective electrostatic e�ects on the energy level alignment with in-
creasing coverage. In case of the low coverage systems, i. e., for the single molecule
junction up to a coverage of 25%, there is a pronounced transmission peak right at
the position of the LUMO. This changes fundamentally when the coverage of the
molecules is increased to 50% and beyond, i. e., also for the case of the full coverage
junction. In these cases there is not a distinguished peak in the transmission curve,
but a broader, somewhat smeared out transmission channel. This change of the
transmission function is due to the transport channel being shifted to the Fermi
level. When comparing the curves of the full coverage to the 50% coverage system,
it can be seen that the levels shift not any further with increased coverage. This is
due to Fermi level pinning. This means that there states are right at the Fermi level
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of the system in the DOS, i. e., the Fermi level cuts through the peak of the HOMO-
or LUMO-derived band of the combined molecule-electrode system. A result of
Fermi level pinning is that the energy levels are not shifted any further beyond
the Fermi edge of the metal, e. g., by collective electrostatic e�ects, but pin at this
position. This is due to charges rearranging in such a way that an thermodynamic
equilibrium condition at the interface between the metal and the organic semi-
conductor (OSC) of the molecular junction is established. In Figure 19 a typical

Figure 18: PDOS (solid lines) and transmission (dashed lines) for di�erent coverages of
tourpyridine utilized as the molecular junction. There is a broadened transmis-
sion peak due to pinning observable for the 50% and full coverage system. The
gray lines indicate the transmission voltage. The rightmost, light gray lines at
1.5 eV for the 50% and full coverage system indicate the transition voltage as
calculated from the maximum of the F-N-plot, whereas the left, dark gray line
in the two spectra indicates the one calculated using another method, which is
explained in more detail in the main text in Chapter 6.3)

.

current-voltage characteristic is shown for the tourpyridine molecular junctions
for varying coverages. It can be seen that the behavior of each curve di�ers when
going from the single molecule junction, represented here by a molecular coverage
of 6.25%, up to the full coverage junction. The change is also here particularly
drastic if the coverage is increased from 25% to 50%. To investigate the onset of
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Figure 19: Current-voltage characteristics for di�erent coverages of tourpyridine. The
curves behave fundamentally di�erent for the low, i. e., up to a coverage of 25%,
and the high coverage systems (50% and full coverage).

the current-voltage curve in greater detail, in Figure 20 the same data is plotted
only up to 0.1 V, where the di�erent behavior of the current with respect to the
voltage is even more obvious. This change of the nature of the current-voltage
data is due to collective electrostatic e�ects, which start to in�uence the transport
characteristic when the density of the molecules is increased. This means, that
the transmission function is shifted until it pins at the Fermi level. In the case
of the investigated molecular junction comprised of tourpyridine, they impact
the overall current-voltage curve starting at a coverage of 50%. Consequently, the
transition voltage is also in�uenced by these collective electrostatic e�ects. The
transport level calculated (dark gray lines) using Equation (45) is also shown in
Figure 18. The transition voltage, Vt, acquired from the current-voltage data shown
in Figure 19 was used. For the case of the molecular junctions consisting of a layer
of molecules with a coverage of up to 25%, the transition voltage is obtained in a
straightforward manner from the F-N-plot shown in Figure 21. For the half and full
coverage system this approach leads to an obviously wrong result (light gray lines
at around 1.5 eV) as the correct position would be quite close to the Fermi level
as indicated by the dark gray lines plotted there. Furthermore, as a consequence
of a di�erent way of acquiring the transition voltage for these cases, as might
be noticeable in Figure 18, the calculated transmission channel is slightly shifted
to the right of the peak maximum of the PDOS for the full coverage system and
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Figure 20: Zoomed into the data of the current-voltage characteristics displayed in Fig-
ure 19. There is a fundamentally di�erent behavior of the I-V-curve of the full
and low coverage systems due to collective electrostatic e�ects.

the 50% coverage, in contrast to the lower coverage situations. In the following
paragraphs it is discussed in great detail, what options are available to acquire the
transition voltage, Vt, if there is no clear minimum in a F-N-plot.

Acquiring the transition voltage

In Figure 21 the Fowler–Nordheim (F-N)-plot is shown for di�erent coverages
of a molecular junction comprised of tourpyridine molecules between two gold
electrodes. For the molecular junction consisting of molecules packed with a
coverage of up to 25% of the full coverage, a distinctive minimum can be clearly
seen. Furthermore, the minimum shifts to higher voltages with increasing coverage,
as would be expected from the behavior of the PDOS already shown in Figure 18.
For the junction with a molecular coverage of 50% and the full coverage system,
when using the minimum in the standard F-N-plot at 1.75 V and 1.8 V for the
monolayer and the 50% coverage, respectively, the calculated transition voltage
would be unreasonable (cf. Figure 18, indicated by the light gray lines at around
1.5 eV in the curve of the full coverage and 50% coverage system). Therefore,
a slightly altered plot was created, which plots V2/I over the voltage for an
easier identi�cation of the extremum with respect to the voltage. This way of
plotting the current-voltage data and taking the maximum was introduced as an
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Figure 21: A F-N plot, where the logarithm of I/V2 over the voltage is plotted for di�erent
coverages of the tourpyridine system. This means, the minimum of the curve
needs to be considered for calculating the transition voltage.

alternative to the transition voltage by Bâldea et al., calling it the critical voltage, for
investigating a law of corresponding states.[251] There, instead of the logarithm of
I/V2 over the voltage, V2/I over the voltage is plotted and the maximum instead
of the minimum is considered. In passing it is noted that the same extremum is
found whether plotting the voltage on the x-axis or 1/V as Beebe et al. did in
their seminal work.[61, 62, 251] Unfortunately, as can be seen in Figure 21 and
Figure 23 there is no clear extremum in the full and half coverage systems at a
reasonable voltage, but a change of the gradient can be seen quite clearly in the
latter representation. Therefore, in the case of a coverage of 50%, the point before
the �rst change of curvature of the curve in Figure 23 can be taken instead of the
global maximum. For the full coverage system there can be the gradient of the
curve taken into account, but again there is no distinctive extremum at this point,
which could be taken as the transition voltage for subsequently calculating the
transmission level. These alternatives are not rigidly de�ned ways to acquire the
transition voltage, but rather educated guesses based more on the known PDOS
and less on a clearly de�ned extremum in the current-voltage data. The lack of
an extremum is due to a fundamentally di�erent current-voltage characteristics
(cf. Figure 19) introduced by a pinning situation because of collective electrostatic
e�ects. The reason for this can also be seen in the PDOS, and, consequently, in the
transmission function, which is shown in Figure 18. There it can be seen that the
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Figure 22: Representation of the current-voltage data inspired by a F-N plot of the tour-
pyridine systems showing V2/I over the voltage for di�erent coverages. In the
single molecule junction and the low coverage cases there is a clear maximum
visible, which is not the case for the half and full coverage systems.

transmission function exhibits a distinctively di�erent curve for a coverage of 50%
and the monolayer junction. This is due to the transmission curve being shifted
by collective electrostatic e�ects up to the Fermi level, where resonant tunneling
is occurring.

The fact that the transmission channel is readily available and the impact of
collective electrostatic e�ects can be investigated using quantum-mechanical
simulations is an advantage of doing theoretical calculations. This value can than
be compared to the transition voltage calculated utilizing the current-voltage
characteristic in form of a F-N-plot, to check the applicability of this approach for
di�erent molecular junctions. The results for the di�erent coverages, as well as for
all the other systems investigated, are summarized in Table 1 in Chapter 6.6.
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Figure 23: Data of the full monolayer and the 50% coverage molecular junction as shown
in Figure 22, but zoomed in on the y-axis to more easily identify the maxima.

6.4 differently sized clusters of tourpyridin

Another interesting aspect is how the size of the molecular clusters a junction is
comprised of relates to collective electrostatic e�ects. This is especially important,
because depending on the experimental situation it is not always possible to
generate a molecular junction, which consists of a clearly de�ned number of
molecules, or a single molecule for that matter. Therefore, it was investigated
how the transition voltage relates to di�erently sized clusters of molecules in the
molecular junction.

What is noteworthy is the fact that the main transport peak in the transmission
function splits up depending on the number of molecules in the junction as can be
seen in Figure 24. This is because of electrostatic edge e�ects caused by changes
in the electrostatic energy due to di�erent dipole �elds and quantum-mechanical
coupling between the molecules themselves and the docking groups, depending
on the size of the cluster. These e�ects are explained in more detail in a paper by
Obersteiner et al. [250], where also the local density of states calculated for the
speci�c energy window of each peak in the transmission function is investigated.
This allows to correlate the di�erently shifted peaks in the transmission function to
speci�c molecules in the junction, i. e., to the molecule in the center, the molecules
at the edge and those at the corners of a cluster. Even though this is in contrast to a
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Figure 24: Transmission function of a molecular junction comprised of di�erently sized
clusters of tourpyridine in a waterfall like plot. At the top, the transmission
for the single molecule junction is plotted (blue). The second curve depicts the
transmission of a junction comprised of two molecules (green), the third curve
of three molecules (red). The teal curve shows the transmission for a junction
made out of four molecules, the light blue one depicts the curve for a cluster
of nine molecules. The two curves at the bottom are the transmission for a
junction consisting of a cluster of 16 molecules (violet) and a full monolayer
(orange). The dark gray bars indicate the calculated transition voltage, the light
gray bars depict the transition voltage calculated without utilizing a maximum.

single level being solely responsible for the transport, the calculated transmission
voltage seems reasonable. As can be concluded from Figure 24, the transition
voltage calculated from the current-voltage data depends on the position of the
transmission channel closest to the Fermi level. Therefore, the model also holds
for a molecular junction comprised of a cluster of molecules, each providing its
own transport channel. This can be explained by the transition voltage indicating
the point where the tail of the �rst peak in the transmission function comes into
resonance with the Fermi level.

Furthermore, the transmission function is shifted closer to the Fermi level until it
pins due to collective electrostatic e�ects which increase according to the increas-
ing cluster size. When plotting the transmission function in a waterfall like manner
for di�erently sized clusters, starting from a single molecule junction (blue) at the
top to a full coverage SAM at the bottom (orange), as is shown in Figure 24, it can
be seen that up to a cluster size of nine molecules in the junction, the transmission
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peaks are shifted towards the Fermi level. Additionally, for the molecular junction
consisting of clusters of up to four molecules the transport level calculated utilizing
the transition voltage (vide infra) acquired from the current-voltage data is indi-
cated by a dark gray bar. In these cases the transmission level could be calculated
using a clearly de�ned transition voltage, whereas the light gray lines indicate
an energy level calculated using an educated guess for the transition voltage. As
can be seen, the position of the main transmission channel calculated utilizing
the transition voltage, indicated by the gray line, shifts correspondingly to the
transmission function. This implies that the current-voltage characteristic depends
fundamentally on the transmission channel closest to the Fermi level. Furthermore,
in the case of the molecular junction consisting of nine or more tourpyridine
molecules, Fermi level pinning arises.

In Figure 25 a F-N-like plot is shown for di�erent cluster sizes, starting from a
single molecule junction up to a junction consisting of 16 molecules, and, for
comparison, a full coverage junction as already discussed above. As one can see,

Figure 25: Representation inspired by a F-N plot showing the current-voltage data as
V2/I over the voltage of molecular junctions consisting of a single molecule
junction of tourpyridine between two gold electrodes, and clusters of up to
sixteen molecules per junction. Additionally, a full coverage junction is shown
for comparison.
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there is a maximum in the case of a single molecule junction (blue line) up to the
system with a junction consisting of four molecules (teal line). For these cases
the transition voltage can be utilized to calculate the main transport level in a
straightforward manner by facilitating Equation (45). For a cluster of up to nine
molecules, it is still possible to choose at least a local maximum (the �rst at 0.26 V
and the second at 0.58 V, resulting in a transition voltage of 0.23 eV and 0.50 eV,
respectively), as can be seen in Figure 26, where the same data is plotted, but
zoomed in to lower voltages. When comparing the transition voltage acquired
utilizing the local extrema to the transmission data shown in Figure 24 it seems that
the local maximum at the lower voltage corresponds to the trend of the transport
level shifting towards the Fermi level due to collective electrostatic e�ects coming
into e�ect. The second local maximum of the transmission function of the system
with nine molecules shown in Figure 26, on contrary, gives rise to a transport
level between two peaks in the transmission function as can be seen in Figure 24.
Investigating a molecular junction consisting of 16 or more molecules once again
one would need to resort to some kind of in�iction point. When investigating the
junction comprised of 16 molecules, the calculated transition voltage based on an
educated guess from Figure 26 is at approximately the same position, hinting again
at Fermi level pinning for this molecular junction. In passing it is noted that the
global minimum of the F-N-plot is at 1.91 V and 1.85 V for the molecular junction
comprised out of nine and 16 molecules, respectively. This means, the acquired
transition voltage is not based on a clearly de�ned extremum. This is similar to
the case of the tourpyridine system with a coverage of more than 50% discussed
above in Chapter 6.3.
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Figure 26: Zoomed in F-N-like plot of the current-voltage data for di�erently sized clusters
of the tourpyridine molecular junction, showing that there is no global maximum
in these cases. In the case of the junction consisting out of nine molecules, there
are two local maxima identi�able.

6.5 impact of docking groups

Finally, another aspect worth investigating is the in�uence of the coupling strength
of molecules to the electrodes due to di�erent docking groups. For this, two
molecular junctions made out of identical molecules only di�ering by the docking
group attached to the gold electrodes are compared. To be precise, a tourwire-based
[245] molecule attached via a thiolate (SH) and a methylthiolate (CH2SH) docking
group is used and the impact of the docking chemistry on the transition voltage is
investigated.

The two molecular junctions di�er only by an added methyl spacer in the CH2SH-
system compared to the SH-system, which leads to a di�erent coupling strength at
the molecule/electrode interface. In the case of CH2SH acting as a docking group,
the transmission shows a distinctive, narrow peak (dotted lines) right next to the
HOMO level as can be seen in Figure 27, where the transmission function and
the DOS is plotted. If compared to the system with a SH docking group (shown
in Figure 28), one can see a quite di�erent DOS (solid line) and, in accordance
with it, a broad peak in the transmission function (dotted lines). This is due to the
di�erent coupling strength of each docking group to the electrodes. For the weakly
coupled CH2SH-system, when increasing the coverage from the single molecule
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Figure 27: PDOS (solid lines) and transmission (dashed lines) of a tourwire-based molecule
with a CH2SH docking group for di�erent coverages as depicted. The gray lines
indicate the calculated transition voltage, which is almost the same for the low
coverage systems, but shifted in the case of the half coverage (green) and full
monolayer (blue) system.

system to the full monolayer coverage, it can be seen that the DOS changes only
slightly for a coverage of up to 25% and more signi�cantly for a coverage of 50%
and the full coverage system. The reason for this are collective electrostatic e�ects,
which come into play when increasing the density of dipoles, and have a noticeable
impact starting at a coverage of 50%. This manifests in a shift of the electronic
levels, and, consequently, a�ects the transition voltage, which can be seen in the
case of CH2SH quite clearly, where it is shifted accordingly to the transport level
of the DOS. This is also seen when looking at Figure 29, where the maximum of
the curve for a coverage of up to 25% is almost the same, and is shifted in the case
of the full and half coverage systems.

When investigating the DOS of the SH system, which is shown in Figure 28 again
with the transmission function, it can be seen that its features are quite broadened.
This is an indication of a strong hybridization of the molecular levels with states in
the electrode and results in a strong coupling. The position of the transport level
is, as a result, not that obvious, and, consequently, the behavior of the transition
voltage is much more inconclusive due to the smeared out nature of the curve.
When looking at the F-N-like plot, which is shown in Figure 30, an interesting
aspect can be seen. Namely that the current for the system with a coverage of 25%
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Figure 28: PDOS (solid lines) and transmission function (dashed lines) of a tourwire-based
molecule with a SH docking group for di�erent coverages as indicated. The gray
lines depict the calculated transition voltage, which is clearly shifted to more
negative values for the full monolayer system (blue) and slightly shifted closer
to the Fermi level for a coverage of 25%. For the other systems it is practically
the same.

is exceptionally high compared to the other coverages. This e�ect is most probably
due to the exact situation at the molecule-electrode interface and results in a
transition voltage which is slightly shifted with respect to the other low coverage
systems, as can be seen in Figure 28. In passing it is noted that only the calculated
current of the system with a coverage of 25% exhibits this behavior. As is shown
in the supporting information of ref. [247], the evolution of the bond dipole is
in accordance with the packing density. Furthermore, the transmission function
is only di�erent for the full coverage system and practically the same for all the
other coverages. This results in the transition voltage of the full coverage system
being clearly shifted to more negative values compared to the other coverages,
whereas the transition voltage for the system with a coverage of 25% is slightly
shifted closer to the Fermi level.

What can generally be said is that the onset of the �rst peak, even if the transmis-
sion function exhibits quite broadened features, determines the current-voltage
characteristic and, consequently, also the transition voltage. This is in accordance
with the situation in molecular clusters (cf. Chapter 6.4), where the �rst peak in
the transmission function gives rise to the position of the transition voltage.
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Figure 29: Plot inspired by a F-N plot of the system with CH2SH as a docking group
for di�erent coverages. The maximum is slightly shifted for the half and full
coverage system and almost the same for the low coverage systems.

Figure 30: Plot inspired by a F-N plot of the system with SH as a docking group for di�erent
coverages. The maximum for the full coverage system is clearly shifted, for all
other coverages it is almost the same. The curve of the 25% coverage exhibits a
di�erent behavior compared to the other systems.
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6.6 summary and conclusions

As the transition voltage can be calculated utilizing the current-voltage charac-
teristic on the one hand, and by using the DOS on the other hand, it is possible
to investigate the applicability of a model based on a single transport level. This
can be done, because in the single level model, the molecular orbital closest to the
Fermi-level is deemed primarily responsible for charge transport.

The transition voltage for the tourpyridine system, the tourwire-based [245] molec-
ular junction with sulfur as a docking group, and the system with a methylen-spacer
as a docking group, all for di�erent coverages calculated using the current-voltage
data from a Fowler–Nordheim (F-N)-plot (VFN

t ) and VDOS
t , calculated using Equa-

tion (45), can be found in Table 1.

Table 1: Transition voltage (VFN
t ) calculated from a F-N plot using current-voltage data

calculated with a NEGF-approach (cf. Chapter 2.3.2) and utilizing the single-
level model (SLM)-Equation (45) to calculate the energy level of the transmitting
orbital (VDOS

t ). For comparison the energy level (εDoS) closest to the Fermi level
from a DFT-calculation and the calculated transition voltage (VDoS

t ) using the
aforementioned SLM-equation is also given here. In the last column the di�erence
of the two energy levels is given. All energy levels are aligned to their respective
Fermi energy and for the calculated εt(VFN

t ) the sign is added accordingly to
whether the HOMO or LUMO acts as the transmission orbital.

docking group VFN
t / V εt(VFN

t ) / eV εDoS / eV VDoS
t / V ∆ε / eV

pyridine 100.0% 1.75 1.52 0.12 0.14 -1.40
Pyr 50.0% 1.80 1.56 0.14 0.17 -1.41
Pyr 25.0% 0.46 0.40 0.45 0.52 0.05
Pyr 12.5% 0.71 0.61 0.64 0.74 0.03
Pyr 6.5% 0.82 0.71 0.77 0.89 0.06
SH 100.0% 0.81 -0.70 -0.74 0.86 -0.05
SH 25.0% 0.58 -0.51 -0.50 0.57 0.01
SH 12.5% 0.66 -0.57 -0.45 0.52 0.12
SH 6.5% 0.68 -0.59 -0.45 0.51 0.14
CH2SH 100.0% 0.86 -0.74 -0.83 0.96 -0.09
CH2SH 50.0% 0.74 -0.64 -0.71 0.82 -0.07
CH2SH 25.0% 0.61 -0.53 -0.61 0.70 -0.08
CH2SH 12.5% 0.63 -0.54 -0.56 0.65 -0.02
CH2SH 6.5% 0.57 -0.49 -0.52 0.61 -0.03
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As one can see, the energy di�erence of the transmission levels taken from the
DFT-calculation and acquired from the transition voltage is for all but the pinned
cases negligible, but quite substantial for the latter ones. This means, the transport
level can be determined correctly for most, but not all investigated systems by
utilizing the transition voltage acquired by means of a F-N-plot utilizing the
current-voltage data. This approach fails if the current-voltage data plotted in
a F-N-like representation does not yield an extremum, which would allow to
uniquely determine the transition voltage.

To sum up, the applicability of a single level model to calculate the transport
level utilizing the current-voltage characteristic as explained in Chapter 6.1.2 was
investigated for molecular junctions comprised of a single molecule and assemblies
of molecules up to a full coverage monolayer. We focused the investigation on how
collective electrostatic e�ects a�ect the transition voltage. When the coverage of
molecules in the junction or the size of the molecular cluster comprising the junc-
tion exceeds a certain size, collective electrostatic e�ects come into play and impact
the energetic level alignment at the interface. Consequently, the transmission func-
tion of the molecular junction is also a�ected. As a result, collective electrostatic
e�ects in�uence the transition voltage, as it depends on the transmission channel
closest to the Fermi level. Generally speaking, if there is no Fermi-level pinning,
the transition voltage can be used to determine the main transport level on the
basis of a single level model with an acceptable accuracy.

6.7 outlook on utilizing collective electrostatic effects in
molecular electronics

It has been shown that electrostatic design utilizing collective electrostatic e�ects
can be used to control ballistic transport through SAMs.[246, 247] A next step could
be systematically varying the spatial localization of the transmissive channels and
their energetic positions by inserting a varying number of polar functional elements
into the backbones of SAM-forming molecules. Consequently, the position and
magnitude of the resulting shifts of the peaks in the DOS can be studied. These
originate from collective electrostatic e�ects caused by ordered assemblies of
dipolar molecules. Such e�ects can also be used to tune the electronic properties
of SAMs to create novel quantum structures like monolayer quantum cascades
and monolayer quantum wells. To investigate these collective electrostatic e�ects
the systems shown in Figure 31 can be utilized. As can be seen in the potential plot
of these systems in Figure 32, the di�erent polar elements indeed have an impact
on the potential, which can be used to visualize the collective electrostatic e�ects.
As one can see the potential is not changed in the case of the non-polar benzene
bridged alkine dithiols, but is e�ected noticeably in the cases of the polar embedded
groups. What can be seen is that the potential between the polar groups is shifted
relative to its surroundings, but in di�erent directions depending on the embedded
polar group. In the recently released version[133] of SIESTA the TranSIESTA
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Figure 31: Lewis formula and 3D view of (a) benzene bridged alkine dithiols, (b) pyrimidin
bridged alkine dithiols, (c) dichlorinated benzene bridged alkine dithiols and (d)
di�uorinated benzene bridged alkine dithiols, each sandwiched between two
Au(111)-electrodes.

Figure 32: Potential of (a) benzene bridged alkine dithiols, (b) pyrimidin bridged alkine
dithiols, (c) dichlorinated benzene bridged alkine dithiols and (d) di�uorinated
benzene bridged alkine dithiols. There is a shift of the potential depending on
the atoms substituted in the benzene rings.

module is capable to calculate �nite voltage bias transport simulations (in contrast
to the results presented in this thesis in Chapter 6, which presents results acquired
utilizing a zero-bias transmission curve.



7
C O N C L U D I N G R E M A R K S

The research compiled in this thesis contributes to a better understanding of
hybrid inorganic-organic systems and collective electrostatic e�ects arising at
interfaces of such systems. As one of the most important experimental techniques
to investigate these systems is X-ray photoelectron spectroscopy, the main fo-
cus of this work was dedicated to advance the quantum-mechanical modeling
thereof. Furthermore, the impact of collective e�ects has been investigated within
the realms of molecular electronics, where they also in�uence key properties of
molecular junctions like the transition voltage. As is shown throughout this work,
these aforementioned collective electrostatic e�ects, also known as cooperative
e�ects, play an important role in vastly di�erent �elds. Generally speaking, the
moment an ordered, densely packed layer of polar entities is present in a system,
the energetic landscape is in�uenced by it. As a consequence, great care has to
be taken not only when interpreting experimental measurements, but also when
doing quantum-mechanical simulations of such systems, regardless of whether in
the realms of surface science or molecular electronics.

In the �rst part, this thesis discusses the simulation of core-level spectra of organic
self-assembled monolayers on metal substrates. In Chapter 4 the calculation of
core-level excitations in the framework of density functional theory is investigated
in great detail. There are two fundamentally di�erent approaches, the so-called
initial and �nal state approach. The initial state approach maps the Kohn-Sham
eigenvalue of an orbital to the core electron’s energy, and, therefore, takes the
orbital energies of the undisturbed system, i. e., no change in the potential is
allowed after removing the core electron, neglecting any relaxation e�ects. The
�nal state approach, in contrast, actually removes the electron and allows the
remaining core orbitals to relax. This means, quantum mechanical relaxation and
screening e�ects are taken into account. This a priori more sophisticated approach
is indeed necessary for describing surface core level shifts, but great care has to be
taken when periodic boundary conditions are applied. Especially if investigating
surfaces consisting of organic adsorbates physisorbed on metal substrates utilizing
the widely used repeated slab approach, spurious electrostatic e�ects occur. These
arti�cial e�ects are discussed in great detail in a paper we published in 2020.[59]
We showed that due to the core hole being generated in every unit cell, an arti�cial
dipole layer is formed by the applied periodic boundary conditions. These dipoles
are created by the positive hole due to the removed charge from the core level
in the organic adsorbate when applying the Slater-Janak transition state theory
and a consequently induced negative screening charge in the metal. When using
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rather small unit cells - normally the smallest commensurate unit cell is used when
utilizing the repeated slab approach because of the computational resources needed
- the calculated core level energies are shifted by more than 1 eV in our model test
system due to these spurious e�ects. These spurious collective electrostatic e�ects
increase even further when the distance between the metal substrate and the
excited core hole is increased, e. g., when the adsorption distance of a physisorbed
molecule is rather large or in the case of self-assembled monolayers comprised
of long, upright standing adsorbate molecules. To assess whether these arti�cial
e�ects play a signi�cant role, a change of the work function in the �nal state
calculation compared to a standard density functional theory-calculation is a strong
indicator. This allows to predict problems without tediously converging unit cell
sizes, which might even be virtually impossible due to computational limitations.
For such cases we present a simple electrostatic correction scheme on the basis of
a reasonable guess for the e�ective dielectric constant of the interface. Another
option would be to apply an a posteriori mirror charge screening correction to an
initial state calculation, which we showed to provide quite reasonable results for
organic adsorbates on metal substrates.[153]

Utilizing the initial state approach with an a posteriori electrostatic correction
scheme, the applicability of X-ray photoelectron spectroscopy-measurements for
determining the interface dipole is investigated in another paper we published in
2020 [60] and is included in this thesis in Chapter 5. There, we showed with the help
of theoretical simulations that it is indeed possible to measure how the interface
dipole of an organic self-assembled monolayer on a metal substrate in�uences an
X-ray photoelectron spectrum. This bonding dipole is highly depending on the
docking chemistry at the interface and the packing density of the molecules. The
impact of collective electrostatic e�ects occurring at densely packed monolayers
was investigated by varying the coverage, and, consequently, the dipole density
at the interface. We �nd that in densely packed monolayers the shift of the X-
ray photoelectron spectrum is a direct measure for the interface dipole. If the
coverage is decreased, the core level energies measured via X-ray photoelectron
spectroscopy are still determined by the local electrostatic environment, but are not
directly correlated to the overall interface dipole any more. The same arguments
hold for the work function change induced by the adsorption of the monolayer.
Furthermore, the direct relation of the work function change and the shift of
the X-ray photoelectron spectrum holds only if there are no polar groups in the
molecule forming the self-assembled monolayer. This is most evident in the case of
the work function being modi�ed further by polar tail groups without shifting the
core levels electrostatically. This is due to polar groups again inducing a densely
packed layer of dipoles. Consequently, a jump in the potential energy surface is
introduced by collective electrostatic e�ects stemming from this dipolar layer. This
means that the whole energy landscape above of the polar tail groups is shifted
with respect to below of them.
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Finally, the role of collective electrostatic e�ects in molecular electronics with a
special consideration of their in�uence on the transition voltage is investigated in
Chapter 6. As the ballistic transport through molecular junction can be described
by a single level model, a shift of the main transport level also results in a shift
of the transition voltage. Furthermore, the applicability of determining the trans-
port level by means of acquiring the transition voltage from a current-voltage
characteristic is investigated. We show that for molecular junctions the approach
to calculate the main transport level by utilizing a Fowler–Nordheim plot to get
the transition voltage works reliably as long as there is no Fermi level pinning.
This Fermi level pinning can occur due to collective electrostatic e�ects coming
into play at a certain coverage, i. e., dipole density. This means that the energy
levels are shifted by collective electrostatic e�ects up to the Fermi level, but not
any further. In the case of tourpyridine, Fermi level pinning is exhibited beginning
at a molecular coverage of 50%. Furthermore, we investigated the applicability of
the aforementioned procedure to junctions consisting of di�erently sized clusters
of molecules, starting from a single molecule junction. For tourpyridine clusters
of more than nine molecules the current-voltage characteristics are in�uenced
by collective electrostatic e�ects in such a way that it was not possible anymore
to unambiguously acquire the transition voltage from a Fowler–Nordheim-like
plot. Additionally, the impact of the coupling strength was investigated for a
tourwire-based molecule attached to the metal electrodes via a SH and CH2SH
docking group, respectively. For these systems, even though they produce vastly
di�erent transport functions due to the di�erent docking chemistry, it was possible
to acquire the transition voltage for all coverages of the investigated molecular
junctions, ranging from a single molecule junction up to the full coverage system.

A brief outlook of how collective electrostatic e�ects could be utilized in molecular
electronics to create novel quantum structures like monolayer quantum cascades
or monolayer quantum wells is given in Chapter 6.7.

To sum up, the in�uence of collective electrostatic e�ects at metal-organic in-
terfaces was investigated using quantum-mechanical ab-initio simulations. The
�rst part of this thesis deals with the simulation of X-ray photoelectron spectra
and presents the advantages and disadvantages of di�erent density functional
theory-based approaches. The second part demonstrates the applicability of X-ray
photoelectron spectroscopy measurements to determine the interface dipole of
metal-organic interfaces. The third part investigates the scope of acquiring the
transition voltage of molecular junctions based on a single level model.
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dft density functional theory

c10ec5 pentyl-11-sulfanylundecanoate

fhi-aims Fritz Haber Institute ab initio molecular simulations package

dos density of states

f-n Fowler–Nordheim

gga general gradient approximation

hf Hartree-Fock

hios hybrid inorganic-organic system

homo highest occupied molecular orbital

hrxps high resolution X-ray photoelectron spectroscopy

ks Kohn-Sham

lda local density approximation

lumo lowest unoccupied molecular orbital

negf non-equilibrium Greens function technique

oled organic light emitting diode
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168 acronyms

osc organic semiconductor

pbe Perdew-Burke-Ernzerhof

pbc periodic boundary conditions

pdos projected density of states

rsa repeated slab approach

sam self-assembled monolayer

siesta The Spanish Initiative for Electronic Simulations with Thousands of Atoms

scf self-consistent �eld

slm single-level model

transiesta TranSIESTA

tvs transition voltage spectroscopy

vasp Vienna Ab initio Simulation Package

vdw van der Waals

vsc-3 Vienna Scienti�c Cluster 3

xc exchange-correlation

xp X-ray photoelectron

xps X-ray photoelectron spectroscopy
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