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Abstract

Localization of anatomical landmarks is an important step in medical image analysis, e.g.,

to initialize methods for segmentation and registration, or to perform diagnosis based on

the landmarks’ spatial distribution or on structures near landmarks. Due to the costs of

image acquisition and the large manual annotation effort required from experts, in many

medical image analysis applications, only a limited amount of training data for machine

learning algorithms is available. Training convolutional neural networks (CNNs), which are

the currently best performing machine learning method, with only small datasets is a chal-

lenging task. Inspired by machine learning methods that combine local feature extraction

with graphical models, we propose a CNN architecture that directly integrates a graphical

model as part of the network architecture to reduce the overall need for large training

datasets. Proposed for the heatmap regression framework for anatomical landmark lo-

calization, our fully convolutional SpatialConfiguration-Net (SCN) splits the localization

task into two simpler sub-problems. Thus, one component of the SCN is dedicated to

generating locally accurate but ambiguous candidate predictions, while the other compo-

nent improves robustness to ambiguities by incorporating a graphical model of the spatial

configuration of landmarks. In an extensive in-depth analysis, we show that the SCN

successfully splits up the localization tasks, while the SCN outperforms related methods

in terms of landmark localization error on a variety of 2D and 3D landmark localization

datasets, i.e., hand radiographs, lateral cephalograms, hand MRIs, and spine CTs. Espe-

cially when using only limited amounts of training data, the performance improvement of

our SCN to other baseline networks is substantial. Moreover, we show the generic applica-

bility of the SCN on several tasks, i.e., face point detection, human pose estimation, and

age estimation on living individuals, as well as multi-label whole heart segmentation, and

vertebrae localization and segmentation. Comparisons on two MICCAI challenges shows

the superior performance of our proposed method, outperforming all other participants

and ranking first in both.

Keywords. medical image analysis, convolutional neural networks, local appearance,

spatial configuration, landmark localization, heatmap regression, multi-label segmentation
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Kurzfassung

Lokalisierung von anatomischen Landmarken ist eine wichtige Aufgabe der medizinischen

Bildanalyse und wird beispielsweise für die Initialisierung von Segmentierungs- und Re-

gistrierungsmethoden oder für Diagnosen anhand der räumlich Verteilung von Landmar-

ken oder ihnen benachbarter Strukturen verwendet. Wegen der hohen Kosten der Bild-

aufnahme verbunden mit dem hohen Aufwand für Experten manuelle Annotationen zu

erzeugen sind in der medizinischen Bildanalyse oftmals nur wenige Trainingsdaten für

maschinelle Lernalgorithmen verfügbar. Bedauerlicherweise ist das Trainieren von Con-

volutional Neural Networks (CNNs), einer der derzeit besten maschinellen Lernalgorith-

men, mit wenigen Daten herausfordernd. Inspiriert von anderen Lernalgorithmen, welche

lokale Merkmale extrahieren und mit graphischen Modellen kombinieren, stellen wir ei-

ne neue CNN Architektur vor, welche direkt ein graphisches Modell integriert, um den

Bedarf an großen Trainingsdatensätzen zu reduzieren. Angewandt im Heatmap Regres-

sion Framework für die Lokalisierung von anatomischen Landmarken, teilt unser fully-

convolutional SpatialConfiguration-Net (SCN) Lokalisierung in zwei kleinere Teilproble-

me auf. Eine Komponente des SCN widmet sich einer lokal akkuraten aber möglicherweise

nicht eindeutigen Vorhersage, während die andere Komponente die Robustheit zu sol-

chen Mehrdeutigkeiten reduziert, indem sie ein graphisches Modell der räumlichen An-

ordnung der Landmarken integriert. In unserer umfangreichen und detaillierten Analyse

zeigen wir, dass das SCN erfolgreich die Lokalisierungsaufgabe in zwei Teile aufteilt, wo-

bei das SCN bessere Ergebnisse als ähnliche Methoden in einer Reihe von 2D- und 3D-

Lokalisierungsdatensätzen liefert, im Speziellen bei Röntgenbildern der Hand, lateralen

Kephalogrammen, MR-Bildern der Hand und CT-Bildern der Wirbelsäule. Insbesonde-

re wenn nur wenige Trainingsdaten verfügbar sind, ist der Leistungssprung unseres SCN

verglichen zu anderen Basismodellen beträchtlich. Des Weiteren zeigen wir die generische

Anwendbarkeit unseres SCN, sowohl bei der Lokalisierung von Punkten im Gesicht und

der Bestimmung der Pose eines Menschen als auch bei der Segmentierung des Herzens in

seine einzelnen Teilstrukturen und der Lokalisierung und Segmentierung einzelner Wir-

bel. Ergebnisse in zwei MICCAI Wettbewerben zeigen die überlegene Leistung unserer

vorgestellten Methode verglichen mit denen anderer Teilnehmer, wobei bei beiden Wett-

bewerben der ersten Platz errungen wurde.
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You know I, I just think, that things have a way of working themselves out.

Walter White

1.1 Motivation

In recent years, the areas of computer vision and medical image analysis have experienced

a disruptive shift towards deep Convolutional Neural Networks (CNNs) for image-based

classification [78], object localization [41], as well as semantic segmentation problems [88].

Despite the foundations for these deep learning approaches being known to the research

community for at least 20–30 years [80], recently three factors revolutionized many com-

puter vision and medical image analysis applications to even achieve beyond human expert

performance. Firstly, improvements in network optimization, e.g., Rectified Linear Unit

(ReLU) [49] and Adam [71], secondly, hardware improvements that enable network train-

ing on consumer GPUs [16, 18, 78], and thirdly, the availability of huge annotated training

datasets with up to millions of images, e.g., ImageNet [119], has enabled stable and ef-

ficient training of these deep neural network architectures. While research in improving

network optimization and more efficient hardware has enabled training of ever deeper and

more powerful CNNs, reducing the requirement of deep network architectures for huge

annotated training datasets remains challenging and an open research problem. Although

1
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Figure 1.1: Examples of parts of the human body whose spatial configuration is restricted by
anatomical constraints. The images of the body parts are adapted from [7]. The left hands are
composed of carpals, metacarpals, and phalanges, which in turn are composed of distal, middle,
and proximal phalanges. The heart can be split up into the left and right heart, which can be
split up into the atria and ventricles. The left and right heart are connected via arteries and veins
to the systemic and pulmonary circulatory system. The spinal column is composed of a certain
number of vertebrae, which are separated into cervical, thoracic, and lumbar vertebrae, as well
as the sacrum. While there exist variations due to pathologies, the basic structure of these body
parts is required to be fixed, as otherwise, a correct functionality is not guaranteed.

it is generally demanding to create huge datasets with high quality ground-truth anno-

tations, this is even more problematic in the medical imaging domain for two reasons:

Firstly, ethical and financial concerns hinder large-scale acquisition and sharing of medi-

cal images. Secondly, trained specialists are needed to create ground-truth annotations,

which is often difficult, costly, and time-consuming. Thus, compared to computer vision

tasks, CNN-based approaches in many medical image analysis tasks have to be able to

cope with significantly smaller quantities of annotated training data.

With only limited amounts of annotated training data, the available information in the

data needs to be explored as comprehensively as possible. Due to their inherently flexible

design, state-of-the-art CNNs are able to capture various layers of abstraction from the

input data, ranging from low-level intensity to high-level context information. During the

training process, the CNN identifies the information that optimizes a measure based on

the discrepancy of ground-truth and predicted annotation. Unfortunately, although there

is no restriction, there is also no guarantee which type of information a CNN is using to

model the ground-truth annotations from the input data. When the training dataset is

limited, the CNN could pick up spurious correlations specific to the few training images

that lead to best results on the observed data, but to poor performance and generalization

to unseen data. However, also in this limited dataset, there could be information present

that generalizes well. In the medical imaging domain, a type of information that typically

generalizes well is the geometric structure or spatial configuration of objects, as it is often

restricted by anatomical and physical constraints (see Fig. 1.1). Hence, CNNs that ex-

plicitly incorporate the spatial configuration of objects should require a lower amount of



1.1. Motivation 3

Local Appearance Spatial ConfigurationInput

Figure 1.2: Example images of local appearance and spatial configuration. The left image shows
an example radiograph of a left hand. The images in the center show regions cropped around the
bone joints between the proximal and middle phalanges for the index, middle, and ring finger.
While this local appearance can be used to accurately localize each of the landmarks, it cannot be
used to identify which cropped region corresponds to which finger. However, on radiographs of the
left hand, the ring finger is always left of the middle finger, which in turn is always left of the index
finger. Hence, as can be seen on the image on the right side, the spatial configuration of landmarks
can be used to restrict the locations to only feasible solutions, which allows distinguishing of locally
ambiguous landmarks.

annotated training data, by more effectively using the available information of the input

images.

We explore using the spatial configuration of anatomical structures, while focusing on

anatomical landmark localization. Anatomical landmark localization is an important task

in medical image analysis, and has a vast amount of applications.

Frequently, landmark localization is used as a preprocessing step for segmentation [6,

53, 62, 104]. When landmarks are densely localized on the border around the structure of

interest, e.g., as in [62] for the lungs, the landmarks can be connected to get the outline of

the structure, resulting in the final segmentation. Other methods use sparse but distinct

landmarks around the structure of interest to initialize more sophisticated segmentation

methods that benefit from better initialization, e.g., multi-atlas-based segmentation for

heart substructures as in [104]. Similarly, landmark localization is also used as prepro-

cessing for coarse-to-fine segmentation by locating at first the structure of interest, e.g.,

centroids of individual vertebrae [74, 132]. Here, after localizing the individual vertebrae,

a deformable vertebrae model is fit to the located vertebra, resulting in the final segmen-

tation. Additionally, landmark localization may be used for identifying specific structures

within vascular graphs, e.g., the plumonary artery [72], to analyze connections for separat-

ing arteries and veins. Anatomical landmarks are also used for image registration [65, 148],

where in both moving and fixed image the same landmarks are first localized and registered

to give a better initialization for the subsequent feature-based image registration.

Analyzing the relative positions of localized landmarks has also direct diagnostic pur-
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poses. For example, landmarks on vertebrae are used to assess deformations of the spine,

i.e., kyphosis and scoliosis [11]. Other diagnostic applications include identifying devel-

opmental dysplasia of the hip [144] and anatomically abnormal positions of teeth and

jaws [152]. Additional forensic applications of landmark localization include bone age

estimation [134], where the biological age of a person is estimated by focusing on the

epiphyseal gaps around landmarks located on bone joints of the hand.

Due to its many applications, anatomical landmark localization has received much

attention in the medical imaging community. Unfortunately, various difficulties exist for

developing general methods that solve the tasks satisfactorily. Due to different appear-

ances of landmarks located anywhere across the the human body, localization methods

that work for general landmarks are predominantly using machine learning. These ma-

chine learning-based methods usually require lots of annotated training data to work well.

However, as annotations are typically provided by medical experts, in the medical imag-

ing domain annotations are costly to obtain, which results in a usually small annotated

datasets. Additionally to the usually low number of annotated training images, locally

similar structures often introduce difficulties due to ambiguity in anatomical landmark

localization. Such ambiguities make it hard to achieve a low landmark localization er-

ror, defined as both high robustness towards landmark misidentification as well as high

accuracy locally at each identified landmark.

As anatomical landmarks often have a strong spatial configuration, machine learning-

based approaches frequently combine local landmark predictions with explicit handcrafted

graphical models, aiming to restrict predictions to feasible spatial configurations as seen in

the training data. Thus, the landmark localization problem is simplified by separating the

task into two successive steps. The first step is dedicated to locally accurate but potentially

ambiguous candidate predictions, while in the second step graphical models [22, 34] elimi-

nate ambiguities to improve robustness towards landmark misidentification (see Fig. 1.2).

Although these methods effectively use the prior knowledge of the spatial configuration

of landmarks to improve results, often both steps are optimized not simultaneously but

subsequently, which reduces performance and restricts flexibility.

We hypothesize that while retaining the CNNs’ powerful representation capability and

flexibility, their need for a large amount of training data can be reduced by following

the idea explored with handcrafted graphical models. Such graphical models incorporate

prior knowledge that the feasible location of a landmark is not distributed uniformly in

image space, but is constrained by the locations of other anatomical landmarks. Thus,

the hypothesis is that this prior knowledge on the spatial configuration of landmarks could

enable CNNs to simplify the modeling of the underlying distribution of feasible anatomical

configurations and therefore less training data is required.
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1.2 Contributions

In this thesis, we propose a novel network architecture, the SpatialConfiguration-Net

(SCN), which directly integrates geometric information of the spatial configuration of

anatomical structures. The two-component end-to-end trained SCN learns to dedicate

one component to deliver locally accurate but potentially ambiguous candidate predic-

tions based on the local appearance, and the other component to focus on incorporating

the spatial configuration to improve robustness by eliminating ambiguities. This way, we

combine the high-level knowledge of the relative positions of anatomical structures with

the superior feature extraction capabilities of CNNs. While in principle our proposed

method works for tasks with target objects having restricted relative positions, we focus

mainly on the task of anatomical landmark localization.

We perform anatomical landmark localization by regressing heatmaps, which has been

shown to deliver good performance in similar computer vision tasks, e.g., human pose

estimation [114, 142]. We extend the heatmap regression framework by adapting the loss

function to also allow learning of the size of the target Gaussian function representing a

measure of landmark uncertainty. This enables learning narrower heatmaps for landmarks

where the network is certain to make a smaller error and broader heatmaps for landmarks

where the network is more uncertain.

We perform thorough evaluation of our proposed method on several datasets from

the medical imaging domain, where our SCN outperforms other methods. Especially

when the number of training images is drastically reduced, the SCN outperforms other

CNN-based methods by a large margin. In-depth analysis of the SCN confirms that

our SCN learns to dedicate one component to deliver locally accurate but potentially

ambiguous candidate predictions based on the local appearance, and the other component

to focus on incorporating the spatial configuration to improve robustness towards landmark

misidentification by eliminating ambiguities. Additionally, evaluation of our proposed loss

function shows that the loss models a measure of uncertainty as the average landmark

localization error correlates with the predicted heatmap size.

We also apply the SCN to datasets from the computer vision domain, as well as

other applications with strong spatial constraints. Here, the SCN produces state-of-the-

art results for face point detection and human pose estimation. We show results on the

forensically relevant application of fully automatic age estimation from Magnetic Reso-

nance (MR) images. When using landmark localization results of the SCN such that

the age estimation network focuses on anatomical structures containing information rele-

vant for age development, the predicted age is much more accurate than without focusing

on these structures. We adapt the SCN for multi-label segmentation, where the spatial

configuration of anatomical structures is also valuable. We apply the adapted SCN to

a dataset of multi-label whole heart segmentation, where it outperforms other proposed

methods. Finally, we apply the SCN for vertebrae localization and segmentation, where

it also outperforms other proposed methods.
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1.3 Structure of the Thesis

As our proposed methods are based on CNNs, we give an overview of the principles of Ar-

tificial Neural Networks (ANNs) in general and CNNs more specifically in Chapter 2. The

related work of landmark localization is explored in Chapter 3. The heatmap regression

framework for using CNNs in landmark localization, as well as our adaptions to also allow

predicting the sizes of heatmaps, are explained in Chapter 4. In Chapter 5, we give details

of the SCN for landmark localization and explain how it integrates the local appearance

and spatial configuration of landmarks. Implementation details as well as several metrics

used for evaluation are shown in Chapter 6. Results on several datasets for anatomical

landmark localization are shown in Chapter 7, where we also perform in-depth evaluation

of our proposed framework. We show additional applications in both computer vision and

medical imaging in Chapter 8. Final discussions and conclusions are given in Chapter 9.
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It’s not the years, honey. It’s the mileage.

Dr. Henry Walton “Indiana” Jones, Jr.

In this chapter, we give an introduction to machine learning in general in Section 2.1,

while in the rest of the chapter we focus on Artificial Neural Networks (ANNs), one

of the recently most dominantly used machine learning techniques. The concepts and

components of ANNs are introduced in Section 2.2, while we describe in Section 2.3,

how ANNs are being trained and optimized. Building upon ANNs, in Section 2.4, we

give an introduction to Convolutional Neural Networks (CNNs), which are the currently

best-performing machine learning method. As CNNs require lots of data to perform

well, various regularization techniques to improve the performance of CNNs with smaller

amounts of training data are described in Section 2.5. A final short summary of the

chapter is given in Section 2.6.

Most content of this chapter is general and describes the foundations of ANNs. The

descriptions are based on my knowledge gained during courses about ANNs, as well as

books from Bishop [9] and Goodfellow et al. [47]. To not clutter the individual sections,

references to [9, 47] are reduced to a minimum.

7
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2.1 Machine Learning

Machine learning deals with algorithms and models that teach a computer to solve a

specific task without using explicit instructions, but by identifying patterns from data

instead. A more formal definition of machine learning is as follows:

“A computer program is said to learn from experience E with respect to

some class of tasks T and performance measure P , if its performance at tasks

in T , as measured by P , improves with experience E.”

— Tom M. Mitchell, Machine Learning [95].

Following this definition, a machine learning program learns to solve a specific task T .

Common tasks include optical character recognition, speech recognition, image segmen-

tation, estimating stock market prices, playing games, etc. The performance measure P ,

which declares how well the machine learning program solves the task T , has to be specif-

ically defined for T . Some example performance measures are the misclassification rate

(for optical character recognition, speech recognition, image segmentation), the mean ab-

solute difference (for estimation of future stock market prices, or the chronological age of a

person), and the outcome or score (for playing games). The machine learning program op-

timizes the performance measure P for task T by obtaining more and more experience E.

Such experience E may be increased by longer training from more data, which allows the

program better identifying patterns in the data to solve task T .

2.1.1 Machine Learning Categories

Machine learning programs solve tasks by identifying patterns from data. The dataset

that is used for training the machine learning program is called the training data Dtrain.

The dataset Dtrain consists of N training examples, i.e., Dtrain = {x(1) . . .x(N)}. As in

this thesis we use only data that is representable as vectors, we define each data sample

x(i) as an n-dimensional vector, i.e., x(i) ∈ Rn for all i = {1 . . . N}. Depending on the

target task and the annotation of the training examples, machine learning is commonly

categorized into supervised, unsupervised, and reinforcement learning [9, 95] (see Fig. 2.1).

In supervised learning, each training data sample x(i) is annotated with a corresponding

m-dimensional ground-truth label
∗
y(i) ∈ Rm. The supervised machine learning program

identifies patterns in the training data to be able to predict labels ŷ(i) ∈ Rm with a small

error to the ground-truth labels
∗
y(i). Contrary to supervised learning, in unsupervised

learning, the training data lacks corresponding ground-truth annotations
∗
y(i). The ma-

chine learning program is set up to identify underlying patterns in the training data to

group the examples based on some similarity metric. Combining both supervised and

unsupervised learning, in semi-supervised learning not all but only a subset of the train-

ing data is annotated with corresponding ground-truth labels. Reinforcement learning is

different from the aforementioned categories, as it does not learn from annotated ground-

truth labels or the structure of the data but from the outcome of a sequence of actions.
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Figure 2.1: Basic categorization of machine learning with example tasks. Machine learning is
often categorized into unsupervised, supervised, and reinforcement learning. While there exist more
categories and many more tasks with possibly unclear categorization, this figure gives an overview
of the large variety of tasks that can be solved with machine learning. The image is adapted
from [125] with the (sub-)categories taken from [9].

The reinforcement learning program is optimized by identifying sequences of actions that

improve a performance metric based on this outcome.

As we only deal with supervised learning throughout the thesis, we focus on machine

learning techniques that perform supervised learning. Supervised learning techniques in

general aim to model the posterior probability p(
∗
y |x), where x ∈ Rn is an observation

represented as an n-dimensional input vector, and
∗
y ∈ Rm is the m-dimensional target.

With Maximum Likelihood Estimation (MLE) or Maximum-A-Posteriori (MAP) estima-

tion, a function modeling the posterior probability may be learned directly from samples

of the labeled training dataset Dtrain. This function may then be applied to unseen input

examples to generate m-dimensional prediction outputs.

The two most prominent tasks in supervised learning are classification and regression.

The major difference between these two methods is how the output and target vectors are

being represented and interpreted. Classification deals with assigning classes, i.e., discrete

variables, to data samples. Hence, the output of the machine learning methods for clas-
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sification is a discrete label out of a set of possible labels. Machine learning techniques

that are able to solve classification tasks include k-Nearest Neighbors (k-NN), Linear Dis-

criminant Analysis (LDA), Support Vector Machines (SVMs), Random Forests (RFs),

and ANNs. Differently to classification, regression assigns continuous variables to data

samples. Here, the output is a real-valued vector of the output domain of the modeled

function. Machine learning techniques for regression tasks include least-squares fitting,

Support Vector Regressions (SVRs), Random Regression Forests (RRFs), and ANNs. In

this thesis, we focus on ANNs (see Section 2.2) and their extensions to CNNs (see Sec-

tion 2.4), due to their high performance, recently even outperforming humans in multiple

tasks [79], e.g., playing games [127] and image classification [119].

2.1.2 Generalization

Typically, machine learning programs are optimized by minimizing an error on the training

data Dtrain, which is called the training error. However, the main goal of a machine

learning program is not only to perform well on Dtrain, but also on new unseen examples

that come from the same data distribution as Dtrain. Hence, we want the error on a new

unseen example to be low as well. This expected error on unseen examples is called the

generalization error, while the ability to perform well on previously unobserved examples

is called generalization. In combination, two factors determine how well a machine learning

algorithm performs: (1) its ability to minimize the training error, and (2) its ability to

minimize the generalization gap, which is a discrepancy between the training error and

the generalization error.

Optimal Capacity

← Underfitting Overfitting →

Generalization Gap

Capacity

E
rr

o
r

Generalization Error

Training Error

Figure 2.2: Visualization of the training error, generalization error, and the generalization gap.
The graph shows the errors with respect to the model capacity. The model with the optimal
capacity has the smallest generalization gap and is neither underfitting nor overfitting to the given
training data. The figure is adapted from [9].
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In machine learning, the capacity of a model defines its capability of fitting a large

variety of functions. The capacity is not only dependent on hyperparameters of the ma-

chine learning model, e.g., the network architecture in ANNs, but also on how well the

machine learning model is optimized to fit the training data. The relationship between

model capacity, training error, and generalization error is depicted in Fig. 2.2. When the

capacity of the model is too low, the model is not able to learn the task well enough and

both training and generalization errors are high. The model is said to be underfitting.

When the capacity of the model is too high, the model fits the training data too much,

e.g., by memorizing the training data by heart. In this case, the training error is low, but

the generalization error is high, leading to a large generalization gap. The model is said

to be overfitting.

(a) Target Function.

(b) Underfitting. (c) Overfitting.

(d) Optimal capacity. (e) More training data.

Figure 2.3: Visualization of underfitting, overfitting, and optimal capacity. The graphs are
adapted from [9] and show data points and best-fitted polynomials of varying degrees. The first
graph (a) shows the quadratic target function and some sampled points with added random noise.
The graph (b) shows a linear function, which is incapable of fitting the data points appropriately,
i.e., it is underfitting. A fitted polynomial of degree nine, which is overfitting to the data points,
is shown in (c). The fitted quadratic function, which has the optimal capacity and the smallest
generalization gap for fitting the underlying function, is shown in (d). A very similar performance
can also be achieved with a polynomial of degree nine and much more training data, see (e).

Example graphs for fitting polynomials of varying degrees to different amounts of

training data are shown in Fig. 2.3. The target function, as well as sampled points with

additional noise, are shown in Fig. 2.3a. We see from the graphs that the polynomials

with too low or too high degrees are unable to model the underlying function for the given

low amount of data points. The model with only a linear function has a large training
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error, i.e., is underfitting (see Fig. 2.3b). Although the model with a polynomial degree

of nine was able to fit the data points exactly, which leads to a training error of zero, the

underlying function is not represented well resulting in a high generalization error, i.e., the

model is overfitting (see Fig. 2.3c). The quadratic model, which has the same degree as the

underlying function, is able to fit the underlying function well (see Fig. 2.3d). However,

when using more training data, also the polynomial with degree nine was able to fit the

underlying function well.

This leads to two observations: First, among competing hypotheses that explain known

observations equally well, one should choose the simplest one (Occam’s razor). Second, the

generalization gap is bounded from above by a quantity that grows as the model capacity

grows, but shrinks as the number of training examples increases [149]. Combining these

two observations, we should (1) try to fit the simplest model that can capture the data,

as well as (2) try to use as much data as possible for training.

Note that, due to the difficult optimization of machine learning methods (see Sec-

tion 2.3), which often fails to find the globally optimal model parameters, a typical choice

is to combine large amounts of training data with more complex models (see Section 2.4),

where adequate model parameters can be found more easily [47, 50].

2.1.3 Training, Validation, and Test Sets

In practice, we are not able to calculate the exact generalization error, i.e., the expected

error on all unseen examples, because exact calculation would require to know all possible

unseen examples in advance. Hence, the generalization error is typically approximated

with the test error, which is calculated on data from a fixed test set Dtest. The data from

the test set is required to be disjoint from the training data Dtrain, while both training

and test data need to be independent and identically distributed.

To achieve the best performance for a model, its optimal capacity needs to be deter-

mined. As discussed in the previous section, the model capacity is not only dependent on

the hyperparameters of the model, but also on the optimization of the model itself, i.e.,

how well the training algorithm managed to optimize the model to fit the training data.

Thus, we need to determine the hyperparameters of both the model and the training algo-

rithm that lead to the lowest generalization error. However, we may not use the test set for

determining these hyperparameters, as determining these hyperparameters is part of the

training. If we would use the test set for tuning any component of the machine learning

model and training algorithm, we would distort the test error and it would consequently

be a bad approximation of the generalization error. For this reason, the hyperparameters

of the model and training algorithm are determined with the validation set Dval, which is

usually taken out of the training set Dtrain. The remaining data from the training set is

used to update the model parameters to minimize the training error, while the validation

set is used to calculate the validation error. Based on the validation error of various

models trained with different hyperparameters, the final set of hyperparameters is chosen.
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A drawback when splitting the training data into training and validation set is that

the data of the validation set is used only to determine the hyperparameters, but not to

optimize the parameters of the machine learning model. However, as machine learning

methods learn to identify patterns from data, training a model with more data usually leads

to better performance. To mitigate that the validation data was not used for optimizing

the model parameters, after determining the final set of hyperparameters, the model may

be retrained with both training and validation data. A drawback of this procedure is that

the validation error cannot be tracked anymore.

As the training set is typically small, the choice of the validation set is critical and

may not be representative of the whole training set. This could lead to suboptimal hy-

perparameters of the machine learning model. For this reason, the hyperparameters are

often determined via k-fold cross-validation. In k-fold cross-validation, the training set is

split into k equally sized sets. One set is then declared as the validation set, while the

remaining sets are used as the training set. This procedure is repeated until every set has

been used once for validation. This way, every training data sample will appear exactly

once in the validation set, which allows a better estimation of the hyperparameters of the

machine learning method. The drawback of k-fold cross-validation is that k models need

to be trained for estimating the overall validation error.

2.2 Artificial Neural Networks

ANNs are currently the most dominantly used machine learning technique. In general, an

ANN with parameters θ maps an n-dimensional data sample x ∈ Rn to an m-dimensional

output ŷ ∈ Rm, i.e., ŷ = f(x;θ) with f : Rn → Rm. While the mathematical foundations

of neural networks date back to the 1940s [93], they became practically usable with the

invention of the backpropagation algorithm [118], which allowed efficient training of ANNs.

While ANNs were popular in the 1990s, in the early 2000s lot of research was focusing

more on other machine learning techniques, e.g., SVMs [23] and RFs [10], due to their back

then superior performance as compared to ANNs. However, architectural improvements in

ANNs like convolution layers, pooling layers, the Rectified Linear Unit (ReLU) activation

function, and better optimizers, as well as large annotated datasets and faster hardware,

made training deep ANNs with lots of layers feasible.

The current deep learning boom started in 2012 with the AlexNet from Krizhevsky

et al. [78]. The authors used modern Graphics Processing Units (GPUs) to train a deep

CNN, which was able to beat other machine learning techniques by a large margin. Their

AlexNet achieved an error of 15.3% for image classification in the ImageNet Large Scale

Visual Recognition Challenge 2012 (ILSVRC2012), which was at that time more than 10.8

percentage points lower than the error of the second-best.
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Figure 2.4: Schematic representations of a biological and an artificial neuron. The biological
neuron receives an electrical signal from previous neurons at its dendrites. When enough electrical
signal has been accumulated within the neuron, it is activated and fires an electrical signal to its
axon terminals, which serve as input to other neurons. Similarly, the artificial neuron receives a
signal from previous neurons at its N inputs xi, which are multiplied with the weighting factors
wi and added with a bias b. The accumulated value a is given to the activation function h, which
calculates the activation value of the neuron that is used as input to other connected neurons.

2.2.1 Artificial Neuron

The basic building blocks of every ANN are artificial neurons, which are loosely inspired by

biological neurons (see Fig. 2.4). Overly simplified, a biological neuron works as follows [7]:

A neuron is connected to others via synapses, where dendrites and axon terminals of

different neurons are joined. At the dendrites, the neuron receives electrical signals from

the axon terminals of previous neurons. After a certain amount of electrical signal has

accumulated inside the cell body, the neuron is activated and starts to fire electrical signals

with a certain frequency out of its axon. The electrical signal at the axon terminals is

then transferred to the next neurons’ dendrites, and so on. Numerous connected biological

neurons transfer electrical signals to form large biological neural networks.

An artificial neuron follows the same principles. It receives k input signals x1 . . . xk ∈ R
from other neurons. These input signals are then multiplied with the corresponding

weights w1 . . . wk ∈ R. The weighted input signals plus an additional bias b ∈ R are

summed up to the accumulated value a ∈ R. Based on the value of a, a non-linear

activation function h : R → R generates the output signal z ∈ R of the neuron. The

non-linear activation function h(a) is important to increase the modeling capacity of the

artificial neuron, since, without this non-linearity, the neuron would only be able to model

linear functions. Moreover, the non-linear activation function has a biological interpre-

tation. Similar to biological neurons, dependent on the value of the accumulated input

signals a and the non-linear activation function h(a), an artificial neuron is either activated

and sends a signal to its output z, or it is not. The output signal z serves either as an

input for successive neurons or as an output of the whole ANN.
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In mathematical terms, the accumulated value a ∈ R and the output value z ∈ R of

an artificial neuron are defined as

a =
k∑
i=1

wixi + b, (2.1)

z = h(a), (2.2)

respectively, with x1 . . . xk ∈ R being the k inputs, w1 . . . wk ∈ R the k weights, b ∈ R the

bias, and h : R→ R the activation function of the neuron.

Note that there exist other notations that define neurons as vectors and weights as

matrices, thus, using matrix multiplications instead of summing scalars.

2.2.2 Layered Neural Networks

While a single artificial neuron alone is limited in its modeling capacity, multiple artificial

neurons may be connected to form large artificial neural networks, i.e., ANNs, which are

able to model much more complex functions. The neurons of an ANN are divided into

input neurons xi, output neurons ŷi, and hidden neurons zi. The input neurons do not

receive signals from other neurons, but their values are set to the values of the input data

sample x ∈ Rn. The output neurons do not propagate signals to other neurons but serve

as the predicted output of the network, i.e., ŷ ∈ Rm. All other neurons that are neither

input nor output neurons are called hidden neurons.

Depending on the structure of the neuron connections, the networks can be grouped

into different network types. A Feed-forward Neural Network (FNN) is an ANN with-

out loops, i.e., a neuron’s output is neither used as its input directly nor indirectly via

connections over other neurons. Accordingly, if the neuron connections form loops, the

network is called a Recurrent Neural Network (RNN). An advantageous property originat-

ing from such loops is that RNNs are able to encode temporal information by memorizing

previous data. However, as RNNs work best with temporal data, we are not using RNNs

throughout the thesis.

To describe the specific architecture of ANNs more efficiently, the neurons of the net-

work are typically grouped into layers. As visualized in Fig. 2.5, in these so-called Layered

Neural Networks (LNNs), neurons of the same layer receive their inputs only from neurons

of the previous layer, and propagate their outputs only to the neurons of the next layer.

As a layered architecture does not restrict the computational capabilities of FNNs, while

making their description much easier, almost all modern literature dealing with neural

networks uses LNNs.

The general structure of LNNs is as follows: The first layer is called the input layer,

which consists of the n input neurons. The values x1 . . . xn ∈ R are set to the input data

sample x ∈ Rn. The last layer is called the output layer, which represents the m output

neurons. The values ŷ1 . . . ŷm ∈ R represent the network’s predicted output ŷ ∈ Rm.
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Figure 2.5: Schematic representations of a layered neural network. Neurons are shown as circle,
while input neurons are denoted as x, hidden neurons as z, and output neurons as ŷ. Neuron
connections are shown as black arrows, while each arrow has a corresponding weight w. The biases
b are shown as dashed arrows. The images are adapted from [9, 47].

The intermediate layers are called hidden layers. For each hidden layer l (as well as the

output layer), we calculate the k(l) accumulated values a
(l)
1 . . . a

(l)

k(l)
∈ R and neuron outputs

z
(l)
1 . . . z

(l)

k(l)
∈ R. The jth accumulated value and neuron output of the lth hidden layer are

defined as,

a
(l)
j =

k(l−1)∑
i=1

w
(l)
ji z

(l−1)
i + b

(l)
j , (2.3)

z
(l)
j = h(l)(a

(l)
j ). (2.4)

The ith neuron output of the previous layer l−1 is denoted as z
(l−1)
i and is connected with

the jth neuron of layer l via the weight w
(l)
ji ; b

(l)
j denotes the bias of the jth neuron of layer

l; h(l) denotes the activation function of layer l. The network parameters θ are composed

of all weights and biases. Following Eqs. (2.3) and (2.4), for a network with L layers the

input layer can be considered as the 0th hidden layer, i.e., z
(0)
j = xj with k(0) = n, while

the output layer can be considered as the Lth hidden layer, i.e., z
(L)
j = ŷj with k(L) = m.

LNNs also introduce some new terminology to neural networks. The number of layers of

a neural network is called the network depth L, while the number of neurons within a layer

is considered the network width. Networks with a small depth are called shallow, while

networks with a larger depth are called deep. The first successful deep neural network,

which started the deep learning boom, was the AlexNet [78]. While the AlexNet consisted

of eight layers, recent improvements in optimizing neural networks allowed the training of

very deep networks with more than a thousand layers [52].
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It has been shown that neural networks with a single hidden layer and a large enough

width, i.e., number of hidden neurons, can approximate any continuous function to any de-

sired precision [57]. However, in practice, increasing the network depth instead of the width

has shown to be more successful. In deep networks, the subsequent non-linear activation

functions, as well as parameter sharing within a layer (see the convolutional operation

in Section 2.4), drastically increase the modeling capacity of deep neural networks, while

keeping the number of network parameters reasonable.

2.2.3 Activation Functions

Neuron activation functions incorporate non-linearities into artificial neurons, which is im-

portant for ANNs to achieve a high modeling capacity. Many works focused on proposing

and analyzing activation functions, each with different properties, advantages, and dis-

advantages. As discussing this vast amount of different activation functions in detail is

beyond the scope of this thesis, we will only list various commonly used activation func-

tions that we also use in our networks. For each discussed activation function we will show

the function definition, function graph, and derivative graph.

−4 −2 2 4

0.5

1

a

h(a)

−4 −2 2 4

0.5

1

a

h′(a)

Figure 2.6: Sigmoid activation function. The plot on the left shows the function graph, the plot
on the right its derivative.

The first discussed activation function, often used in earlier neural networks, is the

sigmoid activation function (see Fig. 2.6). It is defined as

σ(a) =
1

1 + e−a
. (2.5)

The sigmoid function can be seen as a smoothed and continuous variant of the binary

threshold activation function. Hence, in contrast to the binary threshold activation func-

tion, σ(a) also has a smooth and continuous gradient for the whole input domain. The

values of σ(a) are bound between (0, 1). However, σ(a) is not symmetric around 0, i.e.,

σ(0) = 0.5. When the network layer weights are initialized with small random values,

the output values of deeper layers would steadily increase, at some point reaching values

close to 1. This leads to saturation in deeper layers resulting in little gradient informa-

tion, which is disadvantageous for training neural networks via Backpropagation (BP) (see

Section 2.3.2) and also known as the vanishing gradient problem [56].
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Figure 2.7: Hyperbolic tangent activation function. The plot on the left shows the function
graph, the plot on the right its derivative.

Another activation function related to σ(a) is the hyperbolic tangent (see Fig. 2.7),

which is defined as

tanh(a) =
ea − e−a

ea + e−a
. (2.6)

Note that tanh(a) is a rescaled version of σ(a), i.e., tanh(a) = 2σ(2a) − 1. Its values

are bound between (−1, 1). As tanh(0) = 0, also deeper layers do not saturate when the

network weights are initialized with small values. This leads to better network training

behavior as compared to σ(a). However, supported by biological interpretation, artificial

neural networks are supposed to perform better when neurons are only sparsely activated,

i.e., h(a) ≈ 0 for many neurons. The tanh(a) function is only deactivated when a = 0,

which is hard to fulfill without further regularization.

Another disadvantagous property of the sigmoidal activation functions σ(a) and

tanh(a) is that the gradient is very small when the functions are saturated, i.e., h′(a) ≈ 0

when a � 0 or a � 0. When using gradient-based optimization techniques, this leads to

slow convergence.
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Figure 2.8: ReLU activation function. The plot on the left shows the function graph, the plot
on the right its derivative.

An activation function that tackles drawbacks of sigmoidal activation functions is the

ReLU function (see Fig. 2.8), which is considered to have contributed greatly to the recent

success of deep neural networks. Being already introduced for shallow ANNs at the end

of the 1990s [49], Glorot et al. [46], Nair and Hinton [97] showed that the ReLU activation

function has many desired properties for training deep ANNs with many layers. The ReLU
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function is defined as follows:

relu(a) = max(0, a). (2.7)

For all values a ≤ 0, relu(a) = 0, hence, ReLU allows networks with sparsely activated

neurons. While ReLU is bounded from below by 0, its maximum value is unbounded,

which is biologically less plausible. However, this leads to good training characteristics

for neural networks with many layers. In contrast to sigmoidal activation functions, when

the network layer weights are initialized with values close to 0, the output of ReLU does

not saturate when a� 0 and always provides strong gradient information.

However, when the layer weights are not initialized carefully or the training parameters

are set incorrectly, there could exist neurons within the network that are deactivated, i.e.,

relu(a) = 0 for every training example. As there is also no gradient information in such

cases (see Fig. 2.8), the output of the neurons will never change. The neuron will stay

deactivated, reducing the overall computational capacity of the ANN.

−4 −2 2 4

2

4

a

h(a)

−4 −2 2 4

0.5

1

a

h′(a)

Figure 2.9: Leaky ReLU activation function. The plot on the left shows the function graph, the
plot on the right its derivative.

An adaption of the ReLU activation function, where always deactivated neurons do

not exist, is Leaky ReLU [90] (see Fig. 2.9). It is defined as

lrelu(a) = max(l · a, a), (2.8)

with the negative slope l < 1. Although Leaky ReLU is unbounded with output values

between (−∞,∞), it has shown to have similar training characteristics as ReLU, without

the issue of possibly always deactivated neurons.

While recently there have been proposed many different activation functions with var-

ious improvements or drawbacks for learning deep neural networks (e.g., PReLU [51],

ELU [19], SELU [73]), deep ANNs typically work well when using ReLU or Leaky ReLU.

2.2.4 Loss Functions

ANNs with parameters θ solve a specific task by mapping an n-dimensional data sample

x ∈ Rn to an m-dimensional target function f(x;θ) with f : Rn → Rm. To determine

how well the network models f(x;θ), a function that measures the performance has to be

defined. This function is called the loss function.
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Depending on the task to solve, a suitable loss function has to be specified. In liter-

ature, many different loss functions for many different tasks have been proposed. Since

in this thesis, we only consider supervised learning, our utilized loss functions measure

the error between the ith data sample’s ground-truth
∗
y(i) and the network’s prediction

ŷ(i) = f(x(i);θ). We employ both regression and classification tasks.

In regression tasks, the network is optimized to model a continuous function that

maps an input x(i) ∈ Rn to its ground-truth annotation
∗
y(i) ∈ Rm. During optimization,

the network learns parameters θ that minimize the error between
∗
y(i) and ŷ(i). A common

loss function for regression that minimizes this error is the L2 loss, i.e.,

L
(i)
2 (x(i),

∗
y(i);θ) = ‖f(x(i);θ)− ∗

y(i)‖22, (2.9)

where ‖·‖22 is the squared L2 norm.

In classification tasks, the network is optimized to determine the class c of the input

x(i) ∈ Rn out of k available classes. Typically, classification networks are optimized to

model a function that maps an input x ∈ Rn to a k-dimensional one-hot encoded class

vector
∗
y ∈ Nk, i.e.,

∗
yi = 1 for i = c and

∗
yi = 0 for i 6= c. During optimization, the

network learns parameters θ, which minimize the error between the network prediction

ŷ = f(x;θ) representing a k-dimensional probability distribution, and the one-hot encoded

target distribution
∗
y. A common loss function for classification is the cross-entropy loss,

i.e.,

L
(i)
CE(x(i),

∗
y(i);θ) = − ∗y(i) · log f(x(i);θ), (2.10)

where · denotes the dot product of two vectors and the log function is applied element-wise

to each entry of the k-dimensional network output f(x(i);θ). As segmentation in images

can be considered as pixel-wise classification, networks for segmentation often also use the

cross-entropy loss and apply it per pixel.

The aforementioned loss functions define the loss for a single training example i. How-

ever, as we do not only want to calculate the loss for a single training sample but for the

whole dataset D with N entries, i.e., {〈x(1),
∗
y(1)〉 . . . 〈x(N),

∗
y(N)〉} ∈ D, we write

L(D;θ) =
1

N

N∑
i=1

L(i)(x(i),
∗
y(i);θ). (2.11)

In the following, when we address the loss function, for convenience we may omit the

dataset D, the sample index (i), as well as the sample input x(i) and target
∗
y(i), and just

write L(i)(θ) or L(θ), respectively.

2.3 Neural Networks Optimization

For the network to learn the target function, the parameters θ of the network that minimize

the loss function have to be determined. In (local) minima of the loss function L(θ)
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the gradient with respect to the parameters θ is 0, i.e., ∇θL(θ) =̂ 0. The gradient is a

vector-valued function ∇θL(θ) : Rn → Rn whose value at a point θ is the vector whose

components are the partial derivatives for the individual network parameters of L at θ:

∇θL(θ) =


∂L
∂θ1

(θ)
...

∂L
∂θn

(θ)

 . (2.12)

Here, θ1 . . . θn denote all learnable network parameters, which are typically the weights w

and biases b of the all network layers.

Due to the non-linear activation functions of hidden neurons resulting in non-linear

network outputs with non-convex loss functions, an analytic solution of the minimum of

the loss function is intractable. Hence, neural networks are optimized via gradient-based

optimization techniques, which update step-by-step the network parameters to decrease

the value of the loss function until reaching a minimum where ∇θL(θ) =̂ 0. Generally, in

one Gradient Descent (GD) step, the network parameters are moved towards the direction

of their negative gradient, as this determines the largest decrease of the loss value. One

step is defined as

g(τ+1) = ∇θL(θ(τ)),

θ(τ+1) = θ(τ) − γ g(τ+1).
(2.13)

where the weight update g(τ+1) at timestep τ+1 is set to ∇θL(θ(τ)), which is the gradient

of L(θ(τ)) with respect to θ(τ). The updated network parameters θ(τ+1) at timestep τ + 1

are set to previous parameters θ(τ) at timestep τ , minus the current weight update g(τ+1)

multiplied with a factor γ, which is called the step size or learning rate.

As it usually takes thousands of gradient descent steps for the loss function to converge

to a minimum, while the gradient needs to be recalculated after each step, evaluating the

gradient for the whole dataset of N training examples is impracticable. However, loss

functions typically have the form L(θ) = 1
N

∑N
i=1 L

(i)(θ), where L(i)(θ) is the error of the

ith sample. Hence, we can approximate the gradient of the whole dataset D of size N with

the gradient of a randomly drawn subsample or mini-batch B ⊂ D of size N ′, i.e.,

∇θL(θ) ≈ 1

N ′

N ′∑
i=1

∇θL
(i)(θ). (2.14)

For every calculation of this approximated gradient, a different mini-batch B is randomly

drawn from the dataset D. When using a mini-batch B instead of the whole dataset D to

calculate the gradient and update the network parameters, the optimization technique is
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called Stochastic Gradient Descent (SGD). The update step is defined as

g(τ+1) =
1

N ′

N ′∑
i=1

∇θL
(i)(θ(τ)),

θ(τ+1) = θ(τ) − γ g(τ+1).

(2.15)

SGD has various advantages as compared to GD. In contrast to GD that needs to

calculate the gradient on the whole training dataset, the complexity of a gradient update

step in SGD is independent of the number of training images N , but only depends on

the size of the mini-batch N ′. Moreover, as each mini-batch contains different training

samples, gradients of different mini-batches point towards different local minima. Thus,

during optimization, the chances of getting stuck in a local minimum are reduced in SGD.

As a drawback, the noisy gradients and parameter updates of SGD may hinder convergence

towards a minimum, especially when training is already advanced. A technique to prevent

that is to decay the learning rate during training, e.g., to start with a large learning rate

and decrease it after a while. In our proposed methods, we often start training with a

fixed learning rate and after a certain number of iterations, we reduce the learning rate

by a fixed factor and continue training until convergence.

2.3.1 Variants of Stochastic Gradient Descent Optimizers

Although SGD is capable of finding (local) minima of the loss function, it is typically

not applied without modifications, as it has several drawbacks. First, due to the use of

mini-batches, subsequent gradients may be noisy and point towards opposite directions,

which results in subsequent parameter updates that cancel themselves. Furthermore, in

plateaus of the loss function without a steep gradient direction, learning may be very slow.

A method to overcome canceling parameter updates and plateaus is to incorporate

momentum into the parameter update step. Momentum can be interpreted as giving the

parameter updates a mass by accumulating an exponentially decaying moving average of

past gradients. Subsequent parameter updates are smoothed to go towards a dominant

direction while being prevented to cancel themselves completely. Thus, the parameter

update step depends on how well previous gradients are aligned. The update step for

SGD with momentum is defined as

g(τ+1) =
1

N ′

N ′∑
i=1

∇θL
(i)(θ(τ)),

v(τ+1) = αv(τ) − γ g(τ+1),

θ(τ+1) = θ(τ) + v(τ+1).

(2.16)

Different to Eq. (2.15), in Eq. (2.16) the parameter update is modified to be a velocity,

denoted as v(τ+1) and v(τ) at timestep τ+1 and τ , respectively. The momentum parameter
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α handles how much of the previous parameter update v(τ) is incorporated for the current

parameter update v(τ+1), hence, modeling an exponentially decaying moving average of

past updates.

A modification of the SGD with momentum is to incorporate Nesterov’s accelerated

gradient method [98]. With this method, the parameter update will not be evaluated at

the location of the current parameters, but after taking a step towards the current gradient

direction. Due to this correction factor of the gradient, SGD with Nesterov’s momentum

shows faster convergence properties as compared to using normal momentum. The update

step for SGD with Nesterov’s momentum is defined as

g(τ+1) =
1

N ′

N ′∑
i=1

∇θL
(i)(θ(τ) + αv(τ))

v(τ+1) = αv(τ) − γ g(τ+1)

θ(τ+1) = θ(τ) + v(τ+1)

(2.17)

Although SGD with (Nesterov’s) momentum may be used to locate robust minima of

the loss function of a large variety of tasks, it has some disadvantages. For example, in

SGD with (Nesterov’s) momentum it is not possible to find the best learning rate that

fits any given task. Different learning rates have to be carefully examined, to enable the

optimizer to find a satisfactory minimum that leads to good performance for the given

task. Moreover, each network parameter has the same learning rate, which leads to large

steps for parameters with steep gradients, while parameters with gradients on plateaus

may be updated with only small steps, possibly never reaching an optimal value.

Optimizers with adaptive learning rates circumvent these problems by adapting the

step widths for each parameter individually, based on their previous updates. This allows

lowering the step widths for parameters with too large gradients, which would otherwise

cause the loss function to diverge, while it also allows increasing the step widths for param-

eters with small gradients on plateaus, which would otherwise not converge satisfactorily.

Multiple optimizers with adaptive learning rates have been proposed e.g., Adagrad [29],

RMSprop [55], Adam [71]. As the principle of these optimizers is very similar, we will

only describe Adam [71] in more detail, as we also use it in this thesis and it additionally

removes some drawbacks of the other optimizers.

Similar to SGD with momentum, Adam accumulates an exponentially decaying moving

average over past gradient updates

g(τ+1) =
1

N ′

N ′∑
i=1

∇θL
(i)(θ(τ)),

m
(τ+1)
1 = β1 m

(τ)
1 + (1− β1) g(τ+1),

m
(τ+1)
2 = β2 m

(τ)
2 + (1− β2) g(τ+1) � g(τ+1),

(2.18)
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while m
(τ)
1 and m

(τ)
2 are moving averages of the first and second moments of the gradients

at timestep τ , β1 and β2 are the decay rates for the moment estimates and � is the

hadamard or element-wise product. As the moments are biased towards their initialization,

Kingma and Ba [71] proposed to use their bias-corrected estimates

m̂
(τ+1)
1 =

m
(τ+1)
1

1− βτ1
,

m̂
(τ+1)
2 =

m
(τ+1)
2

1− βτ2
.

(2.19)

Note that in Eq. (2.19) the τ in the numerators βτ1 and βτ2 are not β1 and β2 at timestep

τ , but denote the exponent. The final parameter update step for Adam is then defined as

θ(τ+1) = θ(τ) − γ m̂
(τ+1)
1√

m̂
(τ+1)
2 + ε

, (2.20)

where γ is the learning rate, and ε is needed to prevent divisions by zero.

2.3.2 Backpropagation

All gradient descent based optimizers described in the previous section need to calculate

the gradient of the loss function with respect to the individual parameters, i.e.,∇θL(θ) (see

Eq. (2.12)), to update the network parameters. The gradients of the individual parameters

are calculated with the BP algorithm by applying the chain rule of calculus. While the

principles of BP date back to the 1960s, Werbos [156] mentioned to apply it to neural

networks, while Rumelhart et al. [118] showed experimentally that BP can generate useful

internal representations of data in hidden layers of FNNs.

The BP algorithm calculates the gradient values with two passes through the network:

The forward pass proceeds from first to the last layer and calculates the outputs of all

network layers. The backward pass proceeds from last to the first layer and uses an error

signal based on the network loss to calculate the derivatives of the individual network

parameters.

For the forward pass, we calculate the outputs for layer l as defined in Eqs. (2.3)

and (2.4), i.e.,

a
(l)
j =

k(l−1)∑
i=1

w
(l)
ji z

(l−1)
i + b

(l)
j , (2.21)

z
(l)
j = h(l)(a

(l)
j ). (2.22)

From these recursive equations we can see that only the outputs of layer l−1 are required

for calculating the outputs of layer l. Thus, starting from the input layer, we proceed
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forward from each layer to the next one until reaching the final output layer, which serves

as the overall network output with which we can calculate the loss function L.

For the backward pass, we calculate the partial derivatives of the loss L with respect

to each network weight and bias. From Eqs. (2.21) and (2.22) we can derive

∂L

∂w
(l)
ji

=
∂L

∂a
(l)
j

z
(l−1)
i and

∂L

∂b
(l)
j

=
∂L

∂a
(l)
j

· 1. (2.23)

The common term of both equations is called the error signal δ
(l)
j , which is defined as

δ
(l)
j =

∂L

∂a
(l)
j

=

k(l+1)∑
k=1

δ
(l+1)
k w

(l)
kj

h′(l)(a(l)
j ). (2.24)

With this recursive equation only the error signals from layer l+ 1 are required for calcu-

lating the error signal of layer l. Hence, to apply this equation, we first evaluate the error

signal of the loss function. Then, we proceed backward from each layer to the previous one

and calculate the layer’s error signals and update its weights and biases, until reaching

the input layer.

2.3.3 Weight Initialization

For applying BP to determine the network parameters that solve the task optimally, the

network parameters θ need to have initial values from where the optimization procedure

is starting. Proper initialization of the layer weights and biases is crucial for the BP

algorithm to converge to a reasonable minimum, or even to converge at all.

There are some characteristics that a proper weight initialization needs to fulfill. First,

the weights of the same layer need to be different, as otherwise, the network will produce

the same output for every neuron in the layer, drastically reducing the computational

power of the ANNs. With the same weights, the neuron outputs would always remain

to be the same, as every neuron would receive the same gradient information. Hence,

a proper initialization method needs to ensure that the weights of the same layer are

different, i.e., by incorporating randomness. Second, the weights should be scaled such

that the signal of the activation function has strong gradient information to ensure fast

convergence. Moreover, also after the multiplication of weights of subsequent layers, the

layer outputs should be in a regime, where the gradient information is reasonable.

A well-established weight initialization strategy is to draw values from either a uniform

or normal distribution around zero. This strategy was not only used by many successful

papers in the pre-CNN era but also in the CNN-era [78]. Here for example, the weights of

every layer are initialized with values drawn from a normal distribution with zero mean

and standard deviation of 0.001. The network biases are initialized with zeroes, except for

some layers that are initialized with ones to increase convergence speed. However, a weight
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initialization where the weights are drawn from the same uniform distribution for every

layer is problematic and can reduce convergence speed for deep networks [128]. A possible

reason for this is the vanishing gradient problem in BP [56], which states that the error

signal (see Eq. (2.24)) is strong in the deeper layers closer to the network output where

the loss is calculated, but almost vanishes for the first layers. A method to overcome this

problem and increase performance for very deep networks is to apply the loss function not

only in the last layer but also in intermediate layers, which then provides a strong error

signal in all network layers, e.g., [137]. Another method to provide a strong error signal

throughout all network layers to use residual connections [52] or dense connections [58].

However, such methods only prevent the symptoms but do not the cause of improper

weight initialization.

As noted by He et al. [51], improper weight initializing leads to either reducing or

magnifying the magnitudes of input signals exponentially throughout the network, which

induces either vanishing gradients, or network divergence, respectively. Unfortunately,

when initializing the network weights of each layer with always the same uniform or normal

distribution, most of the time the input signals are either reduced or magnified exponen-

tially. To overcome this, Glorot and Bengio [45] proposed to initialize each network layer

with values from different distributions. They propose to draw each weight of a layer from

a uniform distribution having a range that is dependent on the number of input/output

connections for the neurons of a layer. Although their method provides improved perfor-

mance, it is based on the assumption that the layer activations are linear, which is not

the case for typical activation functions. To overcome this issue, [51] proposed to initialize

the weights of the layers from normal distributions, where the standard deviation is based

on the number of input and/or output connections having a different scaling factor as

compared to Glorot and Bengio [45]. They propose to sample weights w
(l)
ji of layer l as

follows:

w
(l)
ji ∼ N (0, 2/#in(l)), (2.25)

where the normal distribution N has a mean µ = 0 and a variance σ2 = 2/#in(l) with

#in(l) being the number of input connections of a neuron of layer (l). The authors of [51]

proved that their initialization method is sufficient to prevent reducing or magnifying the

magnitudes of input signals exponentially throughout the network.

When using ReLU and related activation functions, initializing the network weights

with Eq. (2.25) typically provides fast convergence and achieves good performance.

2.3.4 Normalization

For achieving optimal performance of neural networks, the input features should be nor-

malized to have a mean of zero and a unit variance [81, 157]. This so-called whitening has

shown to improve convergence speed for the training of neural networks, or even to make

training possible in the first place. Although the property of zero mean and unit variance

for features in other hidden layers is also expected to improve network convergence, this
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property is difficult to maintain without additional normalization techniques, despite the

improvements in weight initialization (see Section 2.3.3).

Many methods for normalizing the outputs of hidden layers have been proposed. One

of the most influential normalization techniques is batch normalization [63]. In Batch

normalization, the feature outputs of a hidden layer are normalized such that every feature

has a mean of zero and a variance of one across the mini-batch. As these mini-batch

statistics can not be calculated during inference with a mini-batch size of one, a running

mean and variance of the mini-batch statistics are calculated during training, which are

then used for normalizing the layer output during inference. Batch normalization not only

reduces the number of needed training iterations for the network to converge but also

works as a regularization to reduce overfitting. However, it has the major disadvantage

that during training the mini-batch statistics may be noisy for small mini-batch sizes.

This is especially problematic in the medical imaging domain, where CNNs have to be

trained with small mini-batch sizes due to high-resolution volumetric data requiring lots

of memory.

There exist multiple other normalization techniques that have advantages, but also

disadvantages as compared to batch normalization. Layer normalization [5] and instance

normalization [146] also work on the feature outputs of hidden layers. In contrast to

batch normalization, they do not normalize across the mini-batches, but other feature

dimensions. Weight normalization [120] normalizes not the features, but the weights of

the hidden layers. Self normalizing networks [73] go in a different direction. By carefully

choosing the activation function (the scaled exponential linear unit – SELU) and the weight

initialization technique, self normalizing networks are able to retain the optimal feature

statistics throughout the whole network and the whole training procedure.

Unfortunately, there does not exist the normalization technique that works best for

every task. Thus, one has to decide which normalization technique to use or whether to

use normalization at all for each task and network architecture independently.

2.4 Convolutional Neural Networks

A major drawback of standard LNNs is their dense connections between layers, also known

as fully connected layers. Every neuron in such layers uses every neuron of the previous

layer as its input. As there is a learned weight for every connection, deep or wide net-

works have many parameters and are prone to overfitting. CNNs drastically reduce the

number of network parameters by replacing most dense layers with convolution and pool-

ing layers [80]. This allows training networks with lots of hidden layers leading to high

computational complexity while keeping the number of trainable parameters reasonable.

Despite the advantages of CNNs as compared to standard LNNs, the requirement of

large training datasets, as well as high computational demands of training such networks,

hindered their early breakthrough at the end of the 1990s [80]. CNNs had only achieved

their breakthrough as late as 2012 [18, 78]. The rise of faster hardware and larger datasets
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made the training of CNNs possible, starting the current deep learning boom.

Being inspired by the visual system [60], CNNs are especially useful for images. Similar

to simple cells in the visual system, the convolution layer fires at structures with a specific

orientation, regardless of the position on the image. Stacking convolution and pooling

layers allows the modeling of complex interactions, which is similar to the mechanism of

complex cells in the visual system. Hence, such deep CNNs have extraordinary image

feature extraction capabilities, which are superior to other methods’ capabilities relying

on handcrafted features, e.g., RFs.

In the following subsections, we will give an overview of CNNs, their properties, build-

ing blocks, and novel terminology.

2.4.1 Convolution Layers

In spatially structured data, e.g., images, convolution layers leverage three ideas to improve

machine learning systems, i.e., spares interactions, parameter sharing, and translation

equivariance [47]. The discrete convolution operation of conv(x; I,K) : Rd → R of a

d-dimensional image I and kernel K is defined as:

conv(x; I,K) = (I ∗K)(x) =
∑

y∈ΩK

I(x− y)K(y), (2.26)

where x and y define discrete positions on a regular grid, e.g., pixels coordinates for

images, and ΩK defines the support of kernel K, i.e., ΩK = {x ∈ K |K(x) 6= 0}. An

example of a kernel of size 3 × 3 being convolved over an image of size 4 × 4 is shown in

Fig. 2.10. Note that in order to maintain the image size after convolution, in this example

the pixels on the border are padded with zeroes. More information on padding is given in

Section 2.4.1.2.

0

0

0

0

0

0

0

-2

3

0

3

0

0

2

-3

0

-1

0

0

-1

3

-4

2

0

0

2

-3

-3

1

0

0

0

0

0

0

0

1

-1

1

2

-3

1

-3

-3

-1

6

-10

19

-6

-4

6

0

6

-2

-4

33

-7

-5

2

13

-15

0

0

0

0

0

0

0

-2

3

0

3

0

0

2

-3

0

-1

0

0

-1

3

-4

2

0

0

2

-3

-3

1

0

0

0

0

0

0

0

1

-1

1

2

-3

1

-3

-3

-1

6

-10

19

-6

-4

6

0

6

-2

-4

33

-7

-5

2

13

-15

. . .

0

0

0

0

0

0

0

-2

3

0

3

0

0

2

-3

0

-1

0

0

-1

3

-4

2

0

0

2

-3

-3

1

0

0

0

0

0

0

0

1

-1

1

2

-3

1

-3

-3

-1

6

-10

19

-6

-4

6

0

6

-2

-4

33

-7

-5

2

13

-15

Figure 2.10: Example of calculating output values of a discrete convolution for a 2-dimensional
image. The blue square is the input image; the green image is the output image. The values of
the pixels are written inside each pixel. The gray square in the input image shows the convolution
kernel, while its values are shown in the bottom right corner of each pixel. The gray square in the
output image shows the current output pixel for the current position. The 0 pixels on the border
indicate zero padding, which is needed to keep the size of the output the same as the input. Images
are generated and adapted from [30].
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In the convolution operation, the channel or feature dimension of the image I serves as

an additional spatial dimension, e.g., a two-dimensional multi-channel input image turns

into a three-dimensional volume. The support of the convolution kernel K is typically

small for the width and height dimension of the input image, while the kernel covers

the whole feature dimension. Furthermore, a convolution layer typically does not only

consist of one but multiple different kernels, where each one forms one entry of the feature

dimension of the output image. A visualization of this is given in Fig. 2.11.

Figure 2.11: Visualization of a convolution layer with multiple input and output channels. The
red, green, and blue images visualize the input channels or features for the convolution layer. The
yellow, violet, and lime images visualize the outputs for the three kernels of this layer, which are
combined to the output of this layer. The three different kernels cover the whole feature dimension,
but not the whole width and height of the input images.

2.4.1.1 Properties of Convolution Layers

Differently to dense layers, neurons in convolution layers are not connected to all neurons

of the previous layer, but only to the neurons that are within the support ΩK of the kernel

K, i.e., a subset of neurons that is spatially close to the neuron’s position. While this

sparse interaction between subsequent layers drastically reduces the number of network

parameters, the layer’s receptive field is restricted by the kernel size, e.g., in the case of

images, a neuron does not see all pixels of the previous layer anymore. As in consecutive

convolution layers, the support of the kernels is summed up, deep CNNs still obtain large

receptive fields. Therefore, deep CNNs obtain a large receptive field from consecutive

convolution layers as the effective support of the kernels is summed up.

In addition to the sparse interaction, the weights on the connections are shared among

all neurons in the same layer, which reduces the network parameters as compared to

dense layers even more. This particular form of parameter sharing of the kernel K of

the convolution operation allows interpreting the output of a convolution layer as a local

image feature, e.g., an edge or blob. Deep CNNs are able to model more global image

features by consecutive convolution layers.
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The image features represented in a convolution layer are independent of the position

on the image, i.e., they are translation equivariant. This means that when the input is

translated by a certain number of pixels, the output of the convolution layer is translated

in the same way. Furthermore, the number of parameters of a convolution layer only

depends on the size of the kernel, hence, it is independent of the input image size.

2.4.1.2 Terminology

The convolution layer introduces new terminology to neural networks, which we describe

in the following.

In dense layers, the number of features denotes the number of neurons. In convolution

layers, however, the number of features denotes the size of the channel dimension. For

example, for a two-dimensional image of size 128 × 128 and 32 channels, the number of

features is 32, although the number of neurons is 128× 128× 32 = 524, 288.

When describing the kernel size, the size of the kernel’s channel dimension is usually

not mentioned, as it is implicitly defined by the number of channels of the layer’s input.

For example for a convolution layer that has an image with 64 channels as input, 16

channels as output, and a kernel size of 3× 3, the input images will be convolved with 16

different kernels, each having a size of 3× 3× 64. This convolution layer will have in total

3 × 3 × 64 × 16 = 9, 216 weights. Note that the number of weights in independent from

the width and height of the image.

When convolving an image with a discrete kernel of a specific size as in Eq. (2.26), the

output of pixels on the border is not defined, as the kernel would cover pixels outsize the

input region. There are multiple techniques for handling the pixels on the border. The

first technique is to convolve the kernel only over the defined input region. Although this

would cover all existing pixel values, it would also reduce the image size, e.g., for input

size 128 × 128 with a kernel size 7 × 7 the output size would be 122 × 122. The reduced

image size is problematic for image-to-image networks, e.g., used for segmentation, as the

pixels on the image border would not be labeled. A technique that prevents reducing the

image size is padding. Using the same example as before, the input of size 128×128 would

be padded to have a size of 134× 134 before convolving it with a 7× 7 kernel, such that

the output would still be 128×128. A comparison of a convolution layer with and without

padding is visualized in Fig. 2.12. There exist multiple padding techniques, e.g., reflecting

the image, or duplicating the last and first row or column on the border, while the most

dominantly used padding is zero padding, which sets the padded values to zeroes.

Another term that is important for convolution layers is the stride. The stride defines

the number of pixels the kernel is translated between on the input image neighboring

pixels of the output image. Hence, the stride can be used to reduce the image size by an

integer factor. As an example Fig. 2.13 shows a convolution of size 2 × 2 with a stride

2× 2 that halves the input width and height.
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. . .

. . .

Figure 2.12: Visualization of a convolution operation without padding and with padding. The
top row shows a convolution without padding, where the size of the output image is reduced; the
bottom row shows a convolution with padding, where the size of the output image stays the same.

. . .

Figure 2.13: Visualization of a convolution operation with a stride of two. As not only the kernel
size but also the stride is 2× 2, the image size is halved after applying the convolution operation.

2.4.2 Pooling Layers

Pooling layers have the same spatial properties of convolution layers, but in contrast of

convolving the input image with learned weights of kernel K as in Eq. (2.26), the pooling

operation pool(x; I,K) that maps pool : Rd → R applies a function f to the pixels that

are within the support of kernel K, i.e.,

pool(x; I,K) = f({I(x− y) |y ∈ ΩK}), (2.27)

The most commonly used functions are average and maximum [170], which set each output

pixel to the average or maximum of the input pixels inside the kernel (see Fig. 2.14).

These functions are parameter-free, hence, they do not increase the number of network

parameters.

In contrast to convolution layers, where a kernel K covers the whole input channel

dimension, pooling layers are applied to each input channel separately and independently.

For example, a pooling layer with kernel size 2 × 2 and stride 2 × 2 with an input layer

of size 64 × 64 with 16 features will create an output image of size 32 × 32 with also 16

features. Also note that while in convolution layers the channel size of K is typically not
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Figure 2.14: Computing the output values of a discrete pooling operation. The top row shows a
max pooling, whereas the bottom row shows average pooling. The pooling layers have a kernel of
size 2× 2, while the stride is also set to 2× 2 to reduce the image size.

mentioned but implicitly defined by the number of input channels, in pooling operations

the channel size of K is not mentioned as it is one.

Pooling layers are mostly used to reduce the image size within the network. Thus, they

are typically used with a stride larger than one. When using max pooling and setting the

stride equal to the pooling size, the layer introduces slight translation, rotation, and scale

invariances. As it does not matter for the output of the pooling operation at which position

of the kernel the input has the maximum value, slight translations, rotations and scalings

produce the same result.

2.4.3 Fully Connected Layers

In the context of CNNs, a fully connected or dense layer is the same as the basic layer of

an ANN, i.e., every input neuron is connected to every other output neuron. Such layers

are used in classification and regression networks to transform the intermediate output

images of convolution or pooling layers to the final network output. Hence, such layers

model functions that transform image-based features into high-level concepts like class

probabilities and regression values.

...

...

Figure 2.15: Visualization of a fully connected layer. A single output neuron (e.g., the yellow
neuron) of a fully connected layer is connected to all input neurons, thus, introducing lots of weights
and network parameters. Multiple output neurons form the output of the fully connected layer.
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While these layers are necessary for certain tasks, they impose major drawbacks to

CNNs. First, in contrast to convolution layers, where the number of parameters is depen-

dent on the kernel size, the number of parameters of fully connected layers is dependent

on the number of input neurons. Another implication of that is that CNNs with fully

connected layers are not independent of the size of the input images anymore, thus, can

only be applied to images of the same size. Second, such layers often account for the

majority of network parameters, which could easily lead to overfitting [128]. A lot of

research focused on reducing drawbacks of fully connected layers, e.g., by replacing them

with other layers like global average pooling [84], by putting more computational capacity

into the convolution layers of the network [52], or by regularizing the network parameters

to prevent overfitting (see Section 2.5).

2.4.4 Transposed Convolution Layers

The transposed convolution layer is also called backward convolution, fractionally strided

convolution, or deconvolution [88, 117, 126]. The name transposed convolution originates

from the implementation. When implementing convolutions with matrix operations, the

internal matrix that is used in the calculations of the forward and backward passes is

transposed as compared to the normal convolution layer. Hence, the layer can easily be

implemented by exchanging the forward and backward passes of a standard convolution

layer. The transposed convolution layer is able to model the same functions as the normal

convolution layer [47]. However, it has different properties when being applied with stride

or padding (see Fig. 2.16). As the layer can be seen as a convolution in the backward

direction, e.g., a stride of 2 does not halve, but it doubles the image size. Thus, also the

name fractionally strided convolution, because a transposed convolution layer with stride

2 can be interpreted as a convolution layer with a stride of 1/2.

. . .

Figure 2.16: Computing the outputs of a transposed convolution layer. The shown transposed
convolution has a kernel size of 4 × 4, padding of 4 × 4, and a stride of 2 × 2. This example
shows that transposed convolution operations may be used to increase the image size and learn
upsampling functions.

Due to the possibility of increasing the image size, the transposed convolution layer is

mainly used for upsampling intermediate images in fully convolutional networks [88, 117,

126]. In such applications, the layer learns an upsampling function. However, when not

used carefully with wrong hyperparameters, the layer causes image artifacts [102]. In our
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networks, we observed that using a fixed upsampling function, e.g., nearest neighbor or

linear upsampling works better than learning the upsampling function with a transposed

convolution layer. Moreover, when using fixed upsampling layers that do not incorporate

learned parameters, the number of network parameters is smaller as compared to using

transposed convolution layers.

2.4.5 Other Convolution Layers

There exist more modifications to the convolution layer, which change how the neurons

and weights are connected between layers. For example, dilated convolution [13, 166]

make the convolution kernel sparse, thus, they increase the layer’s receptive field while

keeping the kernel parameters low. Another example is grouped convolutions [78, 159],

which change how the convolution kernel connects the feature channels among layers.

This can reduce the number of network parameters while only marginally reducing the

computational capacity of the network. As in our networks, we do not use such convolution

layers, we do not discuss them in more detail, but refer to overviews as, e.g., in [47].

2.5 Network Regularization

Determining an appropriate capacity of a machine learning model is essential for high

performance (see Section 2.1.2). This is especially difficult for ANNs due to their flexible

structure leading to countless possible architectures as well as possible training strate-

gies, resulting in numerous hyperparameters. Furthermore, due to their high number of

parameters, ANNs are prone to overfitting.

To evaluate which hyperparameters result in the best performance, the validation error

needs to be tracked and observed during training. For ANNs it is especially critical that

they are not optimized too excessively to the training data, as otherwise, they are likely

to start overfitting. Hence, it is also important to appropriately set the network solver’s

hyperparameters, e.g., mini-batch size, learning rate, and the number of training iterations

(see Section 2.3.1).

So far, we only discussed that we can change the model complexity in terms of network

architecture and the learning algorithm’s hyperparameters to reduce the generalization er-

ror. However, we can also give a learning algorithm preference for simple hypotheses, i.e.,

solutions. A complex hypothesis will be chosen only if it fits the training data signifi-

cantly better. Any modification to a learning algorithm that is intended to reduce its

generalization error but not its training error is called regularization.

2.5.1 Weight Regularization

A basic regularization technique that is frequently used in various machine learning meth-

ods is weight regularization. As large weights in machine learning models often indicate

overfitting, the idea of weight regularization is to prefer models with small weights. This
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is in line with Occam’s razor, which states that when two hypotheses (machine learning

models in our case) provide the same solution, prefer the simpler one (i.e., the one with

less or smaller weights).

For ANNs, weight regularization adds a term penalizing large network weights w to

the loss function L. Here, w is a vector consisting of all weights of all layers of the

network. When adding the squared magnitude of w, i.e., the squared L2 norm, of the

weights multiplied with a factor λ to L, the total loss is defined as,

L = L+ λ‖w‖22. (2.28)

This L2 weight regularization is also called weight decay. Due to the squared magnitude,

large weights are penalized much and small weights are preferred.

In deep CNNs, weight regularization is frequently used due to its potential for reducing

overfitting. However, the factor λ has to be chosen carefully. If λ is too large, the

optimizer focuses too much on minimizing the norm of the weights (?? and Eq. (2.28)),

and not on minimizing the actual loss of the task. Nevertheless, a reasonably small weight

regularization factor λ does not hinder the optimizer from minimizing the loss of the task,

while it reduces out-of-scale network weights and overfitting.

2.5.2 Dropout

Dropout is a recent and highly effective regularization technique for ANNs [129]. The

principle of dropout is to randomly deactivate neurons during training, by setting the

neurons’ activation value to zero with a certain probability p. Therefore, dropout may be

interpreted as a way of regularizing a neural network by adding noise to its hidden units.

During inference, the features are not randomly deactivated any more, but the activation

values are multiplied with the factor p to bring them into scale.

As for every training iteration, different neurons are randomly deactivated, dropout has

some beneficial effects that reduce overfitting of ANNs to the training data. First, due to

these unreliable feature activations, dropout enforces the layer to not only rely on a specific

feature but to combine information from multiple features. The layer needs to incorporate

multiple sources of information to activate a feature, which reduces overfitting and leads

to more diverse features. Second, the random feature deactivation can be considered

as sampling multiple networks with a similar structure. For every training iteration,

a different network that shares weights with other similar networks is being optimized.

During inference, all sampled networks are combined into a single neural network, which

represents an ensemble of all trained networks.

Interestingly, networks that use dropout extensively often have a training loss that is

larger than the validation loss. The reason for that is that the individually sampled training

networks have a smaller capacity than the ensemble that is used during inference. Hence,

when using dropout, the number of intermediate features might need to be increased for

the network to have the same modeling capacity as the network without dropout.
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(a) Input image. (b) Augmented image.

−1 1

input

augmented

(c) Intensity histograms.

Figure 2.17: Example of the employed data augmentation techniques. The images on the top
show an example input and its augmented version, where random translation, scaling, rotation,
and elastic deformations are applied. Furthermore, the intensity values were scaled and shifted, as
seen in the intensity histograms at the bottom

2.5.3 Data Augmentation

Another regularization technique for deep neural networks of utmost importance in the

medical imaging domain is data augmentation [17, 117]. With data augmentation, the

training examples are modified by random transformations to better cover the theoretical

input data distribution of the machine learning task. Although each synthetic training

example correlates with its original unmodified training example, data augmentation still

drastically increases the number of different examples that the machine learning program

observes during training.

Different from the computer vision domain, in the medical imaging domain, many ways

of augmenting data can be used to modify the training examples, such that the augmented

training examples still look realistic. An example of an augmented hand radiograph is
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given in Fig. 2.17. We mainly use two input data augmentation techniques in this thesis:

intensity transformations and spatial transformations.

Intensity transformations directly modify the pixel/voxel values of the image/volume.

Transformations include shifting (i.e., addition) and scaling (i.e., multiplication) with ran-

dom values from a certain range, as well as adding pixel-wise noise. Such intensity aug-

mentations are especially useful when dealing with imaging modalities, where the intensity

value range is not fixed either due to fluctuating illumination (e.g., in microscopy) or un-

known scale (e.g., in Magnetic Resonance Imaging (MRI)).

Spatial transformations modify the orientation and shape of the object that is visible

in the image/volume. Transformations include translation, scaling, rotation, as well as

elastic deformations. Although CNNs have properties to be invariant to translations, as

well as slight scalings and rotations, we found spatial transformations crucial for preventing

overfitting. This is due to the fact that random spatial transformations combined with

resampling may modify the images sub-pixel-wise. When translating an image by an

integer value and using it as an input for a convolution layer, the output of the convolution

layer will be exactly the same for both images but translated by the same integer value.

As this also leads to the same gradient for the convolution layer (if we are neglecting the

pixels on the border), this is not useful for augmenting the data to prevent overfitting.

When translating an image by a float value (i.e., in sub-pixel space) however, the output

of a convolution layer will be slightly different for both images. This leads to different

gradients, which is beneficial for preventing overfitting. We also found elastic deformations

to be very beneficial. While they are not used in the computer vision domain, as they would

produce images that are unrealistic, in the medical imaging domain elastic deformations

produce images that still look realistic, especially for volumetric images showing regions

of soft tissue. We implement elastic deformations by randomly translating points on a

regular grid on the input image and interpolating the image intensity values with third-

order B-splines. These elastic deformations transform the image inhomogeneously, i.e.,

different regions in an image are transformed differently.

In practice, when working with a new dataset, we initially examine the training data

and perform experiments to estimate the data augmentation hyperparameters. We found

that slightly exaggerated data augmentation hyperparameters that generate slightly unre-

alistic images are beneficial for training CNNs. With such images, the networks learn to

solve a more difficult task during training, while the validation or testing data are more

likely to be within the data distribution that has been observed during training. Due to

the typically large number of data augmentation hyperparameters, when we found good

hyperparameters that cover well the training data distribution, we fix them for this dataset

and do not modify them for subsequent experiments anymore.

Although data augmentation may also be used during inference by merging differently

augmented predictions, in our experiments, we only apply data augmentation during train-

ing. For this, we implemented a CNNs training framework that performs on-the-fly train-

ing data augmentation with hyperparameters that are randomly sampled from specified
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ranges (see Chapter 6). Due to this on-the-fly generation of training images, the network

practically never observes exactly the same training examples, which hinders the network

from learning the training examples by heart and drastically reduces overfitting.

2.6 Summary

In this chapter, we have given an introduction to machine learning in general. As our

proposed methods are based on ANNs, we have explained the basic framework for training

ANNs in more detail. We have introduced terminology that we will use throughout the

thesis, which is required for defining neural networks, as well as for optimizing them for

solving various tasks. Moreover, we have introduced CNNs and their building blocks

extending basic ANNs. Finally, we have shown regularization techniques utilized within

this thesis, which improve the performance of CNNs to generalize better to unseen data.
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Nobody expects the Spanish Inquisition! Our chief weapon is surprise...surprise

and fear...fear and surprise.... Our two weapons are fear and surprise...and

ruthless efficiency.... Our three weapons are fear, surprise, and ruthless ef-

ficiency...and an almost fanatical devotion to the Pope.... Our four...no...

Amongst our weapons.... Amongst our weaponry...are such elements as fear,

surprise.... I’ll come in again.

Cardinal Ximénez

In this chapter, we will give an overview of the task of landmark localization in general.

In Section 3.1, several related tasks and common terminology are defined. In Section 3.2,

we show how to incorporate graphical models into landmark localization, while in Sec-

tion 3.3 we list some methods of how to extract image features. Finally, in Section 3.4,

we give a short overview of how Convolutional Neural Networks (CNNs) are being used

specifically for the task of anatomical landmark localization, while we present our specific

contributions to the research field in Section 3.5.

3.1 Landmark Localization

Landmark localization in general is the task of both identifying and determining the coor-

dinates of (multiple) specific landmarks in images. Many different tasks in the computer

39
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vision as well as the medical imaging domain deal with landmark localization. In computer

vision, the tasks range from hand pose estimation [33], over face alignment [85], to human

pose estimation [145]. In medical imaging, the tasks range from localizing landmarks inside

organs like heart [104] or brain [169] for subsequent registration, over localizing landmarks

on the border of organs like the lungs [61] for segmentation, to localizing landmarks on

lateral cephalograms [152] or spine Computed Tomography (CT) volumes [44] for diagnos-

tic purposes. All the aforementioned tasks in both computer vision and medical imaging

have in common that they use a d-dimensional image I : ΩI ⊂ Rd → R to determine

the coordinates xi ∈ ΩI of N specific landmarks Li with i = 1 . . . N . Note that some

previous works use the term landmark localization for the task of localizing landmarks

without their identification or naming, e.g., localizing all centroids of vertebrae without

determining their type or label. Throughout the thesis, when using the term landmark

localization, we always refer to the task of determining both the coordinate and the label

of specific landmarks.

Due to the variable visual appearance and shape of landmarks on images, modern

methods for landmark localization are based on machine learning, often combining local

feature responses with handcrafted graphical models encoding the global spatial configura-

tion of landmarks. In the following, we will describe various graphical models and feature

extraction methods for landmark localization.

3.2 Graphical Models for Landmark Localization

Since in earlier methods the image feature extraction techniques were not as advanced as

nowadays with Random Forests (RFs) or CNNs, strong models of the spatial configuration

of landmarks were even more important back then. Especially in the medical imaging

domain, approaches incorporating models of the spatial configuration of landmarks are

extensively used, since they efficiently capture the anatomical variation, which can already

be observed on a small number of training images. There are several different techniques

of how to use graphical models of the spatial configuration of landmarks. In the following,

we will give an overview of the most important ones.

3.2.1 Active Shape Models

Frequently used in tasks of the medical imaging community, the seminal work of Cootes

et al. [22] introduced Active Shape Models (ASMs) that model points on borders to seg-

ment structures like hands or the heart ventricle. These active shape models represent the

mean shape as well as the shape variation learned from a set of training shapes. See Fig. 3.1

for an example for the shapes of a resistor, as well as shape variations of the resistor model

and a hand model. After aligning all M training shapes with the generalized Procrustes

algorithm, with xi = (x1, y1, . . . xN , yN )T being a vector of all x and y coordinates of the
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(a) Resistor. (b) Resistor variation. (c) Hand variation.

Figure 3.1: Example of active shape models. The left image shows the aligned points of various
shapes of a resistor with the mean shape as an overlay. The image in the center shows how the
three most important parameters with the largest eigenvalues change the shape of the resistor.
The image on the right shows how the parameters change the shape of a hand model. The figures
are taken from [22].

N landmarks, the mean shape is defined as

x̄ =
1

M

M∑
i=1

xi. (3.1)

With this, the covariance is calculated as

S =
1

M

M∑
i=1

(xi − x̄)(xi − x̄)T . (3.2)

With Principal Component Analysis (PCA), S is decomposed into M eigenvalues λi and

eigenvectors pi, while only the t eigenvectors with the largest eigenvalues are kept. These

t first eigenvectors then form the matrix P, which is used to define the allowable shape

domain as

x = x̄ + Pb, (3.3)

where b is a vector of weights. Given a new input image, the mean shape is put to an

initial position and is iteratively refined by moving each landmark to the closest edge of

the image, while restricting the shape to the allowable shape domain.
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A drawback in the originally proposed active shape models is that they only take

edge-based features of the local surroundings of a landmark into account. Various works

improved on that drawback by also taking other appearance features into account, while

still using the active shape model as the landmark model. Cootes et al. also introduced

active appearance models [20] that deal with this drawback by not only modeling the

average shape of the target structure but also its average appearance. However, a drawback

of these active appearance models is the pixel-wise matching of the appearance information

of the whole model, which may be too restrictive. Cristinacce and Cootes [25] proposed to

use constrained local models that learn the appearance only locally around the landmarks of

the shape model. This approach showed to be more robust than active appearance models,

while also allowing more descriptive local appearance as compared to ASMs. In [21]

and [85], Cootes et al. further improved upon the constrained local models by using

Random Regression Forests (RRFs) as the local appearance model around each landmark.

Here, an RRF takes a local patch around the landmark location as input and votes for

the most probable location of the landmark.

3.2.2 Pictorial Structures

Other shape-based models that have been used frequently in the computer vision com-

munity for human pose estimation and face point localization are Pictorial Structures

(PS) (see Fig. 3.2). The theory on the PS dates back to the 1970s when it was proposed

by Fischler and Elschlager [35]. The individual parts of the deformable PS model, e.g.,

eyes, mouth, and nose, are connected via spring-like connections, which allows modeling

a variety of different spatial configurations while dismissing infeasible ones (see Fig. 3.2a).

In general, matching a pictorial structure to an image I is performed with energy

minimization, while the energy depends on how well the individual part locations match

the content of the image, as well as how well the individual parts agree with the deformable

model. The deformable model is described as a graph G = (V,E), where the vertices

V = v1, . . . , vN are the N landmarks or parts, and if part vi is connected with part vj ,

there exists an edge with (vi, vj) ∈ E. An instance of a model configuration is defined

as X = {x1, . . . ,xN}, where xi specifies the location of part vi. With mi(xi) being a

function measuring the degree of mismatch for part vi with the image, and dij(xi,xj)

being a function measuring the degree of deformation of the model when part vi is located

at xi and vj at xj , the optimal match
∗
X of the model to the image is defined as

∗
X = arg min

X

∑
vi∈V

mi(xi) +
∑

(vi,vj)∈E
dij(xi,xj)

 . (3.4)

In the eminent work of Felzenszwalb and Huttenlocher [34], the authors formulated

an efficient statistical framework for both modeling and matching of PS. In this frame-

work, the aim is to estimate the distribution p(X | I, θ) which defines the probability that
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(a) Pictorial structure of a face.

(b) Face example. (c) Appearance. (d) Connections.

(e) Pose example. (f) Appearance. (g) Connections.

Figure 3.2: Example of pictorial structures. The second row shows an example, appearance
features, and connection features for the face point model, the third row for the human pose model
of [34], respectively. The image on the top is taken from [35], while the other images are taken
from [34].

the configuration of the model is X, given the image I and model parameters θ. With

p(I |X, θ) being the probability of seeing a particular image given that the object is at

some location, and p(X | θ) being the probability that an object is at a particular location,

applying Bayes’ rule leads to

p(X | I, θ) ∝ p(I |X, θ)p(X | θ). (3.5)

Felzenszwalb and Huttenlocher [34] parametrize their PS model with θ = (u,E, c), where

u = {u1, . . . , uN} are the appearance parameters of the parts, E defines which parts are
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connected, and c = {cij | (vi, vj) ∈ E} are the connection parameters. When applying

Maximum-A-Posteriori (MAP) estimation this leads to

p(X | I, θ) ∝

∏
vi∈V

p(I |xi, ui)
∏

(vi,vj)∈E
p(xi,xj , | cij)

 . (3.6)

With this framework, there are multiple possibilities of representing objects with both

appearance features ui and connection features cij . Felzenszwalb and Huttenlocher [34]

show two examples of matching face points and human poses. For face points, they set

the appearance features to be mixtures of Gaussian derivative functions of the image, and

connection features as the mean and covariance of relative positions of parts. For human

poses, they set the appearance features to depend on the number foreground and back-

ground pixels within rectangles surrounding the body parts, and the connection features

to force parts being connected at locations of joints.

Similar to the original formulation of ASMs, the original formulation of PS had short-

comings in the definition of the appearance and connection features. Several works im-

proved upon them by applying better image feature extraction methods, e.g., by transfer-

ring appearance models between body parts [32] or by using discriminative features with

AdaBoost [3]. Another research direction in the PS framework was to enrich the connection

features by allowing higher-order features [140] or more complex joint relationships [161].

3.2.3 Markov Random Fields and Hidden Markov Models

Other frequently used graphical models in medical image analysis are based on MRFs or

HMMs. Such models have been successfully used to localize landmarks in many applica-

tions, like lung segmentation [61], brain registration [141], and analysis of whole-body CT

scans [116, 147], spine CT scans [42, 74], and hand radiographs [28, 130]. Similar to PS,

MRFs and HMMs are typically used to model both unary and pairwise terms in a graph

of landmarks. Hence, they also combine responses from image features as the unary terms

with the relative positions among landmarks as pairwise terms. However, differently to

PS, which are often restricted to tree-like graphs, methods using MRFs or HMMs typically

allow more general graphs. Moreover, they are often applied on top of the unary local

predictions of individual landmarks, while the unary predictions are independent. Usually,

in a refinement step after predicting multiple possible solutions from image features as the

unary terms, such models then identify the most probable solution out of the initial ones

based on the pairwise terms.

While in general MRFs and HMM are able to model also higher-order terms, typically

they are used with unary and pairwise terms. Same as in PS, the MRF or HMM is

described as a graph G = (V,E), where the vertices V = v1, . . . , vN are the N landmarks,

and if landmark vi is connected with part vj , there exists an edge with (vi, vj) ∈ E. The
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(a) Hand graph. (b) Body graph. (c) Spine positions.

Figure 3.3: Example graphs for Markov random fields and hidden Markov models. The image
on the left from [28] shows a graph of landmarks of the hand that was calculated automatically
and used to refine predictions with a Markov Random Field (MRF). The image in the middle
from [147] shows a manually created graph for landmarks of a whole-body CT scan. The image
on the right from [42] shows the variation of landmarks around individual vertebrae of the Hidden
Markov Model (HMM) of CT images of the spine.

models are optimized via an energy minimization function, which is defined as

∗
X = arg min

X

∑
vi∈V

ui(xi) +
∑

(vi,vj)∈E
pij(xi,xj)

 , (3.7)

where ui represents the unary terms, and pij the pairwise terms of the landmarks.

While MRFs and HMMs are very powerful in terms of modeling capacity, they may

be too restrictive. For example, Glocker et al. used an HMM-based refinement step in

their work on vertebrae localization [42], while refraining from this refinement step in the

subsequent work [44], as they observed that HMMs were too restrictive, leading to worse

solutions in pathological cases. Thus, especially for cases being far away from the healthy

norm, which are underrepresented in the training data, the HMMs was not able to model

the prior of the landmark distribution satisfactorily from the observed data. Similarly, in

works of our research group, we also restricted results with MRFs in [130], while in the

follow-up work [147], we directly included a geometric landmark model into an iterative

method, leading to better results.
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3.2.4 Other Graphical Models

There are also other ways of integrating graphical models into landmark localization.

For example, search strategies on localizing the next landmark based on previous pre-

dictions [70, 87, 111]. In [70], at first the whole spine, then cervical/thoracic/lumbar

vertebrae, and finally each vertebra individual are iteratively localized within smaller and

smaller search spaces. The method of [87] successively restricts the search space of a

landmark based on the relative positions of predictions for other landmarks. With such

search space restrictions, the runtime can be greatly reduced, while also delivering bet-

ter performance due to removing false-positive predictions that are outside of the search

space.

Also, simpler models, specifically designed with the target task in mind are applied

in landmark localization. For example in vertebrae localization, due to the specific shape

of the spinal column, models of polynomial curves may be fitted through the landmarks

in the center of the vertebrae [59, 113]. Due to all vertebrae being present on the line

through the spinal column, such polynomials may be used to model both the order of the

vertebrae as well as the shape of the spine.

3.3 Image Feature Responses for Landmark Localization

For an accurate landmark localization, not only graphical models of the relative positions

of landmarks but also image feature extraction methods capable of observing the local

surroundings of landmarks are important. In earlier methods for landmark localization,

due to the lack of fast and powerful image feature extraction methods, mostly handcrafted

features were used. For example in the original work of ASMs [22], the landmarks were

required to be on strong edges. The image feature responses, in this case, were based on

image edges, i.e., large magnitudes of image gradients. Another way of using local image

information is to use templates of the surroundings of landmarks. For example in [25], a

template based on an active appearance model for every landmark is learned and used for

subsequent matching. Other frequently used image features are low-level image features.

In [34] for example, the image features of the pose model included the ratio of foreground

to background pixels in a box around the target structure. In their face point model, they

used image features based on differential Gaussian functions.

While there exist many other methods for constructing handcrafted features for land-

marks, nowadays mostly machine learning based feature extraction is used. Before the

deep learning boom, RFs were predominantly used for feature extraction in anatomical

landmark localization. In Section 3.3.1 we will explain how RFs perform feature extrac-

tion. In Section 3.3.1 we will then show how current CNNs are used for this task.
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(a) Haar-like box features. (b) Classification. (c) Regression.

Figure 3.4: Example of features used for classification and regression random forests. The image
on the left shows a hand radiograph with a visualization of Haar-like features. The image in the
middle shows how such features are used in RFs performing classification of each pixel. The image
on the right shows RFs performing regression by estimating offsets to each landmark from the
observed features at each sample. The middle and right images are adapted from [43].

3.3.1 Random Forests

RFs are a supervised machine learning technique (see Section 2.1) that may be used for

both classification and regression tasks [10]. In general, the task for RFs is to obtain

a posterior distribution p(y |x), where x ∈ Rn is an observation represented as an n-

dimensional input vector, and
∗
y ∈ Rm is the m-dimensional target. An RF consists of

multiple decision trees that are combined to generate a more robust prediction, while the

predictions p(t)(y |x) of each of the T decision trees are combined by averaging

p(y |x) =
1

T

T∑
i=1

p(t)(y |x). (3.8)

From a large set of possible features, the individual decision trees are trained to identify

the features that maximize measures based on the entropy or the information gain with

the target task in mind. When performing tasks on images, box features based on Haar-

wavelets are often used in RFs (see Fig. 3.4a), since such features may be efficiently

calculated [150].

Both classification and regression forests were used extensively for anatomical land-

mark localization [21, 24, 28, 31, 42–44, 85, 130, 147, 161].

In classification forests, the task is to assign to each pixel the label of its underlying

structure, e.g., the underlying vertebrae in the task of vertebrae localization [44]. In this
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example, the task is not directly a localization task, but more an (approximate) multi-

label segmentation task (see Fig. 3.4b). The localization predictions are identified by

taking, e.g., the center of mass of the predicted classification labels. A drawback of such

classification forests is that the image region that is used for the prediction of a pixel is

limited.

(a) Carpal. (b) Little finger. (c) Ring finger. (d) All landmarks.

Figure 3.5: Example heatmap outputs from random regression forests. The heatmaps are gener-
ated with the first stage of the method of Urschler et al. [147] and are shown as an overlay on top
of the input image. In the first three images, the target landmarks are marked with a white circle.
The last image shows the merged heatmap outputs for all landmarks.

In regression forests, the task is to estimate the position of the target landmark, based

on the underlying structure of the current sample [21, 31, 42, 85, 130, 147]. Based on the

features seen at the current sample, an offset to all landmarks is calculated (see Fig. 3.4c).

This is different from classification forests, as in RRFs samples from potentially every

position of the image may contribute to the prediction of each landmark. When performing

inference of RRFs, for every pixel of the image, the location of the target landmarks can

be estimated. All these predicted locations for each landmark i are accumulated and form

a heatmap Hi(x) with Hi : Rd → R, which is an image representing a pseudo-probability

of the landmark i being located at coordinate x. The actual landmark coordinate may

then be obtained by, e.g., taking the coordinate where the heatmap has its maximum

value. Some example heatmaps of landmarks on hand radiographs obtained with the first

stage of the method of Urschler et al. [147] are shown in Fig. 3.5. Here, in the first image

showing the heatmap of a landmark located on a carpal bone, one can observe that the

responses are concentrated near the correct position of the landmark. However, in the

heatmaps of the fingertips of the little and ring finger, the responses are more ambiguous

and similar for all fingertips. This shows the difficulty of standard RRFs to incorporate

global context information.

Due to the high accuracy and robustness, RRFs were frequently used for landmark
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localization. Several works dealt with the challenge of how to incorporate global context

information into the prediction of RRFs. While many methods include global context

information with graphical models, e.g., ASMs [21, 85], MRFs [28, 130], and HMMs [42],

other methods aim to robustly combine both local and global features into the RRF

framework. For example, [31] have adapted the seminal work of [24] on organ bounding

box localization to first robustly restrict the predicted region based on global appearance

features, followed by accurate localization based on local features. However, their perfor-

mance is highly dependent on whether the first cascade stage delivers robust predictions

since in the second stage only accuracy can be improved. Later, to eliminate false-positive

predictions from local appearance feature responses, Urschler et al. [147] integrated spatial

configuration of landmarks into a random forest that uses global appearance as well as

geometric features. Thus, they mimicked an MRF within a single, unified RRF framework.

3.3.2 Convolutional Neural Networks

Due to their superior image feature extraction capabilities and with the help of large

annotated training datasets like ImageNet [119], many tasks in computer vision have

recently seen a disruptive shift towards CNNs [79], including landmark localization.

DNN-based refiner

send refined values
to next stage

DNN-based regressor

Figure 3.6: Coordinate regression for human pose estimation using CNNs with iterative refine-
ment. The images show the architecture from [145]. The initial stage uses a crop around the
person as input to generate the first initial predictions of the target landmarks. The subsequent
stages use a smaller crop around the previous landmark predictions to generate coordinate offsets
that refine the previous predictions.

The first CNNs for landmark localization directly regressed the coordinates of the

landmarks, e.g., Sun et al. [136] for localizing face points and [115, 145] for human pose

estimation. Here the outputs of the CNN are directly the coordinates of the landmarks

(see Fig. 3.6), i.e., with a d-dimensional image I : ΩI ⊂ Rd → R as an input the CNN pre-

dicts for each of the N landmarks a d-dimensional coordinate vector xi ∈ ΩI by modeling

the function f : I → RN ·d. The function is learned with a loss function incorporating a

measure of the distance of the target coordinate
∗
xi to the predicted coordinate x̂i, e.g.,

the L2 loss [115]. While these methods doing coordinate regression already made use of

the powerful feature extraction capabilities of CNNs, directly regressing the coordinates

involves a difficult to learn, highly nonlinear mapping from input images I to point coor-
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dinates [114]. Hence, such coordinate regression CNNs often suffered from initially bad

predictions and needed several refinement steps to make the predictions more accurate.

For example, both Sun et al. [136] for face alignment and Toshev and Szegedy [145] for

human pose estimation used cascades [27] of three to four carefully designed CNNs. In

each step of the cascade, the predictions are iteratively refined based on local regions

around the previous predictions (see Fig. 3.6). A disadvantage of such methods is that

they highly depend on the success of predictions from all previous stages of the cascade

since there is no mechanism to recover from prediction errors. To diminish this limitation,

Chen and Yuille [15] proposed to combine coordinate predictions with a graphical model,

which led to both more accurate and robust predictions.

Figure 3.7: Heatmap regression for human pose estimation using CNNs. The images show the
architecture from [142]. In a sliding window approach the center pixel of each window is regressed,
representing a heatmap of the landmark visualized as a red overlay to the input. For pixels far
away from the position of the target landmark, the heatmap values are zero; for pixels near the
landmark, the values get higher, while the maximum value is at the exact location of the landmark.

Instead of regressing coordinates, [142] proposed an image-to-image mapping based

on regressing heatmap images, which encode the pseudo-probability of a landmark being

located at a certain pixel position. In [142], the CNN takes a cropped patch of the input

image and regresses the pseudo-probability that the pixel on the center is the location

of the sought for landmark, i.e., the CNN uses the d-dimensional cropped patch C ⊂ I

from image I : ΩI ⊂ Rd → R as an input to model the function f : C → R. In a

sliding window approach, crops from all positions of the image are used to generate the

full pseudo-probability heatmap H : ΩI ⊂ Rd → R of each of the N landmarks. Thus,

their network for human pose estimation learns to generate high responses on locations

close to the target landmarks, while responses on wrong locations are being suppressed

(see Fig. 3.7). The work of Tompson et al. [142] also integrates the binary term of an

MRF model inside the CNN architecture. However, they showed shortcomings in both

the inefficient sliding window approach using parameter intensive fully-connected layers,

as well as the separate training stages of predicting heatmaps and applying the graphical

model.

With the rise of fully convolutional network architectures [88, 126] enabling efficient

image-to-image modeling with CNNs, methods performing heatmap regression also made

the switch from CNNs incorporating fully-connected layers to fully convolutional CNNs
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(a) Network architecture from Pfister et al. [114].

(b) Network architecture from Wei et al. [155].

Figure 3.8: Heatmap regression for human pose estimation using fully convolutional CNNs. The
images show the architectures from Pfister et al. [114] and Wei et al. [155]. Due to incorporating
only two pooling layers, Pfister et al. [114] achieve a large receptive field by convolution operations
with large kernel sizes. Wei et al. [155] include more pooling layers, however, both methods do not
incorporate upsampling layers, hence reducing the network output resolution.

incorporating only convolution and pooling layers (see Fig. 3.8). In the fully convolutional

heatmap regression framework, the CNN takes the full input image I : ΩI ⊂ Rd → R to

model the function f : I → HN that predict N heatmaps H : ΩI ⊂ Rd → R for all land-

marks simultaneously. Pfister et al. [114] use a fully convolutional network architecture for

human pose estimation, which incorporates many convolution layers but only few pooling

layers (see Fig. 3.8a). Therefore, to achieve a large receptive field required for observing

the whole human pose, they needed to reduce the network input resolution, which hinders

high accuracy, while at the same time they needed to use convolution layers with large ker-

nels, which introduces many network parameters. Moreover, they needed to incorporate
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a second parallel path in their network with even larger kernel sizes to obtain valid pose

predictions. Wei et al. [155] incorporated more pooling layers in their network, thus the

input image does not need to be that drastically downsampled (see Fig. 3.8b). However,

same as Pfister et al. [114], they also need to incorporate large kernel sizes, while the out-

put resolution of the networks is reduced a lot. Furthermore, both methods of [114, 155]

use network architectures that seem ad hoc and unstructured in terms of having different

kernel sizes, number of features, and convolution layers.

(a) Schematic representation of stacked hourglass networks for heatmap regression.

(b) Internal representation of a single hourglass network.

Figure 3.9: Heatmap regression for human pose estimation using stacked hourglass networks.
The images show the architecture from [100]. In contrast to [114, 155], the network architecture of
Newell et al. [100] also incorporates upsampling layers and skip connections, which allow effective
modeling of large receptive fields.

A much more elegant solution to enabling large receptive fields is the architecture

from [100] based on stacked hourglass networks. Similar to the U-Net [117], the stacked

hourglass network consists of several levels with different resolutions. The resolution

changes of different levels are performed with downsampling with pooling layers and up-

sampling with transposed convolution layers, while same-resolution features are combined

with skip connections. Therefore, the network input and output may be at the same high

resolution, while the network has a large receptive field with a drastically reduced kernel

size and number of network parameters. To improve predictions, Newell et al. [100] also

incorporate the idea of cascaded pose regression by stacking multiple hourglass networks

after each other, thus predicted heatmaps are iteratively refined through the cascade.

While heatmap regression with fully convolutional network architectures is currently
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one of the best performing approaches for landmark localization, all aforementioned ar-

chitectures lack the explicit incorporation of graphical models. However, graphical models

could greatly improve the predictions, especially when dealing with limited amounts of

training data, as has already been observed in earlier methods for landmark localization

(see Section 3.2).

3.4 CNNs in Anatomical Landmark Localization

Despite the usually limited amount of annotated training images in the medical imaging

domain, also in anatomical landmark localization, several works showed success in apply-

ing CNNs. However, earlier methods in anatomical landmark localization use CNNs not

for feature extraction, but for classification. For vertebrae localization and identification,

Chen et al. [12] proposed a three-stage framework combining a random forest used for

coarse landmark localization, a shape model incorporating the information of neighboring

landmarks for refining their positions, and CNNs for identification of landmarks. A draw-

back of their method is that they solely use two-dimensional CNNs, thus not benefiting

from the full potential of volumetric information, which is possible with three-dimensional

CNNs. Zhang et al. [169] detect thousands of anatomical landmarks simultaneously from

a limited amount of MR volumes of the brain, by first registering all volumes to a template

volume, and subsequently regressing all landmark coordinates with a single CNN. How-

ever, as discussed previously in Section 3.3.2, regressing the coordinates directly involves

a highly nonlinear mapping from input images to point coordinates.

In our preliminary work [106] we introduced the CNN-based heatmap regression frame-

work to anatomical landmark localization. We compared several basic network architec-

tures incorporating only convolution layers, convolution and pooling layers, as well as a

U-Net-like architecture incorporating convolution, pooling, and upsampling layers. Addi-

tionally, we proposed an initial version of our SpatialConfiguration-Net (SCN) architecture

that integrates spatial information of landmarks directly into an end-to-end trained, fully

convolutional network (see Chapter 5). There, we showed the potential to achieve good

performance even in the presence of very limited amounts of training data. Building

upon our proposed approach from [106], Yang et al. [160] used the heatmap regression

framework to generate predictions for landmarks with missing responses, by incorporating

a pre-trained model of neighboring landmarks into their CNN. However, in contrast to

our method, which directly reduces false-positive responses on similar-looking landmarks,

their method needs an additional postprocessing step to remove false-positive responses.

A different approach to the heatmap regression framework was investigated by Sekuboyina

et al. [123]. To reduce the amount of information that needs to be processed, Sekuboyina

et al. [123] proposed to project the three-dimensional information of spine anatomy into

two-dimensional sagittal and coronal views, and solely use these views as input for their

two-dimensional CNN for vertebrae identification and localization. However, due to this

projection, beneficial volumetric information may be lost. Bier et al. [8] used heatmap
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regression for localizing landmarks on radiographs of the hips. To cope with the small

number of images of their training dataset, they implement a sophisticated image synthe-

sis framework based on projecting three-dimensional volumes to two-dimensional images

and pretrain their networks with these synthetic images. As they use mostly the same

architecture as proposed by Wei et al. [155] without intermediate upsampling layers, the

resolution and thus accuracy of their heatmap regression outputs is limited. Mader et al.

[91] also adapted the heatmap regression networks for predicting more than a hundred

landmarks on a dataset of spinal CT volumes. However, due to memory restrictions re-

sulting from a large number of landmarks, they also do not incorporate upsampling layers

and use almost the same architecture as Wei et al. [155], thus reducing the accuracy of

their heatmap regression outputs as well. To obtain state-of-the-art results, their method

requires to put a separately computed graphical model on top of the network predictions.

While the heatmap regression framework delivers state-of-the-art results in anatomi-

cal landmark localization, there exist other recent and successful methods for anatomical

landmark localization outside of the heatmap regression framework. For example, aim-

ing for vertebrae identification and localization, Liao et al. [83] proposed an elaborate

three-stage method combining several different CNNs. They pretrain a network to clas-

sify and localize vertebrae simultaneously, use the learned weights to generate responses

with a fully convolutional network, and finally remove false-positive responses with a bidi-

rectional recurrent neural network. Another different strategy for anatomical landmark

localization was investigated in [39, 40]. They proposed the use of reinforcement learning

to generate navigation trajectories that point towards the sought for landmarks. While

their method delivers high landmark localization performance, limitations of their method

are the computationally extensive training, especially in the multi-landmark case, as well

as the requirement for large annotated datasets.

When looking for CNN-based methods that integrate anatomical constraints for tasks

other than anatomical landmark localization, there exist some methods for semantic seg-

mentation, e.g., Oktay et al. [103] regularize solutions with anatomical constraints, and

Kamnitsas et al. [66] and Chen et al. [14] integrate pixel-wise graphical models. Such

graphical models typically enforce smoothness and connectedness constraints on neigh-

boring pixel output of the CNN, which is a valid constraint for most segmentation tasks,

but does not work for anatomical landmark localization, where landmark locations are far

apart. Thus, as their direct application to anatomical landmark localization is problematic,

we do not intend on adapting these methods, but propose our own network architecture,

which incorporates a graphical model that is tuned for anatomical landmark localization.

The aforementioned CNN-based methods for anatomical landmark localization either

need lots of training data, sophisticated postprocessing or do not generalize to both

two-dimensional and three-dimensional data. During the course of this thesis, we de-

veloped and extended a single end-to-end trained fully convolutional network architecture

that works well in both two-dimensional and three-dimensional applications with limited

amounts of training data, and does not need any dataset specific postprocessing [106–110].



3.5. Our Contributions to Landmark Localization 55

3.5 Our Contributions to Landmark Localization

During the course of this thesis, we have made several contributions and proposed several

improvements in the field anatomical landmark localization.

In our preliminary work [106], we adapted heatmap regression with CNNs as proposed

in the computer vision community [142] and introduced it for anatomical landmark local-

ization. While Tompson et al. [142] used CNNs intended for classification in a sliding win-

dow approach for heatmap regression, in [106], we adapted several fully convolutional net-

work architectures, e.g., the U-Net [117], and evaluated their performance for anatomical

landmark localization in both two-dimensional and three-dimensional datasets. In [106],

we also proposed a preliminary version of our SCN, which directly includes a graphical

model as convolution layers inside the CNN architecture. There, we already showed indi-

cations that our SCN can much better cope with a limited number of training images as

compared to other fully convolutional architectures.

We extended our preliminary work in [108], where we evaluated our proposed architec-

tures much more comprehensively. There, our improved version of the SCN outperformed

other previously proposed methods that are not based on CNNs on all four evaluated two-

and three-dimensional dataset, while also outperforming our own U-Net tuned for the

landmark localization task. When drastically reducing the amount of training images, we

confirmed that our SCN performs much better as compared to our U-Net. Furthermore,

we showed that the two components of the SCN, i.e., the local appearance and spatial

configuration, represent a local feature extractor and a graphical model, respectively. In

this thesis, we analyze the SCN in even more detail to get an even better understanding

of how the SCN performs landmark localization.

Additionally, in [108] we also introduced a loss function for heatmap regression, such

that the target heatmap sizes adapt to the uncertainties of the network predictions for

each landmark. While we showed in [108] that our loss function produces slightly better

results without requiring to tune the heatmap sizes for each landmark individually, in

this thesis, we extend the evaluation and show that the heatmap sizes correlate with the

landmark localization error, effectively modeling a prediction uncertainty.

Adapted for various anatomical landmark localization tasks, i.e., hand bones [106, 108],

cephalograms [108], heart substructures [107], and vertebrae [108, 109] (see Chapter 7), as

well as other relevant applications, i.e., face alignment [110], human pose estimation [110],

whole heart segmentation [107], and vertebrae segmentation [109] (see Chapter 8), we

showed the general applicability of our method, frequently outperforming the previous

state-of-the-art.
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Roads? Where we’re going we don’t need roads.

Dr. Emmett Brown

In this chapter, we explain in more detail the deep learning framework for landmark

localization based on heatmap regression. A recap of landmark localization in general

is given in Section 4.1. We explain the coordinate regression framework for landmark

localization in Section 4.2. An overview of using heatmap regression with images of Gaus-

sian functions centered at the landmarks’ position is given in Section 4.3. In this section,

we also introduce our proposed loss function that allows learning of the sigma values of

the Gaussian functions, as well as example fully convolutional architectures for heatmap

regression. A summary of this chapter is given in Section 4.4.

4.1 CNNs for Landmark Localization

Reiterating the previous chapter, we need to define several terms for landmark localization.

At first, we define the input image I as

I : ΩI ⊂ Rd → R, (4.1)

57
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with ΩI being the support of the image, i.e., the coordinates on which the image is defined.

As in our tasks landmarks may not be outside of the image region, the coordinates of the

N specific landmarks L1 . . .LN are defined as

xi ∈ ΩI for i = 1 . . . N. (4.2)

The goal of landmark localization is now to determine the coordinates of the landmarks

by observing the image I.

Due to their general applicability to various landmark localization tasks, as well as

their superior feature extraction capabilities, most state-of-the-art methods of landmark

localization use Convolutional Neural Networks (CNNs). Although there exist numerous

techniques for landmark localization using CNNs (see Chapter 3), throughout this thesis,

we focus on related work on CNNs performing coordinate regression, as well as evalu-

ate several architectures and propose a new architecture for CNNs performing heatmap

regression.

4.2 CNNs for Coordinate Regression

Figure 4.1: Overview of the coordinate regression framework for landmark localization. The
CNN learns to predict coordinates x̂i that resemble the target coordinates

∗
xi as close as possible

for all landmarks Li with i = 1 . . . N simultaneously.

CNNs performing coordinate regression directly predict the N coordinates xi ∈ ΩI of

the N landmarks as network outputs (see Fig. 4.1). Thus, the CNN models the function

f : I → RN ·d, which can be split up into fi : I → Rd for all landmarks Li with i = 1 . . . N .

For a network with weights w and biases b, the ith network output is directly the predicted

coordinate x̂i = fi(I; w,b). The loss function minimizes a measure of the distance of the

target coordinate
∗
xi to the predicted coordinate x̂i. Typically the L2 loss function is used

within this minimization, which is defined as

L2(I,
∗
x1, . . . ,

∗
xN ; w,b) =

N∑
i=1

‖fi(I; w,b)− ∗
xi‖22, (4.3)
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with I being the network input, i.e., input image, w the network weights, b the network

biases, fi the ith d-dimensional network outputs corresponding to landmark Li,
∗
xi the

corresponding target coordinates, and ‖·‖22 the squared L2 norm.

Figure 4.2: Schematic representations of the network architecture for coordinate regression. The
architecture consists of alternating blocks of convolution and pooling layers, while final fully con-
nected layers create the coordinate predictions. The input of the networks is input images, while
the outputs are N coordinate vectors corresponding to the N landmarks. Blue boxes represent
(intermediate) images; the black box represents the vector output; arrows represent connections,
i.e., convolution, downsampling, fully connected.

CoordReg-Net: For comparisons to other network architectures trained with our

framework, in our later experiments we also evaluate a network architecture for coordinate

regression. In line with network architectures replacing varying kernel sizes and number

of filters [136, 145] with a more streamlined structure [128], our network for coordinate

regression uses 3×3 kernels and the same number of feature outputs for every convolution

layer. A schematic overview of the structure is shown in Fig. 4.2.

4.3 CNNs for Regressing Gaussian Heatmaps

Figure 4.3: Overview of the heatmap regression framework for landmark localization. The CNN
learns to predict heatmaps Ĥi that resemble the target heatmaps Ĥi as close as possible for all
landmarks Li with i = 1 . . . N simultaneously.

In contrast to CNNs that directly regress landmark coordinates [145, 169] and require

fully connected layers with many network parameters to model the highly nonlinear and

difficult to learn image to coordinate mapping, our main method is based on regressing

heatmap images [142] (see Fig. 4.3). By enabling an image to image mapping, we benefit
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from the use of fully convolutional networks [88, 117, 126], since the number of network

weights and thus computational complexity is reduced.

CNNs performing heatmap regression do not directly predict the N coordinates

xi ∈ ΩI of the N landmarks, but a set of N d-dimensional images of heatmaps Hi, i.e.,

H = {Hi | 1 . . . N}. Each heatmap Hi for landmark Li is defined on the whole region of

the input image, i.e.,

Hi : ΩI ⊂ Rd → R for i = 1 . . . N, (4.4)

where ΩI is the support of the image I. At each pixel position x ∈ ΩI , this heatmap

encodes a pseudo-probability of the landmark’s coordinate xi being located at x, i.e.,

Hi(x) = p̃(x = xi | I) for x ∈ ΩI and i = 1 . . . N, (4.5)

where the pseudo-probability p̃ denotes that the values do not necessarily sum up to one.

Similar to other methods [100, 114, 142, 155] we represent a target heatmap
∗
Hi with

an image of a Gaussian function. For a target landmark Li with ground-truth coordinate
∗
xi and heatmap width σi, the function that calculates the values of the target heatmap

image
∗
Hi at coordinate x is defined as the d-dimensional Gaussian function

∗
Hi(x) =

γ

(2π)d/2σdi
exp

(
−‖x−

∗
xi‖22

2σ2
i

)
for x ∈ ΩI and i = 1 . . . N. (4.6)

Thus, heatmap pixels near the target coordinate
∗
xi have high values, which smoothly

but rapidly decrease farther away from
∗
xi. We introduce a scaling factor γ to avoid

numerical instabilities during training due to otherwise too small values of the Gaussian

function. Equal for each dimension d, the standard deviation σi defines the peak width of

the Gaussian function in the heatmap image for landmark Li.
In the fully convolutional heatmap regression framework, the network learns functions

f : I → HN that predict N heatmaps simultaneously. Thus, the network outputs can be

split up into fi : I → H for all landmarks Li with i = 1 . . . N . For a network with weights

w and biases b, the ith network output is the predicted heatmap Ĥi = fi(I; w,b). The

networks are trained to predict these N heatmaps by minimizing the pixel-wise differences

between the predicted heatmaps Ĥi(x) = fi(I; w,b)(x) and the corresponding target

heatmaps
∗
Hi(x) for all pixels x ∈ ΩI of image I and for all landmarks Li with an L2 loss:

LH(I,
∗
x1, . . . ,

∗
xN ; w,b) =

N∑
i=1

∑
x∈ΩI

‖fi(I; w,b)(x)−
∗
Hi(x)‖22. (4.7)

4.3.1 Learning Gaussian Heatmaps

Differently to other heatmap based methods (e.g., [142]), we modify the loss function of

Eq. (4.7) to treat the heatmap peak widths σ = (σ1, . . . , σN ) not as predefined constants

but as an unknown parameter of
∗
Hi to allow σ being learned in addition to the network
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weights w and biases b during training the CNN. Thus, we enable learning of the optimal

heatmap peak width separately for each landmark, depending on the prediction confidences

of the network. We define our novel objective function that is able to learn also the optimal

heatmap peak widths as

LH(I,
∗
x1, . . . ,

∗
xN ; w,b,σ) =

N∑
i=1

∑
x∈ΩI

‖fi(I; w,b)(x)−
∗
Hi(x;σi)‖22+α‖σ‖22+λ‖w‖22. (4.8)

Here, the gradient is not only propagated back into the network output fi(I; w,b)(x) but

also into the target heatmap function
∗
Hi(x;σi), thus allowing updates of σi. The objective

function also involves the L2 norm of the heatmap peak widths σ scaled with factor α, as

well as an L2 regularization of the network weights w scaled with λ (see Section 2.5.1).

Due to first term in Eq. (4.8), i.e., the L2 distance of Ĥi(x) = fi(I; w,b)(x)

and
∗
Hi(x;σi), not only the predicted heatmaps Ĥi aim to be close to the target heatmaps

∗
Hi but also the target heatmaps

∗
Hi aim to be close to the predicted heatmaps Ĥi. For

each landmark Li, Ĥi and
∗
Hi receive feedback from each other during training (see

Fig. 4.3). While the network parameters (w and b) are updated to better model the

shape of the target heatmap Ĥi, at the same time, the peak width parameter (σi) of each

target heatmap
∗
Hi is updated to better model the shape of the predicted heatmap Ĥi.

The second term in Eq. (4.8) avoids the trivial solution when σi →∞ leading to
∗
Hi ≈ 0

everywhere, since σ are learnable network parameters. The factor α defines how strong

the heatmap peak widths σ are being penalized.

The first and second term of Eq. (4.8) work against each other. To minimize Eq. (4.8),

the former term prefers larger σ, whereas the latter term urges σ to be as small as possible.

The network predicts narrower heatmap peak widths for landmarks, where it is confident

that the prediction is correct, and wider peak widths for more uncertain landmarks, orig-

inating, e.g., from landmarks that are hard to specify exactly. Thus, as shown in Fig. 4.4,

the network learns the optimal tradeoff between large σi generating oversmoothed, poten-

tially inaccurate predictions, and small σi leading to potentially highly accurate responses

but with multiple peaks in close proximity. Note that each individual σi is learned only

from single annotations per image, but from all annotated training images, thus, modeling

the ambiguities of landmark annotations for the whole training dataset.

4.3.2 Obtaining the Landmark Coordinates

In inference, the final predicted coordinate x̂i ∈ Rd of each landmark Li needs to be

obtained from the heatmap images predicted by the CNN. As the networks were trained

to predict Gaussian images with the maximum being at the landmark’s coordinate
∗
xi ∈ Rd,

we obtain the predicted coordinate x̂i ∈ Rd of each landmark Li by taking the coordinate
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σ = 1i 

σ = 2.16i 

σ = 6i 

Figure 4.4: Example heatmap output for different σi for the zoomed region of landmark Li.
The top image shows multiple peaks when choosing fixed σi too small; the middle image shows
responses for learned σi = 2.16; the bottom image shows an oversmoothed response for too large
fixed σi. The target coordinate

∗
xi is depicted by ×, predicted coordinates x̂i by ×.

where the predicted heatmap has its highest value, i.e., the global maximum response:

x̂i = arg max
x

Ĥi(x) for i = 1 . . . N. (4.9)

There also exist other methods for obtaining the predicted landmarks coordinate, e.g.,

taking the center of mass of the heatmap image. However, we found taking the maximum

response to be both accurate and robust also in the case when outlier responses exist on

the heatmap.

Note that the CNNs may predict maxima with small responses due to missing land-

marks that are not present in the image region, or multiple local maxima due to ambiguous

structures and annotations. In the first case, a simple postprocessing step that removes

landmarks with too small heatmap responses may be used to remove false-positive predic-

tions of landmarks that are not present in the image. In the second case, the postprocessing

step is more complicated, as the correct landmark’s coordinate is likely to be on either

one of the local maxima, or in their vicinity. In previous works, graphical models like

Active Shape Models (ASMs) [85] or Markov Random Fields (MRFs) [147] are often used

to remove these ambiguities and to predict the most probable response based on statistics

of the relative positions of landmarks. However, as described in Chapter 5, we propose to

integrate these landmark statistics directly into the network architecture as a spatial con-

figuration component. This way, we do not need to perform sophisticated postprocessing

of the predicted heatmaps or landmark coordinates, but simply take the global maximum

response as in Eq. (4.9) to get the predictions, as our end-to-end trained network for

heatmap regression already incorporates a graphical model.



4.3. CNNs for Regressing Gaussian Heatmaps 63

(a) ConvOnly-Net (b) Contracting-Net

(c) U-Net

Figure 4.5: Schematic representations of the network architecture for heatmap regression. The
architectures consist of only convolution, pooling, and upsampling layers, representing image-to-
image networks. The input of the networks are input images, while the outputs are N heatmaps
corresponding to the N landmarks. Blue boxes represent (intermediate) images; arrows represent
connections, i.e., convolution, downsampling, upsampling.

4.3.3 Fully Convolutional Network Architectures

Inspired by literature, we define several different fully convolutional network architectures

for anatomical landmark localization with heatmap regression (see Fig. 4.5 for schematic

representations). We defined the architectures such that all are capable of implicitly

capturing spatial relationships between landmarks by allowing convolutional filter kernels

to cover large image areas.

ConvOnly-Net: The first fully convolutional network architecture is similar to the

one of Pfister et al. [114], however we do not incorporate downsampling of intermediate

images, neither with pooling nor with strided convolution layers (see Fig. 4.5a). Thus,

much larger kernels are needed for observing receptive fields that are large enough for

localizing the landmarks, which largely increases the number of network parameters to

optimize. Differently to Pfister et al. [114], we do not use arbitrarily different kernel sizes

and numbers of feature outputs of the individual layers, but keep these hyperparameters

the same for every layer (see Simonyan and Zisserman [128]). We found that using the

same kernel size as well as numbers of intermediate outputs reaches the same predictive

performance while being more streamlined and easier to follow.
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Contracting-Net: This architecture (see Fig. 4.5b) uses alternating convolution and

pooling layers, thus, it is similar to the work of [155]. Due to the involved downsampling,

the architecture is capable of covering large receptive fields with small kernel sizes. As a

drawback of the low resolution of the target heatmaps, lower accuracy in localization has

to be expected. We call the layers having the same resolution as being at the same level.

Each level consists of two consecutive convolution layers, followed by an average pooling

layer with stride two (except the last one). Again, differently to Wei et al. [155], we do

not use arbitrarily different kernel sizes and number of feature outputs of the individual

layers, but keep these hyperparameters the same for every layer.

U-Net: This architecture is used to represent the group of fully convolutional networks

for anatomical landmark localization that also incorporate upsampling layers and skip

connections (e.g., [100]). For this purpose, we use a slightly adapted U-Net [117] (see

Fig. 4.5c). In contrast to Ronneberger et al. [117], we do not crop intermediate convolution

layer outputs, but employ zero padding to keep the input and output size of convolution

layers the same. We call the layers having the same resolution as being in the same level.

The first half of the U-Net is called the contracting path, as it reduces the resolution of

the intermediate outputs. At each level, we employ two consecutive convolution layers,

followed by average pooling with stride two to generate the inputs of the next lower level

with lower resolution. Different to Ronneberger et al. [117], we replace maximum with

average pooling. The second half of the U-Net is called the expanding path, as it increases

the resolution of the intermediate outputs. At each level, we employ two consecutive

convolution layers, followed by upsampling to generate the inputs of the next upper level

with doubled resolution. Instead of learning the deconvolution kernels used for upsampling,

we use fixed linear upsampling in the expanding path, thus obtaining a more symmetric

architecture. Due to the contracting and expanding path, the network is able to grasp a

large image area using small kernel sizes while still keeping a high output accuracy.

4.4 Summary

In this chapter, we have introduced the basic terminology for landmark localization with

CNNs. We defined the coordinate regression framework and showed a general network

architecture that works within this framework. Typically providing better results than

coordinate regression, we also defined the heatmap regression framework, which we mainly

use for landmark localization. In the heatmap regression framework, we have introduced

our proposed loss function, which allows learning of optimal heatmap sizes. Finally, we

have shown fully convolutional network architectures inspired by related work on landmark

localization, while our main proposed network architecture, the SpatialConfiguration-Net

(SCN), will be explained in the next chapter.
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to build it to scale or to paint it.

Dr. Emmett Brown

Aiming for low landmark localization error in the presence of limited training datasets,

in this chapter, we introduce the SpatialConfiguration-Net (SCN), an end-to-end train-

able network architecture that integrates a graphical model. The fundamental concept

of the architecture that combines the local appearance with the spatial configuration of

anatomical structures is explained in Section 5.1. The specific structure of the SCN for

landmark localization tuned to the heatmap regression framework is given in Section 5.2.

We summarize the chapter in Section 5.3.

5.1 Fundamental Concept of the SpatialConfiguration-Net

When looking more closely at the individual layers of state-of-the-art deep Convolutional

Neural Networks (CNNs) that subsequently apply non-linear filters on images, it can be

observed that they model different levels of abstraction [79]. The first CNN layers model

low-level pixel features like color, edges, and blobs, while deeper layers model higher-level

features of the structure of objects visible in the image [167]. Due to this inherently

flexible design, state-of-the-art deep CNNs learn to optimally dedicate each layer to a

65
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specific level of abstraction, but only when trained with enough data. Unfortunately, in

the case of small datasets, deep CNNs may not be able to identify both the low-level and

high-level features that generalize well for the given task, but rather overfit to the training

data. Moreover, a simple reduction of the number of network layers to reduce overfitting is

only possible up to a certain extent, as too shallow CNNs may not have enough descriptive

power to model the same levels of abstraction as deep CNNs, thus, solving the given task

unsatisfactorily [167]. However, previous machine learning approaches have shown that

objects with geometric structure can be modeled solely with two levels of abstraction, by

combining both handcrafted low-level image feature extractors and handcrafted graphical

models representing spatial constraints. We hypothesize that with our specially designed

network architecture, the SCN, we can enforce the network to explicitly model these two

levels of abstraction, effectively reducing the amount of required training data.

CNN

(a) Extract locally accurate heatmap predictions for each landmark, i.e., the local appearance
heatmaps HLA.

(b) Transform HLA to relative positions of other landmarks to generate the spatial configuration
heatmaps HSC.

Figure 5.1: Estimate positions of other landmarks by transforming local predictions. In the
heatmap regression framework, a CNN generates local heatmap responses for every landmark.
Due to the strong spatial configuration of anatomical landmarks, these local responses may be
used to estimate the relative positions of other landmarks, which are indicated with colored arrows.
The shaded regions indicate that the responses on the local heatmaps that are far away from the
ground-truth positions are irrelevant for transformation.

5.1.1 Transforming Local Responses of Anatomical Structures

The fundamental concept of our SCN is based on the observation that local responses on

specific target structures, e.g., heatmap responses for landmark localization, can be used
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to estimate the position of other target structures. For example in anatomical landmark

localization, as visualized in Fig. 5.1, the predictions of a CNN that performs heatmap

regression can be used to estimate the positions of other landmarks. To achieve this,

local heatmap responses from every landmark are moved or transformed to the estimated

relative positions of every other landmark. Combining the transformed responses from

each other landmark, the position of the target landmark can be approximated well.

While such position estimates are not accurate as they are only approximations of the

target landmarks’ position without directly using input image intensity information, these

estimates may be used to constrain the position of target structures to only feasible ones.

One way of modeling such transformations from one response to another is with convo-

lution operations having a kernel that covers the distance of the landmarks. As visualized

in Fig. 5.2, the convolution kernel has a response on the expected position of the target

landmark, whereas individual estimates from all landmarks are combined via addition.

While the convolution kernel may be fixed and calculated from statistics of the positions

of the landmarks in the training dataset, the kernel may also be learned within the heatmap

regression framework, as the convolution operation is a basic building block of CNNs (see

Section 2.4).

Figure 5.2: Estimate positions of other landmarks with convolutions. The transformations from
local heatmap responses (images with green and blue borders) to other landmark positions may be
modeled by performing convolutions (visualized as ) with specific kernels (yellow borders). The
final heatmap of the estimated position of the landmark is calculated by combining the individual
estimations (red border) via addition (visualized as ).

Both initial heatmap responses as well as the transformed heatmaps represent pseudo-

probabilities of the landmarks’ positions. We call the initial heatmaps the local appearance

heatmaps HLA = {HLA
i | i = 1 . . . N}, as they depend on the local appearance of the input

image I, i.e.,

HLA
i (x) = p̃(x = xi | I) for x ∈ ΩI and i = 1 . . . N. (5.1)

We call the transformed heatmaps the spatial configuration heatmaps HSC = {HSC
i | i =

1 . . . N}, as they encode the spatial configuration of landmarks. Since the spatial configu-
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ration heatmaps do not use pixel information from the input image I, but from the local

appearance heatmaps HLA
i with i = 1 . . . N , they are (directly) dependent only on the

local appearance heatmaps, i.e.,

HSC
i (x) = p̃(x = xi |HLA

1 , . . . ,HLA
N ) for x ∈ ΩI and i = 1 . . . N. (5.2)

Thus, similar to graphical models like Pictorial Structures (PS) or Markov Random Fields

(MRFs) (see Section 3.2), our model based on the heatmap regression framework consists

of unary and pairwise terms of landmarks, represented by the local appearance heatmaps

HLA
i and spatial configuration heatmaps HSC

i , respectively. While general fully convolu-

tional CNNs architectures, e.g., the U-Net, may also encode the spatial configuration of

landmarks implicitly in their layers when trained with enough data, our proposed heatmap

transformation method explicitly encodes the spatial configuration of landmarks.

Optimization

^

Interaction

L

L

L

Figure 5.3: Interaction and optimization of the local appearance and spatial configuration compo-
nents of the SCN. The loss LH is only applied to the final heatmaps H, while the local appearance
and spatial configuration components are trained via Backpropagation (BP). Due to the multiplica-
tion of the local appearance heatmaps HLA with the spatial configuration heatmaps HSC (visualized
as ), the gradient is backpropagated to both components. Thus, the local appearance component
focuses on creating locally accurate but possibly ambiguous predictions, while the spatial configu-
ration component focuses on removing these ambiguities with a graphical model. This interaction
of both components leads to a simplification of the localization task into two simpler sub-problems.
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5.1.2 Optimization of Local Appearance � Spatial Configuration

As illustrated in Fig. 5.3, for N landmarks, the set of predicted heatmaps

H = {Hi | i = 1 . . . N} is obtained by element-wise multiplication � of the corresponding

heatmap outputs of the two components:

Hi = HLA
i �HSC

i . (5.3)

The heatmaps HLA
i and HSC

i are the outputs of the local appearance and the spatial

configuration components for each landmark Li, respectively.

The SCN is trained for an input image I with corresponding target heatmaps H in an

end-to-end manner. The loss function LH of Eq. (4.8) is not applied separately to the local

appearance heatmaps HLA and the spatial configuration heatmaps HSC, but only to the

final heatmaps H. There is no pretraining of the local appearance and spatial configuration

components of the network, they are jointly optimized. As the final heatmaps are ob-

tained by multiplication of both local appearance and spatial configuration heatmaps (see

Eq. (5.3)), the loss applied to the final heatmaps is backpropagated through both com-

ponents of the SCN. Thus, both components interact to learn predicting their respective

heatmaps, which after multiplying model well the target heatmaps. Due to this interac-

tion, the SCN learns to dedicate its local appearance component to deliver locally accurate

but potentially ambiguous candidate predictions, and its spatial configuration component

to focus on improving robustness towards landmark misidentification by eliminating ambi-

guities. This interaction results in low localization error, i.e., both high robustness towards

landmark misidentification and high local accuracy at each identified landmark. Thus, the

SCN splits up the localization task into two simpler sub-problems, i.e., generating locally

accurate predictions, and removing infeasible solutions with a graphical model.

5.1.3 Interaction of Local Appearance ⇔ Spatial Configuration

The two components interact through the multiplication in Eq. (5.3). This multiplication

is crucial for the SCN to learn the simplification of the localization task, as it forces both

components to generate a response on the location of the target landmark coordinate
∗
xi,

i.e., both HLA
i (x) and HSC

i (x) deliver responses > 0 for x close to
∗
xi, while on all other

locations one component can have a response as long as the other one does not have

one. Thus, as long as the spatial configuration component does not have a response on

locations of locally similar structures, the local appearance component can concentrate on

transforming the input image to a locally highly accurate response at the location of the

target
∗
xi, without the need for suppressing locally similar structures. On the other hand,

as long as the local appearance component generates a locally highly accurate response

on
∗
xi, the spatial configuration component can focus on discriminating locally similar

structures by eliminating false-positive responses from the outputs of the local appearance

component, without requiring to be highly accurate at
∗
xi.
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Note that also different techniques to multiplication allow interaction of the two com-

ponents, e.g., addition or convolution. For example, previous works [100, 114, 142] use

convolution operations to combine intermediate outputs in a cascade of subsequent CNNs

to refine intermediate predictions. However, instead of splitting up the localization tasks

as our SCN is doing, these methods aim for robustness towards landmark misidentification

as well as local accuracy of the identified landmarks in each network component simul-

taneously. On the other hand, the multiplication of both components inside the SCN is

sufficient to enable solutions where both components are facing simpler tasks that can be

learned from smaller amounts of training data.

5.2 SpatialConfiguration-Net for Heatmap Regression

Although the two interacting components are in principle flexible regarding their archi-

tectures, in Sections 5.2.1 and 5.2.2, we describe our specifically proposed architectures

for both components in the heatmap regression framework for landmark localization that

we have used in most of the experiments of this thesis (see Chapter 7). Variants and

extensions of the SCN used for other applications or tasks like multi-label segmentation

are described in more detail in the experimental setup sections of the corresponding ex-

periments in Chapter 8.

5.2.1 Local Appearance

Due to the multiplication in Eq. (5.3), the main focus of the local appearance compo-

nent is to transform the input image I into a set of locally accurate but potentially

ambiguous heatmaps HLA = {HLA
i | i = 1 . . . N}. Thus, for each landmark Li the local

appearance component generates the heatmap output HLA
i (x), resembling the Gaussian

target heatmap
∗
Hi solely in the proximity of the landmark coordinate

∗
xi. This is achieved

with a multi-level structure that is inspired by fully convolutional networks [117, 126] and

the residual network [52]. As shown in the local appearance part of Fig. 5.4, each level

consists of several consecutive convolution layers. In the multi-level structure, an average

pooling layer connected before the last convolution layer of each level generates the input

for the next lower level at half the resolution in our contracting path. In the expanding

path, the outputs of each level are linearly upsampled to double the resolution. These

upsampled outputs are added to the outputs of the final convolution layer from the next

higher level. The outputs of each level represent a residual to the next lower levels, thus

an intermediate heatmap is iteratively refined and at the same time resolution is increased

until the original resolution is reached again. A last convolution layer at the highest level

with the original resolution generates the set of local appearance heatmaps HLA.

Compared to other fully convolutional network architectures like [117], the expanding

path of our local appearance component uses fewer parameters making the CNN faster to

train.
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Figure 5.4: Schematic representation of our proposed SCN for landmark localization. In the local
appearance component, the input image I is transformed into HLA, representing local appearance
heatmaps for each of the N landmarks. The dashed black line indicates that HLA is used as an input
for the spatial configuration component, where HLA is transformed into the spatial configuration
heatmaps HSC. A multiplication of HLA and HSC results in the final heatmaps H. Blank boxes
represent intermediate images; arrows represent connections, i.e., convolution, downsampling,

upsampling; represents pixel-wise addition, pixel-wise multiplication.

5.2.2 Spatial Configuration

Due to the multiplication in Eq. (5.3), the main focus of the spatial configuration compo-

nent is to disambiguate locally accurate but possibly ambiguous heatmaps HLA from the

local appearance component, thus providing robustness towards landmark misidentification

for localization. Using only local appearance heatmaps HLA as its input, the spatial config-

uration component implicitly incorporates a geometric model of the spatial configuration

of landmarks by learning how to robustly predict the position of a single landmark from

local position predictions HLA of all landmarks. By transforming the whole set of local

appearance heatmaps HLA into a single heatmap HSC
i (x) for each landmark Li, HSC

i (x) de-

livers responses on coordinates x close to the target
∗
xi and suppresses responses elsewhere.

Thus, within our spatial configuration component, false-positive responses in HLA
i (x) are

suppressed by constraining responses to feasible landmark configurations.

As shown in the spatial configuration part of Fig. 5.4, we model the transformations

from HLA to HSC = {HSC
i (x) | i = 1 . . . N} with consecutive convolution layers. To cover

the space among landmarks (see Section 5.1), these convolution layers need to have a large

receptive field. As there is no need for high local accuracy in the spatial configuration

component, the convolution layers can be calculated on a lower resolution compared to
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the local appearance component, which additionally enables keeping the convolution kernel

sizes and the computational complexity reasonably small. After downsampling HLA, the

consecutive convolution layers generate the downsampled version of the heatmap HSC,

which is resized to HSC with an upsampling layer. Thus, HLA and HSC have the same size

to enable the element-wise multiplication given in (5.3).

In contrast to both our initially proposed SCN in [106] and the method of Tompson

et al. [142], which only allow modeling of pairwise relationships as in the MRF model,

multiple convolution layers are able to model more complex relationships between land-

marks. This greatly increases the variability of landmark configurations representable by

the network. Additionally, multiple layers capture the same receptive field with smaller

kernel sizes, thus reducing the number of parameters needed to capture the spatial config-

uration of landmarks. Therefore, our consecutive convolution layers increase the potential

representation capabilities of the network, while keeping network parameters and compu-

tational effort low.

5.3 Summary

In this chapter, we have explained the general principle of our proposed SCN architecture.

We have described how local appearance responses can be transformed to relative positions

of other structures by modeling their spatial configuration. This transformation can be

modeled with convolution operations, thus, it can be directly integrated into a CNN. Our

proposed SCN effectively integrates both local appearance and spatial configuration com-

ponents into a single CNN, which can be trained in an end-to-end manner. Furthermore,

we have explained how both stages interact during training via multiplication. Although

the two interacting components of the SCN are in principle flexible regarding their archi-

tectures, we have shown specific details tuned for the landmark localization task. In the

following chapters, we will give an overview of our used training framework, and perform

in-depth analysis of our proposed SCN.
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Nigel Tufnel

In this chapter, we describe the framework and setup used for the experiments within

the thesis. A general overview is given in Section 6.1. Our framework is capable of on-

the-fly loading and preprocessing two- and three-dimensional images and corresponding

annotations (Section 6.2). The evaluated datasets and network architectures for anatom-

ical landmark localization are shown in Section 6.3 and Section 6.4, respectively. Several

evaluated performance metrics are described in Section 6.5.

6.1 Overview of the Framework

During the writing of the thesis, we implemented a framework for on-the-fly data aug-

mentation and network training and evaluation. We published the source code of the

framework for reproducing the experiments on GitHub1.

The framework performs on-the-fly data preprocessing and augmentation with

SimpleITK [89, 165]. Before feeding an image to the network, it is preprocessed to a

1https://github.com/christianpayer/MedicalDataAugmentationTool
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common representation and augmented with intensity and spatial transformations. For

every image, new transformation parameters are randomly sampled from dataset-specific

intervals. Thus, the networks practically never see the exactly same input image twice.

The training and testing of the networks presented in this thesis was done with Tensor-

flow [1]. Our framework allows defining network architectures and running cross-validation

experiments. After a certain number of training iterations, the framework performs infer-

ence on the validation set to monitor the validation loss and metrics. These metrics are

then used for obtaining the optimal hyperparameters for the specific experiment.

The experiments were conducted on several different workstations in parallel, while

each workstation can train and evaluate a single network at a time. All workstations were

running Arch Linux and used Intel i7 CPUs from generation 4 and 5. The amount of RAM

ranged from 16 GB to 32 GB. As for graphics cards, we used NVIDIA GeForce Titan X,

NVIDIA GeForce Titan Xp, and NVIDIA GeForce Titan V graphics cards with 12 GB

memory. Training of the heatmap regression networks took approximately 4–6 hours for

the 2D datasets, and up to 20 hours for the 3D datasets. Predicting landmarks for an

unseen image takes from one second (2D) up to 20 seconds (3D) per image, while network

inference takes less than a second, and most of the time is spent for image resampling as

pre- and postprocessing, which is calculated on the CPU.

6.2 Data Preprocessing and Augmentation

To train Convolutional Neural Networks (CNNs) for specific tasks, both the input data

and the corresponding target needs to be preprocessed to be used as input and output

of the network. Furthermore, due to the typically small number of training images in

medical imaging tasks, an effective data augmentation to increase the variation in the

training dataset is crucial for obtaining good results with CNNs (see Section 2.5.3). For

our evaluated datasets and tasks, we perform various preprocessing and data augmentation

techniques as described in the following.

6.2.1 Intensity Transformations

As network architectures work best with input intensity values near zero, we preprocess

the intensity values of the input images such that they are within the range where CNNs

work best (see Section 2.3.4). While normalizing each pixel individually with the pixel’s

mean and standard deviation of all images of the dataset is a potential normalization

strategy [114], except for our preliminary work on landmark localization [106], we refrained

from using this normalization scheme for two reasons: First, for calculating the mean

and standard deviation of the pixel’s intensity value, all images that the network will

see during training have to be known beforehand. Due to our on-the-fly training data

augmentation technique, with our framework seeing all images beforehand is not possible

without storing all generated images, which would induce large memory requirements.
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Second, pixels in regions that are mostly zero, which is often the case near the border, the

standard deviation of the pixel’s intensity would be high, leading to large outlier values

that hamper the performance of the CNN.

For the aforementioned reasons, we do not perform a pixel-wise normalization, but an

image-wise normalization. Thus, we analyze the intensity values of all images of the dataset

and process them such that the intensity values of each image lie within approximately

[−1, 1]. For datasets of images with a physical meaning of the intensity values, e.g.,

Computed Tomography (CT) images, or where the intensity values are restricted within

a certain range, e.g., radiographs of specific parts, we shift and scale the intensity of each

pixel/voxel of an image with values derived from the minimum and maximum intensity

of the whole dataset. For datasets where each image may be scaled differently, e.g.,

Magnetic Resonance (MR) images, we calculate a per-image minimum and maximum

value for subsequent pixel-/voxel-wise intensity shift and scale. To be more robust in

terms of intensity outliers, we do not use the overall minimum and maximum intensity

values but take robust measures, e.g., the 1st percentile of all intensities of the image as

the minimum and the 99th percentile as the maximum. Furthermore, as such outliers may

be counterproductive for the network’s performance, we clamp the intensity values to be

within a minimum and maximum value.

For training data augmentation, we shift and scale each intensity value of an image by

the same random values obtained from uniform distributions within intervals specific to

the dataset. For our main anatomical landmark localization experiments, during training,

the intensity values are randomly multiplied with [0.75, 1.25] and shifted by [−0.25, 0.25].

6.2.2 Spatial Transformations

Due to the memory requirements of CNNs, the feasible network input image size is re-

stricted by hardware limitations, especially when using volumetric data. Thus, in all our

networks, we do not use the input images in their original resolution but preprocess the

input images by downsampling them to a size suitable for training the CNNs with the

task in mind. For each evaluated dataset, the network input image and output image size

in pixels are the same for every image. Input images with physical pixel spacing infor-

mation are rescaled to a fixed pixel spacing for each image of the dataset, while images

without spacing information are rescaled with fixed aspect-ratio to fit the image size of

the network inputs. Network outputs are rescaled back to the original input image size

to generate the final prediction in original image resolution. Both down- and upsampling

utilize bi-/trilinear or bi-/tricubic interpolation.

There are several advantages of working with downsampled images: First, as all input

images are resampled to have the same physical pixel size, the networks are trained to

work best for this specific pixel spacing. Thus, the variation of the input images is reduced

and the task is easier for the CNNs. The individual layers can rely on the always same

pixel spacing of the input and do not need to generalize to other pixel spacings. Second,
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since due to the resampling the pixels input images are not required to be exactly aligned

to the pixels of the network input, many different ways of augmenting data in terms of

spatial transformations can be applied. Sub-pixel-wise translation, as well as scaling, and

rotation of a single image already leads to a much larger training data variation and net-

works that better generalize to such transformations. In the medical imaging domain also

elastic deformations are of great value, as they model well anatomically and physically

plausible deformations, which can further increase the network’s generalization capabili-

ties. Finally, downsampling to a lower resolution also reduces high-frequency structures

and noise, which are often not required for solving the task in mind but are problematic

in terms of overfitting. While many of our CNNs work with a drastically reduced pixel

spacing as compared to the original spacing, our experiments show that they are still able

to outperform many other methods (see Chapters 7 and 8). Overall, down- or resampling

input images to a fixed physical pixel spacing not only reduces the memory requirements

for CNNs, but also opens many possibilities for spatially transforming input images for

data augmentation to increase generalization.

For data augmentation, we sample values defining translation, scaling, rotation, and

elastic deformation from uniform distributions within dataset-specific intervals. The trans-

lation and scaling values define the amount of translation and scaling in each dimension,

respectively. The rotation values define the amount of rotation around the axis of each

dimension. The values for elastic deformation define the displacement in each dimension of

each point of a regular grid on the image. The deformation field is then interpolated with

3rd order B-splines. All spatial transformations are combined into a single transforma-

tion. Thus, only a single resampling operation is performed, which minimizes resampling

artifacts and makes use of as much information of the original input image as possible.

For our main anatomical landmark localization experiments, during training, the im-

ages are randomly translated by [−20, 20] pixels, rotated by [−15°, 15°], and scaled by

[−0.6, 1.4] per dimension. We additionally employ elastic deformations by randomly mov-

ing points on a regular 12× 12 (3D: 12× 12× 12) pixel grid by 5 pixels and interpolating

with 3rd order B-splines. All augmentation operations sample randomly from a uniform

distribution within the specified intervals.

6.3 Dataset for Anatomical Landmark Localization

In our main evaluations in Chapter 7, we compare our proposed SpatialConfiguration-Net

(SCN) architecture to various state-of-the-art localization methods on four datasets from

the medical imaging domain, i.e., radiographs of left hands (2DHand), volumetric MR

scans of left hands (3DHand), lateral cephalograms (2DSkull), and volumetric CT scans

of the spine (3DSpine). Fig. 6.1 shows representative examples for these datasets.

Hand Radiographs (2DHand): We use a publicly available dataset of hand radio-

graphs of the Digital Hand Atlas Database System [38, 168] for comparison with state-

of-the-art anatomical landmark localization methods and to investigate in detail several
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hyperparameters of our SCN. The dataset consists of 895 radiographs of left hands with

an average size of 1563 × 2169 pixels, acquired with different X-ray scanners. We per-

formed a manual annotation of 37 characteristic landmarks on fingertips and bone joints.

As the images lack information about physical pixel resolution, we calculate an image-

specific normalization factor s(j). Using the normalization of [85, 130, 147], we assume

a wrist width of 50 mm determined by two of the annotated landmarks at the wrist,

i.e., s(j) = 50/‖ ∗x(j)
l wrist −

∗
x

(j)
r wrist‖2. We use the same three-fold cross-validation setup

as [130, 147], i.e., the 895 input images are split into three folds with an equal number of

images, resulting in approximately 600 training and 300 testing images per fold. More-

over, we use the same preprocessing of the input images as [130], by performing histogram

matching to a reference image solely inside the outline of the hand as computed by Otsu

thresholding.

Hand MRIs (3DHand): To show the applicability of our SCN to volumetric MR

data, we use an in-house dataset of 60 T1-weighted 3D gradient-echo hand Magnetic

Resonance Imaging (MRI) scans with 28 annotated landmarks, which is intended for

automatic forensic age estimation [134] (see Section 8.2). The average volume size is

294× 512× 72 with a voxel resolution of 0.45× 0.45× 0.9 mm3. We use the same five-fold

cross-validation setup as used in other works of our group [31, 106, 147], with each fold

consisting of 43 training and 17 testing images. As we know the physical voxel resolution

of each image, s(j) is set to 1.

Lateral Cephalograms (2DSkull): To compare our proposed SCN in the context

of a landmark localization challenge, we apply it to the publicly available dataset that was

used for the ISBI 2015 Cephalometric X-ray Image Analysis Challenge [152]. It consists of

400 lateral cephalograms from 400 different subjects, with 19 annotated landmarks. The

2D images have a size of 1935 × 2400 with a physical resolution of 0.1 × 0.1 mm2 per

pixel. We use the train/test split (150 training, 150 Set1 + 100 Set2 testing images) and

evaluation protocol described in [152]; s(j) is set to 1.

Spine CTs (3DSpine): To compare our proposed SCN with other recent methods, we

also evaluate on a publicly available volumetric dataset of pathological spine CT scans [44]

used for the MICCAI CSI 2014 Vertebrae Localization and Identification Challenge. This

dataset includes various challenging cases such as scoliotic spines, vertebrae fractures,

metal insertions causing severe image artifacts, and highly restrictive field of views. In

line with previously reported results, we split the evaluation on this dataset into two sets:

In Set1, the 224 CT scans of the challenge training set are evaluated with two-fold cross-

validation. In Set2, the networks are trained on all 224 CT scans plus additional 18 CT

scans and evaluated on the challenge test set, which consists of 60 CT scans. The average

volume size is 512× 512× 160 with a voxel resolution of 0.34× 0.34× 2.06 mm3. Due to

known physical voxel resolution of each image, s(j) = 1.
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(d) Spine CT (3DSpine)

Figure 6.1: Example images of the evaluated datasets. Volumes are maximum-projected to 2D
coronal and sagittal views for visualization. Circles and numbers indicate landmark annotations.
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6.4 Networks for Anatomical Landmark Localization

In addition to comparisons with state-of-the-art methods on the previously described

datasets, in Chapter 7, we evaluate several network architectures inspired from literature

for anatomical landmark localization (see Sections 4.2 and 4.3).

We determine the number of solver iterations for each evaluated dataset by training

the network on 80% of the training images and using the remaining 20% of the training

images as a validation set to assess when the validation error has reached a plateau. For the

datasets evaluated with cross-validation, we determine the number of training iterations

with initial experiments by evaluating the validation loss on the first fold. All folds of the

dataset are then trained for the determined number of iterations.

CoordReg-Net: For comparing a network performing coordinate regression trained

with our framework to other networks performing heatmap regression, we set up a network

architecture as described in Section 4.2. The network uses 256× 256 images as input and

it consists of four levels. Each level consists of two consecutive convolution layers with

kernel size 3×3 and 128 outputs, followed by a 2×2 max pooling layer (except at the last

level). Then, to model the non-linear mapping from image information to coordinates,

two fully connected layers with 256 features and a fully connected layer with d ·N outputs

generate the d-dimensional coordinate prediction of all N landmarks. All convolution and

fully connected layers, except the last one, use the Rectified Linear Unit (ReLU) activation

function. The biases are initialized with zeroes, the weights are initialized with the method

of [51]. For regressing the coordinates, they are normalized such that the coordinate 0× 0

corresponds to the image coordinate 0 × 0, and that the coordinate 1 × 1 corresponds

to the image coordinate 256 × 256. We train the network for 100,000 iterations with a

mini-batch size of one and the Adam optimizer with default parameters [71] and a learning

rate of 10−4.

ConvOnly-Net: This is our first described network that performs heatmap regression

(see Section 4.3.3). The network uses 128 × 128 images as input while it consists of

five convolution layers with 11 × 11 kernels and 128 filter outputs, and an additional

11 × 11 convolution layer with N outputs to generate the predicted heatmaps for the N

corresponding landmarks. All convolution layers use the ReLU activation function, except

the last one, which uses no activation function. The biases are initialized with zeroes, the

weights by drawing values from a Gaussian distribution with a standard deviation of 0.01.

As this network was only used for initial experiments, we did not employ our proposed

loss function of Eq. (4.8) that allows learning the optimal heatmap peak widths σ, but the

default L2 loss function of Eq. (4.7) as also used by other methods [100, 114, 142, 155].

We train the network for 20,000 iterations with a mini-batch size of five and the Stochastic

Gradient Descent (SGD) optimizer with Nesterov’s momentum [98] of 0.99 and a learning

rate of 10−5.

Contracting-Net: The network uses 256 × 256 images as input while it consists of

three levels. Each level consists of two consecutive convolution layers with kernel size 5×5
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and 128 outputs, followed by a 2× 2 average pooling layer (except at the last level). The

very last convolution layer has N outputs to generate the predicted heatmaps for the N

corresponding landmarks. The activation functions of the convolution layers, the initial

weights, as well as the loss function, are set up the same as for the previous network.

We train the network for 20,000 iterations with a mini-batch size of five and the SGD

optimizer with Nesterov’s momentum [98] of 0.99 and a learning rate of 10−5.

U-Net (from Payer et al. [106]): The network uses 256 × 256 images as input

while it consists of four levels. Both blocks in the contracting and the expanding path

consist of two convolution layers with 3 × 3 kernels and 128 outputs, except the last one

having N heatmap outputs for the N corresponding landmarks. In the contracting path,

the next lower level is generated with 2 × 2 average pooling; in the expanding path, the

next higher level is generated with bilinear interpolation. The activation functions of the

convolution layers, the initial weights, as well as the loss function, are set up the same as

for the previous networks. This U-Net is trained for 40,000 iterations with a mini-batch

size of five and the SGD optimizer with Nesterov’s momentum [98] of 0.99 and a learning

rate of 10−6.

SCN (from Payer et al. [106]): The network uses 256× 256 images as input. The

local appearance stage of the network consists of three convolution layers with 5×5 kernels

followed by the spatial configuration stage with a downsampling factor of 1/8. Differently

to our later used SCN architectures, the spatial configuration block consists of only a single

convolution layer with 15 × 15 kernels. Furthermore, the convolution kernel generating

HSC
i does not take HLA

i but every other heatmap output from the local appearance stage

as input, i.e., the input is the set {HLA
j | j = 1 . . . N ∧ i 6= j}. The activation functions of

the convolution layers, the initial weights, as well as the loss function, are set up the same

as for the previous networks. This SCN is trained for 40,000 iterations with a mini-batch

size of five and the SGD optimizer with Nesterov’s momentum [98] of 0.99 and a learning

rate of 10−6.

U-Net (from Payer et al. [108]): This architecture is similar to the previously

described U-Net as used in Payer et al. [106], but with minor differences. This U-Net uses

larger images as input (specific sizes are mentioned in the individual experiments) and it is

set up with 5 levels (3D: 4) and 128 outputs (3D: 64) for all intermediate convolution layers.

Further increasing the number of levels and convolution outputs, i.e., the depth of the

U-Net, showed no improvements. As proposed by Ronneberger et al. [117], dropout [129]

is employed in the deepest two levels. The biases of the convolution layers are initialized

with 0, the weights with the method described in [51], except the final convolution layer

generating heatmaps, where the weights are drawn from a Gaussian distribution with a

standard deviation of 0.001. These small weights are needed to generate initial heatmap

responses close to 0, as otherwise, the network training would not converge. In contrast to

the previously described networks for heatmap regression, we use the objective function

with trainable heatmap peak widths σ (see Eq. (4.8)) with parameters γ = 100 (3D:

γ = 1000), α = 20 (3D: α = 1000), and λ = 0.0005. These parameters were determined
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as described in subsequent chapter. The network uses input image sizes of 512 × 512

for 2DHand and 2DSkull, 96 × 128 × 32 for 3DHand, and 96 × 96 × 192 for 3DSpine.

The network is trained with a mini-batch size of one, and for 30,000 iterations in the

2D datasets, for 20,000 iterations for the 3DHand, and 40,000 iterations for the 3DSpine

dataset. We employ the SGD optimizer with Nesterov’s momentum [98] of 0.99 and a

learning rate of 10−6.

SCN (from Payer et al. [108]): Our main architecture, the SCN as described in

Chapter 5, which is tuned to the heatmap regression task. The networks use input image

sizes of 512× 512 for 2DHand and 2DSkull, 96× 128× 32 for 3DHand, and 96× 96× 192

for 3DSpine. The local appearance component has four levels, each consisting of three

consecutive 3 × 3 (3D: 3 × 3 × 3) convolution layers having 128 outputs (3D: 64), while

a 2×2 (3D: 2×2×2) average pooling after the second convolution layer generates the level

below. We include dropout [129] of 0.5 after the first convolution layer at each level to

improve generalization. The local appearance heatmaps HLA are generated from a 3×3 (3D:

3×3×3) convolution layer having a number of outputs equal to the number of landmarks.

The spatial configuration component is calculated at 1/16 (3D: 1/4) of the input resolution.

It consists of three consecutive 11×11 (3D: 7×7×7) convolution layers with 128 outputs

and an additional 11×11 (3D: 7×7×7) convolution layer having a number of outputs equal

to the number of landmarks. These outputs are upsampled back to the input resolution

with bi-/tricubic interpolation to generate HSC. Each intermediate convolution layer of

the whole SCN has a Leaky ReLU [90] activation function with a negative slope of 0.1

to ease convergence at training. The convolution layer generating HLA has no activation

function; the convolution layer generating HSC has a tanh activation function to restrict

the outputs between −1 and 1. The weights are initialized with the method described

in [51], except the layers generating heatmaps HLA and HSC. Here, initial weights are

drawn from a Gaussian distribution with a standard deviation of 0.001. These small

weights are needed to generate initial heatmap responses close to 0, as otherwise, network

training would not converge. Same as for the aforementioned U-Net, we use the objective

function of Eq. (4.8) that allows learning the optimal heatmap peak widths σ. We set

up the loss function with parameters γ = 100 (3D: γ = 1000), and λ = 0.0005 that were

empirically determined during initial experiments. To determine parameter α = 20 we

perform an experiment on our hand radiograph dataset that is described in Section 7.2.

For the 3D datasets, we set α = 1000, which we determined empirically. Same as for the

U-Net, the SCN is trained with a mini-batch size of one, and for 30,000 iterations in the

2D datasets, for 20,000 iterations for the 3DHand, and 40,000 iterations for the 3DSpine

dataset. We employ the SGD optimizer with Nesterov’s momentum [98] of 0.99 and a

learning rate of 10−6.
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6.5 Evaluation Metrics

The evaluated metrics for anatomical landmark localization as used in Chapters 7 and 8

and semantic segmentation as used in Chapter 8 are described in this section.

6.5.1 Landmark Localization Evaluation Metrics

The performance of landmark localization methods is evaluated with several commonly

used metrics from the literature, describing localization error in terms of both local accu-

racy and robustness towards landmark misidentification.

The point-to-point error for each landmark Li in image j is defined as the Euclidean

distance between the target coordinate
∗
x

(j)
i ∈ Rd and the predicted coordinate x̂

(j)
i ∈ Rd.

To compensate for unknown or varying scale in the datasets, the point-to-point error may

be multiplied with an image-specific normalization factor s(j), based on the Euclidean

distances of specifically selected landmarks. For landmark Li in an image j, the normalized

point-to-point error is defined as

PE
(j)
i = s(j)‖ ∗x(j)

i − x̂
(j)
i ‖2. (6.1)

This allows calculation of sets of point-to-point errors, e.g., for all images of the dataset

D over a specific landmark Li only, i.e.,

PEi = {PE
(j)
i | j ∈ D}, (6.2)

or over all landmarks L, i.e.,

PEall = {PE
(j)
i | i ∈ L, j ∈ D}, (6.3)

on which several measures (e.g., mean, standard deviation, median) can be calculated.

Computed for all landmarks of a single image j, we define the image-specific point-to-

point error IPE(j) as

IPE(j) =
1

N

N∑
i=1

PE
(j)
i , (6.4)

where N is the number of landmarks. We also present plots of the cumulative IPE distri-

butions, which visualize the proportion of tested images that achieve a certain IPE.

We also report the number of predicted landmarks Li that are outside a certain point-

to-point error radius r for all images, i.e., number of outliers

#Or =
∣∣{(j, i) | PE

(j)
i > r}

∣∣. (6.5)

To compare to other methods on the datasets of spine CT scans, we calculate the num-

ber of correctly identified landmarks. As defined by [44], a predicted landmark is correctly
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identified, if the closest ground-truth landmark is the correct one, and the distance from

predicted to ground-truth position is less than 20 mm. The number of correctly identified

landmarks is defined as

#ID =
∣∣{(j, i) | arg min

k
‖ ∗x(j)

k − x̂
(j)
i ‖2 = i ∧ PE

(j)
i ≤ 20}

∣∣. (6.6)

For comparison with other methods, the IDrate is defined as the percentage of correctly

identified landmarks over all landmarks.

6.5.2 Segmentation Evaluation Metrics

The segmentation performance is evaluated with several commonly used metrics from

the literature, measuring the overlap, as well as the maximum surface distance between

ground-truth and predict segmentation label.

A measure that is based on the overlap of ground-truth and prediction label is the

Dice Similarity Coefficient (DSC). For a d-dimensional segmentation image S : ΩS ⊂
Rd → {0 . . . N} with N labels, the set of pixels x ∈ ΩS of image S having segmentation

label i is defined as Si = {x | S(x) = i}. The DSC for label i and image j with ground-

truth set of segmentation pixels
∗
S(j)
i and the prediction set of segmentation pixels Ŝ(j)

i is

defined as twice the cardinality of the intersection of ground-truth and prediction divided

by the sum of the cardinalities of both ground-truth and prediction, i.e.,

DSC
(j)
i =

2
∣∣∗S(j)
i ∩ Ŝ(j)

i

∣∣∣∣∗S(j)
i

∣∣+
∣∣Ŝ(j)
i

∣∣ . (6.7)

The Generalized Dice Similarity Coefficient (gDSC) for multi-label segmentations of

image j takes the different sizes of labels into account and is defined as

gDSC(j) =
2
∑N

i=1

∣∣∗S(j)
i ∩ Ŝ(j)

i

∣∣∑N
i=1

(∣∣∗S(j)
i

∣∣+
∣∣Ŝ(j)
i

∣∣) . (6.8)

Another measure for the segmentation performance is the Hausdorff distance H(j)
i . For

label i and image j with ground-truth set of segmentation pixels
∗
S(j)
i and the prediction set

of segmentation pixels Ŝ(j)
i , the Hausdorff distance is defined as the largest of all Euclidean

distances from a point in one set to the closest point in the other set, i.e.,

H(j)
i = max

(
max
a∈
∗
S(j)i

min
b∈Ŝ(j)i

‖a− b‖2, max
a∈Ŝ(j)i

min
b∈
∗
S(j)i

‖a− b‖2
)
. (6.9)

Similar to the measures for localization, the individual segmentation measures can be

calculated for specific labels or over all images to generate sets on which various statistical

measures (e.g., mean, standard deviation, median) can be calculated.
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I am serious. And don’t call me Shirley.

Dr. Rumack

In this chapter, we show and discuss several results of our methods for anatomical

landmark localization. We perform comparisons of our proposed SpatialConfiguration-Net

(SCN) to the state-of-the-art on various datasets for anatomical landmark localization in

Section 7.1. We show an in-depth analysis of different aspects of the proposed loss function

(see Chapter 4) and SCN (see Chapter 5) in Section 7.2 and Section 7.3, respectively. As

a final experiment, we evaluate how well our proposed SCN performs with a drastically

reduced number of training images in Section 7.4, before summarizing in Section 7.5.

7.1 Comparison to the State-Of-The-Art

Most of the results as discussed within this chapter are from our initially published work at

MICCAI 2016 [106], as well as our extended MIA paper from 2019 [108]. As our prelimi-

nary results of [106] have shown that CoordReg-Net, ConvOnly-Net, and Contracting-Net

have several drawbacks, most of the experiments show comparisons of the U-Net and the

SCN only (as published in [108]).

85
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0 5 cm

Figure 7.1: Example image with all from the SCN predicted landmarks of all images from the
2DHand dataset. Using an image and its ground-truth landmarks (black dots) as the base, all
predicted landmarks of all images are shifted by the offsets to the corresponding ground-truth.
The three predicted landmarks that are marked with a red circle are the only three outliers having
more than 10 mm distance to the ground-truth.

In our main experiments, we compare our proposed SCN architecture to various state-

of-the-art localization methods on four datasets from the medical imaging domain (see

Section 6.3), i.e., radiographs of left hands (2DHand in Section 7.1.1), volumetric Magnetic

Resonance (MR) scans of left hands (3DHand in Section 7.1.2), lateral cephalograms

(2DSkull in Section 7.1.3), and volumetric Computed Tomography (CT) scans of the

spine (3DSpine in Section 7.1.4).

7.1.1 Hand Radiographs (2DHand)

On this dataset of 895 hand radiographs of the Digital Hand Atlas Database System [38,

168], we compare our proposed network architectures to the state-of-the-art. Furthermore,

we use this dataset for evaluating several hyperparameters of our SCN.
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Method
Input Size PEall (in mm) #Or (in %)

(in pix) Median Mean ± SD r = 2 mm r = 4 mm r = 10 mm

SCN from [108]: 512×512 0.43 0.66 ± 0.74 1,659 (5.01%) 241 (0.73%) 3 (0.01%)
U-Net from [108]: 512×512 0.44 0.70 ± 2.18 1,703 (5.14%) 270 (0.82%) 22 (0.07%)
SCN from [106]: 256×256 0.91 1.13 ± 0.98 4,109 (12.40%) 444 (1.34%) 12 (0.04%)

U-Net from [106]: 256×256 0.68 0.87 ± 1.05 2,064 (6.23%) 235 (0.71%) 15 (0.05%)
CoordReg-Net: 512×512 1.83 2.12 ± 2.12 14,612 (44.13%) 2,598 (7.85%) 77 (0.23%)
ConvOnly-Net: 128×128 1.13 1.29 ± 1.13 4,919 (14.85%) 343 (1.04%) 9 (0.03%)

Contracting-Net: 256×256 1.85 1.96 ± 1.14 14,554 (43.95%) 1,082 (3.27%) 12 (0.04%)
Urschler et al. [147]: 1250×1250 0.51 0.80 ± 0.93 2,586 (7.81%) 510 (1.54%) 18 (0.05%)

Štern et al. [130]: 1250×1250 0.51 0.80 ± 0.91 2,582 (7.80%) 512 (1.55%) 15 (0.05%)
Ebner et al. [31]: 1250×1250 0.51 0.97 ± 2.45 2,781 (8.40%) 716 (2.16%) 228 (0.69%)

Lindner et al. [85]: 1250×1250 0.64 0.85 ± 1.01 2,094 (6.32%) 347 (1.05%) 20 (0.06%)

Table 7.1: Localization results from a three-fold cross-validation on 895 images from the 2DHand
dataset with 37 annotated landmarks.
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Figure 7.2: Cumulative distribution of the image-specific point-to-point error on 2DHand dataset.
The zoomed-in region of the dashed red box is shown on top.

Figure 7.1 visualizes the offsets of the landmarks predicted by the SCN to all ground-

truth landmarks for all images of the 2DHand dataset. This figure shows the high accuracy

of the landmarks predicted by the SCN, especially for the landmarks on the fingers. Fur-

thermore, all except three landmarks are within 10 mm of the annotated ground-truth,

confirming the high robustness towards landmark misidentification of our proposed net-

work architecture.



88 Chapter 7. Anatomical Landmark Localization Results

7.1.1.1 Comparison of Network Architectures

We compare all network architectures as described in the experimental setup in Section 6.4,

as well as other state-of-the-art methods. In Table 7.1, we state the point-to-point error

(PEall) to assess the overall accuracy, as well as the number of outliers given different error

radii (#Or) to assess robustness towards landmark misidentification. Local accuracy of

the identified landmarks can be best seen from the cumulative distribution of the image

specific point-to-point error (IPE), which is illustrated graphically in Fig. 7.2.

From Table 7.1 and Fig. 7.2 we see that the CoordReg-Net performs worst among all

compared methods, which endorses the heatmap regression framework over the coordi-

nate regression framework. We also observed that the CoordReg-Net has problems with

convergence, often getting stuck in local minima by predicting a mean shape of all images

of the dataset. Additionally, stacking multiple networks to a cascade can only slightly

refine previous predictions to improve the accuracy, but in overall, the heatmap regression

framework is to be preferred. While the Contracting-Net architecture has more robust

results, leading to fewer outliers, it also suffers from a low accuracy in terms of PE and

IPE due to the downsampled heatmap predictions. The ConvOnly-Net leads to more ac-

curate results due to the increased resolution. However, it is still not as accurate as the

U-Net and the SCN. While both our preliminary U-Net and SCN from [106] already result

in predictions that are both accurate and robust towards landmark misidentification, our

refined versions from [108] lead to the most accurate results, not only compared to our

own networks, but also to other state-of-the-art methods using Random Forest (RF).

Due to the worse performance of the CoordReg-Net, the ConvOnly-Net, the

Contracting-Net, as well as the U-Net and SCN from [106], we do not report results

for these networks for subsequent experiments on other datasets. Instead, to remove

unnecessary clutter we only report results for the U-Net and SCN from [108], since

they outperform the other networks as well as state-of-the-art methods for anatomical

landmark localization.

7.1.1.2 Improvements of the SpatialConfiguration-Net

To enable a fair comparison of the SCN from [108] to the SCN of [106] where we used

only 256 × 256 pixels as input image size and to investigate the influence of this input

size hyperparameter, we perform an experiment on the 2DHand dataset varying the in-

put/heatmap target size between 128 and 512 pixels. The result of this experiment is

shown as a cumulative IPE distribution in Fig. 7.3, demonstrating that we outperform

our previous work even if the input/heatmap target size is reduced to 128 × 128 pixels.

Thus, our observed improvement compared to [106] does not come from the increased

input/heatmap target size, but instead from the following two extensions:

First, our modified local appearance component uses a wider receptive field due to the

additional depth levels enabled by the residual architecture [52]. We additionally analyzed

the effect of different numbers of convolution outputs for this component. However, we
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Figure 7.3: Cumulative distribution of IPE on 2DHand dataset for varying input/heatmap target
sizes of our SCN architecture.
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Figure 7.4: Cumulative distribution of IPE on 2DHand dataset for a varying number of interme-
diate filter outputs of our SCN architecture.

obtained only small differences when varying the number of outputs between 32 and 256,

with the difference of 128 and 256 being almost indistinguishable, as shown as a cumu-

lative IPE distribution in Fig. 7.4. Therefore, we use 128 convolution outputs for all our

further experiments, since this choice allows faster training. Also, the modified spatial

configuration component of the SCN does not only allow learning higher-order relation-

ships among the positions of landmarks but also uses smaller convolution kernel sizes to

obtain the same receptive field.

Second, improvements in localization performance also come from our objective func-

tion involving learnable heatmap peak widths σ for each landmark (see Section 4.3.1).

To investigate the behavior of this extension, we perform experiments comparing different
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fixed values for all σi, as proposed in [106], with the variant where σ is learned indepen-

dently per landmark, and weighting factor α is varied. As learning the heatmap peak

widths also enables deeper insights into the network predictions, we show results and

in-depth analysis of this experiment in Section 7.2.

7.1.1.3 Comparison to Other Methods

When comparing our proposed SCN to other state-of-the-art algorithms, the results in

Fig. 7.2 and Table 7.1 indicate that it greatly outperforms all our previous methods,

i.e., methods that either solely rely on Random Regression Forests (RRFs) [31, 147], or

that additionally incorporate a Markov Random Field (MRF) as an explicit graphical

model [130], as well as our preliminary Convolutional Neural Networks (CNNs) of [106].

Moreover, our SCN also outperforms the state-of-the-art landmark localization method

of [86], who applied their algorithm to our preprocessed 2DHand dataset with the same

cross-validation split. Overall, our SCN achieves an unprecedented low number of three

outliers at 10 mm for this dataset. Interestingly, in terms of #Or our optimized U-Net im-

plementation performs nearly as good as the SCN on the 2DHand dataset (see Table 7.1).

This presumably is a consequence of the comparatively large amount of training data that

were available for such a deep architecture to be trained. However, from the cumulative

IPE distribution in Fig. 7.2, we see that already at an error radius of 1.25 mm, U-Net

shows a drop in performance compared to most of the other state-of-the-art methods.

Thus, from results of #Or and IPE it can be concluded that using the U-Net leads to

a few outliers in many images, while methods incorporating graphical models like [85]

or [147] lead to fewer images with outliers, but more of them per image.
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0 5cm

Figure 7.5: Example projection images with all from the SCN predicted landmarks of all images
from the 3DHand dataset. Using an image and its ground-truth landmarks (black dots) as the base,
all predicted landmarks of all images are shifted by the offsets to the corresponding ground-truth.

7.1.2 Hand MRIs (3DHand)

In our in-house dataset of 60 T1-weighted 3D gradient-echo hand Magnetic Resonance

Imaging (MRI) scans, we show applicability of our network architectures for 3D.

The offsets of ground-truth and predicted landmarks from the SCN are visualized in

Fig. 7.5. From this figure, we can see that the SCN’s predictions are accurate, being close

to the ground-truth, without a single landmark being more than 10 mm away from the

ground-truth. This can be observed in more detail in Table 7.2, where we compare the

CNN predictions to previous works of our group [31, 106, 147]. The results demonstrate

that our SCN gives the best localization performance of all compared methods also for 3D

MR images. We outperform also the preliminary SCN from [106] by a large margin in terms

of landmark localization error (PEall) using the same voxel resolution in both approaches.

We are also considerably better in terms of localization error compared to the approaches

based on RRF [31, 147], although these methods use a higher voxel resolution being twice

as high in each dimension. Interestingly, besides our proposed method, the only other

method that achieves a perfect outlier rate at r = 10 mm on this dataset also makes
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Method
Input Size PEall (in mm) #Or (in %)
(in vox) Median Mean ± SD r = 2 mm r = 4 mm r = 10 mm

SCN: 96×128×32 0.90 0.84 ± 0.62 96 (4.03%) 5 (0.21%) 0 (0.00%)
U-Net: 96×128×32 0.90 0.90 ± 1.16 123 (5.17%) 10 (0.42%) 2 (0.08%)

SCN from [106]: 96×128×32 1.01 1.20 ± 1.48 215 (9.03%) 15 (0.63%) 3 (0.13%)
Urschler et al. [147]: 172×300×72 1.10 1.31 ± 0.72 293 (12.15%) 23 (0.97%) 0 (0.00%)

Ebner et al. [31]: 172×300×72 1.27 1.44 ± 1.51 416 (17.48%) 29 (1.22%) 6 (0.25%)

Table 7.2: Cross-validation localization results on 60 images from 3DHand with 28 annotated
landmarks.
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Figure 7.6: Cumulative distribution of IPE on the 3DHand dataset.

extensive use of information on the spatial configuration of landmarks [147]. Additionally

to our 3D SCN that shows the best localization performance, also the U-Net outperforms

all our previous methods on this small dataset comprised of only 60 volumes. We presume

that this good performance comes from our extensive 3D training data augmentation

scheme involving both intensity and spatial transformations, which is highly beneficial for

training such deep CNNs.



7.1. Comparison to the State-Of-The-Art 93

0 5cm

(a) Set1

0 5cm

(b) Set2

Figure 7.7: Example images with all from the SCN predicted landmarks of all images from the
2DSkull dataset. Using an image and its ground-truth landmarks (black dots) as the base, all
predicted landmarks of all images are shifted by the offsets to the corresponding ground-truth.

7.1.3 Lateral Cephalograms (2DSkull)

We compare our proposed SCN in the context of a landmark localization challenge on

this dataset of 400 images of the ISBI 2015 Cephalometric X-ray Image Analysis Chal-

lenge [152]. As the results presented in [152] lack cumulative distribution graphs, we only

compare the reported values of the best-performing methods from [62] and [85] on both

test sets Set1 and Set2 with 150 and 100 images, respectively.

The prediction offsets of all landmarks of all images for both test sets are shown in

Fig. 7.7. We found that many problems of our method on this particularly challenging

dataset are at anatomically ill-defined landmarks, e.g., the landmarks on the lip (L13

and L14), and landmarks on the jaw bone (L10 and L19). As shown in Table 7.3, our

proposed SCN outperforms previous winners of this challenge, especially for test set Set1.

With [85] resembling the current state-of-the-art on this dataset, our results demonstrate

that our method is more accurate locally (PEall and #Or with r = 2 mm), while robustness

towards landmark misidentification is the same (#Or with r = 4 mm). Although the

results for Set2 are in line with the state-of-the-art, the presented metrics are much worse

as compared to Set1, which we attribute the following observation: In Set2 there is a

systematic shift for some landmarks (e.g., L3, L6, L13, L14), as can be seen in the offset
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Method
PEall (in mm) #Or (in %)

Median Mean ± SD
r =

2 mm
r =

2.5 mm
r =

3 mm
r =

4 mm

S
et
1

SCN: 0.89 1.49 ± 1.67 22.49% 17.16% 13.51% 8.46%
U-Net: 0.95 1.79 ± 3.86 24.46% 19.02% 15.30% 10.00%

Urschler et al. [147]: 1.08 1.74 ± 1.82 26.46% 20.32% 15.61% 10.07%
Lindner et al. [85]: n/a 1.67 ± n/a 26.32% 19.79% 14.81% 8.53%

Ibragimov et al. [62]: n/a 1.84 ± n/a 28.28% 22.60% 18.07% 11.96%

S
et
2

SCN: 1.19 1.91 ± 1.94 32.95% 27.37% 21.63% 12.95%
U-Net: 1.22 2.04 ± 3.33 32.95% 26.89% 21.95% 13.00%

Urschler et al. [147]: 1.33 1.99 ± 1.87 34.79% 27.16% 21.37% 12.37%
Lindner et al. [85]: n/a 1.92 ± n/a 33.89% 28.00% 22.37% 12.58%

Ibragimov et al. [62]: n/a 2.14 ± n/a 37.26% 29.53% 23.47% 14.89%

Table 7.3: Localization results on the test images from 2DSkull dataset with 19 landmarks. We
report the results of the first (Set1 with 150 images) and second (Set2 with 100 images) test
dataset of the ISBI 2015 Grand Challenge according to the evaluation protocol in [152].

image Fig. 7.7b. By visually inspecting the ground-truth, we confirmed this systematic

shift in the annotation between the training set and the testing set Set2, indicating that

the train and test annotations were created either by different annotators or by the same

annotator but during different periods. Looking at the predictions of the SCN in more

detail, for the landmarks L3, L6, and L13 almost all predicted landmarks have a larger

distance than 2 mm to the ground-truth (L3: 96%, L6: 96%, and L13: 91%). Due

to this systematic shift in Set2, the predictions of more precise methods have a smaller

probability of being closer to the misannotated landmarks, distorting the presented overall

#Or metrics.

This observation shows that the 2DSkull dataset is much more tedious to annotate and

further motivates the use of fully automatic methods for anatomical landmark localization,

as they are more objective and not influenced by experience and state of the mind of the

annotator.



7.1. Comparison to the State-Of-The-Art 95

0 10 cm

(a) Set1

0 10 cm

(b) Set2 -corrected

Figure 7.8: Example projection images with all from the SCN predicted landmarks of all images
from the 3DSpine dataset. Using an image and its ground-truth landmarks (black dots) as the base,
all predicted landmarks of all images are shifted by the offsets to the corresponding ground-truth.
The image on the left shows the predictions for Set1, the image on the right for Set2 -corrected.

7.1.4 Spine CTs (3DSpine)

To compare our proposed SCN with other recent methods, we also evaluate on a publicly

available volumetric dataset of pathological spine CT scans [44] used for the MICCAI CSI

2014 Vertebrae Localization and Identification Challenge. This dataset includes various

challenging cases such as scoliotic spines, vertebrae fractures, metal insertions causing

severe image artifacts, and highly restrictive field of views. Thus, due to a significant

variation in local appearance, as well as repetitive structures in the spine CT scans, the

spatial configuration of landmarks has to be learned to distinguish different vertebrae.

Input and heatmap target size of the volumes are 96 × 96 × 192 voxels; we resample the

input images to have an isotropic spacing of 2 mm per dimension. With these input sizes,

the network can process volumes with a physical extent up to 192 × 192 × 384 mm3. As
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Method
Set1 Set2 -mislabeled

PEall (mm) IDrate PEall (mm) IDrate

SCN: 6.2 ± 9.9 86.1% 6.0 ± 16.1 90.9%
U-Net: 7.3 ± 12.9 82.7% 9.1 ± 22.1 83.0%

Liao et al. [83]: – – 6.5 ± 8.6 88.3%
Sekuboyina et al. [123] – – 7.4 ± 9.3 86.1%

Yang et al. [160]: 9.1 ± 7.2 80.0% 8.6 ± 7.8 85.0%
Chen et al. [12]: – – 8.8 ± 13.0 84.2%

Glocker et al. [44]: 12.4±11.2 70.0% 13.2±17.8 74.0%

Method
Set2 -corrected

PEall (mm) IDrate

SCN: 2.9 ± 4.4 96.0%
U-Net: 4.9 ± 7.7 87.5%

Table 7.4: Localization results on the 3DSpine dataset with at most 26 landmarks per volume.
We report results for the two-fold cross-validation with 224 images (Set1 ) and the MICCAI CSI
2014 Challenge test set with 60 images (Set2 ). For Set2, we report results on the unmodified test
set with mislabeled vertebrae in the ground-truth (Set2 -mislabeled), and on the test set, where we
corrected these mislabeled vertebrae (Set2 -corrected).5

some volumes have a larger extent in the z-axis (i.e., the axis perpendicular to the axial

plane) that would not fit into the network, we process such volumes as follows: During

training, we crop a subvolume at a random position at the z-axis. During testing, we

split the volumes at the z-axis into multiple subvolumes that overlap for 96 pixels, and

process them one after another. Then, we merge the network predictions of the overlapping

subvolumes by taking the maximum response over all predictions.

The prediction offsets of all landmarks of all images for both sets are visualized in

Fig. 7.8, which shows that the predictions of the SCN are precise, having only a small

number of misidentified landmarks. Due to the large variation in the local appearance of

this challenging dataset, the network profits a lot from more diverse training data, which

can be observed in the better results for Set2, being trained with twice the number of

training images. These results are also shown in Table 7.4, where we compare our network

predictions with the latest reported results on this dataset. Our approach outperforms

all state-of-the-art methods evaluated on this dataset, on both cross-validation set (Set1 )

and challenge test set (Set2 5). Although the U-Net shows overall good results on this

dataset, neither landmark localization error (PEall) in general, nor robustness towards

landmark misidentification (IDrate) specifically are as good as for our SCN. Due to the

lack of explicitly modeling the spatial configuration of landmarks, the U-Net shows a sig-

nificant decrease of 8.5% in IDrate for Set2. As compared to random forests [44] and other

CNNs [12, 83, 160], our SCN performing heatmap regression shows the best localization

5When evaluating our proposed algorithm on the testing dataset, we identified three volumes where
all ground-truth vertebrae labels were shifted by up to five vertebrae, resulting in wrong landmark posi-
tions with more than 100 mm distance to the actual correct ground-truth position. For comparison with
previously reported results, we show results on the original dataset (Set2 -mislabeled). In agreement with
the challenge organizers, we also report results on the corrected ground-truth (Set2 -corrected), while the
organizers have updated the challenge dataset accordingly.
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performance. In the recent CNN-based work of [123], the authors propose to project the

3D information of spine anatomy into 2D sagittal and coronal views, and solely use these

views as input for their CNN. Although their method is tailored towards spine datasets,

where the landmarks are situated along the axis orthogonal to the axial plane, our generic

SCN that directly processes 3D information outperforms their method. For this experi-

ment in overall, we show that our SCN outperforms all state-of-the-art methods, without

the need for sophisticated training procedures (e.g., [83]) or pre-/postprocessing (e.g.,

[123, 160]).
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SCN with
PEall (in mm) #Or (in %)

Median Mean ± SD r = 2 mm r = 4 mm r = 10 mm

α = 5: 0.45 0.67 ± 0.71 1594 (4.81%) 220 (0.66%) 6 (0.02%)
α = 10: 0.44 0.66 ± 0.73 1638 (4.95%) 224 (0.68%) 3 (0.01%)
α = 20: 0.43 0.66 ± 0.74 1659 (5.01%) 241 (0.73%) 3 (0.01%)
α = 40: 0.43 0.66 ± 0.75 1670 (5.04%) 267 (0.81%) 7 (0.02%)
σ = 1.0: 0.44 0.69 ± 0.81 2033 (6.14%) 348 (1.05%) 6 (0.02%)
σ = 1.5: 0.45 0.69 ± 0.79 1924 (5.81%) 308 (0.93%) 7 (0.02%)
σ = 2.0: 0.44 0.66 ± 0.75 1634 (4.93%) 268 (0.81%) 6 (0.02%)

Table 7.5: Localization results on the 2DHand dataset of the SCN for different values of fixed σ
and weighting factors α to learn individual σ values.
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Figure 7.9: Cumulative distribution of IPE on the 2DHand dataset for the SCN with different
fixed σ values as well as different weighting factors α to learn individual σ values.

7.2 Learning the Size σ of the Gaussian Heatmaps

In this section, we analyze the influence of letting the network learn the Gaussian heatmap

sigma values of each landmark individually, as we proposed with our novel loss function

in Eq. (4.8). We mainly use the 2DHand dataset for this analysis, as it contains both

accurately defined landmarks on repetitive structures, e.g., on the phalanges, as well as

less accurately defined landmarks on bone borders, e.g., on the carpals (see Fig. 6.1a).

In Table 7.5 and Fig. 7.9 we present results on the 2DHand dataset for the SCN with

various values of fixed σ and various α weighting factors of Eq. (4.8). These results

show that varying σ independently outperforms the variants with the same fixed σi for

all landmarks Li, while the difference in localization performance for varied values of

α is small, indicating that this is an uncritical parameter. With independently learned

σ values, the heatmap peak widths adapt to the data by encoding the uncertainty of

network predictions, see Fig. 4.4. Landmarks that are easier to predict unambiguously

have a smaller σi than those that show more variation or ambiguity in the training dataset.
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Figure 7.10: Relation of learned σi values to the PEi for each landmark Li.

Thus, in contrast to fixed σi values, we do not need to make a predetermined tradeoff

between large σi generating oversmoothed, potentially inaccurate predictions, and small

σi leading to potentially highly accurate responses but with multiple peaks nearby.

To evaluate whether the landmarks’ σ encodes the uncertainty of network predictions,

we analyze the relationship between the predicted landmark’s σi and its PEi. The individ-

ual predictions in Fig. 7.1, as well as the results in Fig. 7.10 and Table 7.6, show that the

landmarks on the fingers are the most precise ones having the smallest σ and PE values,

confirming that the network learns small σ values when it is certain to make a small error.

As corresponding landmarks on different fingers locally look the same, corresponding land-

marks on different fingers (with exception of the thumb) lead to almost the same σ and

PE. For the landmarks of the thumb, the network is much less certain, producing higher

σ and PE. Specifically, we observed for landmark L2 and L3 inconsistent annotations

in the ground-truth. Instead of the base of the distal phalanx (L2) and the base of the

proximal phalanx (L3), some annotations are wrongly located on the head of the proximal

phalanx or the head of the metacarpal, respectively. In contrast to other fingers, where

the heads and bases of connected bones are close, in the thumb, a misannotation leads

to a larger localization error. Thus, as landmarks with inconsistent annotations typically

lead to larger σi, our proposed loss function could also potentially be used to detect these

kinds of misannotations in a dataset. Finally, the remaining landmarks on the radius,

ulna, and the metacarpals are more difficult to annotate as they are less precisely defined,

usually being located on smooth edges and not on sharp corners (see Fig. 6.1a). Hence,

with the exception of landmark L25, L28, and L34, which lie on sharp corners, the σ and

PE values are high.

We evaluate whether the final σi values are dependent on their initialization at the ex-

ample of the 2DHand dataset. We visualize the progression of the individual σi throughout

the network training optimization for the phalanges and metacarpals (Fig. 7.11), and for

radius, ulna, and the carpals (Fig. 7.12). These graphs show that already in the beginning
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σ
mean PE

thumb
L1–L4

index finger
L5–L9

middle finger
L10–L14

ring finger
L15–L19

little finger
L20–L24

bases of
metacarpals

2.09
0.99± 0.74

2.01
0.63± 0.50

2.10
0.98± 0.67

2.12
0.95± 0.63

2.01
0.67± 0.47

bases of proximal
phalanges

2.26
1.75± 1.19

1.88
0.51± 0.32

1.83
0.42± 0.25

1.80
0.39± 0.23

1.83
0.44± 0.27

bases of middle
phalanges

-
1.71

0.33± 0.18
1.70

0.32± 0.19
1.68

0.31± 0.18
1.68

0.30± 0.19
bases of distal
phalanges

1.95
0.65± 0.48

1.66
0.28± 0.17

1.64
0.27± 0.16

1.64
0.26± 0.16

1.64
0.26± 0.16

heads of distal
phalanges

1.86
0.43± 0.30

1.78
0.37± 0.89

1.81
0.36± 0.36

1.79
0.33± 0.20

1.78
0.35± 0.24

radius ulna
L25 L26 L27 L28 L29 L30

σ
mean PE

1.82
0.45± 0.71

2.15
1.10± 1.04

2.11
0.95± 0.76

1.91
0.54± 0.54

2.10
0.92± 1.06

2.19
1.24± 1.02

carpals
L31 L32 L33 L34 L35 L36 L37

σ
mean PE

2.07
0.86± 1.04

2.17
1.12± 0.85

2.10
0.84± 0.72

1.86
0.41± 0.25

2.12
0.88± 0.61

2.20
1.35± 1.28

2.15
1.15± 1.03

Table 7.6: Individual final σ and mean PE values for the individual landmarks of the 2DHand
dataset. The first table shows the values for the phalanges and metacarpals, the second for radius
and ulna, and the third for the carpals.

of training, the σi of certain and uncertain landmarks start to differ, while individually

converging rapidly towards their final value, with only small changes after the first third

of training. We also examined whether different initialization values of σi lead to different

final sigma values. For initial σi = {1.0, 2.5, 5.0}, the maximum difference of final σi in

fully trained networks is 0.01, showing that the initial σ value is not important. Finally,

when comparing the resulting σi values for the three cross-validation sets, the σi values

of the same landmarks do not differ by more than 0.02, which confirms that the network

initialization is not important for the final predicted σi.
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(a) Heads of distal phalanges.
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(b) Bases of distal phalanges.
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(c) Bases of middle phalanges.
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(d) Bases of proximal phalanges.
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Figure 7.11: Progression of learned σi values during training for landmarks on the phalanges and
metacarpals.
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Figure 7.12: Progression of learned σi values during training for landmarks on ulna, radius, and
carpals.
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Network
PEall (in mm) #Or (in %)

Median Mean ± SD r = 2 mm r = 4 mm r = 10 mm

SCN (H): 0.43 0.66 ± 0.74 1659 (5.01%) 241 (0.73%) 3 (0.01%)
SCN (HLA): 0.84 21.76 ± 39.96 11918 (35.99%) 11033 (33.32%) 10925 (32.99%)
SCN (HSC): 1.91 2.14 ± 1.30 15533 (46.91%) 2856 (8.62%) 7 (0.02%)

LA-Net: 0.54 1.22 ± 6.00 2371 (7.16%) 552 (1.67%) 291 (0.88%)
LAaroundGT: 0.43 0.62 ± 0.57 1735 (5.24%) 3 (0.01%) 0 (0.00%)

Table 7.7: Localization results on the 2DHand dataset of the individual heatmap outputs.
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Figure 7.13: Cumulative distribution of IPE on 2DHand dataset for local appearance (LA)
and spatial configuration (SC) components of our SCN (see Fig. 5.4). LAaroundGT shows LA
predictions restricted to a radius within 10 mm of the artificially provided ground-truth landmark
locations during testing.

7.3 Interacting Local Appearance ⇔ Spatial Configuration

In this section, we show how our SCN splits the localization problem into two simpler

tasks by multiplying the predictions from the local appearance and spatial configuration

components, which leads to a smaller required amount of annotated training data. We use

the 2DHand dataset to show whether the SCN is able to perform this simplification in an

experiment, where we separately extract the maxima of the heatmaps of both components

HLA and HSC of the normally trained SCN. The results of this experiment are given

in Table 7.7 and Fig. 7.13 as cumulative distributions of IPE for the local appearance

heatmaps (HLA) and the spatial configuration heatmaps (HSC), respectively.

7.3.1 Individual Components of the SCN

To show that the increased performance of the SCN as compared to the U-Net and our

preliminary SCN from [106] is not solely caused by the improved local appearance compo-

nent, we performed an experiment, where a network consisting only of the local appearance
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component (LA-Net) was trained. Due to the reduced receptive field of the LA-Net and

the missing spatial configuration component, it performs worse not only compared to the

SCN (see Fig. 7.13), but also to the U-Net (see Fig. 7.2).

Furthermore, we evaluate the accuracy of the local appearance component of the SCN,

as well as whether the spatial configuration component is able to remove infeasible lo-

cations. When taking the maximum responses from the local appearance heatmaps HLA

only (SCN-LA), the results are unsatisfactory. However, when removing responses on

HLA that are more than 10 mm away from the ground-truth locations, as has been done

with LAaroundGT, the predictions are accurate. Therefore, due to ambiguous structures,

the responses on LAaroundGT are neither the only ones nor the strongest ones of the

local appearance heatmaps HLA, while a strong graphical model can be used to remove

these ambiguities. When taking the maximum responses from the spatial configuration

heatmaps HSC only (SCN-SC), although the results are locally not accurate, they are in

the surroundings of the target locations. Despite never seeing image intensity information

directly, the spatial configuration component of the SCN is able to estimate the positions

of all landmarks, effectively representing a graphical model. When combining the locally

accurate but ambiguous candidate predictions from the local appearance heatmap HLA

with the robust but inaccurate prediction of the spatial configuration component HSC, the

ambiguities from the local appearance component are eliminated, while the local accuracy

of our proposed SCN remains the same as for LAaroundGT.

7.3.2 Representative Heatmap Outputs

To further clarify the interaction of the local appearance and spatial configuration stage of

the SCN, we show heatmap outputs of representative examples for the evaluated datasets

in Figs. 7.14 to 7.17. These figures show the input image, all predicted heatmaps (HLA,

HSC, and H) visualized as projected RGB images, as well as individual heatmaps (HLA
i ,

HSC
i , and Hi) for representative landmarks.

2DHand: The image in Fig. 7.14a shows a typical input image of this dataset. The

images Figs. 7.14b to 7.14d show the predicted heatmap images colored in the respective

landmark color as used in Fig. 6.1a and combined by taking the maximum RGB value

over all 37 heatmaps. As many landmarks locally look very similar, e.g., the landmarks

on the phalanges, this maximum RGB projection over the colored heatmaps for such

landmarks leads to a white color in the HLA heatmaps (see Fig. 7.14b). However in

Fig. 7.14c for the spatial configuration heatmaps HSC, this maximum RGB projection

leads to heatmaps, where each landmark can be distinguished easily. While the spatial

configuration heatmaps HSC only show an approximate location of the landmarks, the

RGB projection of the final combined heatmaps HLA in Fig. 7.14d leads to precise and

distinct heatmaps for all landmarks.

When looking at the local appearance heatmap HLA
25 for L25 on the radius, although

having the maximum response on the correct location, there are many other local maxi-



7.3. Interacting Local Appearance ⇔ Spatial Configuration 105

(a) 2DHand input. (b) HLA (c) HSC (d) H

(e) HLA
25 (f) HSC

25 (g) H25 (h) HLA
4 (i) HSC

4 (j) H4

(k) HLA
13 (l) HSC

13 (m) H13 (n) HLA
17 (o) HSC

17 (p) H17

Figure 7.14: Example input and result images from the 2DHand dataset. The first row shows
the input image, the combined local appearance (HLA), spatial configuration (HSC), and final (H)
heatmap outputs for all landmarks. The second and the third row show local appearance (HLA),
spatial configuration (HSC), and final (H) heatmap outputs for landmarks 25, 4, 13, and 17.

mum responses. These responses are on structures that look locally similar, which indicates

that the local appearance stage of the SCN is concentrating only on local regions. In con-

trast to the local appearance heatmap, the spatial configuration heatmap HSC
25 shows only

a single response at the location of the landmark, although not being accurate. Hence,

when combining HLA
25 and HSC

25 via multiplication, the final heatmap H25 shows only a

single local maximum at the accurate position of the landmark.

For landmarks that are locally not distinguishable (e.g., landmarks on the metacarpals

and phalanges for different fingers), the local appearance heatmaps have strong local max-

imum responses on all similarly looking landmarks (see Figs. 7.14h, 7.14k and 7.14n). For
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(a) 3DHand input. (b) HLA (c) HSC (d) H

(e) HLA
25 (f) HSC

25 (g) H25 (h) HLA
4 (i) HSC

4 (j) H4

(k) HLA
13 (l) HSC

13 (m) H13 (n) HLA
17 (o) HSC

17 (p) H17

Figure 7.15: Example input and result images from the 3DHand dataset visualized via maximum
projection. The first row shows the input image, the combined local appearance (HLA), spatial
configuration (HSC), and final (H) heatmap outputs for all landmarks. The second and the third
row show local appearance (HLA), spatial configuration (HSC), and final (H) heatmap outputs for
landmarks 25, 4, 13, and 17.

landmarks L13 (on the base of the distal phalanx on the middle finger) and L17 (the base

of the distal phalanx on the ring finger) the local appearance heatmaps HLA
13 and HLA

17

are almost identical. Thus, in contrast to landmark L25 the maximum responses of HLA
4 ,

HLA
13 , and HLA

17 have a high chance of being on the wrong landmark (see the poor results

of SCN-LA in Table 7.7 and Fig. 7.13). However, the spatial configuration heatmaps HSC
4 ,

HSC
13 , and HSC

17 , although only predicting a rough location, allow an easy distinction of

the landmarks. Combining the local appearance and spatial configuration heatmaps via

multiplication then leads to the final accurate and distinct heatmaps H4, H13, and H17.

Interestingly, for similar-looking local appearance heatmaps also the learned σi values

are almost the same, as can be seen in Table 7.6 and Fig. 7.11. This further confirms that
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(a) 2DSkull input. (b) HLA (c) HSC (d) H

(e) HLA
14 (f) HSC

14 (g) H14 (h) HLA
16 (i) HSC

16 (j) H16

(k) HLA
1 (l) HSC

1 (m) H1 (n) HLA
19 (o) HSC

19 (p) H19

Figure 7.16: Example input and result images from the 2DSkull dataset. The first row shows
the input image, the combined local appearance (HLA), spatial configuration (HSC), and final (H)
heatmap outputs for all landmarks. The second and the third row show local appearance (HLA),
spatial configuration (HSC), and final (H) heatmap outputs for landmarks 14, 16, 10, and 19.

the learned σ values represent a prediction uncertainty of the heatmap regression CNN.

As a consequence of the similar-looking local appearance heatmaps for some landmarks

(see Figs. 7.14h, 7.14k and 7.14n), for generating these heatmaps a lot of network param-

eters can be shared. Thus, the local appearance part of the SCN may achieve the same

overall prediction performance with a reduced number of network parameters as compared

to, e.g., the U-Net. Additionally, the similar-looking heatmaps do not use information from

only one, but from multiple landmarks, which serves as additional training data augmen-

tation. While in the U-Net every heatmap is learned from its corresponding landmark

annotations only, in the SCN the similar-looking local appearance heatmaps share the

training data annotations from multiple different landmarks. For example, for generating
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cropped
regions

(a) 3DSpine input. (b) HLA (c) HSC (d) H

(e) HLA
26 (f) HSC

26 (g) H26 (h) HLA
19 (i) HSC

19 (j) H19

(k) HLA
14 (l) HSC

14 (m) H14 (n) HLA
15 (o) HSC

15 (p) H15

Figure 7.17: Example input and result images from the 3DSpine dataset visualized via maximum
projection. The first row shows the input image with the cropped and overlapping region size, the
combined local appearance (HLA), spatial configuration (HSC), and final (H) heatmap outputs for
all landmarks. The second and the third row show local appearance (HLA), spatial configuration
(HSC), and final (H) heatmap outputs for landmarks L26, L19, L14, and L15.

the single heatmap that represents all local appearance heatmaps on the five fingertips,

the annotations of all five fingertips are used, thus, effectively increasing the number of

annotations per heatmap by a factor of five. These properties further indicate that the

SCN requires a much lower number of training images as other CNN architectures.

3DHand: A representative example for the dataset of MR images of the hand is

given in Fig. 7.15. This figure shows example heatmap outputs for the same landmarks

as used for the 2DHand dataset in Fig. 7.14. Despite being a volumetric dataset, the

same properties and observations regarding local appearance and spatial configuration hold.
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Thus, by looking at the local appearance heatmaps, locally similar landmarks would not

be distinguishable, but when combined with the spatial configuration heatmaps, the final

heatmap has a single and pronounced maximum response on the position of the landmark.

2DSkull: Figure 7.16 shows an example of the dataset of cephalograms. Although

this dataset also contains landmarks on locally similar structures (e.g., L14 and L16), the

individual landmarks are much better locally distinguishable, in contrast to e.g., the land-

marks on the phalanges for the 2DHand and 3DHand datasets. Similar to these datasets,

the individual local appearance heatmaps show responses on locally similar structures,

while the spatial configuration heatmaps show single but coarse responses. The combined

final heatmaps then remove the false positive responses on infeasible landmark locations.

As compared to the 2DHand and 3DHand datasets, many landmarks are anatomically

ill-defined, e.g., L10 on the jaw bone. As this landmark lies on a smooth edge and not

on a sharp corner, it is difficult for experts to annotate this landmark unambiguously and

consistently. Due to such inconsistent annotations, the network has troubles in creating

heatmaps with a single pronounced maximum at the correct location of the landmark, as

can be seen in Figs. 7.16k to 7.16m. Moreover, as lateral cephalograms are 2D projections,

the volumetric information is lost. This can be observed for the left and right temple (see

landmark L19), which are spatially separated in 3D, but close together and difficult to

distinguish in these 2D projections. Due to this ambiguity, the SCN creates a heatmap

with two local maxima, and only by chance the maximum at the annotated position is

taken, as can be seen in Figs. 7.16n to 7.16p.

3DSpine: Figure 7.17 shows an example input image for the dataset of spine CT

images. In this dataset, all landmarks lie in the center of the individual vertebrae, sharing

similar local appearances. Only the landmarks on the sacrum, which is shaped differently

as compared to other vertebrae, have local appearance heatmaps with a single response

(see Fig. 7.17e). For the other landmarks, the local appearance heatmaps have responses

on neighboring, similar-looking vertebrae, as can be seen in Figs. 7.17h, 7.17k and 7.17n.

However, these slight differences among the local appearance heatmaps of neighboring

vertebrae are sufficient for the SCN to identify the correct location and to create a graphical

model as spatial configuration heatmaps with single responses, leading to final results that

are both accurate and robust towards landmark misidentification.

7.4 Reducing the Number of Training Images

In this section, we present results of an experiment on the 2DHand dataset with a drasti-

cally reduced number of training images. Due to the simplification of the localization task

into local appearance and spatial configuration in the SCN, we hypothesize that the network

needs less annotated training data than other fully convolutional network architectures for

heatmap regression. Therefore, we designed an experiment for the 2DHand dataset with

its total of 895 images to systematically evaluate how our proposed SCN performs when

decreasing the number of training images, while still using the same validation images
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#
Training

Method
PEall (in mm) #Or (in %)

Images Median Mean ± SD r = 2 mm r = 4 mm r = 10 mm

10
SCN: 0.55 0.91 ± 1.13 3564 (10.76%) 707 (2.14%) 30 (0.09%)

U-Net: 0.71 2.00 ± 9.38 4855 (14.66%) 1627 (4.92%) 633 (1.91%)

50
SCN: 0.45 0.72 ± 0.84 2204 (6.66%) 379 (1.15%) 8 (0.02%)

U-Net: 0.59 1.19 ± 5.44 2977 (8.99%) 656 (1.98%) 199 (0.60%)

100
SCN: 0.44 0.69 ± 0.81 1895 (5.72%) 293 (0.89%) 8 (0.02%)

U-Net: 0.59 1.09 ± 4.68 2766 (8.35%) 539 (1.63%) 151 (0.46%)

≈ 600
SCN: 0.43 0.66 ± 0.74 1659 (5.01%) 241 (0.73%) 3 (0.01%)

U-Net: 0.44 0.70 ± 2.18 1703 (5.14%) 270 (0.82%) 22 (0.07%)

Table 7.8: Cross-validation results on 895 images from 2DHandReduced dataset, averaged from
three random selections of training images.
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Figure 7.18: Cumulative distribution of IPE on 2DHandReduced dataset for different numbers
of training images.

and three-fold cross-validation setup as before. Thus, to generate the 2DHandReduced

dataset, instead of using all 600 training images per fold, we solely train on a random

subset of 10, 50, or 100 images, while we perform inference on the same 300 images per

fold, such that still every image of the full dataset is tested exactly once. Other training

hyperparameters remain the same as in Section 7.1.1. For each cross-validation round of

10, 50, and 100 training images, we report our evaluation metrics as averages from three

experiments with different random training images to compensate biased choices of the

selected subsets of training images.

Results of this experiment in Fig. 7.18 and Table 7.8 show that for smaller training

datasets, our SCN performs much better than the U-Net, since our SCN-10 has 30 outliers

at r = 10 mm when trained from solely 10 images, while U-Net-10 trained from 10 images

has 633 outliers for the same error radius. Even when trained on 100 images, U-Net-100

still has 151 outliers. Interestingly, already when training with 50 images, the landmark

localization performance of our SCN-50 is almost the same as the original SCN trained on



7.5. Summary 111

the full 2DHand dataset. This experiment shows that increasing the number of training

images leads to better localization performance of CNN based methods in general, while

it also confirms our hypothesis that by incorporating spatial configuration inside our SCN,

a smaller amount of data is sufficient for training.

7.5 Summary

In this chapter, we have evaluated the performance of our proposed method for anatomical

landmark localization, as well as examined our proposed loss function and SCN in more

detail. We have shown that our method outperforms state-of-the-art methods on four

datasets for anatomical landmark localization, i.e., radiographs of left hands, volumet-

ric MR scans of left hands, lateral cephalograms, and volumetric CT scans of the spine.

Furthermore, we have compared several network architectures and evaluated several hy-

perparameters of our SCN on the dataset of hand radiographs to determine the optimal

network architecture. We have also evaluated our proposed loss function and have shown

that the learned sizes of the Gaussian heatmaps correlate with the expected point error.

By analyzing the individual components of the SCN, we have shown that both compo-

nents work as expected, i.e., modeling both the local appearance and spatial configuration

of landmarks. Finally, we have shown that our proposed SCN greatly outperforms the

U-Net on the dataset of hand radiographs with a drastically reduced number of train-

ing images, thus, effectively using information of the spatial configuration of anatomical

landmarks.
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I’m doing everything I can... And stop calling me Shirley!

Dr. Rumack

In this chapter, we show several applications of our proposed landmark localization

method. We show generic applicability of the SpatialConfiguration-Net (SCN) on com-

puter vision dataset in Section 8.1, where we evaluate on the tasks face point detection

and human pose estimation. We present a forensic application of anatomical landmark

localization for age estimation of living individuals from structures in Magnetic Resonance

(MR) images from hands, clavicles, and teeth in Section 8.2. In Section 8.3, we show how

to extend the SCN for multi-label segmentation at challenging Computed Tomography

(CT) and MR datasets for multi-label whole-heart segmentation. Finally, in Section 8.4,

we demonstrate how to apply our method for anatomical landmark localization to seg-

ment individual vertebrae in spine CT volumes. We summarize findings of this chapter in

Section 8.5.

113
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(a) AFLW (b) FLIC

Figure 8.1: Example images of the AFLW dataset for face point detection and the FLIC dataset
for human pose estimation. The red dots indicate landmark locations; the blue boxes represent
the cropped regions that are used as inputs for the networks.

8.1 Landmark Localization in Computer Vision Datasets

To show the applicability of our method to tasks of the computer vision domain, we

evaluate our method for landmark localization on datasets for face point detection, as

well as human pose estimation. As many related works using Random Forests (RFs)

and Convolutional Neural Networks (CNNs) were evaluated on the datasets used in this

section (see Chapter 3), the results presented in this section further demonstrate how our

proposed method compares to the state-of-the-art. The method and results presented in

this section have been published in [110].

8.1.1 Method

Same as for the anatomical landmark localization tasks of the previous chapter, we use the

heatmap regression framework with our proposed loss function to learn the heatmap peak

widths (see Chapter 4) and apply our proposed SCN architecture that explicitly learns the

local appearance and the spatial configuration of landmarks (see Chapter 5). As there may

be more than one human face or body visible in the evaluated datasets (see Fig. 8.1), the

network needs to know, for which person in the image the landmarks should be extracted.

Therefore, following the literature on the evaluated datasets, we crop the input for the

networks such that only the face of the target person is visible (for face point detection)

and the target person is centered in the image (for human pose estimation), respectively.

8.1.2 Evaluation

We evaluate our SCN architecture as well as the U-Net and compare them to state-of-

the-art results on a dataset for face point detection as well as a dataset for human pose

estimation. Due to the lack of other reported measures in the respective papers of the
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compared methods, we only show plots of the cumulative distributions of the image specific

point-to-point error (IPE) as defined in Eq. (6.4).

8.1.2.1 Datasets

The face point detection and human pose estimation datasets are as follows:

Face Point Detection Dataset (AFLW): The AFLW dataset consists of images

from Flickr and shows a large variation in poses and illumination [77]. Additionally, some

of the images contain more than one face. To assure that the network only detects the

points from the currently evaluated face, we need to crop the face beforehand. We use

the same cropped face images as [85], who provided us with their setup of 326 training

and 4755 testing images of AFLW, as well as their additional point annotations. As the

top and bottom points on the lips are missing in the original AFLW dataset, Lindner

et al. [85] manually annotated these additional two points. While we use the same setup

of 326 training and 4755 testing images with 17 annotated landmarks as [21, 85], in [161]

1000 different testing images and 19 point annotations are used. Due to the lack of RGB

information in the annotations from [21, 85], we use grayscale images as provided by the

authors as input to predict 17 landmarks.

Human Pose Estimation Dataset (FLIC): Compared to face point detection, the

variety of human poses is much larger, making it a very challenging problem that has

recently seen a lot of interest in computer vision. We evaluate our algorithm on the FLIC

dataset introduced in [121], consisting of 3987 training and 1016 testing images from

various Hollywood movies with actors in mainly front-facing standing up poses. Each

image is annotated with 11 landmarks, i.e., face, eyes, shoulders, elbows, wrists, and hips.

As many images of the FLIC dataset contain more than one person, we follow the same

approach as [100] and move the center x coordinate of the person’s bounding box to the

center of the input image. Thus, the network learns to solely estimate the pose of the

person in the center. We use the full 3-channel RGB input and localize seven landmarks,

i.e., head, shoulders, elbows, and wrists.

8.1.2.2 Implementation Details

Training and testing of the network were done with our framework as described in Chap-

ter 6. We use the same preprocessing and augmentation hyperparameters as for the 2D

datasets of anatomical landmark localization that we defined in Section 6.2.

Regarding the network architecture of our SCN, we again use the same implementa-

tion and hyperparameters as defined in the previous chapter. Due to the smaller image

sizes of the computer vision datasets compared to the datasets for anatomical landmark

localization, we use networks with 256× 256 pixels input and heatmap target size, while

the spatial configuration component operates at 1/8th of the input resolution. We train

the networks with a mini-batch size of one for 100,000 iterations for AFLW, and 1,100,000

iterations for FLIC, respectively.
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Figure 8.2: Cumulative distribution of IPE on the AFLW dataset.

8.1.2.3 Results

We present the results of our approach and compare it to state-of-the-art methods of the

respective datasets.

Face Point Detection Dataset (AFLW): We compare our SCN method to [21, 85],

who use constrained local models, as well as to [161], who use sieved random forests.

Additionally, we also compare it to our implementation of the U-Net. Note that although

there exist many more methods that are evaluated on the AFLW dataset, we mainly

use this dataset to compare to methods based on RF that were initially proposed for

anatomical landmark localization. As the results of the compared RF based methods are

evaluated on different training/validation/testing images [85], a fair comparison to other

presented results would not be possible.

To alleviate different scales throughout the dataset, same as the compared methods, we

normalize the point-to-point errors with the inter-ocular distance, i.e., s(j) = 1/‖ ∗x(j)
l eye −

∗
x

(j)
r eye‖2 as used in Eq. (6.3).

The results are shown quantitatively in Fig. 8.2 in a plot of the cumulative image-

specific point-to-point error distributions, which present the proportion of tested images

that achieve a certain IPE. Similar to Lindner et al. [85], we use the face point detection

application to confirm that, despite being developed for medical image analysis tasks, our

proposed SCN also gives a state-of-the-art performance on a computer vision dataset.

From our results, we see that even without modifications, our proposed SCN outperforms

both U-Net and the previous state-of-the-art facial landmark localization approach [85].
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Figure 8.3: Cumulative distribution of PEwrist and PEelbows on the FLIC dataset.

Human Pose Estimation Dataset (FLIC): We compare our results to various

methods from the literature that represent the latest developments in human pose esti-

mation like coordinate regression on its own [145] or refined with a handcrafted graph-

ical model [15], as well as heatmap regression [142] and cascades of fully convolutional

CNNs [100, 155]. Again, we also compare to our U-Net heatmap regression baseline.

We follow a common evaluation protocol [100] by solely reporting the overall point-

to-point error rate of elbows and wrists, respectively, and by evaluating on observer-

centric annotations, meaning that left and right landmarks are defined from the observer’s

perspective. To alleviate different scale throughout the dataset, we use the approach

proposed by Sapp and Taskar [121] and normalize the point-to-point errors with the torso

height, defined by the distance of left hip and right shoulder, i.e., s(j) = 1/‖ ∗x(j)
l hip −

∗
x

(j)
r shoulder‖2 as used in Eq. (6.3).

The results in Fig. 8.3 show that our proposed SCN outperforms all state-of-the-art
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methods in human pose estimation with the exception of the cascade approach from [100],

which performs slightly worse in accuracy but better in robustness towards landmark

misidentification. However, due to their cascaded refinement CNN architecture, their

model complexity is larger than in our SCN, and their approach is solely dedicated and

therefore finetuned to the task of human pose estimation. Differently to the medical

datasets in Chapter 7, here the results of the single-stage U-Net approach are no longer

competitive due to the large variation in the human pose estimation dataset. To improve

performance, the U-Net based architecture could benefit from the larger training dataset

by extending it to a cascade of U-Net stages, which would lead to a method similar

to [100]. On the other hand, without any modifications or extensions, our method that

uses constraints on the spatial configuration shows its benefits not only in the presence of

small training datasets as demonstrated in Section 7.4, but it is also capable of capturing

large variation in bigger datasets. Compared to [15] and [142], who use Markov Random

Field (MRF) based constraints on the spatial configuration, we improve by a large margin

due to our spatial configuration component being a deep CNN that can be trained together

with the local appearance component in an end-to-end manner.

While works like [142] and our preliminary SCN of [106] have shown that even a single

convolution layer can be used to model an MRF in a CNN framework, we hypothesize that

our spatial configuration component as described in Chapter 5 is able to be more robust

to the presence of complex variations in landmark configuration, as present in body pose

estimation. Thus, to more deeply investigate the influence of the number of convolution

layers in the spatial configuration component, we have also performed an ablation study

by evaluating a version of our SCN, where only a single convolution layer is used in

the spatial configuration component (SCN-SCL). Results of this comparison in Fig. 8.3

show that in both accuracy and robustness towards landmark misidentification, SCN-

SCL already outperforms [142]. However, our proposed SCN provides better results than

both [142] and SCN-SCL, since it is capable of modeling more complex spatial relationships

due to its additional convolution layers that address the larger variety of human poses.

Thus, our end-to-end trained fully convolutional SCN with its deep spatial configuration

component is able to achieve results that reproduce the best performing state-of-the-art

method from Newell et al. [100] on a large training dataset for human pose estimation.

8.1.3 Conclusion

Our experiments show the general applicability of our proposed SCN for heatmap regres-

sion also for landmark localization tasks in the computer vision domain. The SCN is able

to achieve results that reproduce the best performing but task-specific state-of-the-art

method from [100] on pose estimation, while outperforming all other evaluated methods

on both studied computer vision datasets. Thus, we have demonstrated that our SCN can

not only be used in medical imaging applications, but also for face point detection and

human body pose estimation.
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(a) Hand. (b) Clavicles. (c) Wisdom Teeth.

Figure 8.4: Images showing the structures containing relevant information for age estimation,
marked with green circles. All images show slices of volumetric MR images. In the hand images, the
relevant information is in the epiphyseal gaps of the bone ends of the phalanges and metacarpals,
as well as radius and ulna. In the clavicles, the information is present in the epiphyseal gaps as
well. In the teeth, the age-relevant information is in the wisdom teeth.

8.2 Fully Automatic Age Estimation

Age estimation of living individuals is an active research field in clinical medicine, e.g., to

assess endocrinological diseases [92] or to plan orthopedic interventions [82, 153], as well as

legal medicine to robustly distinguish minors from majors. To estimate the chronological

age in children and adolescents, the anatomical changes during physical maturation can

be investigated by non-invasive, imaging-based radiological methods. Predominantly the

ossification of bones [48, 139] and the mineralization of wisdom teeth [26] allows experts

in forensic radiology and forensic dentistry the examination of the biological development

of a subject. As different anatomical structures only show the physical maturation in

specific age ranges (hand bones: < 18 years, clavicles: 16 – 25 years, wisdom teeth: 13 –

25 years), the information of multiple complementary sites needs to be combined to make

a robust age estimate at a broad age range. Structures containing relevant information

for age estimation in hand bones, clavicles, and wisdom teeth are shown in Fig. 8.4.

As the established radiological methods for assessing biological development suffer

from intra- and inter-rater variability [68], in our working group we experimented with

machine-learning-based fully automatic age estimation from MR images of the left hand,

upper thorax, and the jaw. The biological development in these images is mainly visible

in the epiphyseal gaps of the finger and wrist bones, the epiphyseal gaps of the clavicles,

and the mineralization of the wisdom teeth, respectively. Hence, the relevant information

for estimating the age is restricted to only small regions of the entire MR volumes. To



120 Chapter 8. Applications and Evaluations on Other Domains

Localizing and CroppingInput

Age

y
CNNCNN

CNN

CNN

Figure 8.5: Overview of our method for fully automatic age estimation. A first CNN localizes
the structures relevant for age estimation. Cropped images around these regions are then used as
input for a second CNN that performs the age estimation.

increase the performance of machine learning methods, they should be trained to focus on

these regions containing the structures of interest.

The method and results presented in this section were published in [131, 133–135].

8.2.1 Method

For our proposed methods for fully automatic age estimation from images of the hand ([134,

135]), as well as images from hands, clavicles, and wisdom teeth combined ([131, 133]), we

train CNNs to focus on the relevant anatomical structures by cropping around the regions

containing information of physical maturation, i.e., regions around the specific bone ends

for hands and clavicles, and the regions containing wisdom teeth (see Fig. 8.5). Thus,

we localize the relevant structures on the MR images at first with a CNN for anatomical

landmark localization, i.e., our proposed SCN for heatmap regression. By locating two

anatomical landmarks per bone for the hand MR images, we crop the same 13 bones that

are used in the Tanner-Whitehouse RUS method for age estimation (TW2) [139]. In MR

data of the upper thorax, we crop the two clavicle bones separately based on two identified

landmarks for each clavicle. The regions encapsulating wisdom teeth are extracted from

the dental MRI data using the locations of the centers of the second and third molars. After

localizing the age-relevant structures, we use the cropped regions around the structures to

perform age estimation with a second CNN (see Fig. 8.5).

Localizing and cropping the regions containing the age-relevant information has multi-

ple advantages. First, the input image domain is simplified by eliminating pose variations

in the images since the relevant structures are aligned to the same canonical position. This

allows the CNN to focus only on the developmental stages of the bones/teeth and removes
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Hand Bones Clavicle Bones Wisdom Teeth

Predicted Age

Figure 8.6: Schematic representation of our CNN for age estimation using cropped regions around
age-relevant structures as input. Each cropped bone/tooth containing age-relevant structures has
its own feature extraction and encoding block that consists of consecutive convolution and pooling
layers and finishes with a fully connected layer. The outputs of the three individual sites (hand
bones, clavicle bones, wisdom teeth) are generated with another fully connected layer, which
are then combined with a final fully connected layer leading to the final age estimate. Blue
boxes represent (intermediate) images; black boxes represent the feature vectors; arrows represent
connections, i.e., convolution, downsampling, fully connected.

the chance of overfitting to irrelevant information, e.g., pose, size, and image background.

Moreover, due to memory restrictions, when using the whole acquired MR volumes as

input for the CNN, the input volumes would need to be downsampled, possibly removing

information at the relevant anatomical structures. Therefore, cropping enables the age

estimation CNN to observe these structures in higher resolution.

Our proposed CNN architecture for assessing bone ages from such cropped regions is

shown in Fig. 8.6. It consists of per-bone/tooth feature extraction and encoding blocks

that are combined with fully connected layers. Each block consists of multiple repeated

levels of two consecutive convolution layers with 3 × 3 × 3 kernels and one max-pooling

layer, where Rectified Linear Unit (ReLU) is used as the nonlinear activation function.

The block finishes with a fully connected layer, leading to an encoded output feature

representation for each cropped bone/tooth. To fuse feature representations into a single

feature vector per anatomical site (hand bones, clavicle bones, wisdom teeth), we use a

fully connected layer followed by a ReLU activation unit. A final fully connected layer

with a single output combines the feature outputs for the three sites and predicts the

final age estimate. We train the networks with the L2 loss function comparing network

prediction and ground-truth chronological age (see Eq. (2.9)).
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8.2.2 Evaluation

We evaluate several methods for fully automatic age estimation on our in-house dataset

consisting of MR volumes of the left hand, upper thorax, and the jaw. First, we use only

the hand images to compare baseline experiments for age estimation with RFs and CNNs

on the cropped input images containing. There we also compare to a CNN using the

whole volume of the hand as input, and visualize from which regions on the input image

the CNN takes the information to generate its age prediction. Second, we use cropped

images of the three sites as input for our age estimation CNN and evaluate their individual

contribution to the final age prediction.

8.2.2.1 Dataset

We evaluate the methods for age estimation on an in-house dataset of MR volumes of the

left hand, upper thorax, and the jaw. This dataset was collected at the Ludwig Boltzmann

Institute for Clinical Forensic Imaging in Graz as part of a study investigating the role

of Magnetic Resonance Imaging (MRI) in forensic age estimation. It contains N = 322

subjects with known chronological age ranging between 13.0 and 25.0 years (mean± std:

19.1± 3.3 years). T1-weighted 3D gradient echo sequences with fat saturation were used

for acquiring the hand and clavicle data (physical voxel resolutions of 0.45×0.45×0.9 mm3

and 0.9× 0.9× 0.9 mm3, respectively), while teeth were scanned using a proton density-

weighted turbo-spin-echo sequence (0.59×0.59×1.0 mm3). Voxel sizes of the whole input

volumes were 288 × 512 × 72 for hand, 168 × 192 × 44 for clavicles, and 208 × 256 × 56

for wisdom teeth, respectively. Acquisition times of hand, clavicles, and wisdom teeth

MR sequences were around 4, 6, and 10 min, respectively, but show potential for further

acceleration through undersampling [99].

8.2.2.2 Implementation Details

For data preprocessing and augmentation as well as training the CNNs we use the frame-

work as described in Chapter 6. For our experiments only incorporating information from

the hand images, due to the age-relevant information being present in the epiphyseal gaps,

we additionally compare to images with enhanced epiphyseal gaps to evaluate the auto-

matic feature extraction capabilities of the individual methods. As in the cropped images,

the long bones are aligned to a fixed axis, the images with enhanced epiphyseal gaps are

created by using a Laplacian of Gaussian filter with different values for σ along this axis.

See [135] for more details on this preprocessing step.

For all experiments, the intensity values of the input images for the RFs and CNNs

are rescaled such that they lie approximately within [-1, 1]. For training data augmen-

tation, we use values randomly sampled from a uniform distribution within the following

intervals. The intensity values were shifted by [−0.1, 0.1] and scaled by [0.8, 1.2]. Addi-

tionally, the cropped MR bone images were geometrically transformed using a translation
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by [−2, 2] mm, scaling by [0.85, 1.15], and rotation by [−5°, 5°] in each dimension.

Due to an imbalanced dataset with regards to the age distribution, during training, we

randomly sample images such that subjects within each full year are represented uniformly

across the whole age range.

RF: Compared to CNNs, which automatically learn features relevant for the task,

features used by the RF have to be constructed manually. Since after cropping, the

epiphyseal plate is orthogonal to the axis along the bone image, we generate features for

the RF as an average image value along a randomly generated line parallel to this axis.

In each tree node of the RF, a feature is generated by randomly selecting a hand bone

out of the set of 13 possible hand bones, followed by randomly generating a bone image

coordinate as well as a specific length along the bone axis.

For training our Random Regression Forest (RRF) we identify the best discriminative

features and thresholds by maximizing the information gain [24, 135]. During testing, the

feature response is computed for a test subject based on the stored feature parameters and

thresholds. To generate the final age prediction, the individual age predictions from the

reached leaf nodes of all trees in the RF are combined as a truncated mean after discarding

5% of ages with the highest and 5% with the lowest values, respectively.

CNN: The per-bone feature extraction and encoding blocks in Fig. 8.6 are set up to

consist of two consecutive convolution layers followed by a max pooling at every level.

At each of the three levels, the convolution layers are set up to generate 24, 48, and 96

intermediate outputs, respectively, followed by a fully connected layer with 96 outputs

that represent the extracted bone/tooth feature vectors. Further increasing the number of

intermediate outputs was not feasible, due to its demands on GPU memory consumption.

The fused feature outputs for each one of the three anatomical sites were generated by a

fully connected layer with 96 outputs, followed by generating the final output with a last

fully connected layer. For the experiments on the hand images only in Section 8.2.2.3, we

do not use a single CNN using hyperparameters as described in this section but ensembles

of CNNs using different numbers of feature outputs. Refer to [135] for the individual

numbers for the individual CNNs of the ensemble. Optimization was done with the Adam

optimizer [71] with a maximum of 20, 000 iterations, a mini-batch size of 8, and a learning

rate of 10−5. For the CNN trained on the whole hand, we use 40, 000 iterations. We

perform L2 weight decay with a factor of 0.0005, as well as dropout [129] with a ratio of

0.5 before the fully connected layers to reduce overfitting.

8.2.2.3 Age Estimation from Hand MR Images

As a baseline, we evaluate various methods for predicting the chronological age of subjects

from MR images of left hands. As the ossification process of the epiphyseal gaps of the

hands is finished at around 18 years, it is not possible to distinguish between an 18-year-old

and a 25-year-old from images of the hand only. Thus, we restrict training on 141 subjects

below 18 years for estimating the chronological age and perform four-fold cross-validation.
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Input Method
MAE chronological age

Mean ± SD

cropped
CNN 0.82 ± 0.65
RF 1.48 ± 1.00

cropped with enhanced gaps
CNN 0.83 ± 0.62
RF 0.96 ± 0.74

whole image CNN 0.96 ± 0.77

Table 8.1: Results of fully automatic age estimation methods for a four-fold cross-validation on
hand MR images of 141 subjects younger than 18 years. Values are shown for RFs and CNNs using
the unmodified raw cropped input images, as well as cropped images with enhanced epiphyseal
gaps. For the CNNs, we also show results when training on whole downsampled input images.
The MAE shows the mean and standard deviation of the absolute error of each individual age
prediction to the ground-truth age of the 141 subjects.

We compare RFs and CNNs trained on cropped images of the bone ends, both without

and with enhancing the epiphyseal gaps as preprocessing, as well as CNNs trained on

downsampled images of whole hands. The results of four-fold cross-validation, comparing

the MAE of the ground-truth and predicted age of the different methods are presented

in Table 8.1. When comparing the RFs methods with the CNNs on the cropped images,

we can see that the CNNs perform much better than the RF-based methods, reaching an

MAE of 0.82 ± 0.65 as compared to 0.96 ± 0.74. Also, for the RF to be competitive, the

epiphyseal gaps must be enhanced, as otherwise, the results are much worse with an MAE

of 1.48±1.00. For the CNNs, both raw input images, as well as images with enhanced gaps,

lead to almost the same performance (0.82±0.65 with, 0.83±0.62 without enhancement).

This further confirms that the age-relevant information is in the epiphyseal gaps and that

the feature extraction capabilities of CNNs are superior as compared to RFs. When using

the whole image as an input for training the CNN, the results are worse leading to an

MAE of 0.96 ± 0.77, presumably due to the reduced resolution and higher probability of

overfitting to structures irrelevant to age estimation. Hence, to get the best performance,

the CNN should be trained on the cropped regions containing the relevant age information.

Additionally, we evaluate on which image regions the CNN trained on the whole hand

image is concentrating most. We visualize the network’s focus by summing up the activa-

tions of the second convolution filter output after the third max pooling. To show that the

network is focusing on different regions depending on the biological age of a subject, we

group the visualization results by summing up values for all subjects within the same age

group. Figure 8.7 shows the resulting visualization. For all age ranges, these results show

that the network focuses on the same regions that we used when cropping the input vol-

umes. Although this indicates that the CNN is able to identify the relevant structures on

its own, the network using the whole volume as an input requires more training iterations

for converging, more training time per iteration, and more memory. Moreover, the results

are worse as compared to using the cropped regions as network input (see Table 8.1).
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(a) 13-14 years (b) 14-15 years (c) 15-16 years

(d) 16-17 years (e) 17-18 years (f) ≥ 18 years

Figure 8.7: Visualizations of the hand image regions delivering the most responses for generating
the age predictions of a CNN grouped by age ranges. Individual responses are deformed with a
non-linear transformation that was calculated by transforming the landmarks of the corresponding
input image to the same reference hand (as outlined in white). The individual responses of subjects
within the same age range are merged by summing up and normalized for visualization. Images
are taken from [135].

8.2.2.4 Multi-Factorial Age Estimation from MR Images

As MR images of hands show the physical maturation of a subject only up until the

age of around 19 years, complementary anatomical information is needed to extend the

predictable age range. To be able to predict the chronological age up until 25 years, we

also incorporate the maturation information from wisdom teeth and clavicles. Thus, we

set up our CNN pipeline to use also MR images of the jaw and the upper thorax. As the

maturation information is concentrated on the wisdom teeth and the epiphyseal gaps of

the clavicle bones, respectively, similar to the MR images of the hand, we crop the images

to only contain these regions containing the maturation information.
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Hand Clavicles Teeth
MAE chronological age

Mean ± SD

X X X 1.01 ± 0.74
X 1.25 ± 0.96

X 1.22 ± 0.95
X 1.42 ± 1.14

X X 1.04 ± 0.78
X X 1.11 ± 0.95

X X 1.10 ± 0.87

Table 8.2: Results for CNNs trained on all combinations of the anatomical sites for four-fold
cross-validation on images of 322 subjects in the age range of 13 to 25 years. The checkmarks on
of hands, clavicles, and teeth indicate on which anatomical sites the CNN was trained. The MAE
shows the mean and standard deviation of the absolute error of each individual age prediction to
the ground-truth age of all subjects.

We perform four-fold cross-validation to predict the chronological age of all 322 patients

on all combinations of the three anatomical sites hands, clavicles, and teeth. Due to

the larger memory requirements using MR images of all three anatomical sites, we were

not able to compare to CNNs using the whole MR images as input. Moreover, we do

not compare to RFs, since for being competitive, they require image enhancement as

preprocessing. Implementing an image enhancement for clavicles and wisdom teeth that

is similar to the one used for hands would need a lot of work, while the RFs would probably

still be beaten by the CNNs that do not need the image enhancement of the epiphyseal

gaps (see Table 8.1). However, we do not consider this as a drawback, as the purpose

of this experiment is to show the importance of combining maturation information from

multiple sites for improving age estimation.

The results of the four-fold cross-validation, comparing the MAE of the ground-truth

and predicted age on all combinations of hands (H), clavicles (C), and teeth (T) are shown

in Table 8.2. From these results we can see that CNNs trained on hands and clavicles

alone perform similarly well, resulting in an MAE of 1.25± 0.96 and 1.22± 0.95 years for

the whole age range from 13 to 25 years. Note that as compared to using subjects with an

age up to 18 only (see Section 8.2.2.3), the results of the CNN trained on the hand only for

the whole age range are worse, indicating that the subjects from 18 to 25 years are more

difficult to distinguish. The results for the CNN trained on teeth alone are worse with an

MAE of 1.42 ± 1.14, due to less reliable information of the mineralization of the wisdom

teeth as well as possibly completely missing wisdom teeth. When using CNNs trained

on two sites, combining teeth with hands or clavicles improves the MAE already, while

combining hands and clavicles gives the best MAE 1.04 ± 0.78 years. Finally, the CNN

trained on all three anatomical sites gives the best results with an MAE of 1.01 ± 0.74

years, showing that the CNN incorporates information from all three sites to generate the

age prediction.

Additionally, we investigate from which anatomical site the network uses most infor-
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Figure 8.8: The influences of the individual anatomical sites for all subjects over the whole
predicted age range. The individual influences per subject are normalized to one and shown as
small × in the respective colors, while smoothed running averages of all subjects for the individual
site influences are plotted as lines.

mation to predict a certain age. For this, we sum up the activations of the last fully

connected layers of the feature extraction and encoding blocks of each anatomical site

and calculate the ratio to the total sum of all three sites combined. The results of all

subjects are plotted in Fig. 8.8. We can see that up until ≈ 18 years, most activations

are coming from the hands, while after ≈ 21 years, most activations are coming from the

clavicles. This confirms that with higher age the hand information becomes less reliable

as less information is used, while the influence of the clavicles increases. The teeth provide

the least activations over the whole predicted age range, indicating that they are the least

reliable source of information. In conclusion, this experiment confirms that information

from all three sites combined is required for a reliable age prediction of subjects between

13 and 25 years.

8.2.3 Conclusion

In this section, we have shown that CNNs may be used for fully automatic age estima-

tion of living individuals from MR images of the hand, clavicles, and teeth. Furthermore,

we have shown in several experiments, that the age-relevant information is concentrated

only in specific regions of the images. Thus, localizing and cropping the relevant struc-

tures improve the results, showing that fully automatic age estimation is a clinically and

forensically relevant application for anatomical landmark localization.
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8.3 Multi-Label Whole Heart Segmentation

Cardiovascular diseases are the leading cause of death worldwide [94] with an estimated

17.9 million people who died in 2016, representing 31% of all global deaths [158]. Early

diagnosis from CT or MR volumes of the heart plays a vital role in reducing the mortality

and morbidity of cardiovascular diseases [67]. For quantifying morphological and patho-

logical changes of the heart, it is highly relevant to segment and analyze the individual

substructures of the heart, e.g., left and right ventricle, left and right atrium, myocardium,

pulmonary artery, and the aorta. As manually segmenting the heart substructures is a

laborious and time-consuming process that suffers from large intra- and inter-rater vari-

ability, fully automatic segmentation of the heart substructures is preferred [174].

Challenges for automatic heart substructure segmentation are the large anatomical

variability in shape among subjects, the potential indistinctive boundaries between sub-

structures, and, especially for MRI data, artifacts and intensity inhomogeneities resulting

from the acquisition process. While earlier methods for heart substructure segmentation

were often based on (multi-)atlases or deformable models (see [67, 112, 172] for exten-

sive overviews of existing methods published before 2015), recently there has been a shift

towards deep learning. However, most deep-learning-based methods focus only on seg-

menting one heart substructure at a time (e.g., [4, 69, 101, 138, 162]), and not on seg-

menting all individual heart substructures, i.e., Whole Heart Segmentation (WHS). Due

to the lack of a publicly available dataset for WHS, the MICCAI 2017 Multi-Modality

Whole Heart Segmentation (MM-WHS) challenge was organized to objectively compare

the state-of-the-art in WHS.

Similar to anatomical landmark localization, in WHS the spatial configuration of the

substructures is predetermined by physiology. As we have already shown that our SCN

incorporates the spatial configuration of landmarks (see Chapters 5 and 7), we adapt the

SCN for multi-label segmentation to also incorporate the spatial configuration of anatom-

ical substructures for WHS.

To validate our SCN for WHS, we participated in the MM-WHS 2017 challenge. Eval-

uation on both CT and MR datasets of the MM-WHS 2017 challenge has shown that our

proposed method overall outperforms all other participating methods, ranking first and

winning the challenge.

The method and results of our method presented in this section are published in detail

in [107], while [173] summarizes the MM-WHS 2017 challenge, comparing all participating

methods and results.

8.3.1 Method

We perform fully automatic multi-label whole heart segmentation from CT and MR data

with the following two-step approach (see Fig. 8.9). At first, due to the large variation of

the field-of-view of the input volumes, a volumetric CNN with low input resolution roughly



8.3. Multi-Label Whole Heart Segmentation 129

}
Localization

CNN

CNN

Multi-Label
Segmentation

Cropped
Input

Input

Figure 8.9: Overview of our fully automatic two-step multi-label whole heart segmentation
pipeline. The first CNN uses a low-resolution volume as input to localize the center of the bound-
ing box around all heart substructures. The second CNN uses a region cropped around this center
and performs the multi-label segmentation.

localizes the center of the heart. Then, after cropping a region around the localized heart,

another volumetric CNN with high input resolution performs multi-label segmentation of

the individual heart substructures.

8.3.1.1 Heart Localization

Due to the varying field-of-view, the input volumes contain lots of background that is not

needed for segmenting the individual heart substructures, while the heart is not necessarily

in the center of the input volume. Therefore, to ensure that the heart is in the center as

well as to remove the uninformative background from the input volume for the subsequent

segmentation network, we localize the approximate center of the heart x̂heart ∈ R3 and

crop a region of fixed size around the center of the heart.

Before processing an input volume, it is resampled to a uniform voxel spacing of 10 mm

for CT and 12 mm for MRI and centered at the network input. The network input

resolution is [32×32×32], which allows volumes with an extent of up to [320×320×320] mm

for CT and [384× 384× 384] mm for MRI to fit into the network input. Although some

volumes of the evaluated dataset have a larger extent, this extent of the network input

volumes was sufficient to predict the center of the heart xheart for all volumes of the

evaluated datasets.

For localizing x̂heart we use a U-Net to perform heatmap regression (see Chapter 4).
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For a 3-dimensional input image I : ΩI → R with support ΩI ⊂ R3, the target heatmap
∗
Hheart : ΩI → R (see Eq. (4.6)) is generated from the center x̂heart of the bounding box of

the foreground label
∗
Sheart of all heart substructures. The networks are trained with the

L2 loss of Eq. (4.7), where the size of the target Gaussian heatmap is not learned, but

fixed with σ = 1.5.

Our variant of the U-Net is adapted such that it performs average instead of max

pooling and linear upsampling instead of transposed convolutions. It uses four levels where

each convolution layer has a kernel size of [3 × 3 × 3] and a ReLU activation function.

Starting from 32 outputs at the first level with the highest resolution, the number of

outputs of each convolution layer at the same level is identical, while it is doubled at the

next deeper level. We employ dropout of 0.5 after the convolutions of the contracting

path in the deepest two levels. Furthermore, the convolution layers use zero padding such

that the network input and output sizes stay the same. Taking the output of the U-Net

as input, the predicted heatmap Ĥheart is generated with a final convolution layer with a

kernel size of [1× 1× 1] and a single output channel. The final predicted coordinate x̂heart

is the coordinate, where Ĥheart has its maximum value.

8.3.1.2 Whole Heart Segmentation

As the original input volumes contain unnecessary background information, while the

heart is not centered at the input, we resample the input volume, center it at the heart

coordinate xheart, and crop a region of fixed size around this center. We resample the

input volume to a uniform voxel spacing of 3 mm for CT and 4 mm for MRI. The network

input volume size is [64 × 64 × 64] voxels, which allows volumes of an extent of up to

[192× 192× 192] mm for CT and [256× 256× 256] mm for MRI.

For segmenting the N individual heart substructures, we incorporate their spatial con-

figuration into a CNN by adapting the SCN to perform multi-label segmentation. From

the target heart label volume
∗
Sheart : ΩI → {0 . . . N}, we generate the one-hot-encoded

target substructures label volumes
∗
Si : ΩI → {0, 1} with i = 0 . . . N . The SCN is set up to

predict N + 1 label volumes Ŝi : ΩI → (0, 1), i.e., each substructure plus the background.

We adapt the SCN as follows: In the local appearance part of the network uses four

levels with two convolution layers before downsampling to the lower level, and two convo-

lution layers after concatenating with the upsampled lower level. Starting from 64 filter

outputs at the level with the highest resolution, the filter outputs are doubled at each

level having a lower resolution. Each convolution layer has a kernel size of [3 × 3 × 3]

and uses a ReLU activation function. The final convolution layer of the local appearance

part generates N outputs and has a kernel size of [1× 1× 1]. The N output volumes are

activated with a sigmoid function to limit the values between 0 and 1, to represent the

local appearance predictions ŜLA
i : ΩI → (0, 1).

The spatial configuration part of the network is processed in lower resolution as com-

pared to the local appearance part. To do so, average pooling with a factor 4 per dimension
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downsamples ŜLA
i , which serves as an input for the subsequent layers. Then, three con-

secutive convolution layers with 64 filter outputs and one final convolution layer with N

outputs transform the local appearance predictions to the spatial configuration predictions.

Each convolution layer has a kernel size of [5 × 5 × 5] and uses a ReLU activation func-

tion. The N output volumes have a linear activation function and represent the spatial

configuration predictions ŜSC
i : ΩI → R.

The final predicted output volumes Ŝi : ΩI → R are obtained by element-wise multi-

plication � of the corresponding local appearance and spatial configuration outputs, i.e.,

Ŝi = ŜLA
i � ŜSC

i . (8.1)

We apply the softmax cross-entropy loss only on the final predicted output volume Ŝheart :

ΩI → {0 . . . N} to minimize the difference between target volume
∗
Si and predicted vol-

ume Ŝi.

To generate the final multi-label segmentation, the predicted output volumes Ŝi(x) are

resampled back to the original input resolution with tricubic interpolation. Then, for each

voxel, the output label is set to the label i with the largest response in Ŝi with i = 0 . . . N ,

resulting in the final multi-label segmentation Ŝheart : ΩI → {0 . . . N}.

8.3.2 Evaluation

We evaluate our method for multi-label whole heart segmentation on the CT and MRI

datasets of the MICCAI 2017 Multi-Modality Whole Heart Segmentation (MM-WHS)

challenge. We perform three-fold cross-validation and compare the SCN with a U-Net on

both training datasets, as well as show results of our SCN compared to other challenge

participants on the test set of the challenge.

8.3.2.1 Dataset

We evaluated the networks on the datasets of the MM-WHS 2017 challenge. The orga-

nizers provided 20 CT and 20 MR volumes with corresponding manual segmentations of

N = 7 heart substructures, i.e., left ventricle, left ventricle myocardium, right ventricle, left

atrium, right atrium, ascending aorta, and pulmonary artery. The volumes were acquired

in clinics with different scanners, resulting in varying image quality, resolution, and voxel

spacing. The maximum physical size of the input volumes for CT is 300× 300× 188 mm3

while for MRI it is 400× 360× 400 mm3. The maximum size of the bounding box around

the segmentation labels for CT is 155× 151× 160 mm3 (MRI: 180× 153× 209 mm3). For

more details on scanners and acquisition protocols, we refer to [173].

To take part in the MM-WHS 2017 challenge, the participants had to submit pre-

dictions on 40 CT and 40 MR volumes provided by the organizers of the challenge. The

organizers then evaluated the submissions by calculating the metrics on the hidden manual

segmentations.
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8.3.2.2 Implementation Details

We train and test the networks with our framework described in Chapter 6. The CT and

MRI datasets are treated independently, i.e., every network is trained for either CT or

MRI, but not both. We keep the network architectures for CT and MRI the same, while

we use different input volume preprocessing due to the different intensity value ranges.

We evaluate the localization and segmentation networks on three-fold cross-validation

experiments, where we split the 20 annotated training volumes into three equally sized

sets (13/13/14 training and 7/7/6 validation volumes), such that every training example

is validated exactly once. To generate the final segmentation results for the 40 CT and

40 MRI volumes of the MM-WHS 2017 challenge test sets, we use networks trained on

the 20 training volumes of CT and MRI, respectively. Network and data augmentation

hyperparameter evaluation is performed on initial cross-validation experiments on the

training set.

The U-Net for localization is set up as described in Section 8.3.1.1; the SCN for multi-

label segmentation as described in Section 8.3.1.2. We additionally compare to a U-Net

like architecture for multi-label segmentation, which is set up to be the same as the local

appearance stage of the SCN. The biases of the networks are initialized with 0; the weights

with the method as described in [51]. The weights of the layers generating Ĥheart, Ŝ
LA
i ,

and ŜSC
i are sampled from a Gaussian distribution with a standard deviation of 0.001 to

lead to initial values close to 0, which showed faster convergence.

We optimize the networks using Adam with learning rate 10−4 and the recommended

default parameters from [71]. All networks are trained with a mini-batch size of 1 for

30,000 iterations (localization networks), and 50,000 iterations (segmentation networks).

To reduce overfitting, training employs an L2 weight regularization factor of 5 · 10−4.

Due to the different orientations of the input volumes, we transform each volume

into a common orientation. We preprocess the input volumes for the network as follows:

The intensity values of the CT volumes are divided by 2, 048 and clamped between −1

and 1. Due to the different intensity value range for each MRI, we rescale each MR

volume such that its output intensity values are between −1 and 1. To be more robust

against intensity outliers, we use a robust maximum value, which we calculate as the 90th

percentile of all intensity values. During training, we additionally employ random data

augmentations. The specific values for each transformation are sampled from a uniform

distribution within the specified intervals. For intensity data augmentations, we shift the

voxel values by [−0.1, 0.1] and scale them by [0.9, 1.1]. For spatial data augmentations,

we translate the volume by [−10, 10] mm, scale them by [0.8, 1.2], and rotate them by

[−10°, 10°] in each dimension. We additionally employ elastic deformations by moving

points on a regular 8 × 8 × 8 voxel grid randomly by up to 10 voxels and interpolating

with 3rd order B-splines.

All experiments were performed on an Intel Core i7-4820K based workstation with a 12

GB NVIDIA Geforce TitanX. Training took ≈ 1 h for the localization networks and ≈ 12 h
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for the segmentation networks. To generate the multi-label segmentation results on the

test dataset, the pipeline of preprocessing, inference of both networks, and postprocessing

took in total ≈ 20 s for MRI and ≈ 1:45 m for CT.

8.3.3 Results

In the three-fold cross-validation, the localization network achieved a mean PEheart of

13.2 mm with 5.4 mm standard deviation for CT, and 20.0 mm ± 30.5 mm for MRI,

respectively. Despite the larger standard deviation for MRI, we observed that the accuracy

is sufficient for detecting the approximate center of the heart used in the subsequent

cropping of the input volume for the multi-label segmentation networks. For all evaluated

images, the cropped region encloses the segmentation labels of all heart substructures.

CT MRI
U-Net SCN U-Net SCN

LV 0.910 ± 0.043 0.924 ± 0.033 0.811 ± 0.238 0.877 ± 0.077
Myo 0.861 ± 0.042 0.872 ± 0.039 0.681 ± 0.253 0.752 ± 0.121
RV 0.888 ± 0.039 0.879 ± 0.065 0.762 ± 0.249 0.777 ± 0.195
LA 0.910 ± 0.052 0.924 ± 0.036 0.740 ± 0.247 0.811 ± 0.138
RA 0.865 ± 0.060 0.878 ± 0.065 0.770 ± 0.221 0.827 ± 0.158
aorta 0.940 ± 0.062 0.911 ± 0.184 0.706 ± 0.202 0.766 ± 0.138
PA 0.837 ± 0.077 0.833 ± 0.091 0.687 ± 0.165 0.720 ± 0.161

gDSC 0.891 ± 0.030 0.895 ± 0.034 0.754 ± 0.225 0.806 ± 0.114

Table 8.3: Segmentation results of three-fold cross-validation on the MM-WHS 2017 challenge
training set, showing the Dice Similarity Coefficient (DSC) for U-Net and our SCN. The values show
the mean ± SD of all images from the CT and MRI cross-validation setup for each segmentation
label. Label abbreviations: LV - left ventricle blood cavity, Myo - myocardium of the left ventricle,
RV - right ventricle blood cavity, LA - left atrium blood cavity, RA - right atrium blood cavity,
aorta - ascending aorta, PA - pulmonary artery, µ - average of the seven whole heart substructures.

The segmentation metrics of the cross-validation for SCN and U-Net are shown in

Table 8.3. On the CT dataset both U-Net and SCN perform similarly with a mean

Generalized Dice Similarity Coefficient (gDSC) of 0.891 and 0.895, respectively. Most

substructures are identified with an average DSC of more than 0.85, which shows the

good performance of the segmentation CNNs for WHS. The only structure in CT with

a DSC of less than 0.85 is the pulmonary artery. We suppose that the lower DSC value

results from inconsistencies in the ground-truth segmentation in terms of how deep the

pulmonary artery vessel tree is annotated.

On the MRI dataset the improvements from U-Net to SCN are more prominent with

a mean gDSC increasing from 0.754 to 0.806. Despite the better results of the SCN, the

predictions of the individual substructures have a lower mean DSC as compared to CT, due

to inconsistencies in the ground-truth segmentation (e.g., aorta, pulmonary artery), as well

as more variation in the anatomical field-of-view, intensity ranges and acquisition artifacts

of the MRI data. We assume that the larger variability of MRI data would require more
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annotated training data for the CNNs to achieve similar results as for CT. However, while

the U-Net fails to recognize the substructures reliably on such a low amount of training

data, the SCN with its spatial configuration stage compensates the lack of training data

by focusing on anatomically feasible configurations.

Rank Team gDSC Hall mean (in mm) DL/MAS

1st SCN 0.908 ± 0.086 25.242 ± 10.813 DL

2nd Wang and Smedby [151] 0.894 ± 0.030 31.146 ± 13.203 DL

3rd Yang et al. [163] 0.890 ± 0.049 29.006 ± 15.804 DL

4th Yang et al. [164] 0.886 ± 0.047 41.974 ± 16.287 DL

5th Mortazi et al. [96] 0.879 ± 0.079 28.481 ± 11.434 DL

6th Tong et al. [143] 0.879 ± 0.023 34.129 ± 12.528 MAS

7th Tong et al. [143] 0.849 ± 0.061 44.880 ± 16.084 DL

8th Galisot et al. [37] 0.838 ± 0.152 34.634 ± 12.351 MAS

Table 8.4: Ranked results of the gDSC of all labels on the CT test sets of all MM-WHS 2017
challenge participants. The results of our approach are highlighted.

Rank Team gDSC Hall mean (in mm) DL/MAS

1st Heinrich and Oster [54] 0.870 ± 0.035 28.535 ± 13.220 MAS

2nd SCN 0.863 ± 0.043 30.227 ± 14.046 DL

3rd Wang and Smedby [151] 0.855 ± 0.069 30.201 ± 13.216 DL

4th Mortazi et al. [96] 0.818 ± 0.096 40.092 ± 21.119 DL

5th Galisot et al. [37] 0.817 ± 0.059 30.938 ± 12.190 MAS

6th Yang et al. [164] 0.810 ± 0.071 33.101 ± 13.804 DL

7th Yang et al. [163] 0.783 ± 0.097 44.837 ± 15.658 DL

8th Tong et al. [143] 0.674 ± 0.182 92.889 ± 18.001 DL

Table 8.5: Ranked results of the gDSC of all labels on the MRI test sets of all MM-WHS 2017
challenge participants. The results of our approach are highlighted.

For generating the segmentations on the test set, we trained the networks on all training

images with the same hyperparameters as used for the cross-validation. We submitted the

predicted segmentations to the challenge organizers, who evaluated the results on the

hidden annotations of the test set. The ranked results of all participating teams of the

MM-WHS 2017 challenge are taken from [173] and shown in Tables 8.4 and 8.5 for CT and

MRI, respectively. By ranking first on the CT dataset and second on the MRI dataset,

our method achieved the overall first place and won the MM-WHS 2017 challenge. When

comparing the results on the test set with the cross-validation (Table 8.3), we can see that

for both CT and MRI the mean gDSC improved. While for CT the mean gDSC improved

from the already high baseline of 0.895 in cross-validation to 0.908 in the test set, in MRI

the improvement is much more prominent from 0.806 to 0.863. The reason for the larger

improvement in the MRI dataset is the larger variability of the input data, which is better

covered with the larger amount of training data of the networks used to generate results

for the test set. Although the SCN is already much better able to cope with a smaller

amount of training data as compared to the U-Net (see Table 8.3), as generally anticipated
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in deep learning, increasing the amount of training data improves the results also for the

SCN (as already observed previously, e.g., Section 7.4).

8.3.4 Conclusion

In this section, we have shown how to adapt our SCN for multi-label segmentation. By at

first localizing the position of the heart with heatmap regression, and then segmenting the

individual substructures of the heart with the SCN incorporating the spatial configuration

of anatomical structures, we were not only able to outperform the U-Net, but also all other

participants of the MICCAI 2017 Multi-Modality Whole Heart Segmentation (MM-WHS)

challenge. While the results and the adapted SCN still need more investigation, they

already indicate a great potential of the SCN also for multi-label segmentation tasks.
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Figure 8.10: Overview of our proposed coarse-to-fine fully automatic vertebrae localization,
identification, and segmentation. The three-step approach works for spine CT volumes having a
large range of different field-of-views, as well as pathologies.

8.4 Vertebrae Segmentation

Localization and segmentation of vertebral bodies from spinal CT volumes is a crucial

step for many clinical applications involving the spine, e.g., pathological diagnosis [36],

surgical planning [75], and post-operative assessment [2]. Due to the highly repetitive

structure of vertebrae, large variation in the appearance of different pathologies including

fractures and implants, as well as different field-of-views, analyzing spinal CT volumes is

challenging. To objectively compare methods for vertebrae localization and segmentation,

Sekuboyina et al. [123] organized the MICCAI 2019 Large Scale Vertebrae Segmentation

Challenge (VerSe 2019), involving real-world conditions with respect to image composition

and pathologies. We participated in this challenge to objectively compare the performance

of our proposed methods with the state-of-the-art for anatomical landmark localization

and multi-label segmentation.

Differently to multi-label whole heart segmentation (see Section 8.3), where each al-

ready segmented heart substructure is straightforward to discriminate and identify, this is

much more difficult for the individual vertebrae. Although there exist methods that use a

single CNN for multi-label segmentation of the five lumbar vertebrae only [64, 124], they

do not generalize well to all vertebrae of the whole spine. The reason for the bad gen-

eralization is that the multi-label CNN applied for the whole spine would not only need

to accurately differentiate vertebral bodies from the background but also identify each

vertebra. This could lead to erroneous predictions, where although the vertebral bodies

are correctly differentiated from the background, multiple different foreground labels are

present within the same vertebral body since the differentiation of individual vertebrae is

difficult. However, if the vertebrae are already identified correctly, the segmentation CNN

would only need to focus on distinguishing the vertebral bodies from the background, and

not to identify the vertebrae label. Hence, similar to other methods in the literature, we

separate multi-label vertebrae segmentation into the two tasks vertebrae localization and

identification, and binary vertebrae segmentation.

For the task vertebrae localization and identification, [44] have introduced the MICCAI



8.4. Vertebrae Segmentation 137

CSI 2014 Vertebrae Localization and Identification Challenge dataset, which has been used

as a benchmark for localizing and identifying vertebrae in spinal CT volumes (see 3DSpine

dataset in Chapter 7). While earlier methods use RFs [44], or incorporate CNNs only for

identification [12], recent methods perform heatmap regression to simultaneously localize

and identify vertebrae [83, 123, 160]. As we have shown in Section 7.1.4 that our SCN

outperforms other methods on the 3DSpine dataset, the SCN is our method of choice for

vertebrae localization and identification.

For the task vertebrae segmentation, due to the specific shape of vertebrae, many

methods incorporate models of their shape, e.g., statistical shape models [74], superquadric

models [132], atlas-based models [154], and deformable surface models [76]. However, due

to its high segmentation performance and easy setup, we use the U-Net for binary vertebrae

segmentation.

We developed a coarse-to-fine fully automatic method for localization, identification,

and segmentation of vertebrae in spine CT volumes, as presented in this section. We

first roughly localize the spine, then localize and identify individual vertebrae, and fi-

nally segment each vertebra individually in high-resolution. In Section 8.4.2, we perform

evaluation and comparison to state-of-the-art methods on the VerSe 2019 challenge. Our

proposed method achieves top performance, ranking first place, and winning the VerSe

2019 challenge.

The method and results presented in this section were published in [109], while a

summary of the VerSe 2019 challenge is published in [122].

8.4.1 Method

We perform vertebrae localization and segmentation in a three-step approach (see

Fig. 8.10). Firstly, due to the large variation of the field-of-view of the input CT volumes,

a CNN with a coarse input resolution predicts the approximate location of the spine.

Secondly, another CNN in higher resolution performs multiple landmark localization and

identification of the individual vertebra centroids. Lastly, the segmentation CNN in

the highest resolution performs a binary segmentation of each localized vertebra. The

results of the individually segmented vertebrae are then merged into the final multi-label

segmentation.

8.4.1.1 Spine Localization

Due to the varying field-of-view, spine CT volumes often contain lots of background that

does not contain useful information, while the spine may not be in the center of the volume.

To ensure that the spine is centered at the input for the subsequent vertebrae localization

step, as a first step, we predict the approximate x and y coordinates x̂spine ∈ R2 of the

spine. For localizing x̂spine, we use a variant of the U-Net [117] to perform heatmap

regression [106, 142] of the spinal centerline, i.e., the line passing through all vertebral

centroids. For a 3-dimensional input image I : ΩI → R with support ΩI ⊂ R3, the
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Figure 8.11: Input volume and the predicted spine heatmap Ĥspine of the spine localization

network. The predicted coordinate x̂spine is the x and y coordinate of the center of mass of Ĥspine.

target heatmap volume
∗
Hspine : ΩI → R of the spinal centerline is generated by merging

Gaussian heatmaps with size σspine of all individual vertebrae target coordinates
∗
xi into

a single volume (see Fig. 8.11). We use the L2 loss to minimize the difference between

the target heatmap volume
∗
Hspine and the predicted heatmap volume Ĥspine : ΩI → R.

The final predicted spine coordinate x̂spine is the x and y coordinate of the center of mass

of Ĥspine.

Our variant of the U-Net is adapted such that it performs average instead of max

pooling and linear upsampling instead of transposed convolutions. It uses five levels where

each convolution layer has a kernel size of [3× 3× 3] and 64 filter outputs. Furthermore,

the convolution layers use zero padding such that the network input and output sizes stay

the same.

Before processing a spine CT volume, it is resampled to a uniform voxel spacing of

8 mm and centered at the network input. The network input resolution is [64× 64× 128],

which allows spine CT volumes with an extent of up to [512× 512× 1024] mm to fit into

the network input. This extent was sufficient for the network to predict xspine for all spine

CT volumes of the evaluated dataset.

8.4.1.2 Vertebrae Localization

To localize centers of the vertebral bodies, we use the SCN (see Chapter 5). The network

effectively combines the local appearance of landmarks with their spatial configuration. The

local appearance part of the network uses five levels consisting of two convolution layers

before downsampling to the lower level, and two convolution layers after concatenating

with the upsampled lower level. Each convolution layer uses a leaky ReLU activation

function and has a kernel size of [3×3×3] and 64 filter outputs. The spatial configuration

part consists of four convolutions with [7× 7× 7] kernels in a row and is processed in 1/4th

of the resolution of the local appearance part.

The SCN performs heatmap regression of the N target vertebrae Li with i = 1 . . . N ,

i.e., each target coordinate
∗
xi is represented as a Gaussian heatmap volume

∗
Hi : ΩI → R

centered at
∗
xi. For N target vertebra landmark Li, the network predicts simultaneously

all N output heatmap volumes Ĥi : ΩI → R. As loss function, we use our proposed
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Figure 8.12: Input volume and individual heatmap predictions of the vertebrae localization net-
work. The yellow rectangle indicates that not the whole input volume is processed at once, but
overlapping cropped sub-volumes that are centered at x̂spine. The network predicts simultane-

ously N heatmaps, i.e., a single heatmap Ĥi for each individual vertebrae Li. For visualization,
the predicted heatmaps are colored individually and combined into a single image. The final land-
mark coordinates x̂i are identified as the longest sequence of local maxima of x̂i that does not
violate anatomical constraints.

modified L2 loss function of Eq. (4.8), which also allows learning of the individual σi
values for the target Gaussian heatmap volumes

∗
Hi.

A schematic representation of how the input volumes are processed to predict all

heatmaps Ĥi is shown in Fig. 8.12. Each network input volume is resampled to have a

uniform voxel spacing of 2 mm, while the network is set up for inputs of size [96×96×128],

which allows volumes with an extent of [192×192×256] mm to fit into the network. With

this extent, many images of the dataset do not fit into the network and cannot be processed

at once. To narrow the processed volume to the approximate location of the spine, we

center the network input at the predicted spine coordinate x̂spine (see Section 8.4.1.1).

Furthermore, as some spine CT volumes have a larger extent in the z-axis (i.e., the axis

perpendicular to the axial plane) that would not fit into the network, we process such

volumes the same way as we did with the 3DSpine dataset in Section 7.1.4. During

training, we crop a subvolume at a random position at the z-axis. During inference, we

split the volumes at the z-axis into multiple subvolumes that overlap for 96 pixels, and

process them one after another. Then, we merge the network predictions of the overlapping

subvolumes by taking the maximum response over all predictions.

We predict the final landmark coordinates x̂ as follows: For each predicted heatmap

volume, we detect multiple local heatmap maxima that are above a certain threshold.

Then, we determine the first and last vertebrae that are visible on the volume by taking

the heatmap with the largest value that is closest to the volume top or bottom, respectively.

We identify the final predicted landmark sequence by taking the sequence that does not

violate the following conditions: consecutive vertebrae may not be closer than 12.5 mm

and farther away than 50 mm, as well as a subsequent landmark may not be above a

previous one.
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Figure 8.13: Input volume and segmented vertebrae of the spine segmentation network. The
yellow rectangle shows the cropped region around a single vertebrae Li and indicates that each
localized vertebrae x̂i is processed individually. Each individual vertebra sigmoid prediction Ŝi

is then transformed and resampled back to the original position. The final multi-label segmen-
tation Ŝfinal is obtained by setting the label at each voxel to the label of Ŝi that has the largest
response.

8.4.1.3 Vertebrae Segmentation

For creating the final vertebrae segmentation, we use a U-Net [117] set up for binary seg-

mentation to separate a vertebra from the background (see Fig. 8.13). The final semantic

label of a vertebra is identified through the localization label as predicted by the vertebrae

localization network (see Section 8.4.1.2). Hence, we use a single network for all vertebrae

landmarks Li, as the network does not need to identify, which vertebra it is segmenting,

but it only needs to separate each vertebra individually from the background.

Since each vertebra is segmented independently, the CNN needs to know, which ver-

tebra it should segment in the input volume. Thus, from the whole spine CT image,

we crop the region around the localized vertebra, such that the vertebra is in the center

of the cropped image. During training, we use the ground-truth vertebra location
∗
xi,

while during inference, we use the predicted vertebra coordinate x̂i. Additionally, we cre-

ate an image of a Gaussian heatmap centered at the vertebra coordinate x̂i. Both the

cropped and the heatmap image are used as an input for the segmentation U-Net. The

U-Net is modified as described in Section 8.4.1.1. It is set up to predict a single output

volume Ŝi : ΩI → (0, 1), while the sigmoid cross-entropy loss is minimized to generate

predictions close to the target binary label volume
∗
Si : ΩI → {0, 1}. The input volumes

are resampled to have a uniform voxel spacing of 1 mm, while the network is set up for

inputs of size [128×128×96], which allows volumes with an extent of [128×128×96] mm.

To create the final multi-label segmentation result, the individual predictions of the

cropped vertebra inputs need to be merged. Therefore, the sigmoid output volumes Ŝi
of each cropped vertebrae i are transformed and resampled back to their position in the

original input volume. Then, for each voxel in the final label image Ŝfinal : ΩI → {0 . . . N},
the predicted label is set to the label i of the vertebra that has the largest sigmoid response.

If for a pixel no vertebra prediction Ŝi has a response > 0.5, the pixel is set to be the

background.
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8.4.2 Evaluation

We evaluate our proposed framework for multi-label spine localization and segmentation

on the dataset of the VerSe 2019 challenge. We perform three-fold cross-validation on the

training set, where we evaluate the performance of our approach for individual vertebra

types. Then, we show the results and comparisons to other methods on the test sets of

the challenge.

8.4.2.1 Dataset

The dataset consists of spine CT volumes of subjects with various pathologies, where every

fully visible vertebra from C1 to L5 is annotated. As some subjects contain the additional

vertebra L6, at maximum N = 25 vertebrae are annotated. The training set consists of

80 spinal CT volumes with corresponding ground-truth centroids
∗
xi and segmentations

∗
Si

for each vertebra Li.
The VerSe 2019 challenge contains two test sets. The first test set consists of 40 publicly

available spine CT volumes with hidden annotations. The participants of the challenge

had to submit the predictions on the first test set to the evaluation servers, which did in

turn evaluate and rank the submitted results on a public leaderboard. The second test

set consists of an additional 40 hidden spine CT volumes. In order to obtain evaluation

results on the second test set, the challenge participants had to submit a Docker1 image

of the proposed method that creates the predictions. The organizers of the challenge

then performed an internal evaluation on the hidden second test set. The final rank of

each participant of the VerSe 2019 challenge is defined by the performance on the 80 CT

volumes of both test sets and was announced at the workshop on MICCAI 2019.

8.4.2.2 Implementation Details

Training and testing of the network were done with the framework described in Chap-

ter 6. We evaluate the spine localization, vertebrae localization, and vertebrae segmen-

tation networks individually on three-fold cross-validation experiments, where we split

the 80 annotated training volumes into three equally sized sets (53/53/54 training and

27/27/26 validation volumes), such that every training example is validated exactly once.

To generate the final vertebrae localization and segmentation results on the test sets, we

use networks trained on all 80 training volumes. We performed network and data augmen-

tation hyperparameter evaluation on initial cross-validation experiments on the training

dataset. All networks are trained with a mini-batch size of 1, while the spine localization

network is trained for 20,000 iterations, the vertebrae localization network for 100,000

iterations, and the vertebrae segmentation network for 50,000 iterations. For the U-Net

we use the Adam optimizer [71] with a learning rate of 10−4, for the SCN we use the

Nesterov [98] optimizer with a learning rate of 10−8. The spine and vertebrae localization

1https://www.docker.com/

 https://www.docker.com/
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networks use L2 weight regularization factor of 5 · 10−4, the vertebrae segmentation net-

work uses a factor of 10−7. We set σspine = 3 pixel for the spine localization network; We

set α = 100 in Eq. (4.8) for learning the size σi of the target heatmaps
∗
Hi in the vertebrae

localization network.

Due to the different orientations, each CT volume is transformed into a common ori-

entation for later processing. Furthermore, to reduce noise on the input volumes, they

are smoothed with a Gaussian kernel with σ = 0.75 mm. To obtain an appropriate range

of intensity values for neural networks, each intensity value of the CT volumes is divided

by 2,048 and clamped between −1 and 1. For data augmentation during training, the

intensity values are multiplied randomly with [0.75, 1.25] and shifted by [−0.25, 0.25]. The

images are randomly translated by [−30, 30] voxels, rotated by [−15°, 15°], and scaled by

[−0.85, 1.15]. We additionally employ elastic deformations by randomly moving points on

a regular 6× 6 pixel grid by 15 pixels and interpolating with 3rd order B-splines. All aug-

mentation operations sample randomly from a uniform distribution within the specified

intervals.

Training took ≈ 3:30 h for the spine localization network, ≈ 28:00 h for the vertebrae

localization network, and ≈ 12:00 h for the vertebrae segmentation network, on an Intel

Core i7-4820K workstation with an NVIDIA Titan V running Arch Linux. The inference

time is dependent on the field-of-view and the number of visible vertebrae on the input

CT volume. On the 40 volumes of the test 1 set of the VerSe 2019 challenge, inference

per volume takes on average ≈ 4:20 m, divided into ≈ 5 s for spine localization, ≈ 45 s

for vertebrae localization, and ≈ 3:30 m for vertebrae segmentation.

8.4.2.3 Results

We evaluated our proposed framework on the MICCAI VerSe 2019 Grand Challenge. We

performed three-fold cross-validation on the publicly available training set consisting of 80

annotated volumes to evaluate the individual steps of our proposed approach, i.e., spine

localization, vertebrae localization, and vertebrae segmentation. As the purpose of this

cross-validation is to show the performance of the individual steps, instead of using the

predictions of the previous steps as inputs (i.e., x̂spine for vertebrae localization, and x̂i for

vertebrae segmentation), the networks use the ground-truth annotations as inputs (i.e.,
∗
xspine for vertebrae localization, and

∗
xi for vertebrae segmentation).

The cross-validation experiments on the 80 annotated training volumes confirm the

good performance of the individual steps of our proposed three-step approach.

The first stage, the spine localization, performs well in approximating the center po-

sition of the spine, achieving a point error PEspine of 4.13 ± 8.97 mm. Visual inspection

showed only one failure case for a CT volume that is completely out of the training data

distribution. This volume does not show the spine, but the whole legs. Only in the top

region of the volume a small part of the spine is visible, specifically the two vertebrae L4

and L5.
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Vertebrae Li
PEi (in mm)
mean ± SD

IDi

% (#correct of #total)
DSCi

mean ± SD
Hi (in mm)
mean ± SD

Cervical (C1 . . .C7) 7.45 ± 8.70 91.07% (102 of 112) 0.91 ± 0.10 5.88 ± 9.50
Thoracic (T1 . . .T12) 5.56 ± 6.31 88.99% (388 of 436) 0.93 ± 0.14 6.78 ± 16.67
Lumbar (L1 . . .L6) 4.48 ± 2.08 90.45% (284 of 314) 0.96 ± 0.02 6.41 ± 9.05

All (i = C1 . . .L6) 5.71 ± 6.28 89.79% (774 of 862) 0.94 ± 0.11 6.53 ± 13.49

Table 8.6: Results of a three-fold cross-validation on the VerSe 2019 challenge training set con-
sisting of 80 volumes. The table shows results grouped by cervical, thoracic, and lumbar vertebrae,
as well as results for all vertebrae combined.

The second stage, the vertebrae localization, achieves a mean point error PEall of

5.71 mm and an identification rate IDall of 89.79% for all vertebrae (see Table 8.6). By

analyzing the individual predictions for cervical, thoracic, and lumbar vertebrae, we see

differences among the vertebrae types. As the thoracic vertebrae are in the middle, being

far away from the visible top or bottom of the spine, it is harder for the network to

distinguish between these vertebrae. This can be seen in the smaller IDthoracic of 88.99%,

as compared to IDcervical = 91.07% and IDlumbar = 90.45%. However, having more training

data of individual vertebrae helps the networks predicting the vertebral centroids more

accurately, which can be seen at the smaller PElumbar of 4.48 mm (on average ≈ 62

annotations per vertebrae) as compared to PEthoracic = 5.56 mm (≈ 36 annotations) and

PElumbar = 7.45 mm (≈ 16 annotations).

Having more annotations per vertebrae is also beneficial for the final third stage, the

vertebrae segmentation (see Table 8.6). Here we can observe that again the lumbar verte-

brae have the best performance in terms of Dice similarity coefficient DSClumbar = 0.96,

while the DSC decreases with less training data per vertebrae type, i.e., DSCthoracic = 0.93

and DSCthoracic = 0.91. However, for the Hausdorff metric H we do not see notewor-

thy differences among the vertebrae types. Moreover, the standard deviations of H are

large, indicating outliers. We think that this is due to noise in the ground-truth annota-

tion, sometimes containing spuriously annotated voxels far off the actual vertebrae region.

Such misannotated isolated pixels are negligible in the DSC, but lead to large errors and

standard deviations in the Hausdorff metric.

We participated in the VerSe 2019 challenge at MICCAI 2019 to evaluate our whole

fully automatic approach and compare the performance to other methods. For this, we

trained the three individual networks for spine localization, vertebrae localization, and

vertebrae segmentation on all 80 training images. We performed inference on the test

volumes by using the predictions from the previous step as inputs for the next step. We

submitted our predictions on the test 1 set, as well as a Docker image for the organizers to

generate predictions on the hidden test 2 set. Table 8.7 shows the quantitative results on

the test 1 and test 2 sets of methods that submitted valid predictions before the deadlines

of the VerSe 2019 challenge as announced at the challenge workshop at MICCAI 2019 [122].
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Rank Team Score
test 1 set test 2 set

IDall PEall DSCall Hall IDall PEall DSCall Hall

1st christian payer 0.691 95.65 4.27 0.909 6.35 94.25 4.80 0.898 7.34

2nd iFLYTEK 0.597 96.94 4.43 0.930 6.39 86.73 7.13 0.837 11.67

3rd nlessmann 0.496 89.86 14.12 0.851 8.58 90.42 7.04 0.858 9.01

4th huyujin 0.279 – – 0.847 12.79 – – 0.818 29.44

5th yangd05 0.216 62.56 18.52 0.767 14.09 67.21 15.82 0.671 28.76

6th ZIB 0.215 71.63 11.09 0.670 17.35 73.32 13.61 0.690 19.25

7th AlibabaDAMO 0.140 89.82 7.39 0.827 11.22 – – – –

8th christoph 0.107 55.80 44.92 0.431 44.27 54.85 19.83 0.464 42.85

9th INIT 0.084 84.02 12.40 0.719 24.59 – – – –

10th brown 0.022 – – 0.627 35.90 – – – –

11th LRDE 0.007 0.01 205.41 0.140 77.48 0.00 1000.00 0.356 64.52

Table 8.7: Results on the overall VerSe 2019 challenge test set, which is comprised of 40 volumes in
test 1 set and 40 volumes in test 2 set. The table lists all methods that submitted valid localizations
or segmentations, which allowed the organizers to calculate the evaluated metrics. The predictions
for vertebrae localization and segmentation of test 1 set were generated and submitted by the
participants, while the predictions of test 2 set were generated by the organizers with the submitted
Docker images. The methods are ranked as described in the VerSe 2019 challenge report [122].
The metrics show the mean values for all vertebrae of test 1 and test 2 set, respectively. Entries
with a ”–” indicate failure of metric calculation, because of erroneous or missing predictions, or
missing Docker images.

Our fully automatic approach ranked first on the combined localization and segmentation

metrics on the overall 80 volumes of both test sets.

When compared with the results of the cross-validation, the localization results im-

proved on both test sets, as can be seen in both PEall = 4.27 mm and PEall = 4.80 mm,

as well as IDall = 95.65% and IDall = 94.25%. This indicates that the localization network

benefits from more training data (80 CT volumes in the test sets as compared to ≈ 54 in

the cross-validation), especially due to the large variation and different pathologies in the

dataset.

For the segmentation metrics, the results on the test sets are slightly worse as compared

to the cross-validation, i.e., DSCall = 0.909 and DSCall = 0.898, as well as Hall = 6.35 mm

and Hall = 7.34 mm. The reason for this performance drop is that the vertebrae seg-

mentation is dependent on the vertebrae localization. In contrast to the cross-validation,

which uses the ground-truth vertebral centroids
∗
xi as input to show the performance of

the segmentation network alone, the segmentation network that generated results on the

test sets takes the predicted vertebral centroids x̂i as input to show the performance of

the whole fully automatic approach.

When compared to other methods on both test sets, our method achieves the overall

best performance. There exists a large gap between our method and the next best ranking

methods in both localization and segmentation performance. However, when looking at

the individual test sets, we can see that in test 1 set the second-best method has a better
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IDall and DSCall as compared to our method, while our method has a better PEall and

Hall. Nevertheless, in test 2 set the second-best method has a performance drop in all

evaluation metrics, while the results from our method are stable. The better performance

on the hidden test 2 set shows good generalization capabilities of our method, enabling it

to surpass all other methods and to win the VerSe 2019 challenge.

8.4.3 Conclusion

In this section, we have presented a three-step fully automatic approach that performs

vertebrae localization and segmentation in a coarse-to-fine manner. By combining the SCN

for vertebrae localization and identification with the U-Net for vertebrae segmentation,

our method has achieved top performance in the dataset of the VerSe 2019 challenge. The

good generalization of our method to the hidden test 2 set of the challenge has enabled our

method to rank first and to win the challenge overall, showing another powerful application

of our proposed SCN.

8.5 Summary

In this chapter, we have presented various applications of our proposed methods for land-

mark localization. We have shown that our proposed SCN achieves state-of-the-art results

on two datasets of the computer vision domain, i.e., facepoint detection and human pose

estimation. Furthermore, we have shown that our landmark localization method can be

used to improve results for fully automatic age estimation from MR images. By letting the

CNNs for age estimation focus on previously located landmarks in regions containing age

relevant structures, results improve as compared to CNNs that observe the whole images

also containing information irrelevant for age estimation. We also adapted the SCN for

multi-label segmentation. On datasets for whole heart segmentation, the adapted SCN

outperforms other methods, including the U-Net, while achieving top performance and

ranking first on the MM-WHS 2017 challenge. As a last application, we have shown how

to use our SCN in a coarse-to-fine pipeline for vertebrae localization, identification, and

segmentation. Comparisons to other methods have shown that our proposed pipeline also

ranks first on the VerSe 2019 challenge. In conclusion, we have shown several applica-

tions and adaptions of our proposed method for landmark localization, where our method

achieves state-of-the-art results, often outperforming other methods.
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That’ll do, pig. That’ll do.

Arthur H. Hoggett

In this chapter, we will give a concluding discussion of our proposed method in Sec-

tion 9.1. Furthermore, we show certain limitations that we identified and possible direc-

tions for future work in Section 9.2, before finishing with final remarks in Section 9.3.

9.1 Discussion

In this thesis, we have shown that by incorporating spatial configuration into a Convo-

lutional Neural Network (CNN) based deep learning architecture, we achieve high per-

formance even with limited amounts of training data. We have evaluated localization

performance of our proposed CNN on four size-limited datasets for anatomical landmark

localization that contain 2D radiographs and 3D Magnetic Resonance Imaging (MRI) and

Computed Tomography (CT) volumes of different anatomical structures (see Chapter 7).

Furthermore, we have shown several applications of our CNN architecture, i.e., face point

detection and human pose estimation, fully automatic age estimation from living individ-

uals, multi-modal whole heart segmentation, and vertebrae localization and segmentation

(see Chapter 8). In these experiments, most of our deep CNNs outperform other methods,

demonstrating not only the generic applicability but also the superior performance of our

proposed CNNs.

147
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9.1.1 Landmark Localization with CNNs Using Heatmap Regression

Motivated by the recent success of deep network architectures in several tasks and domains

(Chapter 2), we applied CNNs for landmark localization (Chapter 3). By using CNNs that

do not directly regress the landmark coordinates (Section 4.2), but images of heatmaps,

the CNNs do not need to learn a highly non-linear mapping from image to coordinate

data, but from image to image data (Section 4.3). Experiments on the 2DHand dataset

(Section 7.1.1), as well as experiments on the FLIC dataset for human pose estimation

(Section 8.1) show the better performance of heatmap regression CNNs as compared to

coordinate regression CNNs.

Additionally to achieving better performance, regressing heatmaps has several other

properties and advantages. Since a heatmap represents an image of a pseudo probability

of a landmark being located at a certain position, the CNNs need to learn to generate

responses on locations near the target landmark, while locations far away from the target

coordinate need to be suppressed. Thus, a target heatmap needs to be defined to have

large responses on locations near the target coordinate, while rapidly decreasing towards

zero when farther away. Similar to other methods, we represent target heatmaps with

d-dimensional Gaussian functions [100, 114, 142], while the network is set up to learn to

predict heatmaps as close as possible to the target heatmaps.

A critical hyperparameter for heatmap regression is the peak width σ of the target

heatmaps. If the target heatmap is too large, the predicted heatmap will be inaccurate; if

it is too small, the predicted heatmaps may have multiple peaks near the correct location

(Fig. 4.4), or no peaks at all. However, due to the often large number of landmarks,

evaluating and defining the optimal heatmap peak width for each landmark individually

is infeasible. Thus, we have proposed to modify the network loss function to also allow

learning of the optimal heatmap peak widths σ for each landmark individually. Our ex-

periments in Section 7.2 have shown increased performance when learning the optimal

σ for each landmark, while also removing the requirement of manually finetuning this

hyperparameter for each landmark. When analyzing the results in more detail, we addi-

tionally observed that landmarks that are more difficult to annotate unambiguously, e.g.,

landmarks on edges instead of sharp corners, lead to larger optimal σ. Furthermore, we

saw a correlation of the expected localization error per landmark to its learned σ. Thus,

the individual σ encode an uncertainty of the landmark annotation on a dataset level.

Additionally to the aforementioned advantages, heatmap regression also enables better

visualization and interpretation of the network’s predictions, as the predicted heatmaps

directly show where the network expects the location of the landmark (Section 7.3). We

exploited this property by transforming intermediate local heatmap responses to positions

of other landmarks to enable learning a graphical model of the landmarks within a fully-

convolutional [88, 117, 126], end-to-end trainable network architecture, i.e., our proposed

SpatialConfiguration-Net (SCN).
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9.1.2 SpatialConfiguration-Net for Anatomical Landmark Localization

Inspired by the use of prior knowledge to restrict landmark configurations to anatomically

feasible ones, in our proposed SCN, constraints on the relative position of landmarks are

automatically learned from training data and integrated inside its spatial configuration

component (Chapter 5). Previous state-of-the-art approaches in medical image analy-

sis that were not based on CNN [28, 85] introduce appearance features and handcrafted

models resembling anatomical constraints in separate components. Instead of using a

handcrafted model, in [147] our research group has shown a possibility of learning the

automatic integration of appearance information and geometric configuration into a single

Random Forests (RFs) framework for localization. Thus, differently to previous meth-

ods that require the two separate components to be trained sequentially without any

interaction between them, in our end-to-end trained SCN, the local appearance and spa-

tial configuration components are simultaneously optimized, together providing both high

robustness towards landmark misidentification as well as high accuracy locally at each

identified landmark.

By simultaneously optimizing the two components, the problem of landmark localiza-

tion is separated into two simpler sub-problems that can be modeled from a low amount

of training data, as shown in our experiments (??). Such a simplification is only possible

when the regression objective, which is calculated by multiplying the output of the two

network components, is optimized in a single process and in an end-to-end manner. This

is different from the methods of Tompson et al. [142] and Pfister et al. [114], where each of

their network components has to be locally accurate and robust towards misidentification

simultaneously. It is important to notice that when the multiplication given in Eq. (5.3)

is replaced by additional convolutional layers, as Pfister et al. [114] used for human pose

estimation in videos, this does not lead to the simplification of the localization problem,

thus the need for large amounts of training data remains. Furthermore, our proposed net-

work architecture learns to dedicate the local appearance component to locally accurate

candidate predictions, without the need to distinguish locally similar structures, while the

spatial configuration component solely focuses on eliminating ambiguities to improve ro-

bustness towards landmark misidentification, without the need for being locally accurate

(see Figs. 7.14 to 7.17). Although there is no theoretical guarantee that the optimiza-

tion process will lead to such a separation, we have observed this behavior in all our

experiments, and we have shown it in more detail in Section 7.3.

We also adapted several other fully-convolutional network architectures inspired by lit-

erature for anatomical landmark localization. However, as seen in results for the 2DHand

dataset (Section 7.1.1), the other architectures cannot compete with our proposed SCN.

The architecture that comes closest to the performance of the SCN is our reimplementa-

tion of the fully convolutional U-Net [117]. After tuning it for heatmap regression, our

U-Net achieved competitive localization performance in the experiments, often being out-

performed only by our proposed SCN. However, when evaluated only regarding robustness
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towards landmark misidentification, the U-Net shows limitations. This can be seen espe-

cially in the 3DSpine experiment with its large anatomical and pathological variation,

where our SCN is 8.5% better in the IDrate evaluation (Section 7.1.4). We think that this

drop in performance is due to the multi-scale U-Net architecture not using the prior knowl-

edge that landmarks are not uniformly distributed in image space but are constrained by

other anatomical landmarks. Thus, without prior knowledge of the existence of such con-

straints on the spatial configuration, the U-Net requires a large amount of training data to

learn these constraints on multiple scales solely from the data. This can best be seen from

the 2DHandReduced experiment (Section 7.4), where our proposed SCN benefits from this

prior knowledge when learning the same anatomical variation from an extremely reduced

amount of training data.

When comparing our SCN to other state-of-the-art approaches, in our two in-house

datasets 2DHand and 3DHand we outperform all our previously reported results [31, 130,

147] based on Random Regression Forests (RRFs). Moreover, on the 2DHand dataset,

we show better results than another state-of-the-art localization method based on RFs

of [85], who applied their method on the same cross-validation split, using our landmark

annotation. On the 2DSkull dataset, which was used for two public challenges in previous

years, we also outperform both challenge winners, [85] as well as [62]. For 3DSpine, Chen

et al. [12] use both RF and CNN predictions to significantly improve results compared

to the pure RF-based method of Glocker et al. [44]. Similar results were obtained by the

complex method of Yang et al. [160] using only CNNs. Both of them were outperformed

by CNN methods that are highly tailored to this dataset [83, 123]. However, our SCN

outperforms all these methods in terms of landmark localization error on this challenging

dataset, without the need for complex or tailored implementations.

9.1.3 Other Applications of the SpatialConfiguration-Net

Additionally to datasets for anatomical landmark localization, we also show the appli-

cability of the SCN to tasks of the computer vision community, specifically face point

detection and human pose estimation (Section 8.1). There, while not tuned for these

tasks and datasets, our SCN outperforms other RF-based methods for face point detec-

tion, and achieves state-of-the-art results for human pose estimation, outperforming other

CNN-based methods. Especially in the dataset of human pose estimation, where the vari-

ability of the spatial configuration of landmarks is much larger as compared to other tasks,

our improved spatial configuration block from [108], which allows higher-order terms of

the graphical model as compared to models of [106, 142], greatly improves the results.

As a clinically and forensically application for anatomical landmark localization we

show results for fully automatic age estimation of living individuals (Section 8.2). Here, as

supported by clinical and forensic literature, we demonstrate that age-relevant information

is concentrated in specific small regions of the input Magnetic Resonance (MR) images of

the hand, clavicles, and teeth. While networks trained on whole MR images of the hand are
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also able to identify these regions (Fig. 8.7), due to memory limitations of training CNNs,

the images needed to be downsampled to fit into the memory. Thus, as the regions with

age-relevant information only compose a small part of the whole input image, important

information disappears due to the downsampling. When training networks only on small

cropped images of the regions with age-relevant structure, the CNNs is able to observe

this information in a much larger resolution, while at the same time other irrelevant image

information is discarded, which reduces the chances of overfitting. We showed that this

localization, cropping and age estimation framework achieved the best results on MR

images of the left hand as compared to another method based on RF, while it enabled

fully automatic multi-factorial age estimation of MR images of left hand, clavicles, and

teeth in the first place.

We additionally apply our proposed SCN to multi-label segmentation, which also bene-

fits from the information of the spatial configuration of anatomical structures (Section 8.3).

Similar to landmark localization, in this task, local responses of anatomical structures can

be used to estimate the position of other structures as well. Thus, we modify the SCN and

adopt the loss function to be applicable to multi-label segmentation, specifically for the

task Whole Heart Segmentation (WHS). Evaluation of the MICCAI 2017 Multi-Modality

Whole Heart Segmentation Challenge (MM-WHS 2017) showed superior performance of

our proposed localization and segmentation method, ranking first in the CT dataset and

second in the MR dataset, and winning the challenge in overall. Although both datasets

consist of only 20 training images, the results on the test sets with a Generalized Dice

Similarity Coefficient (gDSC) of 0.908 in CT and 0.863 in MR, respectively, again showed

that our proposed deep learning approach can cope with also only small amounts of train-

ing data. Furthermore, our comparison on the three-fold cross-validation on the training

datasets confirmed that our SCN outperforms the U-Net baseline on both CT and MR

datasets, while the gap is larger for the MR images, presumably due to their larger vari-

ance. However, we consider the results only preliminary, and an in-depth analysis of the

SCN for multi-label segmentation is still required to confirm that the network effectively

uses the spatial configuration of the anatomical structures.

Finally, we also proposed a coarse-to-fine framework for fully automatic vertebrae

localization and segmentation (Section 8.4). Evaluation of the MICCAI 2019 Large Scale

Vertebrae Segmentation Challenge (VerSe 2019) showed that our proposed framework

outperforms all other participating methods, winning another competitive challenge in

overall. In our three-step approach, first, we adapted the heatmap regression framework

to predict the spinal column in low resolution. Then, we employ our SCN to localize and

identified individual vertebral bodies. Finally, for each vertebra individually, we perform

a binary segmentation to separate the vertebral body from the background and merge

them based on their identification to generate the final multi-label vertebrae segmentation.

Comparisons with other methods showed that our SCN outperforms other localization

techniques, while in combination with the U-Net for binary segmentation, also in terms

of segmentation performance our proposed framework surpasses the other participants.
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9.2 Limitations and Future Work

Although our method shows remarkable performance and general applicability, several

limitations need to be addressed in future work.

While the heatmap regression framework with CNNs is currently one of the best-

performing methods for landmark localization, other methods also show great perfor-

mance, e.g., landmark localization with reinforcement learning [39, 40]. Furthermore, while

Gaussian functions have several beneficial properties, it needs to be confirmed whether they

are the best representation of target heatmaps. Gaussian functions with different extent

in different dimensions could also lead to improved results, while other representations

like distance functions should be investigated. Also, when not using a heatmap image

as the regression target, but a robust center of mass of the heatmap output, the specific

target heatmap function would not need to be defined. A more comprehensive comparison

could more strongly confirm the superior performance of the Gaussian heatmap regression

scheme.

There are also some limitations of the SCN architecture. As the graphical model is

learned and represented as convolution layers of a CNN, there are no hard constraints on

the model. Thus, when the landmarks’ locations are strongly restricted by anatomical

constraints, the learned model could be too permissive. We observed this behavior in the

VerSe 2019 challenge dataset (Section 8.4), where we also needed to define a heuristic

model to obtain feasible locations of the vertebrae. Nevertheless, a too restrictive model

could also be counterproductive since uncommon landmark configurations, e.g., in patients

with pathologies, are not allowed and excluded from the possible solutions. As observed in

previous work, too restrictive graphical models, e.g., Hidden Markov Models (HMMs) and

Markov Random Fields (MRFs), can reduce prediction performance. Thus, while using

them in initially [31, 42], some authors refrained from using them in later works [44, 147].

However, a model that is neither too restrictive nor too permissive that works for all

possible tasks is impracticable to obtain. The model with a suitable balance, such that

it is neither too restrictive nor too permissive, needs to be determined for each task and

dataset independently.

While the multiplication of the SCN is important to simplify the localization task,

such that both parts of the network can focus on their dedicated tasks, it may also hinder

convergence speed. If one part of the network predicts values close to zero at a specific

pixel location, due to the multiplication, the gradient obtained via Backpropagation (BP)

is also close to zero at this location. Especially at the beginning of training, when the

network outputs for all pixels are close to zero, the training is slow. This drawback could

be resolved by performing intermediate supervision by applying the loss function on both

the local appearance and spatial configuration part. However, then the simplification of the

localization task could be hindered, as both parts are set up to solve the same problem.

Nevertheless, this could improve training speed and performance for specific tasks.

Additionally, the multiplication of the two components of the SCN is also counterpro-
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ductive in cases when one of them erroneously predicts outputs close to zero on locations

near the groundtruth position. In this case, even if the other part of the SCN generates a

correct prediction, due to the multiplication with zero, the final prediction will be zero as

well. This could happen for occluded landmarks, where the local appearance part does not

generate predictions. However, one could still use the output of the spatial configuration

part in such cases to approximate the landmark location, as the estimation of the occluded

landmark based on other landmarks is still possible. Since our datasets are lacking oc-

cluded or missing landmarks, we did not evaluate this behavior. In future work, we will

address this limitation with appropriate datasets.

The multiplication of our SCN could also be seen as some kind of attention mecha-

nism [105], as the individual parts of the network are set up to focus only on specific regions

of intermediate feature outputs. However, comparisons to other methods incorporating

attention mechanisms are missing and would be beyond the scope of this thesis.

Furthermore, other recent advances in terms of network building blocks and architec-

tures are not evaluated. While our proposed SCN is tuned for the localization tasks and

uses ideas from residual networks [52], more recent advances of building blocks of CNNs

in general could be applied within the network architecture, e.g., densely connected con-

volutional networks [58] and self-normalizing networks [73], or improved fully connected

architectures like U-Net++ [171]. Nevertheless, incorporating such advances into the SCN

would probably improve the results, while the general fundamental concept of the SCN

would stay the same (see Section 5.1), still reducing the amount of required training data.

Another influence on the performance of machine learning methods is data prepro-

cessing and augmentation [17, 117] (Section 2.5.3). Especially in the medical imaging

domain, where the number of training images is typically low, while excessive deforma-

tions still result in realistic images, data augmentation is crucial for good performance.

Although we compare several network architectures with the same data preprocessing and

augmentation hyperparameters for the individual datasets (Chapters 6 to 8), comparisons

of different network architectures proposed within different methods are biased towards

the effort put into finding favorable data augmentation hyperparameters. Thus, for an

unbiased comparison of different network architectures, it would be required to train them

within the same training and augmentation framework. To enable a fair comparison, for

most of our experiments we also evaluate baseline U-Net that has been trained within the

same framework, with the same data preprocessing and augmentation. Still, the biased

comparison towards the results of network architectures taken from other papers remains.

There are further limitations of our proposed method in the task of multi-label seg-

mentation (Sections 8.3 and 8.4). While the SCN provided the best segmentation results

in the MM-WHS 2017 challenge among all participants, a detailed analysis of the results is

missing. Although the results indicate that using the spatial configuration to transform the

information from local responses to estimated positions of other structures is beneficial,

it needs to be confirmed with further analysis. Moreover, the proposed framework that

first localizes and then segments the individual substructures consists of two consecutive
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CNNs that do not share any information. Extension to an end-to-end trainable approach

would be desirable. Similarly, in the VerSe 2019 challenge, we were not able to adapt our

SCN for the multi-label vertebrae segmentation, possibly due to the much more difficult

differentiation among the individual labels, i.e., vertebrae. However, we still think that

an end-to-end trainable CNN that performs localization, identification, and segmentation

would be preferable. As a conclusion, we see a lot of potential and room for improvements

in the extension of the SCN to the semantic segmentation tasks.

9.3 Conclusion

In this thesis we have shown how to combine information from the local appearance and

spatial configuration of anatomical structures into a single end-to-end trained CNN, ef-

fectively representing a graphical model of their relative positions. Within the heatmap

regression framework, our generic architecture does not require any postprocessing step for

achieving state-of-the-art results in terms of landmark localization error on different 2D

and 3D datasets, even when only limited amounts of training data are available. Further-

more, we showed the generic applicability of our proposed SCN architecture for multiple

tasks, including age estimation of living individuals, and multi-label segmentation of heart

substructures and individual vertebrae. Extensive comparisons demonstrate the excellent

performance of our proposed frameworks, outperforming various state-of-the-art methods

in several datasets, and winning two competitive challenges.
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ASM Active Shape Model

BP Backpropagation
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SGD Stochastic Gradient Descent

SVM Support Vector Machine
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Darko Štern, Philipp Kainz, Christian Payer, and Martin Urschler

In: International Workshop on Machine Learning in Medical Imaging

September 2017, Quebec, Canada

Accepted for Poster Presentation

Multi-label Whole Heart Segmentation Using CNNs and Anatomical Label

Configurations
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In: International Workshop on Machine Learning for Medical Image Reconstruction

September 2018, Granada, Spain

Accepted for Poster Presentation

Healthy Lung Vessel Morphology Derived From Thoracic Computed Tomog-

raphy

Michael Pienn, Caroline Burgard, Christian Payer, Alexander Avian, Martin Urschler,

Rudolf Stollberger, Andrea Olschewski, Horst Olschewski, Thorsten Johnson, Felix G.

Meinel, and Zoltán Bálint

In: Frontiers in Physiology



B.2. Additional Peer-Reviewed Publications 163

2019

Quantitative CT-derived Vessel Metrics in Idiopathic Pulmonary Fibrosis: A

Structure-function Study

Joseph Jacob, Michael Pienn, Christian Payer, Martin Urschler, Maria Kokosi, Anand

Devaraj, Athol U. Wells, and Horst Olschewski

In: Respirology

Segmenting and Tracking Cell Instances with Cosine Embeddings and

Recurrent Hourglass Networks

Christian Payer, Darko Štern, Marlies Feiner, Horst Bischof, and Martin Urschler

In: Medical Image Analysis

Runners-up for Medical Image Analysis Best Paper Award

Matwo-CapsNet: A Multi-Label Semantic Segmentation Capsules Network
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[89] Lowekamp, B. C., Chen, D. T., Ibáñez, L., and Blezek, D. (2013). The Design of

SimpleITK. Front. Neuroinform., 7. (page 73)

[90] Maas, A. L., Hannun, A. Y., and Ng, A. Y. (2013). Rectifier Nonlinearities Improve

Neural Network Acoustic Models. In Proc. Int. Conf. Mach. Learn., volume 28, page 6.

(page 19, 81)

[91] Mader, A. O., Lorenz, C., von Berg, J., and Meyer, C. (2019). Automatically Local-

izing a Large Set of Spatially Correlated Key Points: A Case Study in Spine Imaging.

In Proc. Med. Image Comput. Comput. Interv., pages 384–392. (page 54)

[92] Martin, D. D., Wit, J. M., Hochberg, Z., van Rijn, R. R., Fricke, O., Werther, G.,

Cameron, N., Hertel, T., Wudy, S. A., Butler, G., Thodberg, H. H., Binder, G., and

Ranke, M. B. (2011). The Use of Bone Age in Clinical Practice - Part 2. Horm. Res.

Paediatr., 76(1):10–16. (page 119)

[93] McCulloch, W. S. and Pitts, W. (1943). A Logical Calculus of the Ideas Immanent

in Nervous Activity. Bull. Math. Biophys., 5(4):115–133. (page 13)

[94] Mendis, S., Puska, P., and Norrving, B. (2011). Global Atlas on Cardiovascular

Disease Prevention and Control. World Heal. Organ. (page 128)



BIBLIOGRAPHY 173

[95] Mitchell, T. M. (1997). Machine Learning. McGraw-Hill, 1st edition. (page 8)

[96] Mortazi, A., Burt, J., and Bagci, U. (2018). Multi-Planar Deep Segmentation Net-

works for Cardiac Substructures from MRI and CT. In Stat. Atlases Comput. Model.

Hear. ACDC MMWHS Challenges., pages 199–206. Springer International Publishing.

(page 134)

[97] Nair, V. and Hinton, G. E. (2010). Rectified Linear Units Improve Restricted Boltz-

mann Machines. In Proc. Int. Conf. Mach. Learn., pages 807–814. (page 18)

[98] Nesterov, Y. (1983). A Method of Solving A Convex Programming Problem With

Convergence rate O(1/kˆ2). In Sov. Math. Dokl., volume 27, pages 372–376. (page 23,

79, 80, 81, 141)

[99] Neumayer, B., Schloegl, M., Payer, C., Widek, T., Tschauner, S., Ehammer, T.,

Stollberger, R., and Urschler, M. (2018). Reducing Acquisition Time for MRI-based

Forensic Age Estimation. Sci. Rep., 8(1):2063. (page 122)

[100] Newell, A., Yang, K., and Deng, J. (2016). Stacked Hourglass Networks for Human

Pose Estimation. In Proc. Eur. Conf. Comput. Vis., pages 483–499. (page 52, 60, 64,

70, 79, 115, 117, 118, 148)

[101] Ngo, T. A., Lu, Z., and Carneiro, G. (2017). Combining Deep Learning and Level

Set for the Automated Segmentation of the Left Ventricle of the Heart from Cardiac

Cine Magnetic Resonance. Med. Image Anal., 35:159–171. (page 128)

[102] Odena, A., Dumoulin, V., and Olah, C. (2016). Deconvolution and Checkerboard

Artifacts. Distill. (page 33)

[103] Oktay, O., Ferrante, E., Kamnitsas, K., Heinrich, M., Bai, W., Caballero, J., Cook,

S. A., de Marvao, A., Dawes, T., O’Regan, D. P., Kainz, B., Glocker, B., and Rueckert,

D. (2018a). Anatomically Constrained Neural Networks (ACNNs): Application to Car-

diac Image Enhancement and Segmentation. IEEE Trans. Med. Imaging, 37(2):384–395.

(page 54)

[104] Oktay, O., Rueckert, D., Bai, W., Guerrero, R., Rajchl, M., de Marvao, A., O’Regan,

D. P., Cook, S. A., Heinrich, M. P., and Glocker, B. (2017). Stratified Decision Forests

for Accurate Anatomical Landmark Localization in Cardiac Images. IEEE Trans. Med.

Imaging, 36(1):332–342. (page 3, 40)

[105] Oktay, O., Schlemper, J., Folgoc, L. L., Lee, M., Heinrich, M., Misawa, K., Mori,

K., McDonagh, S., Hammerla, N. Y., Kainz, B., Glocker, B., and Rueckert, D. (2018b).

Attention U-Net: Learning Where to Look for the Pancreas. Proc. 1st Conf. Med.

Imaging with Deep Learn., pages 1–10. (page 153)



174
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