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Abstract
Cybersecurity incidents cause tremendous costs for the economy and damage for individuals, e.g.
through identity theft, data loss, ransomware or bribery. To �nd appropriate measures to reduce or
prevent such incidents, a system must �rst be assessed regarding its risks. In domains such as safety,
harmful events can be predicted by looking at past events, modelling them and applying these mod-
els to the future. For cybersecurity, however, such incidents are much harder to predict because they
depend mainly on the motivation and decisions of humans. To evaluate this, one has to resort to ex-
pert judgments, which are unfortunately subject to large uncertainties. In this thesis, the structured
expert judgment method is used to estimate the risks for cybersecurity incidents. The risks are calcu-
lated by forward and backward propagation of speci�c risk attributes along with their uncertainties.
This is done on risk graphs in which all attack paths are mapped. The result is a risk distribution that
can be traced back to the individual components. This supports making better decisions on the nec-
essary measures to reduce risk. Correctness, applicability, and usefulness were demonstrated using
an implemented prototype. For this purpose, a comparison of 45 publicly available studies was made
using structured expert judgment and Riskee. Furthermore, the created Riskee method was applied in
an international workshop to investigate the cybersecurity risk of car theft. Finally, the implemented
prototype was used to �nd secure solutions for chip designs in a design space exploration study.

Kurzfassung
Cybersecurity-Vorfälle verursachen enorme Kosten für die Wirtschaft und Schaden für den Einzelnen,
z. B. durch Identitätsdiebstahl, Datenverlust, Ransomware oder Bestechung. Um geeignete Maßnahmen
für die Verringerung oder Vermeidung solcher Vorfälle zu �nden, muss ein System zuerst hinsichtlich
seiner Risiken bewertet werden. In Bereichen wie der Ausfallsicherheit können Schadensereignisse gut
vorhergesagt werden, indem man sich vergangene Ereignisse ansieht, sie modelliert und diese Modelle
auf die Zukunft anwendet. Für Cybersecurity sind solche Vorfälle jedoch viel schwieriger vorherzusa-
gen, weil sie hauptsächlich von der Motivation und den Entscheidungen von Menschen abhängen. Um
das zu bewerten, muss man auf Expertenurteile zurückzugreifen, die leider mit großen Unsicherheiten
behaftet sind. In dieser Arbeit wird die Methode des strukturierten Expertenurteils verwendet, um die
Risiken für Cybersecurity-Vorfälle abzuschätzen. Die Risiken werden berechnet durch Vorwärts- und
Rückwärtspropagation spezieller Risikoattribute mitsamt ihrer Unsicherheiten. Dies geschieht auf Ri-
sikographen, in denen alle Angri�spfade abgebildet sind. Das Ergebnis ist eine Risikoverteilung über
ein System, die auf die einzelnen Komponenten rückverfolgbar ist. Dies ermöglicht bessere Entschei-
dungs�ndung für die erforderlichen Maßnahmen zur Risikominderung. Korrektheit, Anwendbarkeit,
und Nützlichkeit wurden mithilfe eines implementierten Prototyps gezeigt. Dazu wird ein Vergleich
der Resultate von 45 ö�entlich zugänglichen Studien gezogen, die mittels strukturiertem Expertenur-
teil und Riskee durchgeführt wurden. Weiters wurde die Riskee Methode in einem internationalen
Workshop angewandt, um das Cybersecurity-Risiko von Autodiebstahl zu untersuchen. Letztlich wur-
de der erstellte Prototyp in einer Design-Space-Exploration Studie eingesetzt, um sichere Lösungen für
Chip-Designs zu �nden.
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CHAPTER1
Introduction
We can be blind to the obvious, and we are
also blind to our blindness.

Daniel Kahnemann

Summary: This chapter introduces the topics of this dissertation and summarizes the problem, challenges,
and contributions. After introducing and motivating the topic of cyber-security for a general audience, the
context and domain for this thesis are described. Then the scienti�c problem, challenges, and hypothesis
are outlined. At the end of this chapter, the structure of the remaining thesis is shown.

� � �

What is the risk of your car killing you? This question might sound strange at �rst, but it is not as
far-fetched as it might sound. Cars are good examples to elaborate on cyber-security risks in Cyber-
Physical Systems (CPS). With more and more driver assistance systems in place, the risk that a malicious
attacker is taking over the control of a car while driving is getting more and more realistic. Already
today, complex driver assistance systems are built into cars and help us navigate, stay on track, adapt
the speed to the driver in front of us, or help us �nd a parking space. In a few years, when the era of
autonomous self-driving and connected cars arrives, we will drive in cars with autonomy levels of 3,
4, and even 5 [1, 2]. This means that the car will be in control of the driving. Since such cars are also
connected to the Internet or allow spontaneous wireless connections, they open up an attack surface
targeted by hackers. The connectivity combined with the control over a car allows remote control of
cars and even whole �eets. Hackers could initiate spontaneous accelerations, control the steering wheel
or brake unexpectedly. Also, theft or damaging components could be possible. Such attacks have been
made in the past [3, 4] and this trend will continue. If we do not prepare and harden our systems against
such attacks, this could result in catastrophic events with high casualties – �nancially as well as harm to
human lives.
These threats and risks introduced here for the automotive domain also apply to many other domains.
According to the current State of Phish-study by Proofpoint [5], 88% of all surveyed organizations from
many domains have encountered some form of cyber-security attack in the year 2019. Furthermore,
the Cost of Insider Threats 2020-study by IBM and Ponemon Institute stated that 60% of companies even
had 20 or more attack attempts in the year 2020 [6], and the current 2021 Hacker Report by HackerOne
found an overwhelming 1000% increase in attacks on IoT devices in 2020 [7]. Also, CrowdStrike’s 2021
Global Thread Report found an alarming increase and focus on critical infrastructure, especially the
health sector, due to phishing attacks hiding as COVID-19 information [8].
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The current megatrend of digitalization in industrial domains opens up systems and critical infrastruc-
tures as possible targets for cyber-criminality. With the Internet of Things (IoT) and Cyber-Physical
Systems (CPS), connected and smart devices will be everywhere around us. Organizations already be-
gan to open up their formerly closed and protected systems to be distributed, more �exible, and main-
tainable over the Internet. While the technological innovations in wireless communication, arti�cial
intelligence, the IoT and CPS, improve our lives, they also increase the attack surface and bring dangers
that we have never faced in history before. Cyber criminality in the forms of, e.g., malicious attacks,
data theft, and ransomware, is already in daily news and will become even worse in the future [9, 10].
How can we protect our systems against cyber-attacks? How can we evaluate which protection mea-
sures are helpful and most e�ective? What is the risk of cyber-security incidents in our systems? In
this thesis, we tackle the problem of how to assess the risk of cyber-security in distributed networked
systems. We do this by using Structured Expert Judgment (SEJ) to assess speci�c risk attributes, includ-
ing the uncertainty of the respective judgment. This is needed because estimating risk involves future
predictions, which always contain uncertainty and the possibility of error.
We use a graph structure representing the attack paths in our systems and propagate the uncertain
risk estimations through this graph. This allows us to model multi-step attacks over distributed and
complex systems. In the end, the risk is the conglomerate of all possible outcomes, with some outcomes
being more likely than others. By looking at this big informative picture of risk, it is possible to decide
if it is acceptable or if we have to take measures to lower it.

1.1 Context and Domain

This thesis was written at the Institute of Technical Informatics at Graz University of Technology.
It was �nanced by project funds from a project cooperation with Andritz Hydro AG in the HyUnify
and DHYAMONT projects between 2016 and 2020. Andritz Hydro AG is the leading company in the
hydropower domain - they build, maintain, operate, and optimize hydropower plants worldwide. Since
hydropower plants are part of the worldwide power grid, they belong to critical infrastructure. The
publications and scienti�c work in these projects focused on robustness, reliability, resilience, safety,
and security in industrial informatics.

1.2 Problem and Challenges

Cyber criminality in�icts tremendous �nancial damage and, even worse, could pose a potential threat
to human life if critical infrastructures are attacked. Current statistics show that this menace is preva-
lent in every domain, a�ects most companies, and will get even worse in the future [9, 10]. Therefore, it
is of the utmost concern to prevent cyber criminality and avoid potential damage and harm. To prevent
them, one has to �nd di�erent mitigation and prevention strategies and evaluate their e�ectiveness to
decide the appropriate ones. It is di�cult to quantify the costs, threats, and mitigation e�ects because
modern systems are highly sophisticated in their function, are distributed over the Internet, commu-
nicate with many other systems, and depend upon many other services. Examples for this would be
distributed microservice architectures and cloud structures for big companies, connected devices in
the IoT, dependable industrial systems, and Cyber-Physical-Systems. Furthermore, systems for crit-
ical infrastructure like transport, telecommunication, or government have even higher requirements
on availability and reliability and other dependability properties, even in the presence of hazardous
events. Their failure could result in fatal consequences. So besides being available, safety is also a
concern. We do not want our systems to harm any living being or the environment during its op-
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eration. Classical safety-and-system engineering takes care of these properties and ensures that the
system keeps running safely. However, nowadays, most systems also face a danger that could break
these properties: cyber-criminality. By being vulnerable to cyber-attacks, a system exposes itself to
being compromised or corrupted and unable to guarantee the safety and uninterrupted functionality
anymore. Systems have to be hardened against cyber-attacks to avoid this problem. One challenge
here is to decide on appropriate mitigation strategies because there is an abundance of possibilities,
attacks, and vulnerabilities. Mitigation and prevention strategies must be evaluated for their ability to
increase systems’ resilience and resistance against cyber-security-attacks. This evaluation of risks and
the reduction thereof by mitigation strategies are the core problems discussed in this thesis:

Problem

How can the risk of cyber-security and the e�ects of mitigation strategies in a networked system
be quantitatively evaluated?

This core problem can be broken down into two sub-problems:

1. How to evaluate the current state of security in a system and assess the risks? This involves esti-
mating the plausible attackers, their capabilities, resources, and knowledge and comparing this
to the system under investigation, including its mitigation and protection measures which are
already in e�ect.

2. How to evaluate the e�ectiveness of mitigation strategies? Applying protection measures should
reduce the total risk, but the question is, by how much? By recalculating the total risk with
changed estimations due to the activated protection mechanisms, one can compare the scenarios
and see if and how much the systematic risks change.

1.2.1 Challenges

In this section, the challenges for risk estimations of cyber-security in networked systems are described.
Table 1.1 shows an overview of the challenges and the respective contributions and supporting publi-
cations. The publications for this cumulative thesis are listed and included in the Appendix. The main
challenges of risk models for cyber-security are:

• High Complexity: Networked distributed systems can get very complex. Here, complexity
means the unpredictable behaviour of individual components and their impact on the state of the
networked system as a whole. For robust and dependable systems, predictability is key. When
multiple components of a system communicate and in�uence each other, it is complicated to
ensure that everything works predictably. Especially since Byzantine faults can not be ruled out,
and the remaining system has to cope with such situations.

• Huge Uncertainty: It is already challenging and unintuitive to estimate the vulnerabilities and
risks of single components, let alone for whole systems. Furthermore, risk assessments are pre-
dictions, which are always uncertain. Together, this means that the uncertainty is relatively high
in risk estimations. Hence, it must be included in the model. If the uncertainty is neglected, the
results depict a wrong image of con�dence and precision.

• Di�cult Predictions: Cyber-Security attacks are often a combination of several exploits and
steps, done in very creative ways. Judging the probabilities and vulnerabilities of such involve
high uncertainty. While known and already analysed attacks are easier to judge, unknown attacks
that are not even invented are challenging to predict. To also include the unknowns in a risk
assessment is crucial for getting a realistic prediction.
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In the following sections, each challenge is discussed in more detail, and also our contributions to
address them are described in summary. For a more detailed discussion about the contributions, see
Chapters 4 and 5 about the design of the Riskee method and the implementation of the Riskee frame-
work. These contributions are also published in the scienti�c articles included in the Appendix, while
this thesis collects it in a more concise and continuous form.

Problems Challenges Contributions Supporting Papers 

How to 
assess risks 
in cyber 
security? 
 

→ How to 
evaluate the 
security 
risks of a 
system? 

 
→ How to 

evaluate the 
effectiveness 
of mitigation 
strategies? 

Figures of Merit: What are good 
metrics to evaluate systems? 

Probabilistic ratio-scaled ranges with 
uncertainty. 

P1 P2 P3 P4 P5 P9 

Qualitative vs. Quantitative 
Assessment: What is better? 

Quantitative Assessments with 
Probability Distributions. 

P2 P3 P4 P5 P7 P9 

System Model: How to model 
complex systems? 

Risk graphs: Bipartite graphical model of a 
system using risk attributes. 

P4 P5 P7 P10 

Attack Model: How to model multi-
step attacks over multiple components? 

Individual estimations of attack steps along the 
paths. 

P5 P7 P8 

Decomposition of attack frequency and 
vulnerability for each step. 
 

P4 P5 P7 

Propagation and Aggregation: How 
to get total cumulated risk estimations 
for a system? 

Systematic sampling for probability distributions. 
 

P3 P5 

Forward and backward propagation. 
 

P5 

Smoothing with reflected kernel-density-estimations. 
 

P5 

Mitigation Effects: How to calculate 
the effects of mitigation strategies? 

Resimulation and comparison to original 
state. 

P5 P7 P10 P11 

Data Sources: How to get reliable and 
defendable data? 

Calibrated expert judgment with 
performance-based weighting. 
 

P4 P5 P6 P7 P8 

Communication: How to 
communicate risk informatively and in 
an unbiased manner? 

Graphical probabilistic loss exceedance 
curves. 
 

P4 P5 P6 P7 P8 

Numerical projection to descriptive statistics with 
statistical moments, or n-point percentile summaries. 
 

P6 

 

 
Table 1.1: Problems, challenges, and contributions with support of the included published papers (stated in the
boxes on the right side).

Figures of Merit - What are useful metrics? Traditionally, the risk is calculated from the probabil-
ity of a hazardous event happening and the consequential outcome after the hazardous event occurred.
Consider the following example: In 2% of cases, a device is defective, and the replacement cost is € 5000
This would result in a risk value of € 100 (2% of € 5000) While this approach works quite well for project
management, business risk, and even safety, such hazardous events are not easily modelable in cyber-
security. The problem lies in evaluating the event-probability for attacks, which has a nondeterministic
nature involving the attacker’s motivation and window of opportunity. This is di�erent compared to
the relative deterministic behaviour of failure rates.
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The challenges here are as follows:

1. It is challenging to come up with a single metric that represents risks for di�erent dimensions of
qualities. But using multiple metrics makes deciding on the appropriate strategies exponentially
more di�cult.

2. Measurements, predictions, and estimations of these metrics involve signi�cant uncertainty, which
is often neglected in state-of-the-art methods.

The �rst point is di�cult because several conceptions and misconceptions exist about what an impor-
tant metric could be. In project management and business circles, the �nancial impact is of utmost
importance, while in safety, the potential harm to humans is the value that must be assessed. In en-
vironmental studies, the impact on the environment is the most critical metric. Based on literature
research, our contribution is that at least two types of metrics must be used for the impact: quantitative
impact in the form of �nancial losses and qualitative impact in the form of harm to humans or the environ-
ment. While the former can be clearly stated on a ratio scale with money, the latter is not quanti�able.
It depends on the cultural background, social norms, and ethics, which all are highly subjective. In our
published work and this dissertation, we focus on the quanti�able �nancial losses (coming from several
sources, e.g., replacements, response, productivity outage, damaged reputation).
The second point is a challenge because state-of-the-art methods often use ordinal scales and single-
point metrics, thereby neglecting uncertainty at all or introducing uncertainty that does not correlate
with the actual value and may lead to inconsistent results. Recently, Cooke et al. have shown that
quantitative assessment using ranges are superior to single-point estimates [11]. The challenge is to
initiate a rethinking of existing methods and introduce easy-to-use guidelines for improving them. This
is a challenging task due to the steadiness and in�exibility of standards and established methods in the
industry. We use range predictions in the form of probability distributions that include the estimation’s
inherent uncertainty.

�alitative vs �antitative Assessment - What is be�er? As mentioned before, traditional risk
assessment methods use ordinal scales with qualitative estimations of the properties. The so-called
“risk-matrices” and “tra�c-light” models have become so popular that it is tough to replace them.
However, they all have their �aws: Cox et al. [12], and others [13, 14], have proven that ordinal scales
and risk matrices have severe �aws and problems. The most severe ones are the induced quanti�ca-
tion errors, risk-inversion, range-compression, and the impression of bene�t. We add to the corpus
of scienti�c literature by showing that quantitative assessment (including uncertainty) is superior to
qualitative assessment in the cyber-security domain. The quantities are best expressed in probability
distributions or, respectively, probabilistic ranges.

System Model - How to model complex systems? Another challenge in the risk assessment do-
main for cyber-security is how to create a realistic model of the system. Using infrastructural network
models alone is not su�cient anymore since side-channel attacks became much more prevalent. Es-
pecially in the security domain, social engineering and human error are pretty standard. Since Bruce
Schneier coined the term attack trees in the 80s, computer security has gone a long way, and nowadays,
Bayesian attack graphs, cyber-security kill chain models, and Markov chains are the state-of-the-art.
However, they only consider the risk with single-point estimations and do not consider uncertainty at
all. We enhance existing graphical models of systems by using probability distributions as model param-
eters to calculate risk - we call this resulting model a risk graph. Such a risk graph models all possible
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communication and in�uence paths in a system, including possible attack paths, and allows for more
realistic risk calculations by considering the inherent uncertainty in the input estimations.

Multi-Step A�acks - How to model complicated a�acks over multiple hops? Since its begin-
nings, cyber-criminality abuses �aws and exploits gaps or errors in applications and operating systems
to achieve a speci�c goal. Nowadays, cyber-attacks are not that simple anymore and contain many
attacks and several exploits in unexpected combinations. Most attacks are, in fact, multi-step attacks
that are di�cult to detect and mitigate since they use speci�c combinations of vulnerabilities [15]. It is
not enough for a holistic risk assessment to look at single events anymore. Instead, whole attack paths
consisting of multiple steps must be considered. All those attack paths have to be combined to get a
holistic view of the system’s risks.
Furthermore, di�erent attacks demand di�erent attacker strengths, motivations, and opportunities to
be successful. Such di�erences in attacker pro�les also have to be considered. Looking at the system
only from the defender side makes it di�cult to predict all eventualities. Therefore, we propose the
modelling and estimation of individual attack paths over multiple steps for each plausible attacker pro�le
in our system model. For each attack path and attacker pro�le, the frequency and vulnerability have to
be estimated on each step. This decomposed view makes it much easier to assess the respective values
(always including the uncertainty).

Propagation and Aggregation - How to get total cumulated risk estimations for a system?
The next challenge is the actual calculation of the resulting total risk of a system. Since we use proba-
bility distributions, we cannot use trivial arithmetics anymore but have to apply sophisticated methods
that consider uncertainty propagation. Moreover, we cannot rely on analytical methods since the in-
put probability distribution could be of arbitrary shape and kind. We solved this problem by applying
Monte-Carlo methods with strati�ed and adaptive sampling. Monte-Carlo sampling allows for arbitrary
combinations of any probability distribution. Stratifying them is crucial to consider the long-tails, and
adaptivity ensures that the precision and performance are balanced. To avoid consequential quanti�-
cation errors due to quantization, we apply smoothing via kernel-density estimations for the resulting
distributions. One requirement for this to work well is to have limited support on the probability dis-
tributions, which is a valid assumption since probability values are always between 0 and 1. Financial
damage is also limited by 0 and some arbitrary upper bound.
Another challenge is the combination of multiple attack paths. Since these are modelled individu-
ally, we had to develop means to aggregate them for the whole system. This is why we invented the
Riskee-propagation algorithm, which works by propagating attack frequencies and probabilities forward,
calculating the risk for the individual path, and then propagating this risk backward again. This allows
for calculating the total risk using probability distributions and identifying the individual contribution
of each node.

Mitigation E�ects - How do changes contribute to the risk of the whole system? The next
di�culty is �nding out the e�ects of applying a speci�c mitigation strategy on a system. This is di�cult
because mitigation strategies applied to a particular component in a system may have far-reaching
consequences for the overall risk due to subsequent in�uence on dependent components. In our risk
graph, this is solved via adaptive recalculation for the changed attack paths. In such a way, it is possible
to make small changes according to the applied mitigation strategy and get fast results by not having to
recalculate the whole tree but only doing the forward and backward propagation of the changed values
on the a�ected parts. The e�ects of a mitigation strategy on the overall system risk can be calculated
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and then compared to the original risk distribution to see if it achieves the intended risk reduction. It is
also possible to make a cost-bene�t analysis to get the risk “As Low As Reasonably Possible” (ALARP)
- a common technique and expression often used in risk management.

Data Sources - How to get reliable and defendable data? One of the biggest challenges in cyber-
security risk assessment is to get reliable data. While the impact or damage can be modelled in terms
of costs, e.g., replacement, response, productivity outage, the attack frequency, and the success prob-
ability are more challenging to estimate. Firstly, attacks are instantiated by humans whose behaviour
and motivations are complex, highly subjective, and nondeterministic, and therefore, are also di�cult
to model. However, there have been quite some e�orts to do so [16, 17, 18]. However, even after consid-
ering several factors like motivation, opportunity, target attractiveness, or political intentions, it still
not possible to pinpoint the amount and probability of attacks accurately. That is why probabilistic
range estimations have to be used. Such models always involve assessing input values via historical
data, inherited from other methods, or are directly judged using expert elicitation. All of these sources
contain uncertainty that has to be considered. By taking the sources’ uncertainty into account, a more
realistic and defendable data corpus can be created. Speci�cally, for expert judgment, we propose to use
calibrated expert elicitation with performance-based weighting. For other data sources, a projection has to
be made, which considers and adds uncertainty.

Communication - How to communicate risk informatively and in an unbiased manner? The
�nal challenge is human bias in risk communication: How to communicate the risks calculated in the
system so that stakeholders can understand and interpret them to make informed decisions based on
that? The problem here is human bias. Humans are very biased when it comes to risks, money, and fears.
That is why often wrong or ine�cient decisions are made in this sector. Our solution is to visualize the
risk in the most informative and still intuitively understandable manner by using so-called loss exceedance
diagrams. Numerical alternatives to this would be, e.g., percentile estimations, stating, e.g., the median,
lower, and upper quartile of risk distributions. This can then be compared to the risk-appetite (or risk-
aversion), and based on that, one can decide if the risks are acceptable or not.

1.3 Hypothesis

Based on this problem and the respective challenges, we state the following hypothesis, which will be
discussed in this thesis:

Hypothesis

Cyber-security risk can be evaluated using a graphical model of attack paths in a networked sys-
tem and assessing the uncertain risk attributes of frequency, vulnerability, and impact with prob-
ability distributions based on combined structured expert judgment. By forward and backward
propagation of these uncertain estimations, the total systematic risk, as well as the individual
risks, can be evaluated.

This hypothesis consists of multiple parts and clauses, which are discussed here in more detail. The �rst
statement is the basic assumption which our hypothesis is based on: Cyber-security can be evaluated
using a graphical model of attack paths in a system. This is already established in the literature and
proven in practice, which is why we use it as the base assumption for our hypothesis statement.
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We enhance this basis by declaring the speci�c risk attributes frequency, vulnerability, and impact.
These three attributes are needed to assess risk. Furthermore, these attributes are assessments which
exhibit high uncertainty that can be modelled using probability distributions. It is important not to
neglect the uncertainty or reduce it to ordinal scales since this could lead to problems. To get such
assessments in a reliable and defendable way, we propose structured expert judgment which combines
the estimations by multiple experts based on their judgment quality.
The last part of the hypothesis concerns how risk can be calculated on a risk graph with the risk
attributes as a basis. It can be calculated by using forward and backward propagation. Forward prop-
agation forwards the incoming attacks to all reachable nodes, which result in an impact. There, the
risk emerges. This risk is then propagated back again over the paths to determine the individual risk
contribution of each step compared to all other nodes in the risk graph.

1.4 Structure of the Thesis

The remainder of this thesis is structured as follows:

• Chapter 2 describes the background knowledge for this thesis. This includes risk and risk man-
agement, statistics and probability distributions, uncertainty propagation, and expert elicitation.

• Chapter 3 describes the relatedwork for this thesis. This includes many standards and method-
ologies from the areas of risk management, cyber-security, and safety.

• Chapter 4 discusses the design of the Riskee method. It explains risk graphs and risk attributes,
distribution arithmetic, and expert judgment. The structure, the attributes, and the dynamics of
risk graphs are described. In this chapter, the contributions in the domain of expert judgment
and expert elicitation are discussed, and the advancements to the classical method of structured
expert judgment are shown.

• Chapter 5 explains the more practical contributions of this thesis by showing and discussing
the implementation of the Riskee framework, which consists of a prototype written in Python.
This prototype was the basis for the evaluations.

• In Chapter 6, an evaluation of the Riskee method and framework is shown, and afterwards,
several aspects of the method are discussed. The evaluation is done in three parts: First, a com-
parison of Riskee expert judgment to the classical model is made. Second, a use case in the form
of an actual expert elicitation for judging the risks of a cyber-security incident. The third part is
an application of Riskee in design space exploration to �nd secure solutions.

• The conclusion and future work in Chapter 7 elaborate on the open issues and future work
as well as some �nal thoughts and take away messages.

• In the Appendix, the full-texts of eleven published papers are attached, together with summaries
and descriptions of the respective contributions.
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CHAPTER2
Background
The most important questions of life are
indeed, for the most part, really only problems
of probability.

Pierre-Simon Laplace

Summary: Here, the background knowledge for the thesis is described. This chapter contains general
knowledge about risk management and risk assessment, statistics, probability distributions, error propaga-
tion, and expert judgment. It serves as a primer to these topics and provides further references to dive into
these topics more deeply if needed.

� � �

2.1 Risk Management and Risk Assessment

Risk management and risk assessment are widely applied in many domains, especially the safety and
security domains relevant to this thesis. First, we give an overview of the general de�nitions of risk, and
afterwards, the relevant security standards and norms will be covered in more detail. This overview
shows that most standards qualitatively evaluate risk using ordinal scales and risk matrices.

2.1.1 Risk

Let us �rst look at the de�nition of risk: In the Merriam-Webster Online Dictionary, risk is de�ned
as the “possibility of loss or injury” [19], the Cambridge Online Dictionary de�nes it as “the possibility
of something bad happening” [20], and the Oxford English Dictionary describes it as “(Exposure to) the
possibility of loss, injury, or other adverse or unwelcome circumstance; a chance or situation involving such
a possibility” [21]. The two fundamental standards on risk, the ISO/Guide 73 [22], and the ISO 31000 [23]
describe risk similar as the “e�ect of uncertainty on objectives”, where an e�ect is very generally de�ned
as a deviation from the expected, and objectives are di�erent aspects and levels where this can be applied
to (e.g., �nancial objectives, safety, health, organisation-wide, on the process- or product-level). Based
on this de�nition, every deviation from the expected outcome is seen as a risk, critical for production,
processes, and engineering. All de�nitions have in common that risk involves a possibility (uncertainty
about some situation in the future) of a bad or unexpected result. This notion leads to an interesting
insight: That risk actually “does not exist” because it is only a prediction. Risk researcher Paul Slovic
puts it like this:
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[Risk] does not exist “out there,” independent of ourminds and cultures, waiting to bemeasured.
Instead, the risk is seen as a concept that human beings have invented to help them understand
and cope with the dangers and uncertainties of life. Although these dangers are real, there is
no such thing as “real risk” or “objective risk.” [24]

Here, the metaphysical aspect of risk is emphasized. Risk is a concept of potential danger which exists
only virtually. Only when the dangerous event occurs, the danger becomes real. However, albeit risk
only being a virtual concept, it helps us to model, evaluate and compare dangers and threats. According
to Murphy’s law, everything that can happen will happen eventually. Hence, we have to be prepared
to face the risks and cope with them. Maybe we can decrease the probabilities, decrease the impact, or
avoid some risks altogether by such preparations. This, at last, is the reason why it is required to think
about risks.

Wild and Mild Risks: Black Swans, Grey Rhinos, and Elephants in the Room In his famous
book “The Misbehavior of Markets” [25], Mandelbrot introduced the terms mild and wild risks to distin-
guish between two common risk categories: Mild risks can be modelled easily and behave according to a
normal distribution with small uncertainties, meaning that the results are almost always relatively close
to the mean value. On the contrary, wild risks behave very chaotically, are maybe multimodal, and have
long-tailed or heavy-tailed distributions, which means that it is way harder to predict the outcomes in-
side a small tolerance range. Such rare but catastrophic events are called Black Swan events [26]. There
are also other classes in the risk-zoo, namely, Grey Rhinos [27], and elephants in the room [28, 29],
which represent events that have quite high probability and moderate or high impact but are neglected
due to ignorance or social/political taboos. The di�erence is that grey rhino events did not occur yet,
while elephants in the room already occurred but still are ignored. Here is a list of commonly used
terms when talking about risks:

• Mild Risks: Easily to model, highly predictable.
• WildRisks: Chaotic, di�cult to predict, having heavy-tailed distributions with high uncertainty.
• Black Swan: A rare but catastrophic event.
• Grey Rhino: Obvious and dangerous but ignored events.
• Elephant in the Room: Events that occurred but are ignored.

Risk Management

According to the ISO 31000 [23], risk management has the goal of e�ciently identifying and evaluating
risks (risk assessment) and reducing them to a tolerable level (risk treatment). Risk assessment
is the process of risk identi�cation, analysis, and evaluation to get quanti�able values for the assets,
threats, and mitigation strategies. Risk treatment is the process of selecting, applying, and monitoring
appropriate mitigation techniques to lower the risks and ensure the e�ectiveness.
In business, the notion of risk describes possible �nancial losses, which is a signi�cant factor for
decision-making. Social and ecological factors like sustainability are only secondary factors. How-
ever, organizations slowly begin to recognize that a company’s �nancial sustainability is interwoven
with social, ecological, and environmental sustainability and should therefore also be considered [30].
There are many models for market development and predictions of customer behaviour, estimating
possible developments and market reactions, and making informed decisions based on those models.
These models are often simpli�ed using risk matrices and the well-known tra�c-light concept for risk
assessment: Green equals low risk, yellow or amber representing medium risk, and red colour signals
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high-risk events. The classical formula for risk comes from this domain (see Equation 2.1):

Risk = Probability · Impact (2.1)

Here, the probability is the chance or likelihood that a risk event occurs, and impact is the �nancial
loss for such an event. This is often not estimated with quantitative values but using ordinal scales for
the respective factors, e.g., high, medium, or low probability; and high, medium, or low impact. The
scales are speci�ed completely arbitrarily and tailored to the respective context in the company. For
example, the impact ratings for a small company could be: Low is between € 0 and € 1 000, the medium
is between € 1 000 and € 10 000, and high impact is everything above € 10 000. For big companies, these
values could be somewhere in the millions. The same holds for the probability: The exact ranges for
the classes are completely arbitrarily chosen. To make things even worse, these ordinal classes are
then combined using an arbitrary de�nition in the form of a risk matrix. Anthony Cox described these
problems [31, 32], and we also summarized those �aws and pitfalls in risk matrices in [33]. However,
risk matrices are already established in safety and security, and it will be a long way to eliminate them.
As we will describe in later chapters, we propose incorporating them into a quantitative risk analysis
by transforming the classes into value ranges and using them in the calculations. In such a way, the
uncertainties are considered and can be propagated throughout the system. In the end, we can see
what the resulting uncertainties are and incorporate this information into our decisions. Risk in other
domains is commonly assessed using �nancial values. Therefore, the economic models and methods
coming from the business domain can be applied, e.g., the Gordon-Loeb model for optimal investments
in cyber-security [34].

2.2 Types of Measurement Scales

In his fundamental paper about scales, Stevens [35] de�ned four principal types of scales which di�er
by their capabilities. These scales are the nominal, ordinal, interval, and ratio scales. Each of the types
has a set of capabilities that allow certain operations. We include them here because, in later chapters,
we often refer to these scales. Especially the ordinal scale is very prevalent in existing methods of risk
assessment, being called “qualitative rating”. In this thesis, however, we mainly use ratio scales – the
details will be explained in Chapter 4 and Chapter 5.

2.2.1 Nominal Scale

A nominal scale is a classi�cation. It allows di�erentiating objects and to classify them. The only
relation it de�nes is equality, or the opposite, inequality. Examples of this are types and groups of
objects. For risk estimations, this would be a classi�cation for relevant risks and irrelevant risks. This
often concerns speci�c vulnerabilities: Is a speci�c type of software used or not? Is a particular update
installed or not?
Another example would be types of attacks: Is our encryption scheme susceptible to replay attacks?
The answer is either yes or no. There are no further distinctions. This plays a signi�cant role in cyber-
security, especially for vulnerabilities: either a system is susceptible to a vulnerability or not. There is
not “half-vulnerability”. However, for example, the strength of an encryption scheme is another story.
This would belong to higher scales like the interval or ratio scale.
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2.2.2 Ordinal Scale

The ordinal scale de�nes an order relation between the groups of objects. This means that the oper-
ations greater than or less than are de�ned. This allows ordering objects, but neither does it de�ne
how much they di�er nor does it de�ne an exact value for the object. Examples for this are sizes of
clothing: small, medium, large, x-large. This example illustrates an inherent �aw of ordinal scales: A
typical medium-sized T-Shirt has a di�erent size based on the continent and country. It could even
happen that an L-sized t-shirt from Asia is smaller than an M-sized t-shirt from America. We see that
such scales are highly subjective and coined by the cultural background.
Unfortunately, these types of scales are very prevalent in risk estimations. To de�ne risk as low,
medium, or high is a standard way of stating risks. Even the infamous FMEA uses it in its estima-
tions by de�ning, e.g., ten classes of severity types. Although each of the classes can be distinguished
and can be ordered, it cannot be measured by how far they are apart. In the related work, we describe
other methods, standards, and techniques that use such ordinal scales. In the included publication [P9],
we made a strong point against ordinal scales by describing 24 �aws and problems when using them
for risk assessments.

2.2.3 Interval Scale

An interval scale makes it possible to calculate di�erences between the groups of objects. A famous
example is a temperature value stated in Celsius or Fahrenheit. Such scales allow to calculate the
di�erences, e.g., today it is +5 °C warmer than yesterday, but they do not allow ratios or multiplicative
relations. If it has 3 °C today and 9 °C tomorrow, the statement “it is three times as hot” is not valid
because the point for 0 and the advancement on the scales were chosen arbitrarily. However, if the
temperature is stated in Kelvin, this is another story: Here, we have an absolute point for 0, so this
belongs to the ratio scales.

2.2.4 Ratio Scales

The ratio scales de�ne a multiplicative relation among the objects on the scale. So, in addition to the
di�erence, also a ratio could be calculated. This is the scale with the highest capabilities. Typical
measurement systems, like the SI-system, are following this scale. For example, the temperature scale
in Kelvin is such a scale. It has an absolute point for zero, which allows statements like 200 °K is twice
as hot as 100 °K. Other examples would be, e.g., speed, distance, force, weight, electric current. Money,
attack frequencies, and probabilities are examples of ratio scales. This is why we used this scale for our
risk assessment.
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2.3 Probability Distributions

Estimations about risks contain huge uncertainty since these are based on judgments about possible
future events. Such uncertainty can be modelled using probability distributions that describe the like-
lihood of values over a speci�c value range (also called the distribution support). In this section, some
common probability distributions are described: The normal distribution, the lognormal distribution,
the uniform distribution, and the modi�ed PERT-beta distribution, which is the distribution that was
used in this thesis for modelling risk judgments. Figure 2.1 shows some examples of these distributions.

(a) Normal distribution. (b) Lognormal distribution (c) Beta distribution (d) Uniform distribution

Figure 2.1: Examples for common probability distributions.

2.3.1 Normal Distribution

LL UL

5% 90% 5%

Figure 2.2: The normal
distribution parametrized
with a 90% risk interval be-
tween [LL, UL].

The normal distribution is the most commonly known and widespread dis-
tribution. It also goes under the names “Gauss-curve” or “bell-curve” due
to its bell-like shape (see Figure 2.2). This distribution is a smooth, continu-
ous distribution that has in�nite support and is symmetric around the mean.
Both sides of the distribution go until in�nity, making it impossible to de�ne
a discrete maximum and minimum value. However, the likelihoods dimin-
ish the further away from the mean one gets. For example, after six standard
deviations (6σ), the likelihood is already so small that it could be neglected
for all practical purposes. However, for modelling risk judgments, it is more
practical to take the 5% percentile as the minimum and the 95% percentile as
the maximum. Thus, the estimated value range of an expert spans a prob-
ability space of 90%. By modelling it this way, there is a probability of 0.1 (10%) outside the assumed
range, which goes on until in�nity. Equation 2.2 shows the probability density function for the normal
distribution:

N (x | µ, σ2) =
1

σ
√

2π
· e−

(x−µ)2
2σ2 (2.2)

Parameterisation Using Risk-Intervals: The normal distribution is parametrized using µ and σ.
To model a risk estimation given by a lower limit (LL), the upper limit (UL) and con�dence, we have to
parametrize the normal distribution. Lower and upper bounds are projected onto points on the distri-
bution, which re�ect the respective con�dence intervals. For example: If we have a 90% con�dence, the
lower bound represents the 5% percentile, and the upper bound represents the 95% percentile. Hence,
the area inside represents a 90% con�dence interval. Since the normal distribution is symmetric around
the mean, which is the average of the lower and upper bounds, it already is fully speci�ed, and the
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mode estimation has to be dismissed since it is not applicable. The normal distribution does not allow
further shape modi�cations. We can calculate the parameters as follows:

µ =
UL + LL

2
+ LL, σ2 =

UL− LL

P (−zσ ≤ Z ≤ zσ) = c
(2.3)

where: UL . . . is the upper limit of the estimation (e.g., 14).
LL . . . is the lower limit of the estimation (e.g., 86).
c . . . de�nes the con�dence interval of the estimated values (e.g., 0.9 for 90%).
P . . . is the cumulative distribution function P (X ≤ x∗) = p or shortly FX(p).

Example An expert states the 90% con�dence interval for a value between 14 and 86, and the proba-
bility is normally distributed: X ∼ N [14, 86](90%). From that input, we can calculate the parameters
for the normal distribution as follows:

µ =
86 + 14

2
+ 14 = 50, σ2 =

86− 14

FX(0.95)− FX(0.05)
=

72

3.2897
= 21.9 (2.4)

2.3.2 Uniform Distribution

min max

100%

Figure 2.3: The uniform
distribution.

The uniform distribution is also very commonly used. Its speciality is that
it has the highest entropy a probability distribution can have – all values
inside the range are equally likely (see Figure 2.3). Other aspects are that it
is bounded on both sides.Therefore, the lower and upper limit can be taken as
absolute limits, making the con�dence parameter not applicable. A uniform
distribution has no mode since all values are equally likely. Thus, the mode
is also not applicable here, and the lower and upper limit can fully specify
the uniform distribution.

U(x | min,max ) =

{
1

max−min min ≤ x ≤ max

0 otherwise
(2.5)

Parametrization Using Risk-Intervals The parametrization of the uniform distribution for esti-
mations of risk intervals is straightforward: The lower limit and the upper limits are precisely the
parameters min and max for the distribution.

2.3.3 Lognormal Distribution

LL UL

5% 90% 5%

Figure 2.4: The lognormal
distribution parametrized
with a 90% risk interval be-
tween [LL, UL].

The lognormal distribution is included because it is well suited for estima-
tions with long tails, e.g., modelling black-swan events. This can be seen in
Figure 2.4. Due to this, it is commonly used in expert judgments. Here, the
lower limit is bounded, while the upper limit goes until in�nity. Here, also
the limits must be projected onto an appropriate con�dence interval, like in
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the normal distribution. Depending on the con�dence in the judgment, the respective percentiles are
chosen, e.g., 5% and 95% for a 90% con�dence interval.

LN (x | µ, σ2) =
1

xσ
√

2π
· exp−(lnx− µ)2

2σ2
(2.6)

Parameterization Using Risk-Intervals The lognormal distribution is parametrized using µ, and
σ. To model a risk estimation, we have to project the estimated lower bound, mode, upper bound, and
con�dence as follows: The lower bound is the shift parameter loc, the upper bound is represented by
the respective con�dence interval, e.g., for a 90% con�dence range, the upper bound represents the 90%
percentile.
From that de�nition, we calculate the parameters as follows:

µ =
log(UL) + log(LL)

2
+ log(LL) , σ2 =

log(UL)− log(LL)

P (−zσ ≤ Z ≤ zσ) = c
(2.7)

where: UL . . . is the upper limit of the estimation (e.g., 14).
LL . . . is the lower limit of the estimation (e.g., 86).
c . . . is the con�dence level of the estimation (e.g., 0.9 for 90%).
P . . . is the cumulative distribution function P (X ≤ x∗) = p or shortly FX(p).

Example An expert states the 90% con�dence interval of a lognormal distributed value to be between
14 and 86: X ∼ Lognormal[14, 86](90%). From that input we can calculate

µ =
log(86− 14) + log(14)

2
+ log(14) = 3.5467, σ2 =

log(86− 14)

P (X ≤ x∗) = 0.9
=

4.28

3.2897
= 0.5518

(2.8)

2.3.4 Modified PERT-Beta Distribution

min mode     max

100%

Figure 2.5: PERT Dis-
tribution parametrized
with risk intervals
[min, mode, max].

The modi�ed PERT distribution is a very versatile distribution based on the
beta distribution. It has �nite lower and upper bounds, like the uniform dis-
tribution or the triangle distribution. Furthermore, it has a mode, and its
shape is adjustable, making it more versatile than the uniform and the tri-
angle distribution. Figure 2.5 shows an example. The PERT distribution was
the primary distribution used for all surveys and experiments in this the-
sis. We decided for the PERT distribution because of its suitability for expert
judgments. PERT (Project Evaluation and Review Technique) originated in
project management and was �rst used in 1959 by the US Navy to estimate
and evaluate time plans and progress for their missions [36]. Furthermore,
the FAIR method recommends using the PERT distribution for risk estima-
tions [37, 38]. Since Riskee derived the concepts of uncertain expert judgments from FAIR, we also
inherited the usage of PERT distributions and extended it by using Kernel Density Estimation after
each arithmetic operation with uncertain estimates. Therefore, PERT is only used on the �rst estimates

– 15 –



Chapter 2 Background

– internally Riskee uses non-parametric kernel density estimations. Equation 2.9 shows the mathe-
matical expression of the PERT distribution and Equation 2.10 shows the calculation of the parameters
α and β.

PERT(x | min,mode,max , λ) =
(x−min)α · (max − x)β

B(α+ 1, β + 1) · (max −min)α+β+1
(2.9)

with α =
λ · (mode −min)

max
, β =

λ · (max −mode)

max −min
, and B(α, β) =

Γ(α) · Γ(β)

Γ(α+ β)
(2.10)

The modi�ed PERT distribution was used because it had several bene�ts which are useful for expert
judgment and estimation of uncertain values:

• It has a limited support range: The PERT distribution has a �nite lower and upper limit, which
makes it much easier to take representative samples from it. Sampling is used to perform arith-
metic operations on the distributions and propagating the uncertainties throughout the risk
model.

• It allows for an arbitrary �nite range: The PERT distribution allows positive and negative range
values, which make it quite versatile.

• The parameters are intuitive for humans: Stating a three-point estimate using the lower limit, the
upper limit, and the mode is quite intuitive for humans to understand and estimate, compared to
other more abstract values like, e.g., the standard deviation, or shape and curvature parameters.

• Polymorphic Shape: The shape (skewness and kurtosis) of the distribution adapts appropriately
to the parameters and can take on the same versatile shapes as the Beta-distribution, which it is
based on.

• It has a particular parameter for the certainty: The λ-parameter in the modi�ed PERT distribution
allows adjusting the kurtosis of the curve according to the certainty of a given mode value. If
an expert is very con�dent, then the λ value could be increased; if he or she is uncertain, the λ
value could be decreased. This results in a more densely packed area around the mode or a more
shallow curve. A λ of 0 would correspond to the uniform distribution.

• Easy implementation and integration: Since it is based on the beta distribution, it can be easily
implemented and integrated into existing software.

• The simple parametrization with the parameters min , mode , and max makes it ideal for expert
judgements over an arbitrary value range – useful for percentages, money, frequencies, or any
other numeric judgement.

Figure 2.6: Examples for di�erent
shapes of the PERT distribution.

Parametrization Using Risk-Intervals The PERT distribution
can take on many shapes, as can be seen in Figure 2.6. It is parame-
terized by minimum, maximum, mode, and con�dence. With these
four parameters, the respective α and β values for the underlying
beta-distribution can be determined (see Equation 2.10), which is
then scaled and translated to a distribution that is bounded by the
minimum and maximum limit and has its highest probability at the
mode, with broader or narrower kurtosis depending on the con�-
dence. Equation 2.9 shows the probability density function for PERT,
and Equation 2.10 shows how the parameters α and β for the Beta-function B are calculated [39].
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Example Using the PERT distribution, an expert could state a judgment like this: The value surely
is between 14 and 86 and will most likely be 70 (with medium con�dence).
X ∼ PERT [14, 70, 86](λ = 4)

α =
4 · (30− 14)

86
= 3.1̇ ≈ 3.11, β =

4 · (86− 30)

86− 14
= 0.8̇ ≈ 0.89 (2.11)

Defining the Confidence Parameter Two aspects characterise con�dence in a judgment: Firstly,
the range between min and max de�nes a basic notion of con�dence: the narrower the range, the
higher the con�dence. Secondly, the parameter λ additionally states the con�dence in the mode value.
The higher the λ value, the more emphasis is set on the mode value, which results in a narrower
curvature (higher kurtosis) around this point. Lower values for λ �atten the curve, while higher values
concentrate it around the mode. Figure 2.1b shows examples of this e�ect for the same judgment with
di�erent con�dence levels. For example, the lowest possible con�dence of λ = 0 completely dismisses
the mode parameter resulting in a uniform distribution, where every value between min and max
has the same likelihood. In contrast to that, a high con�dence of, e.g., λ = 7 means, that the mode is
weighted seven times as high as the min and max values. However, even knowing this, the values for λ
are not intuitively explainable. Therefore, we proposed �ve qualitative classes to make it easier for the
expert to state the con�dence in their judgments: No con�dence, Low con�dence, Medium con�dence,
High con�dence, Very high con�dence. The classes are listed Table 2.1a. Being able to change the
kurtosis around the most likely value is a useful feature of the PERT distribution and would not be
possible in, e.g., the triangle distribution. Furthermore, the PERT distribution is smooth compared to
the triangle, which always has an abrupt bend at the mode value that makes it not di�erentiable at this
point. These features make the PERT distribution superior compared to the classic triangle distribution.

Con�dence Level λ-Value
Analogous

Con�dence-Level for the
Normal-Distribution

No con�dence 0 σ(68, 3%)
Low conf. 2 2σ(95.4%)

Medium conf. (Default) 4 2.35σ(97.5%) 1

High conf. 7 3σ(99.7%)
Very High conf. 14 4σ(99.9%)

(a) Proposed qualitative classes for stating the con�dence parameter λ
in the modi�ed PERT distribution.

20 30 40 50 60 70

PERT[20-30-70, ]:
Very high conf. ( =14)
Normal conf. ( =4)
Low conf. ( =2)
Very low conf. ( =0)

(b) Examples for the same PERT distribution
[20-30-70] with di�erent con�dence levels.

Table 2.1: Illustrations of the proposed qualitative values for the con�dence value λ in a PERT distribution.

1This value corresponds to the FWHM (Full-Width-at-Half-Maximum).

– 17 –



Chapter 2 Background

2.3.5 Kernel Density Estimation

Kernel Density Estimation (KDE) is a technique to approximate arbitrary distributions by combining
multiple simple distributions, so-called kernels. This allows for representing arbitrary distributions –
even multimodal distributions. Figure 2.7 shows an example for this. A di�culty here is deciding the
number and shape of kernels to use (determined by a parameter called “bandwidth”). Too many or
too narrow kernels result in over�tting, and too few or broad kernels smooth out the result, thereby
averaging out the probabilities and imposing the underlying shape of the kernel. The default “rule of
thumb” selects the bandwidth based on the number of data points (e.g., Scott’s rule [40]), but there are
also other means to determine the optimal number, e.g., via cross-correlation or using plug-in methods.
The goal is to approximate the target distribution smoothly. There are several optimizations to speed
up the computation, e.g., di�erent bandwidth estimations [40, 41], linear binning [42, 43], and convo-
lution [44]. Depending on the used kernel, the resulting estimation range has to be truncated. This
can be done by re�ecting, truncating, and normalising the remainder (see Section 4.4.2 for a detailed
description).

0 10 20 30 40 50 60 70
Support Range
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0.04
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Data Points
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KDE-Result

Figure 2.7: Kernel-Density-Estimation

2.3.6 Using Probability Distributions for Estimations

There are di�erent ways how to specify risk attributes, ranging from single point estimates, to fully
�edged probability distributions. Figure 2.8 depicts some examples for estimates, which are mentioned
here.

• Single point estimates are the simplest of all estimations, consisting of a single numeric value
representing mostly the mean or the mode. The problem here is that such estimates do not
consider the uncertainty, which makes them completely unsuitable for risk estimations. Risk
involves high uncertainty, which must not be neglected.

• Range estimates (interval arithmetic) are speci�ed by a minimum and a maximum value,
spanning up an interval (hence interval arithmetic). There is no explicit assertion about the values
in between. Therefore, a uniform distribution is assumed, meaning that all values in between are
equally likely – the width of the interval models the uncertainty.

• Three-point estimates specify the minimum value, the maximum value, and the most likely
value in between (the mode). For example, the triangle distribution allows modelling such esti-
mates. Sometimes this also speci�ed by stating three or more percentiles, e.g., the 5%, the 50%,
and the 95% percentile, assuming a linear interpolation in-between.
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• Histogram is an estimate which speci�es the probability of de�ned subdivisions (bins) over a
speci�c range. Most often, these subdivisions are equally distributed, but this is not necessarily
the case. A histogram can model any distribution, but depending upon the granularity of the
subdivisions, this can be more or less accurate due to digitisation errors.

• Probability distributions, or more speci�cally, continuous probability distributions are mathe-
matical functions that ful�l speci�c properties: probabilities must be non-negative, and the total
area under the curve must sum up to 1 (representing 100%). Many functions ful�l these criteria,
e.g., the normal distribution, lognormal, uniform, beta, gamma, and PERT, which is used in this
thesis. Kernel density estimations (KDE) also fall into this category. They are superimposed com-
binations of probability distributions (kernels), e.g., multiple Gaussian kernels. See Section 2.3.5
for more information about KDEs.

Single-Point Estimate

Range (Interval)

Three-Point Estimate

Histogram

Probability Distribution

𝑣𝑎𝑙𝑢𝑒

𝑚𝑖𝑛 𝑚𝑎𝑥

𝑚𝑖𝑛

𝑚𝑜𝑑𝑒

𝑚𝑎𝑥

𝑝1
𝑝2
𝑝3
𝑝4𝑝5

𝑝6

𝑓 𝑥 = Beta 𝛼, 𝛽

Figure 2.8: Di�erent types of estimates: single point, range, three-point, histogram, and using a probability dis-
tribution function.

2.4 Gaussian Error Propagation: The Law of Propagation of
Uncertainty

Another approach for calculating probability distributions is using descriptive statistics and applying
the rules for Gaussian error propagation. It is done by assuming the error is normal-distributed and
approximated by the �rst-order Taylor expansion (so the error behaves linearly around the value). This
is applicable when the distribution is distributed like a normal distribution; the error is small compared
to the estimated value; and that the value is not near 0 because there, the impact of the error becomes
very high. To do it correctly, this approach needs automatic di�erentiation and symbolic references. It
assumes that the error can be linearly approximated in close vicinity to the value and that the value
function is di�erentiable everywhere on the support range.
In early implementations, we used this to calculate the uncertainty propagation. However, in later
iterations, we dismissed this approach again because we had to consider di�erent distributions (like the
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PERT distribution), and therefore, Gaussian error propagation was no longer applicable. In addition to
that, it does not work with multimodal distributions, and it su�ers problems when the mean revolves
around zero because the ratio of error to value gets very high there. Since risk estimations are based
on expert judgments, which often are multimodal and non-Gaussian, Gaussian error propagation was
not considered appropriate for Riskee.

The Law of Propagation of Uncertainty (LPU) de�nes how the error propagates mathematically
through calculations. Therefore it is often also called the Law of Propagation of Error [45]. The most
generic formula for error propagation is as follows [46, 47]:

u(f) =

√√√√
n∑

i=1

n∑

j=1

∂f

∂xi
u(xi) ·

∂f

∂xj
u(xj) · r(xi, xj) (2.12)

where: u(f ) . . . is the combined uncertainty for function f .
f . . . is an arbitrary di�erentiable function with n components: f(x1, . . . , xn).
xi . . . the respective component for the function f , which could also be a subfunction.
∂f/∂xi . . . is the partial derivative of f in respect to component xi.
r(xi , xj ) . . . is the correlation coe�cient between the components xi and xj .
u(xi) . . . is the respective uncertainty for component xi.

If all variables are independent, we can neglect the correlations, which means that r(xi, xj) = 0;
except for i = j, there r(xi, xj) = 1. Which means, that a variable only correlates with itself, but not
with others. This neglects most of the summation terms except for the ones where the component is
combined with itself, hence squared:

u(f) =

√√√√
n∑

i=1

(
∂f

∂xi

)2

u(xi)2 (2.13)

Assuming that all components are independent primitive variables, and substituting the uncertainty-
function u(f) by the standard deviation σ, it becomes the commonly known and used formula for the
Gaussian error propagation:

σf =

√(
∂f

∂x1

)2

σ21 + · · ·+
(
∂f

∂xn

)2

σ2n (2.14)

where: σf . . . is the combined standard deviation for function f(x1, . . . , xn).
σi . . . is the standard deviation for the component xi.

2.5 Opinion Pools

Here, the mathematical methods of combining multiple expert judgments are discussed. The general
expression for combining expert judgments is called opinion pool [48], and there are many ways to
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do this. Anthony Cox [49, 50, 51] has analysed several di�erent variants and concluded that they are
more or less all equivalent in the sense that there is no single variant that is consistently better or worse
than the others. They all have their limitations, and when used with manual weights, their di�erences
diminish. However, the most common ways to calculate a mean are the arithmetic mean, the geometric
mean, and the harmonic mean (these three are also called the Pythagorean means). They stem from the
same family of means: the Generalised Means (also called Hölder-means, or power-means) [52]. The
base formula for all of them is shown in Equation 2.15.

Mp(x1, . . . , xn) =

(
1

n

n∑

i=1

xpi

) 1
p

(2.15)

They are called power-means because they all derive from the same expression taken to the power
p. For example, M1 is the arithmetic mean: 1

n(x1 + · · · + xn), and M2 is the root mean square:√
1
n(x21 + · · ·+ x2n). Mp is generally called the Hölder-mean with power p. Table 2.2 shows some

more examples including their derivations. Means with higher powers like, e.g., the cubic mean or
the quadratic mean, emphasize larger values, making them more prone to large outliers. Lower power
means like the geometric mean, or harmonic mean emphasize smaller values more and are robust to
large outliers but prone to small ones. They are more suitable for relative values, which may be multi-
plied, e.g., percentages, speedup, or relative performance. The arithmetic mean treats all values equally,
which means that small and large outliers can distort the mean. The arithmetic mean is well suited for
values summed up to a total value (e.g., money, length, or size). However, there are means which can-
not be described using power-means, e.g., the logarithmic mean. The family of Stolarsky-means would
already include those [53], but there is an even bigger generalization: the generalized f-Means [52].

2.5.1 Generalized f-Means

Generalized f-Means (also called Kolmogorov means [52], or quasi-arithmetic means) are further gen-
eralizations of the well-known family of Pythagorean-means [54], power-means [55], and Stolarski-
means [53]. They work by using a function for projecting the individual elements onto an aggregation
space, summing them up and averaging them, and then transforming it back into value space by using
an inverse function. F-Means are de�ned as follows [56]:

Mf (x1, . . . , xn) = f−1
(

1

n

n∑

i=1

f(xi)

)
(2.16)

We can derive the well-known arithmetic, harmonic, geometric, and other means from this simple
de�nition. Table 2.2 shows some derived means.
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Mean Function f Inverse f−1 Result Hölder Stolarsky

Quadratic f(x) = x2 f−1(x) =
√
x

√
1
n

∑n
i=1 x

2
i M2 -

Square Root f(x) =
√
x f−1(x) = x2

(
1
n

∑n
i=1

√
xi
)2

M1/2 S1/2

LogSumExp f(x) = expx f−1(x) = log(x) log
(
1
n

∑n
i=1 expxi

)
- S0

Arithmetic f(x) = x f−1(x) = x 1
n

∑n
i=1 xi M1 S2

Geometric f(x) = log(x) f−1(x) = expx exp
(
1
n

∑n
i=1 log(xi)

)
= n
√∏n

i=1 xi M0 S−1

Harmonic f(x) = 1/x f−1(x) = 1/x
n∑n

i=1 1/xi M−1 -

Power f(x) = xp f−1(x) = p
√
x p

√
1
n

∑n
i=1 x

p
i Mp -

Table 2.2: Examples for the parametrization of generalized f-means and the Hölder-mean or Stolarsky-mean they
represent.
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Figure 2.9: Examples for some variants of means for two values ranging from 0 to 1. This also showcases the
sequence of inequalities: Means with smaller powers are always lower or equal than means with higher powers.
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CHAPTER3
Related Work on Risk

Assessment in Cyber-Security
If I have seen further, it is by standing
upon the shoulders of giants.

Sir Isaac Newton, 1676

Summary: This chapter describes the related work and state-of-the-art, including industry standards for
risk analysis in cybersecurity. It shows an overview of the relevant topics in the �eld and details on the
topics speci�cally relevant to this thesis. This includes cyber-security, risk management, expert judgment,
metrology, as well as uncertainty propagation.

� � �

Risk analysis is an extensive topic covering many areas like business, life, technology, health, and soci-
ety. In this chapter we give an overview over the related work in industry as well as academics, starting
with general risk management and risk assessment, and diving into cyber-security later on. Moreover,
the academic endeavours related to the topic and contribution of the thesis are described. We also de-
scribe and compare the di�erences to our developed method and framework, which is called Riskee.
Riskee re�nes ideas from many existing methods. Speci�cally, the diamond model by Caltagirone et
al. [57], the FAIR model by Freund and Jones [37], structured expert judgment by Cooke et al. [14], and
the IDEA protocol by Hemming and Burgman [58]. In the following sections these related topics are
described.

3.1 Riskee and Graphical Models

Riskee uses a graphical model for representing the attacks in a system. Graphical models de�ne a
system using nodes and edges which connect the nodes. The semantic meaning is de�ned di�erently
in many systems, e.g., in fault trees [59, 60], nodes represent components that could fail and have
some consequences on other components. In attack trees [61, 62], and Bayesian attack graphs (BAGs)
[16], nodes also represent components or security barriers that have to be compromised or broken
by an attacker to get to the subsequent components. Poolsappasit et al. [63] judge the probability of
vulnerability exploitation and the respective loss or gain for every node and de�ne security controls
that lower the probability of exploitations. Their method allows for hypotheses and inference, given
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some intrusion evidence or changes in the system. With the probabilities and loss/gain information
on the nodes, they calculate the minimal set of mitigations, which result in the maximum reduction of
loss.
In 2019, Wolthuis et al. [64] also published a graphical approach for a threat model based on a Bayesian
belief network (BBN) with quantitative input values. Where data is not available, they use expert judg-
ment to get the data. They also model the threats using an attack graph, which consists of input (or
root) nodes, intermediate nodes, and result nodes. They also de�ned a process called “The Quanti�ed
Risk Methodology” to establish the attack graph and the values, consisting of nine steps and incor-
porating expert judgment. They use a three-point estimate using high, average, and low values for
each identi�ed threat actor. In such a way, they also include the uncertainties of expert judgments.
While the impact values are assumed to be time-invariant, they recommend frequently updating the
likelihood attribute. They use their approach for scenario analysis, sensitivity analysis, and root cause
analysis. The whole approach was published at the same time as Riskee was published and has some
similarities, but also di�erences. The most important being that Riskee uses structured expert judg-
ment involving calibration of the experts and only concentrates on assessing the risks, not on root cause
analysis, cyber-crime investigation or digital forensics. Furthermore, the method proposed by Wolthuis
addresses a higher level of abstraction for policymakers and national security standards, while Riskee
addresses risks on an organization level.
Wu et al. [65] also describe a methodology for assessing risk in cybersecurity of cyber-physical systems.
Their method is asset-based and works by evaluating the risk of attacks for individual nodes in a system.
They assess the severity, probability, and consequence for each attack and node. These three attributes
are broken down into several sub-factors derived from CVSS as the basis for their calculations. The
drawback of their method is that CVSS only lists the known vulnerabilities, not the unknown ones,
which is neglecting a huge part of the risks. Riskee, in comparison, can also model the unknown risks
or risks of attacks that have not yet been found. However, they use time series for their estimations,
which allows for calculating a so-called “risk-change-curve” showing how the risks change over the
years. This is something that would also be possible in Riskee but is not implemented yet.
In Riskee, we used the Diamond model by Sergio Caltagirone, Andrew Pendergast and Chris Betz [57]
for the graphical model of a system. Here, nodes represent an attack or attack step, which is more ver-
satile than being restricted to the network topology or structural view of a system because it models the
behavioural aspect and sequence of attacks. The diamond model is intended to establish a conceptual
foundation for a graphical model of attacks that other methods can re�ne and use. The model empha-
sizes the extensibility and modi�ability in its de�nition – an ideal basis for advanced risk assessment
models. We picked up the model and extended it by three speci�c attributes: frequency, vulnerability
and impact. This is described in more detail in the included publication [P4]. The bene�t is that these
attributes allow concrete and mathematical de�nitions and calculations of the resulting risk instead
of just having ordinal ratings. Here, the di�erence between attack trees and Bayesian attack graphs
is recognizable: By incorporating the attack frequency and the impact, the result can be measured in
comparable units of measurement, while BAGs only involve the probability of attacks, which could be
deceiving. For example, when an attack is highly probable but the impact is neglectable. Furthermore,
the diamond model describes many other attributes that help determine these three risk attributes, e.g.,
a description of the adversary and the victim, including the capabilities and infrastructure available to
both. While these attributes help describe attacks, we did not elaborate on an exact ontology or math-
ematical equations to calculate the risk attributes – for this, we rely on structured expert judgment.
The diamond model itself is described in Section 3.6a, and the extended risk attributes are described in
Section 4.2.2.
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3.2 Riskee and the FAIR Method

The FAIR method by Jack Jones, Jack Freund and the Open Group [37, 66, 67] establishes an ontology
for quantitatively assessing risks in cyber-security. Its de�nitions and mathematical models served as
inspirations for the used attributes and equations used in Riskee. More details about FAIR are described
in Section 3.7.3. We re�ned and simpli�ed the ontology and applied it to risk graphs. The bene�t of
applying it to risk graphs is to allow the de�nition of multi-step attacks in much more detail instead
of combining all the probabilities into one event. The main di�erence here is that the vulnerability is
distributed over multiple nodes in a risk graph instead of determined by a single comparison of the at-
tacker and defender strength (in FAIR terminology: threat capability and resistance strength). Another
change is the de�nition of the impact magnitude: In Riskee, it is de�ned as a single distribution that
includes the di�erent sources of impact, while the FAIR model distinguishes between primary and sec-
ondary impact with separate frequencies and impact magnitudes. Furthermore, the attack frequency is
stated directly in Riskee, without splitting it into more detailed subfactors. Albeit these simpli�cations,
Riskee still allows splitting the impact into primary and secondary and the frequency into its subfac-
tors; hence, it is still compatible with the FAIR model. Another aspect inherited from the FAIR model
was to use the PERT-distribution [68] for modelling the uncertain estimations. This aspect especially
a�ected the way we implemented the expert judgment. Nate Silver describes how important it is to
model the uncertainty using statistics [69].

3.3 Riskee and Structured Expert Judgment

Structured expert judgment (SEJ), also known as the classical model by Roger Cooke [14, 70, 11] is a
method for assessing uncertain estimations by combining the estimations from multiple experts using
a weighted linear opinion pool. The weights are based on the performance of the experts on speci�c
calibration questions. We specialized this method for judging the three previously mentioned risk at-
tributes: frequency, vulnerability, and impact in a risk graph. This allows us to apply it to the already
established risk graph to determine the risk attributes. Furthermore, we adapted it to use the PERT dis-
tribution instead of uniformly distributed quantiles. This allows a more sophisticated de�nition of the
underlying probability distributions. The PERT distribution allows for stating a minimum, maximum,
the most-likely value, and the con�dence in this most-likely value. The idea to incorporate the PERT
distribution in the expert judgment came from the previously described FAIR model.

3.4 Riskee and the IDEA Protocol for Expert Elicitation

The IDEA protocol by Victoria Hemming and Mark Burgman [58, 71] is a procedure for doing structured
expert judgment in an e�cient and useful way. It is based upon the Delphi method [72], consisting of
multiple rounds of expert judgment with discussion and knowledge exchange in between. All this has
the purpose of eliminating human bias and minimizing the estimation uncertainty [73, 74]. Ultimately,
this elicitation will establish the information basis for decision-making, and therefore must be reliable
and defendable [13, 75]. The IDEA protocol also incorporates a calibration phase, needed in structured
expert judgment. We adapted this protocol to include Riskee as the tool for modelling the estimations
and visualizing the results. Furthermore, we speci�cally apply risk graphs in the protocol to assess the
mentioned risk attributes. This specialization in risk scenarios makes it straightforward to use. This is
elaborated in much more detail in the design chapter in sections 4.1, and 4.5, as well as in the second
part of the evaluation (Section 6.2).
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3.5 Riskee and �alitative Assessments

Riskee exclusively uses quantitative assessments. This stands in strong contrast to the plethora of
qualitative assessments used by many commonly used risk assessment methods, like e.g., NIST CSF
[76], SP-800-30 [77], FMEA [78], HARA [79], or CVSS [80]. In the following sections of the related
work, these standards and methods are described to give an impression of the scales and ratings they
use. It can be seen that the typical qualitative ratings are very prevalent and established amongst these
methods. The problem here is that qualitative ratings that apply ordinal scales or risk matrices have
many problems. Maybe the biggest is the illusion of usefulness due to its seemingly simple application.
Also, the neglection of uncertainty, quantization errors, the unde�ned arithmetic on ordinal scales, and
arbitrary thresholds of risk matrices are only a few examples of the problems they introduce. This is
elaborated in more detail in the included publication [P9]. Riskee di�ers from such qualitative assess-
ment by demanding assessments on ratio scales that can be used for calculations and can be compared
to determine the e�ects of mitigations and de�ne thresholds of acceptable risks based on real values
instead of imaginary and coarse scales.

3.6 Uncertainty in Distributed Control Systems

Distributed control systems cover many areas like control systems, embedded systems, or Cyber-
Physical Systems (CPS). Classic literature about this topic is, e.g., “Distributed Systems” by Tannenbaum
et al. [81], or “Distributed Systems Architecture” by Puder et al. [82]. According to Amorim et al., “CPS
usually operate in uncertain environments and are often safety-critical” [83]. This dangerous com-
bination of uncertainty and safety-critical devices could lead to threatening situations causing harm,
injuries, and the death of humans, as well as substantial damage to properties and �nancial losses. Ac-
cording to the HAZOP model, data errors in control systems are categorized as Provision Errors, Timing
Errors, and Value Errors [84, 85, 86]. To handle these kinds of errors, contracts can be used that de-
�ne the requirements [87]. For example, in the ConSerts M model [83, 88], every component provides
guarantees to the consuming components based on assumptions and requirements to the serving com-
ponents. As long as the assumptions hold, the guarantees must also hold. In such a way, it is possible to
de�ne safety contracts at design time which are evaluated at runtime and acted upon via safety mech-
anisms through self-adaptive systems [89]. The guarantees de�ne some hard limits wherein a system
can operate or de�ne soft limits and continue working with some penalties and degraded functional-
ity. Thus, a model of uncertainty is needed, which could be de�ned similarly to the Riskee graphical
model within this thesis. A graph of uncertain contracts could model a distributed system. Similar
to the HAZOP fault propagation mentioned at the beginning of this section, the uncertainties could
propagate throughout the system. While such resilient and self-adaptive systems inspired some ideas
in this thesis, we went into another direction by modelling the propagation of cyber-security risks in
such systems.

3.7 Riskee and Risk Management Standards

While Riskee is a method for assessing cyber-security risks, the following list of risk management
standards goes beyond pure risk assessment and the domain of cyber-security. We begin with general
standards for risks in business and organization, then dive deeper into standards and methods used in
safety. This is interesting because many security standards and methods are derived from safety. In
the end, we describe the related standards commonly used in cyber-security. For conciseness, we only
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mention the most prevalent and well-known standards. However, there are many more since nearly
every domain has speci�c risk standards tailored to the individual requirements in that domain. The
following section lists and describes several standards and methods for assessing and managing risks.
Figure 3.1 shows an overview of them, grouped by the general domains. These standard and methods
are described in the following sections.

ISO Guide 73 ISO 31000

ISO/TR 31004IEC 31010

Bow Tie

VaR
CMMI SPICE

ASPICE
NIST SP-800-30

IEC 61508

ISO 26262

HARA
FMEA

FTA

6σ

ISO/IEC 270xx

STRIDE

EVITA SAHARA

FMVEA

SAE J3061

HEAVENS

ISO/SAE 21434

Cyber Kill Chain

SHIELD

CHASSIS

FAIR

Diamond

BDMP

Threat Matrix

BRA

OCTAVE

ATA

Common Criteria
CVSS

NIST CSF

ISO/IEC 330xx

RISKEE

Figure 3.1: Overview over the relevant standards and methods for risk assessment, safety, and cyber-security.

Feature Overview Here, we compare the features of Riskee to other risk assessment frameworks.
These are compared based on di�erent features like, e.g., the domain they are intended for, the metric
they use, and the model they apply to map the system structure.

• Domain: The domain the framework comes from or is intended for (quality, safety, security,
business).

• Scale: The type of scale used for evaluating the risk input values (nominal, ordinal, interval,
ratio).

• Structure: How is the system re�ected inside the risk model? As a plain list, attack paths, trees,
or general graphs?

• Speciality: Here, specialities of the used framework are shortly mentioned. Further explanation
is done in the respective section.
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6σ [90] l l l l l l l l l l l Versatile
ISO 26262 [91] l l l l l Signal Path
HARA [79] l l l l S, E, C
SAHARA [92] l l l R, K, T
FME(D)A [93] l l l l Traceability
FMVEA [94] l l l l Threat-Model
CVSS [80] l l Factors
BRA [95] l l l Fast
CC [80] l l Customized
HEAVENS [96] l l l Generality
OCTAVE [97] l l Perspectives
NIST SP800-30 [77] l l l l Widespread
ISO 31000 [23] l l General
NIST CSF [76] l l Widespread
ATA [62] l l l Attack Trees
FAIR [66] l l l l Ontology
DIAMOND [57] l l Graph

RISKEE [98] l l l Uncertainty

Table 3.1: Overview and comparison of related standards.

3.7.1 General Standards for Risk Management

ISO Guide 73 Risk management — Vocabulary The ISO Guide 73:2009 [22] is the standard for
de�ning generic terms in risk management. It is relatively short, only having 15 pages. It contains the
basic terminology to be used when talking about risks, e.g., risk, risk-management, risk-assessment,
risk-matrix, events, hazard, likelihood, exposure, risk appetite/aversion/tolerance, or residual risk.

ISO 31000 Risk management — Guidelines The ISO 31000:2018 [23] is the standard for guidelines
on risk management. On its 16 pages, it describes general principles and a framework, and a process
on how to manage risks. Herein, risk assessment, risk identi�cation, risk analysis, risk evaluation,
and risk treatment and monitoring and review and reporting are described for general cases. Also
belonging to this family of risk standards, the ISO/TR 31004 [99], and the IEC 31010 [100] re�ne the
general principles of the ISO 31000. Especially the IEC 31010 de�nes risk assessment techniques in
much more detail. It describes the usage of techniques for identifying risks, determining sources and
causes, and dependencies, and how to evaluate and measure risk and contains many useful techniques
and methods which can be applied, e.g., Ishikawa-diagrams, bow tie analysis, Bayesian networks, event-
trees, fault-trees, Markov-diagrams, Value at Risk, ALARP, Pareto-charts, and risk-matrices.
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Special Publication 800-30 Guide for Conducting Risk Assessments 
________________________________________________________________________________________________

APPENDIX G PAGE G-2

TABLE G-2: ASSESSMENT SCALE – LIKELIHOOD OF THREAT EVENT INITIATION (ADVERSARIAL) 

Qualitative 
Values 

Semi-Quantitative 
Values Description 

Very High 96-100 10 Adversary is almost certain to initiate the threat event. 

High 80-95 8 Adversary is highly likely to initiate the threat event. 

Moderate 21-79 5 Adversary is somewhat likely to initiate the treat event.  

Low 5-20 2 Adversary is unlikely to initiate the threat event.  

Very Low 0-4 0 Adversary is highly unlikely to initiate the threat event. 

TABLE G-3: ASSESSMENT SCALE – LIKELIHOOD OF THREAT EVENT OCCURRENCE (NON-ADVERSARIAL) 

Qualitative 
Values 

Semi-Quantitative 
Values Description

Very High 96-100 10 Error, accident, or act of nature is almost certain to occur; or occurs more than 100 times a year. 

High 80-95 8 Error, accident, or act of nature is highly likely to occur; or occurs between 10-100 times a year. 

Moderate 21-79 5 Error, accident, or act of nature is somewhat likely to occur; or occurs between 1-10 times a 
year.  

Low 5-20 2 Error, accident, or act of nature is unlikely to occur; or occurs less than once a year, but more 
than once every 10 years.  

Very Low 0-4 0 Error, accident, or act of nature is highly unlikely to occur; or occurs less than once every 10 
years. 

TABLE G-4: ASSESSMENT SCALE – LIKELIHOOD OF THREAT EVENT RESULTING IN ADVERSE IMPACTS 

Qualitative 
Values 

Semi-Quantitative 
Values Description

Very High 96-100 10 If the threat event is initiated or occurs, it is almost certain to have adverse impacts. 

High 80-95 8 If the threat event is initiated or occurs, it is highly likely to have adverse impacts. 

Moderate 21-79 5 If the threat event is initiated or occurs, it is somewhat likely to have adverse impacts. 

Low 5-20 2 If the threat event is initiated or occurs, it is unlikely to have adverse impacts. 

Very Low 0-4 0 If the threat event is initiated or occurs, it is highly unlikely to have adverse impacts. 

TABLE G-5: ASSESSMENT SCALE – OVERALL LIKELIHOOD

Likelihood of
Threat Event 
Initiation or
Occurrence 

Likelihood Threat Events Result in Adverse Impacts

Very Low Low Moderate High Very High

Very High Low Moderate High Very High Very High 

High Low Moderate Moderate High Very High 

Moderate Low Low Moderate Moderate High 

Low Very Low Low Low Moderate Moderate 

Very Low Very Low Very Low Low Low Low 

Figure 3.2: NIST SP 800-30 scale for the likeli-
hood. It shows the coarse and uncertain def-
initions of the classes.

NIST SP-800-30 Guide for Conducting Risk Assess-
ments: The NIST SP 800-30 [77] is a guide which focusses
on risk management and risk assessment. In the updated
revision of the guide, the focus is shifted more towards con-
ducting risk assessments than on managing risks. It builds
upon the NIST SP 800-39 [101] by including three tiers of
risk assessment in the process: Organizational tier, mis-
sion/business process tier, and information system tier. Fur-
thermore, it speci�es how to assess and categorize di�erent
aspects of risk: threat sources, threat events, vulnerabilities, predisposing conditions, security controls,
and impact, determining the organizational risk. It proposes ordinal scales for all the aspects (e.g., the
likelihood shown in Figure 3.2) and a risk matrix to combine them into a �nal risk value [102]. For
example, the likelihood scale shown in Figure 3.2 states highly subjective de�nitions, e.g., moderate
likelihood is when an adversary is somewhat likely to initiate a threat event. However, it does not
de�ne what somewhat likely means. The standard even includes cautionary notes that risk assessment
is subjective and not a precise instrument of measurement [77].

3.7.2 Risk Management in Safety

Risk management in safety has a di�erent goal than for business: Instead of purely thriving for �nancial
success, in safety, the goal is to protect humans from harm, danger, and possible injuries. Every domain
has speci�c standards, e.g., the automotive industry has di�erent standards than the industrial domain,
aeronautics, critical infrastructure, or end-user products.

ISO 26262 Road vehicles – Functional safety The ISO 26262 is the standard for functional safety in
the automotive domain. [91]. Here the safety level is called ASIL (Automotive Safety Integrity Level),
which is QM, A, B, C, D, and builds upon the V-model as a process on three levels of abstraction:
hardware, software, and system level. The ASIL level de�nes strict requirements for the lifetime of
components measured in FIT (Failure In Time), based on the mean time between failures, which are
only achievable using redundant signal paths, diverse components, and monitoring at runtime.

HARA The Hazard and Risk Analysis (HARA) is a method described in the ISO 26262 [79] and uses
a threat-based approach to model risks. Based on assumed situations, the possible threats which could
occur are collected and assessed for their severity, exposure, and controllability attributes based on
ordinal scales. The scales and ratings are de�ned in the standard in more detail, with examples for
each class. Table 3.3 shows the three tables for the classi�cation of each parameter. The standard also
de�nes that in border cases, the higher class should be chosen. The combination of these properties is
the so-called Automotive Safety Integrity Level (ASIL), which has �ve levels: QM (quality management,
lowest), ASIL A, ASIL B, ASIL C, ASIL D (highest). The determination matrix for the combination is
shown in Table 3.2. Further on, the ISO 26262 de�nes measures and requirements, which have to be
ful�lled for each of the ASILs. These requirements increase exponentially for each ASIL, e.g., the highest
level, ASIL D, requires a failure rate lower than 10 Fit1, while ASIL C requires the �t rate to be lower
than 100 Fit and so forth. QM does not de�ne a �t rate at all.

1Fit (Failures in time) is a measure for the failure rate of a product and is de�ned with the base rate of one failure in a billion
hours (failure rate of 10−9h) [79], which is approximately 1 failure in 114.000 years.
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Severity Exposure Controllability
C1 C2 C3

S1

E1 QM QM QM
E2 QM QM QM
E3 QM QM A
E4 QM A B

S2

E1 QM QM QM
E2 QM QM A
E3 QM A B
E4 A B C

S3

E1 QM QM A
E2 QM A B
E3 A B C
E4 B C D

Table 3.2: HARA risk matrix for the ASIL according to
ISO 26262 [79].

Lvl Severity

S0 No injuries
S1 light and moderate injuries
S2 severe injuries
S3 life-threatening or fatal injuries

Lvl Exposure

E0 incredible
E1 very low probability
E2 low probability
E3 medium probability
E4 high probability

Lvl Controllability

C0 controllable in general
C1 simply controllable
C2 normally controllable
C3 di�cult to control or uncontrollable

Table 3.3: HARA assessment parameters sever-
ity, exposure, and controllability according to ISO
26262 [79].

FMEA / FMEDA The Failure Mode, E�ects and Diagnostics Analysis (FMEDA) is one of the most
popular techniques in safety to guarantee the fault-tolerance on component level, de�ned in the IEC
60812 [93]. Here, the analysis revolves around the intended functionality of a component and is a
six-step process [78]: Scope De�nition, Structure Analysis, Function Analysis, Failure Analysis, Risk
Analysis, and �nally Optimization. All thinkable failure modes of functionality are considered during
these steps, and the reasons and detection and correction mechanisms are elaborated. To compare the
risks of the di�erent failure modes, each is assessed according to the following three attributes: the
severity level, the occurrence frequency, and the detection mechanisms. While the severity and occur-
rence increase the risk, the detection attribute lowers it. All three attributes are assessed on a scale from
1 to 10, where the classes are de�ned in di�erent ways: The severity is de�ned arbitrarily using semi-
quantitative guidelines like, e.g., level 4 is when a failure is noticed by more than 75% of the customers
but does not have further consequences, level 5 is when the comfort of a function is somewhat reduced,
and the customer is slightly dissatis�ed. The occurrence is de�ned using a logarithmic scale where the
failure rate is approximately doubled or tripled between each level, e.g., level 5 speci�es a failure rate
of 2 out of 1000, level 6 means 5 out of 1000, and level 7 speci�es 10 out of 1000 items. Detection is
de�ned using an inverse Gaussian scale to divide the extreme values into more detailed classes, e.g.,
levels 1, 2, and 3 are about the highest detection chances, levels 4, 5, and 6 about mediocre chances and
levels 7, 8, 9, and 10 subdivide the very low detection chances. They are combined by multiplying the
attributes, and the resulting number is called the RPN (risk priority number).

RPN = S ×O ×D (3.1)

where: RPN . . . is the risk priority number between 1 (lowest) and 1000 (highest).
S . . . is severity, between 1 (no e�ect) and 10 (hazardous).
O . . . is the occurrence level between 1 (very low occurrence) and 10 (very high occurrence).
D . . . is the detection level between 1 (always detectable) and 10 (absolute uncertainty,

never detectable).
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Even the standard itself states that this RPN is just for prioritizing the risks, and there is no threshold
of the acceptable remaining risk. Newer versions �x this by using the so-called action priority [103]: a
more complicated rule set, similar to a three-dimensional risk matrix, which de�nes �xed combinations
of the three attributes (S, O, D) instead of simply multiplying them. The result is not an RPN anymore
but a directive for further actions to mitigate the risk. This is divided into three levels: High means that
appropriate actions must be taken to manage the risk, medium means such actions should be taken,
low means they can be taken, but there is no obligation to [103].

FTA Fault Tree Analysis (FTA) was developed in the 1960s by H. A. Watson from Bell Laboratories
for the U.S. Air Force to model possible faults and failures in their systems (aerospace) [104]. Since
then, it was applied in many other domains and areas, e.g., chemistry, engineering, physics, computer
science, or information science [59]. It is de�ned in detail in the Fault Tree Handbook [105, 106] and
has its own standard, the IEC 61025 [107]. The idea is to model events that could lead to the failure of
a system in a hierarchical tree. Events can be divided into sub-events, and conditions or combinations
can be modelled using logic gates (used in electrical engineering), e.g., AND, OR, or XOR.

3.7.3 Risk Assessment for Cyber-Security

Many concepts and ideas for risk assessment can be carried over to cyber-security [108, 109]. However,
here additional challenges arise that are not entirely solved yet: Attacks are non-deterministic due to the
human nature of attacks and biased system evaluations. Cyber-Security incidents are not like failures
of components due to wearing and ageing components or technical failures. In reliability engineering,
technical failures are modelled using the famously known bathtub curve (based on the combination of
three Weibull distributions for early failures, random failures, and wear-out failures at the end of the
lifetime). However, for cyber-security, such a model does not exist (yet). Hacker attacks and cyber-
security incidents have high uncertainty in the models and estimations, which must be considered.
Furthermore, they can change over time and switch rapidly between extremes. For example, a newly
found highly severe attack, potentially a�ecting millions of devices, could be mitigated entirely by a
software update.

SAHARA The Security-Aware Hazard and Risk Analysis (SAHARA) is an adaption of the HARA
method [79] that uses similar techniques and enhances it also to consider security issues [92, 110].
It uses ideas from STRIDE [111] to �nd security threats on the system design level. These threats are
then assessed on three categories: the needed resources (R), the required know-how (K), and the threat-
criticality (T). The combination of these assessments results in the so-called security level (SecL). If the
SecL exceeds a certain threshold (SecL>2), the underlying security threat must be included in the HARA,
similar to a safety hazard, with a safety goal (security goal in this case) and measures to guarantee this
goal. Table 3.5 shows the assessed parameters for each threat, and Table 3.4 shows the risk matrix used
to combine these parameters into the Security Level.
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Required
Resources ’R’

Required
Know-How ’K’

Threat Level ’T’
0 1 2 3

0
0 0 3 4 4
1 0 2 3 4
2 0 1 2 3

1
0 0 2 3 4
1 0 1 2 3
2 0 0 1 2

2
0 0 1 2 3
1 0 0 1 2
2 0 0 0 1

3
0 0 0 1 2
1 0 0 0 1
2 0 0 0 1

Table 3.4: SAHARA risk matrix for calculation of the secu-
rity level, by Macher et al. [92].

Lvl Required Resources ’R’
0 no or commodity tools
1 standard tools
2 simple tools
3 advanced tools

Lvl Required Know-How ’K’
0 no prior knowledge needed
1 technical knowledge needed
2 domain knowledge needed

Lvl Threat Level ’T’
0 no security impact
1 moderate security relevance
2 high security relevance
3 high security and possible safety relevance

Table 3.5: SAHARA assessment parameters by
Macher et al. [92].

Figure 3.3: The used risk matrix in FMVEA
to evaluate the resulting risk.

FMVEA The Failure Mode, Vulnerabilities, and E�ect
Analysis (FMVEA) is a method for analysing the security
aspects of a system as an extension to an already existing
safety analysis. FMVEA [112], is based on FMEA [113] and
extends it by using STRIDE [111] to focus on the security
domain and �nd additional failure modes that are caused by
security attacks. It works by assessing the system suscepti-
bility (attacker motivation and capabilities) and the thread
properties (reachability, unusualness) on an ordinal scale
ranging from 1-3. The resulting criticality is determined by
combining these properties with the severity and failure probability (see Figure 3.3 for the risk matrix).
Equations 3.2, 3.3, and 3.4 show the calculation of the subfactors. The resulting criticality is used for
the prioritization of the threat modes.

System Susceptibility = Motivation + Capabilities (3.2)
Threat Properties = Reachability + Unusualness (3.3)
Attack Probability = System Susceptibility + Threat Properties (3.4)

HEAVENS (Dnr 2012-04625)  Deliverable D2 Security models 

© 2016 The HEAVENS Consortium  68(100) 

 

Figure 4-8: Determining security level using SECTRA security model. 

In the HEAVENS security model, we combine Threat Level (TL) and Impact Level (IL) to derive 

Security Level as shown in Table 4-13. The security level is set to “Critical” if and only if both TL and IL 

have the value 4 (“Critical”). 

Table 4-13: Security level based on threat level and impact level.  

Security 
Level (SL) 

Impact Level (IL) 

Threat Level 
(TL) 

 0 1 2 3 4 

0 QM QM QM QM Low 

1 QM Low Low Low Medium 

2 QM Low Medium Medium High 

3 QM Low Medium High High 

4 Low Medium High High Critical 

4.5 Security requirements 
 

After performing threat analysis and risk assessment, the final part of the HEAVENS security model 

deals with deriving security requirements based on asset, threat, security attribute and security level. 

Consider the example shown in Table 4-14. As shown in the third row, the asset “CAN Signal X on 

Bus A” has a security level “QM”. Hence, we don’t need to formulate any additional security 

requirement for this asset to deal with spoofing threat and to enforce authenticity. On the other hand, 

we need to formulate security requirements for the other two cases.  

Note that there might be several threats for one asset and as a result, we may have multiple security 

levels based on multiple threat levels for all the threats related to an asset. One approach of 

determining a security level for the asset as a whole is to consider the highest security level out of all 

the security levels for all the threats associated with the asset. An alternative is to consider the highest 

threat level together with the impact level to define the security level for the asset. 

Figure 3.4: HEAVENS security level risk ma-
trix [96].

HEAVENS Security Model evaluates threats based on a
multitude of input parameters and calculates a resulting se-
curity level (SL), which resembles the risk level [96], similar
to the NIST SP800-30, FMEA, CVSS, or SAHARA. Its spe-
ciality lies in the fact that the standard tries to connect and
be compatible with many other standards like OCTAVE, ISO
26262, Common Criteria, HARA, TARA, FMEA, and others.
Many of the classi�cations were derived from other stan-
dards to make it easy to adopt the HEAVENS Security model.
It is based upon estimating the threat level and the impact level based on several aspects like, e.g., the
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required expertise, the needed knowledge, the window of opportunity, the required equipment, and
di�erent dimensions of impact (safety, �nancial, operational, legislation). By estimating these aspects
on ordinal scales and combining them using risk matrices, the HEAVENS security model comes up with
a security level ranging from quality management (lowest) to critical (highest) to judge the criticality
of cyber-security risks. The scales are de�ned in di�erent ways: the attributes determining the threat
have four linear levels; the attributes for the impact have four logarithmically scaled levels, and both
are combined into the general aspect by adding up and applying to a risk scale. Both aspects are then
applied to a risk matrix to �gure out the �nal security level. Figure 3.4 shows the risk matrix for the
security level.

Figure 3.5: The Cyber-Kill-Chain by Lock-
heed Martin [114]. The �gure shows the
seven phases, and mitigation actions for
three di�erent campaigns.

Cyber Kill Chain The Cyber Kill Chain was devel-
oped by Lockheed Martin and is a method for modelling
cyberattacks and �nding possible mitigations [115, 114].
The model splits up attacks into seven di�erent phases
which are needed to execute a cyberattack: Reconnaissance,
Weaponization, Delivery, Exploitation, Installation, Com-
mand and Control, and Actions on Objectives2. Each of
the steps is needed to execute a cyber-security attack suc-
cessfully. The idea is to prevent the attack in the earli-
est phase possible to mitigate (to “kill”) the whole attack.
This also makes it possible to compare di�erent mitigation
actions, which intervene in di�erent phases of attacks, to
decide for the most e�cient. Figure 3.5 shows this with
an example. It shows three di�erent mitigation campaigns
and the phases in which they can/could/should block a
speci�c attack. The Cyber Kill Chain is part of a bigger
method called Intelligence-Driven Defense [116], which tack-
les cyber-security in its entire organizational scope.

ATA The Attack Tree Analysis (ATA) [117, 118] is a method using a graphical model based on attack
trees by Bruce Schneier [62]. It has its origins in safety, especially fault-trees and fault-tree analysis
(FTA) [60, 119, 120]. In ATA, the events are not a simple list, but they are arranged in a tree structure
where the root node is the attacker’s goal, and the leaves are the steps needed to reach this goal. With
every layer of the tree, the steps get more detailed and re�ned. The nodes in the attack tree can have
speci�c attributes needed to analyse the tree for, e.g., the most feasible or dangerous attack paths.
Using an attack tree provides an e�ective way to model the attack sceneries and quantify risk values
in a Cyber-Physical System [121]. Liu used enhanced attack trees to assess the risk in Cyber-Physical
Systems [122].

Diamond Model The Diamond Model of Intrusion Analysis [57] is a formal model to analyse cyber-
security incidents. It is de�ned in very general terms to allow adaption and extension. The Diamond
model describes core and meta-features for every attack event and how the events themselves are con-
nected. In that regard, it resembles an attack tree [62], but with much more detailed de�nitions of
the respective attributes. Going beyond attack trees, it is not limited to a tree structure but can con-
sist of a whole attack graph, where the nodes can be aligned to several attack phases, e.g., as the kill

2https://www.lockheedmartin.com/en-us/capabilities/cyber/cyber-kill-chain.html
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chain phases for intrusion [123]. In Diamond, the basic building blocks are attack events (represented
by nodes), which consists of four core features, which are connected in a diamond shape (hence the
name), and some meta-features [57]. Figure 3.6a shows an overview of the diamond features. The four
core features of a Diamond attack event are:

• Adversary describes the set of adversaries that seek to compromise computer systems or networks
to further and satisfy their intent and needs.

• Capability describes the tools and techniques an adversary used in the event. It consists of the
capability capacity, which are the possible vulnerabilities that could be used, and the capability
arsenal, which is the actual set of the adversary’s capabilities, resources, and knowledge.

• Infrastructure describes the physical and logical communication structures used by the adversary
to deliver a capability, maintain control of capabilities, and e�ective results from the victim. It
should be considered that in multi-stage attacks, a victim asset can be the end target in one event
and then leveraged as the infrastructure in other events. Thus, one must always beware that the
target of an activity may not necessarily be the victim.

• Victim describes the adversary’s target and against whom vulnerabilities and exposures are ex-
ploited.

The diamond model supports arbitrary graph structures and attributes. It is extensible and already
includes con�dence in the respective judgments. The last part is especially important since each of
our judgments comes from historical data or expert judgment and, therefore, is subject to uncertainty.
In accordance to the FAIR method [66] and the book series “How to measure anything” by Douglas
Hubbard [124, 13], we use the con�dence to express the respective uncertainty in the judgements. In
Riskee, we de�ne the features in the form of value ranges and their respective con�dences to establish
probability distributions.

adversary

capabilityinfrastructure

victim
social-political
aspect

technology
aspect

timestamp
phase
result
direction
methodology
resources
etc.

meta-features

relationship

network assets
devices
domain names
etc.

persona
IP address
network assets
etc.

malware
exploits
stolen certificates
etc.

persona
IP address
network assets
etc.

(a) Illustration of he diamond model of intrusion analysis
(adapted from [57]).

attack phase adversary1 adversary???

phase 1

phase 2

phase 3

phase 4

phase 5

phase 6

victim1 victim3

attack graph

activity thread

(b) Illustration of activity threats and attack graphs
(adapted from [57]).

Figure 3.6: Illustration of the diamond modelling capabilities. Figures reused from the included publication [P4].

Common Criteria (CC) is de�ned in the ISO/IEC 15408 [125] and is used for the certi�cation of
security in computer systems. The newest version is 3.1 revision 5 (April 2017). Common Criteria works
by testing the devices against speci�c requirements de�ned in the common criteria catalogue consisting
of several documents that are continuously expanded on demand. In January 2021, it consisted of 227
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general protection pro�les, 1548 speci�c security targets. The result of a risk assessment using Common
Criteria is the certi�cation with a speci�c Evaluation Assurance Level (EAL). The EAL is a numerical
rating, going from 1 (most basic) to 7 (most secure) and describes how well a component ful�ls the
Security Assurance Requirements (SARs). SARs are a publicly available catalogue of requirements
that a component must ful�l to get a speci�c EAL level. They de�ne measures that assure the security
properties for a speci�c Target Of Evaluation (TOE). The description of a TOE consists of three parts:

1. Protection Pro�les (PP) de�ne general security requirements for whole classes of devices (e.g.,
smart cards)

2. Security Targets (ST), re�ne these requirements for a more concrete type of product. These
requirements are the security goals and properties which a product should ful�l. They could
comply with multiple PPs.

3. Finally, the Security Functional Requirements (SFRs) de�ne speci�c functions to ensure the
goals of the security target. A product has to provide these functions to get certi�ed for the
respective EAL.

To get certi�ed for a speci�c EAL level, components are tested by independent certi�cation labs, whether
they correctly provide all the functionality de�ned in the functional security requirements to assure the
respective security targets. The EAL certi�cation gives us the following guarantees: A system is guar-
anteed to be secure regarding the security assurance requirements de�ned in the EAL document for a
speci�c target of evaluation (security target and protection pro�les).

CVSS The Common Vulnerability Scoring System [80] is a standard to assess and prioritize software
vulnerabilities. The newest version is 3.1 from 2019. It assesses vulnerabilities on a scale from 0 to 10
and is based on three scores consisting of several metrics: The mandatory base score is the foundation
and can be re�ned by the temporal score and the environmental score, which are optional. Each score
consists of several metrics, e.g., the base score consists of the metrics: Attack Vector, Attack Complexity,
Required Privileges, User Interaction, Con�dentiality, Integrity, Availability, and Scope. Each metric
has explicitly de�ned values on an ordinal scale, e.g., con�dentiality has the values None (0.0), Partial
(0.275), and Complete (0.66); Attack Complexity has the values Low (0.77) and High (0.44). The standard
de�nes precise formulas for how all these metrics and scores are combined mathematically [80].

FAIR The Factor Analysis of Information Risk (FAIR) is a method and ontology for quanti�ed risk
analysis and was one of the most in�uential methods for this thesis. The goal of FAIR is to de�ne a
uni�ed terminology on how to speak about risks and their factors and provide a mathematical frame-
work to calculate risk quantitatively by judging the contributing factors (which is easier and more
accurate) [126, 38]. The Open Group and RiskLens standardize FAIR under the lead of Jack Freund and
Jack Jones [37]. It works by splitting risk into several sub-factors which can be assessed more easily
to evaluate IT-security and operational risk [37, 66, 67]. The whole ontology and factor hierarchy is
shown in Figure 3.7. On the top level, FAIR splits risk into two factors: Loss Magnitude (LM) and Loss
Event Frequency (LEF). Loss Magnitude consists of Primary Loss and Secondary Risk. Loss Event Fre-
quency consists of the Threat Event Frequency (TEF) and the Vulnerability (Vuln). These individual
factors are assessed with a three-point estimate (min, mode, max) and modelled as PERT distribution
which originates in project management and was �rst used by the US Navy to estimate time plans for
missions [36]. More speci�cally, the modi�ed PERT-beta distribution [39, 68] is used, which includes
the con�dence as optional fourth parameter. For calculating the risk, Monte-Carlo simulation [127] is
used. The result is a probability distribution over the magnitude of loss that may occur. By analysing
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this distribution, it is possible to understand the risks on a much higher level of comprehension than
just having a single point estimate or a coarse categorization like a risk matrix. The result is called the
Loss Exceedance Curve (LEC), which depicts the outcomes and respective probabilities. Such a LEC
can be compared to the risk appetite curve to decide if the risk is tolerable or not. To show its general
applicability to risk management processes, the FAIR ISO/IEC 27005 Cookbook [38], describes how the
FAIR process is conforming to the risk management process de�ned by ISO/IEC 27005:2018 [128] and
ISO/IEC 27001:2013 [129].

Figure 3.7: The FAIR ontology showing the sub-factor decomposition [126, 37]. Graphic by FAIR institute [130].

Threat Event Frequency (TEF) de�nes the frequency of events that target the analysed system. It
can be calculated as the product of the Contact frequency CF , stating how often the event occurs in
general, and the Probability of Action PoA, de�ning the portion of how often the analysed system is
the target of such an event.
Loss Magnitude can be broken down into additive subterms. The total loss magnitude of an event
consists of two terms that have to be added up: Primary Loss and Secondary Risk. Primary losses result
directly from the cyber-security incident, e.g., immediate response actions, replacement costs, and pro-
duction losses. Secondary risk occurs in the aftermath as a subsequent event to the original incident.
It has its own frequency, e.g., when stolen data is used for bribery when the company has to pay �nes
due to lawsuits or pay other �nancial penalties. Secondary risk events depend on primary risk events
since they only become active when a primary event has occurred. The loss magnitude represents the
impact of a successful attack, which is measured in �nancial terms. The �nancial magnitude is the loss
of money that is caused by the attack. This can be due to direct loss (e.g., property damage, service out-
age, debits from bank accounts), called the primary magnitude, or indirect loss (e.g., reputation damage,
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customer withdrawal, defamation, recovery costs) called the secondary magnitude. Harm is the other
type of impact an attack can have. It revolves around harm and danger to human life and is considered
separately. Financial magnitude could be estimated like: The loss is between 1000$ and 2000$. The
FAIR ontology describes several types of impact types, which represent di�erent sources for possible
loss or damage:

• Productivity Loss is the loss due to the disruption of production and supply chain. This concerns
the absence of value that could have been produced during the outage time of an incident.

• Response Loss are the costs produced as a direct answer to an incident. These are actions that
have to be done to overcome and re�ect on the incident.

• Replacement Loss are the costs of replacing damaged assets, resources, or personal compensation.
• Fines and Judgments are the costs caused by trials, courts, and penalties due to an incident.
• Competitive Advantage are losses that occur indirectly by being blocked with an incident, while

competitors continue to research, develop, and advertise to increase their market share and ac-
quire more customers.

• Reputation Damage is the loss of trustworthiness and brand equity due to an incident. Brand and
company value could decrease, and the stock market could react badly to this.

3.8 Other Related Scientific Work

3.8.1 Uncertainty in Probabilistic Programming

Probabilistic programming, and probabilistic computing in general concerns tools, models, and devices
which are capable of working with uncertain values [131, 132], fuzzy logic [133, 134], or heuristic
computation and compilation [135, 136]. In probabilistic programming, every measured value can be
represented as a random variable. Such random variables have continuous or discrete probability distri-
butions used for inference, arithmetic, and conditionals in a program. Besides measuring and specify-
ing the uncertainty, propagation, and evaluation play a signi�cant part in probabilistic programming.
Some use-cases for the applications of probabilistic programming and uncertainty propagation were
described in the included publication [P2]. Andy Gordon wrote a survey about the current state of
probabilistic programming [137]. James Bornholt et al. published several papers about their imple-
mentation approach of such mechanisms [138, 139]. Another aspect of this is approximate computing,
which creates software with just enough precision as needed. Eva Darulova et al. investigated many
aspects of approximate computing and created a framework for compiling programs with uncertainties
to be faster and use fewer memory [135, 136, 140, 141].
We derived software design patterns based on the existing implementations in probabilistic program-
ming: Probabilistic Model, Propagation Rules, and Inference Techniqe. These design patterns
were used in Riskee to model and propagate uncertain values and are explained in great detail in the
included publication [P3]. Design patterns are abstract descriptions of proven solutions, including the
bene�ts, drawbacks, and liabilities, which can be used as templates for solving a speci�c problem. Es-
pecially for the design and implementation of an application, design patterns are highly bene�cial since
they represent already proven solutions, which incorporate the experience of multiple professionals to
create more �exible and maintainable solutions.

3.8.2 Metrology and Measurement Theory

Uncertainty in metrology consists of epistemic uncertainty (also called incertitude or systematic un-
certainty) and aleatoric uncertainty (variability or statistical uncertainty). The epistemic component is
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the uncertainty in the correctness of the model. In contrast, the aleatoric component accounts for the
randomness part inside the model. According to the ISO GUM Standard "Error is an idealized concept
and errors cannot be known exactly." [142]. Measuring reality is a task that always involves some mea-
surement error, hence has some uncertainty. The ISO GUM (JCGM 100:2008) standard and all additions
de�ne how to express uncertainty in measurements [142, 143, 144, 145, 146]. Here two ways of error
propagation are used: The �rst applies Gaussian error propagation (see Section 2.4), and the second
uses Monte-Carlo simulation. In Riskee, we assume our experts to be similar to sensors and expert
judgment to correspond to a measurement. Hence, we tried to apply the methods from metrology to
our systems. Unfortunately, Gaussian error propagation was not applicable since we had to use dif-
ferent probability distributions than the normal distribution. Therefore, Monte-Carlo simulation was
the way to go, but with some considerations to get deterministic and reliable risk assessments. See
Section 4.4 for more information about our sampling and computation methods.
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CHAPTER4
Design of the Riskee Method

All experts are equal,
but some experts are more equal.

adapted from Animal Farm
George Orwell, 1945

Summary: In this chapter, the design of the Riskeemethod is described. It introduces risk graphs, describes
the structure and attributes of risk graphs, and elaborates on the propagation of risk attributes over such
graphs. Finally, it discusses the needed process steps to apply the Riskeemethod and assess the values using
expert judgment.

� � �
Riskee is a method for assessing the risk of cyber-security threats in distributed networked systems.
Such systems can range from single components to whole distributed networked infrastructures span-
ning over multiple continents. To model the risk in arbitrary detail, we use so-called risk graphs. Risk
graphs model the steps of an attack in a system. This is based on the network infrastructure but goes
beyond that by including network topology, software, side-channels, and human interaction. Any type
of in�uence and communication (including side channels and social factors) can be included in a risk
graph. Section 4.2 and Section 4.2.1 discuss risk graphs in greater detail. Risk itself is the range of
possible outcomes of cyber-security incidents. By outcome, we mean the possible damage of an inci-
dent. Some outcomes are more likely than others, and the prediction and estimation of these situations
involve high uncertainty. This means that single-point estimates cannot represent risk appropriately,
but a probability distribution, which includes and models the uncertainty of the estimations, can. Fur-
thermore, risk is an intangible, abstract value, which makes it hard to estimate. To tackle this problem,
we use speci�c cyber-security attributes that are easier to estimate and can be used to calculate the
risk. These attributes are frequency, vulnerability, and impact. Frequency de�nes the frequency of
attacks, vulnerability describes their success rate, and impact de�nes the damage of a successful at-
tack. Section 4.2.2 describes the attributes in more detail, and Section 4.3 describes how these uncertain
attributes are propagated over a risk graph.
Finally, the Riskee method also describes how to use expert elicitation to assess those risk attributes.
It consists of multiple rounds of individual expert judgment. The experts discuss the previous round
results, exchange information, and reconcile with each other without having to entirely agree since it is
always an individual judgment. The �nal result is the combination of the weighted expert judgments.
The weights are based on the prediction performance assessed by an initial calibration test every expert
has to go through.

– 39 –



Chapter 4 Design of the Riskee Method

4.1 The Riskee Method

The Riskee method is a method for assessing risks in cyber-security by asking several experts for
estimation of threats and value of assets. It is based on the IDEA protocol by Abigail Colson [147, 148].
We used this protocol as a basis since it is already established in expert elicitation. It is based on
theories and methods practised in the �eld for decades already [149, 150]. The IDEA protocol uses
structured expert judgment and de�nes several steps on how to do expert elicitation. We re�ned these
steps and incorporated Riskee into this process. Figure 4.1 shows an overview of the steps, consisting
of calibration, the �rst round of expert judgment, discussion, the second round of expert judgment, and
calculation of the �nal results.
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Figure 4.1: The Riskee method for expert elicitation.

This process is described in more detail in the attached publications [P7] and [P8]. This process is an
expert judgment that incorporates social consent, group dynamics, mathematic aggregation methods
and considers individual judgment performance. Here is a short overview of the steps (as illustrated in
Figure 4.1):

0. Calibration: In this initial step, the experts are tested for their judgment quality by asking some
calibration questions. This is needed to calculate the weights later on for the combination of real
judgments.

1. First round of individual expert judgment: In this step, each expert anonymously gives an
initial judgment for the needed value to get an intermediate result that is not biased by any social
or group dynamics.

2. Discussion and re�ection on intermediate results: In this step, the �rst results are discussed
in the group, and during this discussion, knowledge exchange can happen, and experts can revise
their judgment.

3. Second round of individual expert judgment: Here again, the experts state their judgments
anonymously.

4. Re�ection on results: Finally, the results are shown again, and the experts are asked if they
want to accept them or continue with another iteration. If the result is accepted, the elicitation
is over, and the results can be used for further analysis.

The details on each of the phases are described later in Section 4.5. Before we discuss how we get the
data, we �rst describe what data we need and how risk graphs are structured.
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4.2 Risk Graphs

Risk graphs are graphical models consisting of nodes and edges that have speci�c risk attributes. The
nodes represent individual steps of an attack, and the edges represent the sequence of these steps. This
notion comes from the well-known model of attack trees [62]. We re�ned this idea of an attack tree by
distinguishing between di�erent types of nodes (entry nodes, intermediate nodes, and impact nodes)
and using speci�c risk attributes (frequency, vulnerability, and impact). The details about the structure
and the attributes are explained in Sections 4.2.1 and 4.2.2. Figure 4.2 shows a visual example of an
elementary risk graph.

[1000-2000]€

#[0-7]

#[3-10]

#[5-10]

[5-20]%

Figure 4.2: This risk graph shows three dif-
ferent attack paths which attack the same
impact node.

The �rst design was intended to have only one impact node,
similar to an attack tree with risk attributes. This is also
the origin for the name Riskee, as an acronym for risk tree.
However, later, we enhanced the model to support multiple
impact nodes and an arbitrary directed acyclic graph struc-
ture, making it more similar to Bayesian attack graphs and
allowing for much higher expressiveness. The name Riskee
was kept, although now it uses risk graphs instead of risk
trees. Aside from attack trees, several other ideas from the
literature were woven into Riskee. Speci�cally, the Dia-
mond Model by Caltagirone et al. [57], the FAIR method by
Freund and Jones [37]. Furthermore, the classical model and
the IDEA protocol were used as the basis for expert judg-
ment to assess the risk attributes. More about this is de-
scribed in Section 4.5. An attack can be modelled without
knowing all the details of its execution. However, the more
detailed an attack is modelled, the more accurate assessments can be made. By keeping this abstract
view of attacks, a risk assessment can already be done during system architecture and system design
and does not directly depend upon a detailed and �nished system description. This view was adapted
from Caltagirones’ Diamond Model [57]. As a tribute to this basis, we used diamond-shaped symbols
to depict the nodes.
In the following sections, we describe the structure and the attributes of risk graphs. Furthermore, we
explain how to create a risk graph and show and discuss a more extensive example in the end.

4.2.1 Structure of Risk Graphs

Risk graphs consist of nodes and edges. Each node represents a single attack (or attack step), and the
edges between them represent the sequential order of these attacks along an attack path. These attack
paths are the sequence of attacks that have to be done to reach an attack goal. The attack goals are the
primordial reason why attacks are made, and they often in�ict the most signi�cant damage or impact.
Attack goals are often stealing data, manipulating data, damaging a company’s or person’s reputation,
bribery, or in�uencing systems’ behaviour, e.g., by executing a denial of service attack or in�icting
some malfunction.
Nodes in a risk graph can be distinguished into three di�erent types, based on the semantic role along
the attack path: entry nodes, intermediate nodes, and impact nodes. Figure 4.3 shows a simple risk
graph (consisting of a single attack path). This form of depiction will be used throughout the remaining
thesis.
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#

[Min-Mode-Max] €

# [Min-Mode-Max]

%

€

Frequency: #

Vulnerability: %

Impact: €

Entry Node:
(Attack Surface)

Intermediate
Node:

Impact Node:
(Goal)

The number of attacks over a 
specific time frame.

The success chance of an attack.

The potential loss or damage.

Figure 4.3: The structure of a single attack path, having an entry node, an intermediate node, and an impact node.
Nodes are depicted as diamond-shaped �gures, and edges are directed arrows connecting them. The frequency
is generally denoted using the # character, vulnerability, or probability is using %, and impact is connotated with
either the € or $ character. Ranges are stated using [Min-Mode-Max] notation.

Types of Nodes in a Risk Graph

Nodes in a risk graph ful�l three semantic roles: Entry nodes are the nodes on the attack surface,
representing the �rst step needed to enter the system. Impact nodes are nodes at the end of the attack
paths, representing the goal of an attacker and in�icting the actual impact in the form of damage or
losses. All other nodes in between are the intermediate nodes, representing single steps of the attacks.
Each type of node has di�erent attributes, which are only shortly mentioned here in the descriptions
of the types but are described in more detail in Section 4.2.2.

#[0-4]

Figure 4.4: An entry node
in Riskee specifying the
frequency.

Entry Nodes de�ne the attack surface and represent the �rst step an at-
tacker has to do to enter the system. Therefore, Entry Nodes are speci�ed
using the frequency attribute, which propagates throughout the attack path.
It de�nes the risk attribute of frequency: The rate of attacks over a speci�c
time frame (mostly a year). This only accounts for the attacks which are di-
rected towards the system. All other attacks do not have to be considered.
In Riskee, Entry Nodes are depicted as triangles pointed towards the system
as shown in Figure 4.4.

[5-20]%

Figure 4.5: An intermedi-
ate node in Riskee specify-
ing the vulnerability.

Intermediate Nodes represent single steps that attackers have to under-
take successfully to reach their respective attack goals. They only de�ne
vulnerability, which is the chance that the attack will be successful. If dam-
age is done during the attempt, an impact node must be used right after the
intermediate node. The path de�ned by the intermediate nodes ultimately
leads to impact nodes. It de�nes the attribute vulnerability: How likely is
the success of an attack attempt? Intermediate nodes are depicted as dia-
monds, as shown in Figure 4.5.

[1000-2000]€

Figure 4.6: An impact node
specifying the impact.

Impact Nodes are the reason the attack was made in the �rst place – they
represent the attack goals. Their attribute is the potential impact (either in
monetary terms or other forms of damage). It de�nes the impact attribute
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resembling the damage and losses due to the cyber-security incident, e.g., damage to hardware, produc-
tion outage, data leaks, bribery, �nes and judges, reputation losses. This step induces the most damage
to the system, which was the original motivation for the attacker. Impact nodes are depicted in Riskee
as triangles pointed towards the system, opposing the entry nodes, as shown in Figure 4.6.

Structural Considerations

Here, we discuss di�erent structures of risk graphs. This ranges from simple independent attack paths
to a complicated graph consisting of many nodes and connections in-between.

Simple Risk Graph with Non-Intersecting Paths The simplest forms of risk graphs only consist
of direct paths between an entry node and an impact node. When used in this way, the method corre-
sponds to traditional risk event models, where every event is independent of each other and is analysed
separately. This also depicts how such �at models can be converted to risk graphs: by creating three
nodes for each incident and assigning the frequency to the entry node, the probability to the interme-
diate node, and the impact to the impact node. As the next re�nement, this intermediate node could
be split up into more nodes. Figure 4.7b shows how such a simple risk graph looks, and Figure 4.7a
shows an even easier graph, which consists of an entry and impact node. Here the vulnerability is 100%,
which is why the intermediate node can be left out. While such a simple risk graph is straightforward
to construct, the bene�ts come with multiple nodes and more complex models with intersecting paths.

Advanced Risk Graphs with Intersecting Paths Figure 4.7c shows a risk graph with multiple
connected nodes and intersecting paths. Such graphs already allow more sophisticated modelling of
attack scenarios by splitting attacks up into multiple steps: Attacks that only concern the attack sur-
face, attacks that are just intermediate steps, and attacks that directly target the ultimate attack goal.
This decomposition makes it easier to judge the frequency, vulnerability, and impact for each node.
Figure 4.7c also shows merging and branching paths:

[50x-100x-150x]

[1000-1100-2000] €

(a) Simple risk graph with en-
try and impact node. Here it
is assumed that the attack is al-
ways successful.

[1000-1100-2000] €

70%

[50x-100x-150x]

(b) Simple risk graph with all three
types of nodes (entry, intermediate,
impact). Here the attack has 70% suc-
cess probability.

[1000-1100-2000] €

[50x-100x-150x] [5x-7x-12x]

[50-75-80] €

5% 70%

(c) Advanced graph with two entry nodes
and two impact nodes, showing path merg-
ing and branching.

Figure 4.7: On the left: Two examples for simple risk graphs; On the right: An example for a risk graph with
intersecting paths.
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Figure 4.8: A risk graph
where two attack paths
merge into one.

Merging Paths Paths that merge in a node combine the incoming fre-
quencies. The total amount of incoming attacks stays the same. It does not
matter how an attacker reached a speci�c node but that it was reached. How-
ever, the vulnerability could di�er for each incoming path due to di�erences
in knowledge or resources. This can be modelled by splitting up the paths
and adding a duplicate node for the same attack but with a di�erent vulner-
ability. Applying this transformation makes it possible to convert classical
Bayesian attack graphs to risk graphs in linear time, as it was successfully
demonstrated in the included publications [P10] and [P11].

Branching Paths When paths are branching, the frequency attribute is
split up between the outgoing edges of a node. Without further attribution, this is done by equally
distributing the frequency among the edges (Figure 4.9a), but this could also be speci�ed in more detail
by assigning a probability to the outgoing edges (Figure 4.9b). Outgoing attack paths that are more
or less likely can be weighted by this means. In the investigated risk graphs, we always used equal
weights for all outgoing edges. However, it would be a simple change to use speci�c weights for the
outgoing edges to model the likelihood of an attacker taking a particular path. The only requirement
is that the weights must sum up or be normalized to represent 100%. In total, the incoming frequencies
have to equal the outgoing frequencies reduced by the vulnerability factor.

(a) Branching Paths (equally dis-
tributed).

70% 30%

(b) Branching Paths with de�ned
weights for two paths.

50% 40%10%

(c) Branching Paths with de�ned weights for
three paths.

Figure 4.9: Figures of risk graphs with branching paths.

4.2.2 A�ributes of Risk Graphs

The nodes in a risk graph have di�erent attributes, which are used to calculate the risk according to
the following simpli�ed formula:

Risk = Frequency ·Vulnerability · Impact (4.1)

Each of the attributes in Equation 4.1 is described in the following paragraphs. This equation should
only depict the basic idea – the actually used formula (Equation 4.2) is more complicated since the
values are distributed over the nodes in an attack graph, and also the calculation is complex since we
have to deal with distribution arithmetic (see Section 4.4).
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Risk

Frequency
#

Vulnerability
%

Attacker 
Strength

Defender 
Strength

Impact
€

• Productivity Loss
• Response Loss
• Replacement Loss
• Fines and Judgments
• Competitive Advantage
• Reputation Damage

Figure 4.10: The adapted risk model with its sub-factors and illustrations for probability distributions. This is
derived and adapted from the FAIR ontology [67].

Notation

Attributes in the risk graph are stated using the following notations.

Three-Point-Estimate: This notation allows stating the interval of values and de�nes the most likely
value (the mode). In this thesis, we use square brackets to enclose the values: [min-mode-max]. Exam-
ples:

• [5–45–50] speci�es a value range starting from 5 until 50, but most likely having a value of 45.
• [0%–50%–99%] speci�es a range of percentages starting at 0, having most likely the value 50, and

going up until 99%.
• [1000–2000–10000] € speci�es an interval going from € 1000 to € 10000, with the most likely being
€ 2000.

In addition to the range also the con�dence in the most likely value could be stated, which is used for
parametrizing the PERT distribution. The con�dence is stated in round braces after the range: [min-
mode-max] (con�dence). The values for the con�dence are described in Section 2.3.4, and range from
no con�dence (λ = 0, uniform distribution), to very high con�dence (λ = 14), and even higher if
needed. The middle number could also be interpreted as the median or mean of the distribution, but in
this thesis we assume it always to be the mode.

Interval-Estimate: The interval estimate speci�es the limits of an interval, e.g., that an estimated
value is between 20 and 80, but nothing more. The used notation in square brackets with two values,
separated by a dash: [min–max]. Examples:

• [10–15] speci�es a value range going from 10 to 15.
• [25%–75%] speci�es the inter-quartile-range, going from 25% of values, to 75% of values.
• [1000–1500] € speci�es an interval going from € 1000 to € 1500.

Here the most general assumption is that the values inside the range are distributed uniformly. How-
ever, other assumptions would also be reasonable based on the context, e.g., in the example shown in
Section 4.3, we depict the estimated risk values as intervals, but assume a PERT distribution, having its
mode in the middle of the interval. Another possibility would be to assume that the interval states the
90% con�dence interval of a normal distribution.

– 45 –



Chapter 4 Design of the Riskee Method

Risk A�ributes

In the following paragraphs, the attributes in risk graphs are described.

A�ribute: Risk The attribute risk is an abstract value that allows comparing the danger or harm
of events. This is the result of the risk assessment, which combines all risk attributes. This value is
a probability distribution covering all possible outcomes: Starting from situations where no or only
minor damage happens to situations where everything goes terribly wrong. Usually, these extremes
are rare, having the typical realization somewhere in between, but this depends upon the risk attributes.
In very pessimistic estimations, the probability of the worst-case could be pretty high. In the end, one
can decide if the risk is tolerable or not by looking at the risk distributions. Figure 4.11a shows an
example of a probability density curve, and Figure 4.11b shows the respective loss exceedance curve
(the equivalent to the survival function in statistical terms). These two depictions contain the same
information, but the probability density curve encodes the risk in the area under the curve, while the
loss exceedance curve directly shows it on the curve along the axes, which is easier to read. This already
shows how important it is how risk is depicted and communicated. More about the visualization of risks
is described in Section 5.2.2.
Risk is the range of possible outcomes based on the attack frequencies, the node vulnerabilities, and the
impact. Equation 4.2 shows how risk is calculated in Riskee.

(a) Example risk curve showing the probability distribu-
tion of risk.

(b) Example loss exceedance curve showing the chance of
exceeding a certain amount of losses.

Figure 4.11: The same risk scenario is visualized twice: On the left with a risk distribution curve and on the right
using a loss exceedance curve. While both show the same truth, the loss exceedance curve is easier interpretable
for humans.

Risk =
∑

P∈Paths(e,i)
e∈Entry Nodes
i∈Impact Nodes

(
Frequencye ·

∏

k∈P
Vulnerabilityk · Impact i

)
(4.2)

where: Paths(x , y) . . .All paths between the nodes x and y.
Entry Nodes . . .The set of all entry nodes.
Impact Nodes . . .The set of all impact nodes.
Frequencyx . . .The frequency attribute of node x.
Impactx . . .The impact attribute of node x.
Vulnerabilityx . . .The vulnerability attribute of node x.

– 46 –



4.2 Risk Graphs

A�ribute: Frequency The frequency speci�es the number of attacks over a speci�c time frame (most
commonly estimated over a year). Other time frames would also be possible, but the estimations should
all have the same frame; otherwise, extrapolations could introduce errors. Some attacks may occur
more often in speci�c months of the year than in others. Moreover, uncertainty increases the longer
the estimated period gets. This attack frequency is in�uenced by, e.g., the motivation of an attacker,
the attractiveness of a target, or the accessibility of the system. Only Entry Nodes de�ne the attack
frequency. An important aspect is that the frequency of attacks is not constant but could vary over
time. Two modelling aspects have to be considered:

1. The further a prediction goes into the future, the higher the uncertainty is (Figure 4.12a). There
is no rule of thumb by how much the uncertainty increases, but this must be kept in mind when
modelling the frequency attribute. Furthermore, this is true for the frequency and the vulnerabil-
ity, impact, and every other estimated prediction. It is the most obvious for the frequency since
it is an explicit judgment of the number of attacks over time. Vulnerability and impact also su�er
from this increase in uncertainty the further they are predicted into the future.

2. The attack frequency could be distributed unevenly (see Figure 4.12b). There could be times when
the attack frequency is higher or lower than on average. Attack frequencies vary over di�erent
times scales like times of the day or seasons of the year, e.g., during Christmas holidays or a crisis
like the Corona pandemic in 2020, as stated in the INTERPOL cybercrime analysis report (August
2020) [151]. The report found that especially phishing attacks increased during the pandemic.
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(a) Increasing uncertainty for predictions over longer time frames. The un-
certainty (prediction interval) gets larger the further a prediction is extrapo-
lated into the future.
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(b) Changing frequencies for speci�c time
frames (e.g., on weekends, in the sum-
mer/winter months).

Figure 4.12: Some aspects of frequencies: Increasing uncertainty for future predictions and changing frequencies
depending on speci�c time frames.

A�ribute: Vulnerability The attribute vulnerability de�nes the probability that an attack is success-
ful. This probability is speci�ed for each step along the attack path and is di�erent for each attacker.
Since this is a very vague value and di�cult to estimate, it can be split up into subfactors that may
be easier to judge: the attacker strength and the defender strength. The attacker strength describes the
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capabilities, knowledge, and resources of the attacker. The defender strength describes the complexity,
di�culty, and countermeasures and mitigations for an attack. These sub-factors were directly derived
from the threat capability and resistance strength in the FAIR method [67].
The attacker strength and the defender strength are always relating to each other and measured compared
to the strongest possible attacker. If new vulnerabilities are found, the attacker strength increases, while
the defender strength decreases relating to that. The defender strength increases only when structural
changes in the system are done via updates, upgrades, or organizational changes. The attacker strength
automatically grows over time since the attackers get continuously stronger by always keeping their
capabilities and knowledge up-to-date. To keep up with the attackers, a system also has to actively and
continuously evolve.
The range of estimation for both values always spans the whole support range (from 0% to 100%), and
the expert can decide the most likely value and the con�dence. The result of this is that the calculated
vulnerability can never reach 0% or 100% due to the estimations’ probabilistic properties. An attack is
never guaranteed to succeed or fail in all cases. There is always a tiny remaining probability for the
other case.
Here the two sub-factors for the vulnerability are described in more detail:

• Defender strength is the rating for which portion of all attacks the analysed system is protected.
For example, if we have a highly resistant system, it may be protected against everyone except
for the highest skilled attackers; therefore, its evaluation would be somewhere in the 90% range.
In comparison to that, a very weakly protected system may have the resistance to protect against
the most basic attacks and, therefore, could resist, e.g., just 30% of them. A rating of 0% for the
resistance does not mean that every attack will automatically be successful. Moreover, a rating
of 100% does not strictly mean that a system is protected against every attack – just that it has
a very high protection level. There is still a tiny chance that attackers may come through in
unknown or currently unimaginable ways. Side-channel attacks are an example of this. The
mathematical model for this is a PERT distribution with minimum 0%, maximum 100%, and a
mode of the respective rating. Additionally, a certainty could be given as the fourth parameter
for the PERT-distribution: The certainty de�nes the distribution’s spread and depends upon the
stated judgment’s precision.

• Attacker Strength is the rating of the capabilities, skills, and resources of an attacker, compared
to the whole population of attackers. The most potent attackers with the highest skills and most
resources qualify for 100%. This still does not mean that every attack will be successful – just
a very high portion of it. The weakest attacker would have a rating of 0%, but still, there is a
tiny possibility for successful attacks. Note that the attackers are steadily changing and getting
stronger automatically over time. According to Oracle’s chairman Larry Ellison [152] they are
ahead of state of the art, and the defenders are constantly just trying to catch up. A good overview
for the attacker groups, or cyber threat actors (CTA), as they are often called in literature, is given
in [153, 154, 155, 156].

Figure 4.13a shows two example judgments for the attacker and defender strength. These came from
three di�erent experts. The experts agreed on the defender strength but not on the attacker strength,
which is why the “humps” in the curve of the attacker strength. This shows the strength of the kernel
density estimation since such a shape would not be possible to model using only a simple probability
distribution. Subtracting the distributions from each other results in a distribution that spans over
negative and positive values. The area on the negative side of values represents all cases where the
attack was successful. This portion on the negative side of the graph is the resulting vulnerability,
which can be used in the risk calculation. Figure 4.13b illustrates these results.
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40% 60% 80% 100%
Attacker and Defender Strength Estimation

Attacker
Defender

(a) The rating of the attacker strength and the defender
strength via the combination of multiple expert judge-
ments.

-60% -40% -20% 0% 20% 40% 60%
Vulnerability

29% 71%

Vulnerable: 29%
Safe: 71%

(b) The resulting vulnerability: values above zero depict
cases where the attack is prevented, below zero means that
the attack succeeded.

Figure 4.13: Vulnerability calculation via the subtraction of defender strength and attacker strength.

Vulnerability =
1

2

(
1− Defender −Attacker

‖Defender −Attacker‖

)
(4.3)

where: Defender . . .Defender Strength: An estimation of the nodes defensive strength on the scale of
all possible attackers.

attacker . . .Attacker Strength: The range of plausible attacker strengths for the analysed
attack on a node on the scale of all possible attackers.

A�ribute: Impact The impact de�nes a comparable value of damages or losses. Most commonly,
this value is de�ned in monetary terms. It could also use any other ratio scales, as long as it supports
linear algebraic operations like multiplication or addition. This means that ordinal scales and semi-
quantitative scales are not usable here. Furthermore, the impact is hard to estimate as a single value
because it often consists of many additive subterms, e.g., response costs, replacement costs, production
outage, �nes and judgments, and even damage to reputation and loss of future customers. Therefore,
estimating it as a single value could lead to inaccuracies. The individual terms should be estimated and
summed up to get the �nal impact. We refer to the loss magnitudes de�ned in the FAIR method [67].
They de�ned primary and secondary losses, which can be further split into several types of loss and
damage.

4.2.3 Creating Risk Graphs

Here we describe how to create risk graphs. There are two ways to create them. Ideally, both should be
considered to get a complete picture: risk modelling and threat modelling. Risk modelling begins with
de�ning the valuable assets and identi�es and evaluates the possibilities of damage to them. Threat
modelling also starts with the assets but then goes another route by looking at speci�c vulnerabilities
and threats to exploit them. Risk modelling is more abstract and technology-independent, while threat
modelling relies more on the applied technologies, exploits, and vulnerability databases. Furthermore,
risk modelling is more about the assets and the defender side of attacks, while threat modelling is more
about the attacker perspective. We elaborated on threat modelling and integrating quanti�able security
risk in the included publication [P4].
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Before the risk of a system can be assessed, it is essential to de�ne the valuable assets and how they
could be attacked. This can be done using a risk graph. Below, the concrete steps to create a risk graph
are explained:

1. De�ne the valuable assets. The �rst step in risk analysis is to specify the valuable assets.
Valuable means that it would in�ict damage or losses to the organization or individuals if these
assets were damaged, stolen, lost, or modi�ed. Assets include physical objects but also immaterial
things like data, information, or intellectual property. The act of compromising these assets is
the attacker’s goal, and the damage is represented by impact nodes in the risk graph. Therefore,
with de�ning the assets also their possible impact of damage and losses should be de�ned. The
value of the impact can be speci�ed independently of the possible attacks.

2. De�ne the Attack Surface. The attack surface represents the borders of the security domains
in our system. These are the entry doors and �rst barriers an attacker has to overcome to enter
the system. This also includes attacks that do not need Internet connectivity, e.g., a compromised
USB stick dropped at the car park could be brought into the company by employees, and unwit-
tingly a virus could be injected by just plugging it into the computer. Here, the attack surface is
the publicly accessible car park. Generally, the attack surface is the border of in�uence between
controllable and uncontrollable environments, situations or other aspects. This notion also in-
cludes the uncontrollability of personnel and humans, given that many attacks are initiated by
insiders [6]. This is not a plea to not trust the employees anymore – it should just raise aware-
ness that not all attacks come from outside attackers. The nodes on the attack surface de�ne the
frequency of attacks. Di�erent types of attackers could be modelled by having multiple entry
nodes for each attacker pro�le, having di�erent frequencies.

3. Find the Attack Paths. In the next step, we model the possible ways of reaching these valuable
assets from the entry nodes on the attack surface. These possible ways are the so-called attack
paths and describe the steps to reach the impact nodes. The attack paths can be modelled without
knowing the exact techniques or tools needed for the attack, but just the possibility that an
attacker could take this path. Of course, knowing more details about an attack would help because
the more one knows about an attack, the smaller is the uncertainty when judging the attacks’
success probability – the so-called vulnerability. To create the attack path, one has to think of
individual steps and judge the vulnerability of each of these steps. The vulnerability compares an
assumed attacker’s strength and the system resistance – it answers the questions: How vulnerable
is the system against a speci�c type of attack and attacker capabilities? With the vulnerability
judgment, assumptions about the attackers’ strength are made. Di�erent attacker pro�les should
be judged separately since attackers may have di�erent attack frequencies and vulnerabilities
based on their resources, knowledge, and intents.

4.3 The Riskee Propagation Algorithm

After the risk graph is established and the attributes are assessed, the risk can be calculated. For this,
we established the Riskee Propagation Algorithm (see Algorithm 1). It works by multiplying the
frequencies with the respective vulnerabilities on each attack paths until the path ends at an impact
node. Here the remaining frequency is multiplied with the impact, which results in the respective risk
emerging on this path. This risk is then propagated back to all nodes along the path by adding and
accumulating it on the risk attribute for each node.
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Algorithm 1 Riskee Propagation Algorithm v2. The algorithm for propagating risk attributes for-
ward and backward over a risk graph. Re�ned version from the included paper [P5].
Input: G . G. . .Directed Acyclic Risk Graph
Input: frequency i . Frequency for each entry node i.
Input: vulnerability i . Vulnerability for each intermediate node i.
Input: impact i . Impact for each impact node i.

1: procedure Propagate(G)
2: risk total ← 0, [risk ]nodes ← 0, [risk ]edges ← 0 . Initialize the risks.
3: for all path ∈ Paths(G) do
4: frequency ← frequencyentry
5: risk ← 0
6: for all node ∈ Nodes(path) do . Propagate attacks forward on the path
7: frequency ← frequency ∗ vulnerabilitynode
8: risk ← risk + impactnode ∗ frequency . Compute the risk each path.
9: end for

10: risk total ← risk total + risk . Aggregate the total risk.
11: for all edge ∈ Edges(path) do . Propagate risk backwards to edges on the path
12: riskedge ← riskedge + risk
13: end for
14: for all node ∈ Nodes(path) do . Propagate risk backwards to nodes on the path.
15: risknode ← risknode + risk
16: end for
17: end for
18: end procedure
Output: risk total . Total aggregated risk for the system.
Output: [risk ]nodes . List of risk values for all nodes.
Output: [risk ]edges . List of risk values for all edges.

[1000-2000]€

#[0-7]

#[3-10]

#[5-10]

[5-20]%

Forward
Propagation Backward

Propagation

Figure 4.14: Example risk graph showing risk
propagation.

In Figure 4.14 a simple risk graph is shown to illustrate the
calculation principle of the Riskee propagation algorithm.
Each node represents a single step in a cyber-security at-
tack. The risk graph has three entry nodes with attack fre-
quencies as the min-max-intervals: 0-7, 5-10, and 3-10. The
�rst two are connected to an intermediate node with has a
vulnerability between 5% and 20%. The third is directly con-
nected to the impact node (and with that, it implicitly has a
100% vulnerability). In the end, they all lead to an impact
node in�icting damage between € 1000 and € 2000. All these
values are modelled using a PERT distribution with default
con�dence. For simplicity, we assume that the most likely
value is the mean of the stated ranges, so we did not explic-
itly state it in the �gure. The Riskee propagation algorithm
splits the risk graph into its attack paths, calculates the risk for each path and aggregates all these risks
together in the end. For illustration, let us look at a speci�c path, drawn in Figure 4.14. The path begins
at the second entry node, goes to the intermediate node, and ends in the single impact node. Figure 4.15
shows this path in isolation with the estimated risk values as probability distributions. Furthermore, it
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shows the calculation of risk, which works as follows: The distribution of the attack frequency [5–10]
is multiplied with the vulnerability of [5–20]%, resulting in [0.25–2] attacks per year. This is then mul-
tiplied with the impact of [1000–2000]€ which results in a risk distribution of [250–4000] €, emerging
on this impact node. Mathematically the distribution is su�cient to calculate all interesting properties,
e.g., statistical moments like the mean, median, or standard deviation – also quantiles can be calcu-
lated like IQR, the inter-quartile range spanning from 25%-75% of the values, or the 90%-interval going
from 5%-quantile to the 95%-quantile. However, for humans, a probability density is tough to interpret.
Therefore, a more intuitive view is the depiction of the loss exceedance curve drawn on the right of
Figure 4.15.

[1000-2000] €

[5-20]%

#[5-10]

×

×

= →

Attack Path & Risk Attributes Risk Distribution Loss Exceedance Curve

Figure 4.15: An example for calculating the risk for a single attack path (the second attack path in this case).

This emerging risk distribution is propagated back over the path where the attack came from. This
works by adding it to the risk of each node along the attack path. In this case, those are the impact node,
the intermediate node, and the second entry node where the attack path began. If a node already has
an assigned risk value from a di�erent path, the new risk is added to it. For example, the intermediate
node is part of two risk paths, and the risk that emerged in this second risk path is added to the already
calculated risk from the �rst path.
This is done for all possible paths in the risk graph illustrated in Figure 4.16. This �gure shows an
overview of the calculation steps: First, the risk graph is split up into individual attack paths. Then
the risk for each attack paths is calculated as was described before. The resulting risk distribution is
propagated back over the path and added up in the respective nodes, and for the total risk, all risk
paths are summed up. In this example, the risk of the �rst attack path is [0–536–2800] €, the risk for
the second path is [250–1289–4000] €, and for the third path, it is [3000–9305–20000] €. Here, we used
the notation of the pert distribution: [min–mode–max]. While the numbers already gave it away that
the third path in�icts the most risk, Figure 4.16 demonstrates the extent graphically: By looking and
comparing the di�erent loss exceedance curves, it can easily be recognized that the third path in�icts
the most risk – even a magnitude higher than the other paths. Therefore, this would be the �rst spot
for mitigation strategies, e.g., installing a �rewall, using stronger encryption, or introducing a stricter
authentication policy.
Remark: This illustrative example is very simpli�ed, having only a few nodes and short attack paths
– in reality, the model would consist of more attack paths having more nodes representing multiple
steps of attacks. Figure4.17 shows a more complex example of a risk graph. Furthermore, we used
simpli�ed estimations for the risk attributes. In reality, these estimations would come from structured
expert judgment.
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Figure 4.16: An example for calculating the risks over multiple attack paths in RISKEE.

4.3.1 Risk Graph Example

Here an illustrative example for a risk graph is shown and discussed (Figure 4.17). This example was
derived from Caltagirone et al. [57] and brings together the structure and attributes of a risk graph. The
numbers are not estimated by real judgments but are arbitrarily de�ned for demonstration purposes.
This example is included here to show a more extensive example with more nodes and paths than
previous examples.
Figure 4.17 shows a risk tree with 33 nodes. The yellow triangle-shaped nodes on top of the graph
((1), (2), (3), (4), (6), (7), and (8)) represent the entry nodes. They de�ne the frequency of attacks. At
the bottom of the graph, the nodes (31), (32), and (33) represent the impact nodes, being the ones that
de�ne actual damage values (impact). They are depicted as red triangles pointing upwards (towards
the system and contrary to the entry nodes). All three impact nodes have 2000$ as the impact value
but result in di�erent values for the actual risk since they are not equally reachable by the attacks. The
di�erent paths result in di�erent risk results, being 151$ for node (32), 340$ for node (31), and 181$
for node (33). All other nodes in between are diamond-shaped intermediate nodes which de�ne the
vulnerability (always 50% in this example).
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3

2

1

1

1

Figure 4.17: An example risk graph, containing 33 nodes in a directed acyclic graph structure. The entry nodes
are the sources on top, the goal nodes are the sinks on the bottom, and the intermediate nodes are the connectors
in between.

Interpretation of the Graph The example in Figure 4.17 shows some interesting features which can
be discovered using a risk graph. We describe the annotations from the bottom up:

1. Annotation 3 in the �gure shows that the impact nodes get di�erent risk values assigned, al-
though they have the same estimated impact value (of 2000 $). This is because they are reachable
by di�erent paths with di�erent attack frequencies and vulnerabilities; hence the Riskee propa-
gation algorithm calculated di�erent resulting risks. For example, Node (31) has the highest risk
evaluation of 340.1 $, which is a good indicator that it should be treated �rst.

2. Annotation 2 marks some of the di�erent risk values for the paths and intermediate nodes. This
re�ects the individual contribution to the total risks emerging in the impact nodes. Hence, the
di�erent risk values show the di�erent in�uences of the nodes on the total risk. For example,
Nodes (14), (18), (19), and (20) contribute 46 $, 150.6 $, 239.1 $ and 241 $ of average risk to the total.
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Here, again, the paths and intermediate nodes with the highest risks would be good candidates
for mitigation.

3. Annotation 1 shows that looking at the risk evaluation of the entry nodes also reveals an inter-
esting insight: Which entry node is responsible for the highest risk contribution? Maybe this is
also an excellent spot to look if it can be mitigated or if the frequency can be reduced somehow
by, e.g., making it less attractive for an attacker.

4.4 Distribution Arithmetic

Here, we describe how arithmetic operations like multiplication and addition can be done with prob-
ability distributions. We call this distribution arithmetic. The used risk attributes, frequency, vulner-
ability, and impact, contain uncertainty. This uncertainty has to be modelled and considered when
doing calculations like multiplication and addition. As described in Section 2.3, we can use probability
distributions for modelling this uncertainty. For example, the normal distribution is used very com-
monly for measurements. However, the normal distribution is not suitable for risk estimations since it
is symmetric around the mean, which risk estimations, for most cases, are not. They often have a long
tail, meaning that the maximum value could be much larger than the minimum or the mode, spread-
ing the distribution towards the larger side. For that reason, a log-normal distribution is often used.
The log-normal distribution is asymmetric and allows the maximum value (or the 95% percentile in
our case) to be magnitudes higher than the minimum or mode value. However, the reverse is not true:
The log-normal distribution does not support so-called left-skewed or positive-skewed distributions.
Such distributions have increasing density towards the larger side, while the log-normal only allows
a higher density towards the lower portion of the distribution. Unfortunately, risk estimations could
take arbitrary shapes and could even be multimodal.
Actual estimations for risk attributes are always �nite. Therefore, it is not reasonable to model them
as an unlimited probability distribution. This means that in�nite distributions have to be trimmed at
some point to correspond to an actual estimation. Of course, there are truncated versions of unlimited
probability distributions, e.g., the truncated normal distribution. However, truncation can lead to er-
roneous distortions of the distribution shape if done without extra considerations like re�ection. The
alternative to this is to use �nitely bounded distributions. Only a few continuous distributions have
bounded support on both ends of the support domain: Uniform, Triangle, Beta (and derivations: Ku-
maraswamy, PERT, Arcsine, Wigner Semicircle), Logit-normal, Reciprocal, Bates, Metalog, Trapezoidal.
Riskee uses the PERT distribution to model the individual expert judgments because it is a unimodal,
�nitely bounded distribution that is very versatile (regarding the shape, which furthermore determines
the probability density). It can be parameterized to model symmetric and asymmetric distribution,
which can be left-skewed and right-skewed. Even the kurtosis can be adjusted to model the certainty
in the mode value. More details about the PERT distribution were described in Section 2.3.4. Multiple
expert judgments are combined using a weighted linear opinion pool. The resulting distribution is then
approximated using a kernel density estimation truncated at the percentiles corresponding to the 6σ-
intervals from the mean. This new distribution is used in the computations using strati�ed sampling
over the trimmed support range.

4.4.1 Computation using Probability Distributions

Computing arithmetic operations like addition, subtraction, multiplication, and division with proba-
bility distributions require consideration of their inherent stochastic characteristics. There are two
options for calculating with probability distributions: Either analytically or numerically. Analytical
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solutions are possible when the distribution is always the same (for example, the Gaussian error prop-
agation assumes normal distributions), but this is not applicable for arbitrary distributions. In such
cases, numerical solutions solve this by using approximation, interval arithmetic, or sampling/�tting a
new model. Approximations transform the distribution to a normal distribution and applies Gaussian
error propagation. Of course, this only works when the transformation is reasonable because other-
wise, it could induce huge approximation errors. With interval arithmetic, the underlying distribution
is dismissed, and only the boundaries are used in the calculations. This is useful for quickly calculating
the minimum and maximum limits but does not provide any information about the distribution of the
values inside. The third option, sampling, is the one we chose. This is commonly called Monte-Carlo
simulation and works as follows: Random samples of the input distributions are drawn, and these val-
ues are used in the calculations. If done often enough, the distribution of the results approximates the
exact analytical solution. The challenge here is to �nd a sampling strategy that quickly converges to the
analytical solution. The problems with ine�cient sampling are that to get accurate results, the number
of samples has to be very high (e.g., in the millions), and the border cases could be hard to overcome
(multimodal distributions and areas where the probability density is very low). To cope with these
problems, we refrained from using random sampling at all but used strati�ed sampling. Strati�ed sam-
pling is a deterministic way of drawing samples based on a speci�c strategy, e.g., drawing 100 samples
at every percentile of the distribution or calculation of the probability space between equidistant bins
on the support domain of the distribution. In such a way, we get deterministic samples that consider
multimodal distributions and low-density areas.
Calculations are done with all combinations for the drawn samples. For example, if we want to add
to distributions A + B, we �rst have to draw samples from these distributions and then calculate the
addition for every combination of samples. In the end, we approximate a new distribution based on all
the results from the addition using kernel-density estimation.
Monte-Carlo Simulation is an approach that takes random samples out of the probability distribution
and does the calculations with these samples. This works with arbitrary probability distributions and
supports arbitrary arithmetic operations at the cost of precision and performance overhead. Taking
too little or accidentally the wrong samples would lead to bad results, but taking very many samples
results in expensive computationally simulations.
In early versions of Riskee, we used randomized sampling instead of strati�ed sampling. However, due
to the non-determinism, minor di�erences in the �rst samples are ampli�ed repeatedly to result in en-
tirely di�erent outcomes. Furthermore, the extremes were not always considered since they only occur
very rarely. Both e�ects are not acceptable for risk calculation since we want to have deterministic re-
sults, and we want to cover the black swan events. Taking many samples would probably solve this most
of the time, but not consistently due to the random e�ects, and it would get expensive computation-
ally. There are many well-known strategies to speed up the sampling process for random sampling,
like Metropolis-Hastings Sampling [157] or Gibbs-Sampling [158]. These methods try to sample the
highest density areas of distributions to accumulate the results with the highest probability quickly.
The challenge, which makes this problem di�cult is the arbitrary shape of distributions and that they
could be multimodal. A good sampling algorithm has to cover the dense areas of distributions �rst but
should also consider the areas with a low probability to cover the whole support range. To avoid these
random e�ects altogether, we switched from nondeterministic sampling to strati�ed sampling using
a �xed number of quantiles in the calculation and kernel-density estimation for smoothing the result
to minimize digitization errors of the resulting histogram. This way, the results were deterministic,
the black swan events were covered, the errors due to approximation were kept small, and the per-
formance was acceptable. In strati�ed sampling, the samples are drawn out of a distribution by using
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some speci�c strategy, e.g., by clustering the results and drawing a proportional amount of random
samples out of each group based on the group size. Another strategy is systematic sampling, which
takes every nth value as a sample, but this only works when the samples are ordered and equidistant
over the whole sampling range (equiprobability property). Another rule, which we used in Riskee, is
quantile- or percentile-sampling. Here, we get samples at equidistant quantiles, e.g., every 1%. We need
the inverse cumulative distribution function (or survival function) to look up the quantiles quickly for
this to work. We chose this method because it is deterministic, and it also considers the low probabil-
ity areas when the quantiles are �ne-grained enough. However, for in�nite distributions, we have the
problem that the 0%-quantile and the 100%-quantile are at negative and positive in�nity. We encoun-
tered such corner cases by not using the 0% and 100% percentile, but truncating the distribution at the
6σ-interval from the mean, which results in coverage of 99.9999998% of the probability space. During
development and trial sessions, we decreased this to a 3σ-interval, which still covers 99.7% of values
and only uses 100 samples, reducing the range and calculation e�ort. However, this performance op-
timization may dismiss black-swan events, which is not acceptable. However, during exploration and
experimentation, it was more important to have fast results than accurate ones. Higher resolution and
broader distribution intervals can be used to get more accurate results in the end.
First, we used a �ne-grained histogram with linear or b-spline interpolation between the bins. Later, we
switched to a bounded kernel density estimation to get smoother and less error-prone results. The �rst
interpolation approaches had a severe problem of over�tting and extreme extrapolations when the input
distributions contained 0 as a value. Especially, b-spline interpolation additionally had the problem of
producing negative probabilities that had to be truncated due to the cubic curve-�tting between nearly
equal support points. This led to high distortions and erroneous behaviour in the distribution. KDE
avoids such a problem by smoothing it with Gaussian kernels, which are added up and normalized to
preserve the attributes of a probability distribution (more about that in section 2.3.5).
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(a) Equidistant bins over the support dimension. They do
not consider the probability density, but cover the supported
range dimension equally. Low-density regions get the same
amount of samples than high probable regions, but cover
di�erent probability spaces.
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(b) Equivalent bins over the probability density, contain-
ing the same probability space in each bin, but only sparsely
sample the support dimension on areas with low propabil-
ity. In this example, the range 49–70 is only covered by one
single bin due to its low propability.

Figure 4.18: Two examples of strati�ed sampling: The left is based on equidistant bins on the support; the right
has equidistant bins based on the probability area.
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(a) Calculate results for all combinations of samples from
both input distributions.
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(b) The resulting distribution from aggregating all combina-
tions of samples.

Figure 4.19: Simulation of arithmetic operations on probability distributions by sampling and calculating the
results for each combination, which produces the resulting distribution.

4.4.2 Limiting Infinite Probability Distributions

In our model, the estimated values are often bounded by an upper and a lower limit, e.g., probabilities
can only be between 0% and 100%. Financial loss, as well as frequency, cannot be negative. However,
probability distributions often do not have upper or lower limits and go on until in�nity. The normal
distribution and the log-normal distribution are examples for this, as well as kernel-density estimation
using Gaussian kernels. To appropriately model limited support ranges, such in�nite distributions have
to be limited that they still ful�l the requirements for probability distributions (the function must be
non-negative, and the probability space sums up to 1). The question is now where this limit should
be set. The industry standard 6σ [90] de�nes this threshold as sixfold the standard deviation from the
mean as adequate coverage (hence the name of the standard). Figure 4.20 shows the normal distribution
and the probabilities until the 6σ-distance from the mean. This covers 99.999 999 8 % of the probability
space. Only 0.000 000 2 % of values are outside this range, which corresponds to less than two outliers
out of a billion (2 · 10−9). Hence, we had to limit them, and we did this by trying two approaches:
Firstly, truncation and consequent normalization, and secondly, adding a re�ection around the limits
before doing the actual truncation and normalization.
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Figure 4.20: Normal distribution, and the probability intervals for the respective standard deviations.

Truncation The �rst (naive) approach was just to cut the excess areas at the domain boundaries
and normalize the remaining area to 100%. While this works well for the central (inner) parts of the
distribution, it underestimates the probabilities at the boundaries, especially in skewed distributions
or when the boundaries are at high regions with high probability. Such situations happen when the
estimated most likely values are near the boundaries or when the experts disagreed or were uncertain
in their given judgments. This was bad because, especially in risk estimations, the values at the borders
model the extreme scenarios (the so-called black-swan events), which could severely impact the total
risk. Just truncating the distribution would result in inaccurate approximations for these edge cases.
As a consequence of that, another approach had to be found: re�ection.

Reflection The second approach also used truncation at the domain boundaries, but here, the distri-
bution was re�ected at the boundaries �rst. In other words, we added mirror images of the distribution
at the lower and upper boundaries, and afterwards truncated it at the boundaries and normalized the
remaining area to 100% again to get a probability metric. The re�ection increases the probability den-
sity of the boundaries, which better re�ects the probabilities of edge-cases and black-swan events that
otherwise would have just been cut o�. An illustration of this is shown in Figure 4.21a. The re�ection
approach worked out better, especially in the regions around the boundaries. Figure 4.21b shows an
example where the likelihood at the boundaries more than doubled due to the re�ection. Of course,
this additional probability must come from somewhere, as can be seen in Figure 4.21b: The likelihoods
around the maximum of the curve were slightly decreased.
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(a) Re�ection and summation at lower and upper bounds
(unnormalized).
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(b) Comparison of truncated and re�ected results (normal-
ized).

Figure 4.21: Limiting the support range of an in�nite probability distribution at lower and upper boundaries.

We only re�ect the distributions once at the boundaries, although theoretically, the re�ected part of
the distributions could hit the other boundary again. This double-re�ection is not an issue in our case
since we truncate the distributions at the 6sigma-distance from the mean, where the probability is
already very low. This means that the probability space reaching the other boundary again would
already be 6σ + 12σ = 18σ away from the mean, which is neglectable. Furthermore, the impact
and frequency attributes have a natural lower bound at 0. This boundary is independent of the 6σ-
distance, therefore higher double-re�ection e�ects could occur. However, we can safely assume that
experts will not estimate negative values for impacts and frequencies. Therefore, the probability space
on the support domain below 0 only emerges due to our used kernel-density-estimation method. This
reasoning also holds for the vulnerability, which has two relatively narrow bounds between 0% and
100%, but again: Experts will refrain from estimating outside these bounds, and the kernel-density-
estimation will only produce tiny spaces outside which are re�ected, but are not large enough to hit
the other boundary. Therefore, it is enough to re�ect the distribution once.

4.5 Expert Judgment and Consolidation

We have described the structure and attributes of risk graphs, explained how the attributes are being
propagated over the graph, and which mathematic concepts are involved in accomplishing this. Here,
we cover the last part of the method design, which is about estimating the risk attributes.
In the following sections, we describe the method for expert elicitation and a combination of expert
judgments to get reliable and defendable data of unknown or uncertain values. This is used for deter-
mining the risk attributes frequency, vulnerability, and impact in a risk graph. The method is based
on structured expert judgment (Cookes’ classical model [14]) and the IDEA Protocol by Hemming et
al. [58], which we specialized for the assessing risks of cyber-security threats.
The idea of the wisdom of the crowd is to ask many experts to get a representative and signi�cant sample
size, which increases the con�dence and minimizes the sampling error. However, we seldom can ask
more than three to �ve experts for an assessment in the industry. These experts have to judge many
values (depending on the risk graph’s size), which would take a long time and therefore be very costly.
This requires us to ask only a few experts and still get signi�cant and correct results. Since the sample
size is so small, weighing them equal could result in high uncertainty or imprecise results already if
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there are just a few outliers who are erroneous or uninformative. Therefore, we have to weigh them, but
the problem is how to de�ne the weights: Cooke and Colson showed that weighting by their expertise,
rank, or character traits could even be worse than equal weighting in some cases [159]. Therefore,
either we train the expert to give better judgments or apply weighting factors on the experts to prefer
those who give accurate judgments and degrade those who have performed poorly.

4.5.1 The Elicitation Process

As already mentioned in Section 4.1, we acquire the risk attributes by asking experts for the estimations.
This is done in several rounds: First, the calibration, followed by two rounds of expert judgments. In
between, the experts can discuss the results of the previous round and exchange information, insights,
and experience. While the discussion fosters social e�ects for consent, experts are always asked in-
dividually and anonymously to state their estimations. This removes social pressure and allows the
experts to express their honest individual opinions.
The results are combined using a weighted linear opinion pool, where the weights are determined based
on the judgment performance of the experts during the calibration questions.
The general topology of the risk graph should already be established before the judgment. Otherwise,
the discussion would be too extensive because the experts would have to come up with all the possible
attack paths in addition to the judgment, which is already very tedious. Anyhow, the risk graph could
be re�ned during elicitation if the experts deem it necessary. For each node, the respective value is
judged under the assumption of a speci�c attacker type, e.g., industrial espionage, script-kiddie, or
cyber-terrorist.

4.5.2 Estimation of Uncertain Risk A�ributes

To determine the risks in a system, we have to acquire reliable estimations for the risk attributes fre-
quency, vulnerability and impact. There are di�erent ways to estimate these attributes. One easy but
naive way is to state them using qualitative values, e.g., low, medium, or high. Qualitative values seem
easy to judge, but they are highly subjective, have many �aws, and cannot be used in calculations.
This is elaborated in much greater detail in the included publication [P9]. As a consequence, qualita-
tive estimations should be avoided altogether – instead, quantitative estimations should be preferred.
However, even when quantitative estimations are used, it is not enough to state a single-point estimate
because of the considerable uncertainty in the judgments. Expert judgments are estimations that in-
volve high uncertainty which cannot be neglected. Hence, experts should not only judge a single-point
value but should model a complete probability distribution for their judgment which includes their un-
certainty [11]. For practical reasons, this is done using descriptive statistics by stating, e.g., the mean
and the standard deviation, or by stating the 90% con�dence interval. This is simplifying the judgment
while still allowing us to model it rigorously as a probability distribution.
For example, in the classical model, experts are asked to give prediction intervals by stating estimations
for de�ned quantiles of their judgment, e.g., by stating the 5%, the 50%, and the 95% quantile. Based on
these quantiles, a histogram is modelled using uniform intervals [14]. One problem here is that humans
are imperfect in estimating probabilities or con�dence intervals [74], which could lead to quite some
errors [160]. This is why we expanded the judgment intervals to the minimum and maximum values
because this does not involve probabilities or con�dence intervals. Furthermore, we ask for another
value that experts are already familiar with: the most likely value or the mode in statistical terms.
With these three values – minimum, maximum, mode – a PERT distribution can be parametrized.
Additionally, we include the con�dence value λ of the modi�ed-PERT distribution (see 2.3.4 for the
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exact de�nition). This parameter in�uences the kurtosis of the distribution. High con�dence causes
the probability density to accumulate around the most likely value, making the curve narrower, while
low con�dence causes the distribution to spread out, making the curve broader.

4.5.3 Calibration

Before we can use the expert judgments as input values for assessing our system’s risk, we have to de�ne
the judgments’ quality by doing a calibration. The goal is to get quantitative weights representing the
quality of the experts judging performance. By emphasizing the good experts and downgrading bad
ones, the results will be more accurate.
The calibration is done using a questionnaire with calibration questions, which require similar knowl-
edge and judging skills as the actual values we want to estimate. The only di�erence is that we know
the true answers to these questions and can test how well the judgment �ts. It is important to note that
the experts should NOT know the true answers before the judgment; otherwise, the calibration does
not test their actual judgment skills. For the context of cyber-security, judgment skills for the following
types of estimations are needed:

• Frequency: How often will an event happen, e.g., over the next year?
• Vulnerability (Probability): What is the chance that an attacker can successfully execute an

attack?
• Impact: How much is something worth? What are the direct and indirect costs if an attacker

damages, compromises, or steals assets and data?

For each of the types, at least 5-10 calibration questions should be asked to get reasonable results [14,
13]. Experts can be trained to get better at giving judgments and ratings. This means that an expert
should go through rigorous judgment training where they practice giving judgments that consistently
cover the true value (e.g., in 90% of cases), while the uncertainty range is narrow enough to be still
informative. Douglas Hubbard developed a training program for this and found out that it does not
need long to become better – already, after a few hours of training, the accuracy, and precision can be
increased [124, 13]. However, this applies to a speci�c domain only. Someone good at judging lengths
or weights is not automatically good at judging percentages, or money, although our brain tricks us into
believing that judgment skill can be transferred to all domains [74, 161]. This means that the calibration
training should also be done in the same domain that will be assessed later.

4.5.4 Weighting the Experts’ Performance

After we got all the estimations for the calibration questions, we can assess the experts’ performance
scores, consisting of two factors: calibration score and information score. The calibration score
tells us how well the expert hits the true values, and the information score tells us how valuable the
judgments are. Equation 4.5 describes the calibration score, and equation 4.4 explains the information
score, which are used to calculate these scores. In short, the calibration score compares the probability
distribution for the correctness of an experts’ judgment to a normal distribution: the more often the
expert hits the vicinity of the true value, the better the calibration score. The information score is the
average entropy of the judgments compared with a uniform distribution over the range of judgments
for all other experts in the same question: the smaller the range compared to the other experts, the
higher is the information content.
The total score is then calculated by multiplying the information score and calibration score and nor-
malized in comparison to the other experts. This de�nes the individual weight for an expert compared
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to the other experts. After being normalized, this total score is used to weigh the actual judgments of
each expert. The assumption here is that if an expert did well during the calibration questions, he or
she would also do equally well during the actual judgments.
The calibration can be done independently of the actual elicitation. Only the same experts have to
be included since the weights could change if the expert composition changes. This is due to the
information score, which relies on the maximum range of judgments, and the normalization of the
total score, depending on the other experts’ scores.

True Value

(a) A well-calibrated expert
hits the true value most of
the time.

True Value

(b) A badly calibrated expert
is often too low or too high.

narrow range

(c) An informative expert
gives narrow predictions
with low uncertainty.

wide range

(d) An uninformative expert
gives broad predictions with
high uncertainty.

Figure 4.22: A good expert (Figures (a) and (c)) versus a bad expert (Figures (b) and (d)) regarding the calibration
score and the information score to assess the quality of estimations.

Calculation The actual calculation of the weights is derived from the classical model by Roger
Cooke [14, 70]. However, since we used �ne-grained probability distributions instead of coarse uni-
form quantiles, we had to adapt the equations. The details are described in the included publication
[P7], but an excerpt is replicated here for completeness. Afterwards, the equations for the calculations
are also repeated here.

A log-likelihood χ2-test (also known as G-test) is used to compare this to an expert’s actual re-
alizations. The result is the calibration value and signi�es how well the expert �ts the assumed
reference expert. For our method, however, we had to make some changes, summarized as fol-
lows: Instead of uniform areas, we decided to take the PERT probability distribution for the
three-point estimate because it is the distribution recommended and used in the FAIR method,
and this distribution is already established and trialled for its appropriateness to predict un-
certain time schedules in project management [39]. Albeit our initial choice for PERT, Riskee
is not exclusively limited to it and works with other distributions. We use the distribution to
get the probability with which the true value was predicted. Combining all realizations of the
calibration questions, the resulting histogramH should correlate to a normal distributionN .
This is again tested via the log-likelihood χ2-test to calculate the calibration score, similar to
how it was done in the classical model for expert elicitation by Roger Cooke [14]. Ultimately,
this means calculating the Kullback-Leibler distance and applying it to the χ2-distribution to
get the model �t. [162]
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Information Score The information score is computed based on the entropy of a given estimation
compared to a uniform background distribution over a reasonably large range [Umin ,Umax ] (see Equa-
tion 4.4). It measures the relative information gain of a judgment compared to the uniform distribution
over the same range. The range must span at least the minimum and maximum of all the experts’ ranges
for this question. The classical method even recommends adding a 10% margin around these values.

Information =
1

N

∑

Questions

−∑n
i Pi log

(
Pi
Ui

)

log(Umax − Umin)
(4.4)

where: Information . . .The information score for a single expert.
Pi . . .The probability of bin i on the distribution of the expert.
Ui . . .The probability of bin i on a uniform distribution.
n . . .The total number of bins over the support domain.
Umin . . .The minimum value on the support domain.
Umax . . .The maximum value on the support domain.
N . . .The number of questions in the survey.

Calibration Score The calibration score compares the distribution of actual probability results for an
expert to an assumed ideal distribution which models a good expert. The probability results represent
the probabilities the true values would get in the judgments. An ideal expert would give the true value
the highest probability most of the time. The lower the probability for the true value is estimated,
the lower is the calibration of an expert. The comparison itself is made via a G-test (similar to a χ2-
test), which calculates the log-likelihood of frequencies in the supplied bins using the Kullback-Leibler
distance. This is part of the general family of divergence tests called power-divergences for the goodness
of �t tests.

Calibration = 1−χ2
(

2 ·
n∑

i

Hi log

(
Hi

Ni

))
(4.5)

where: Calibration . . .The calibration score for a single expert.
Hi . . .The probability space of the judgment results for bin i.
Ni . . .The probability space of the assumed normal distribution for bin i.
n . . .The total number of bins over the support domain.

Combined Score Calibration and information scores are then multiplied to get the �nal combined
score (Equation 4.6). This combination allows comparing and ranking the experts. Experts with higher
calibration and information scores get a higher combined score, and experts with bad judgment per-
formance get a lower score, which is what we wanted. This combined score is normalized afterwards
to get the weight wi for the linear opinion pool of the experts (Equation 4.7).

Combined Scorei = Calibrationi · Informationi (4.6)

where: Calibration i . . .The calibration score for expert i.
Information i . . .The information score for expert i.
Combined Score i . . .The combined score for expert i.
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wi =
Combined Scorei∑n
j Combined Scorej

(4.7)

where: wi . . .The normalized weight for expert i.
Combined Score i . . .The combined score for expert i.

Performance-based Weighted Decision Maker (PWDM) The expert weight wi is then used to
emphasize or reduce the in�uence of the respective judgment fi given by an expert. Since the weights
are already normalized, this re�ects a weighted linear opinion pool (weighted arithmetic average). The
resulting distribution represents the combined expert judgment used for decision-making (hence the
name).

PWDM (x) =

n∑

i

wifi(x) (4.8)

where: PWDM (x ) . . .The combined probability distribution function for the judgment.
x . . .Values taken from the support domain of the judgments.
wi . . .The weight for expert i.
fi . . .The probability distribution function for the judgment of expert i.
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CHAPTER5
Implementation of the Riskee

Framework
Le bon Dieu est dans le détail.

Gustave Flaubert, 1821-1880

Summary: This chapter describes the implementation of Riskee as a risk propagation framework realized
in Python. It �rst discusses the requirements for the implementation, then the framework architecture and
design, and then shows some excerpts from the actual implementation, including examples of the source
code. The implementation combines many of the methods and techniques discussed in the previous chapters
to demonstrate the feasibility of Riskee.

� � �

Here the Riskee framework is elaborated. This framework was developed according to the Riskee
method to serve as a software prototype that implements the needed mathematical routines to calcu-
late and propagate uncertain values for risk assessment. This prototype was used to demonstrate the
feasibility and to serve as a platform for evaluations and experiments in our research. This chapter
discusses the general requirements and shows some architectural considerations like the data �ow, the
processing steps, and bene�cial design patterns.

5.1 Requirements

The reason for implementing Riskee was to produce a scienti�c prototype that serves as a platform for
experiments and demonstrations. For that, the requirements were as follows:

• Requirement 1: Serve as an explorative and scienti�c prototype. The most important reason we
implemented Riskee was to use it as a scienti�c prototype and demonstration platform. Hence,
the quality does not have to be industrial grade but good enough to reliably perform experiments
and repeatedly calculate use cases. The typical use cases of Riskee are �rst to serve as a platform
for frequent and fast trial runs and exploration. Secondly, to produce high-quality results and
visualizations for scienti�c publications that are correct and repeatable.

• Requirement 2: Distribution Arithmetic. The framework should support mathematic operations
like addition and multiplication based on uncertain values (probability distributions). It should
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support arbitrary kinds of probability distributions to model any estimation and uncertainty. This
includes �nite and in�nite, as well as continuous and discrete distributions.

• Requirement 3: Fast development and exploration. Since Riskee is intended to be an explorative
prototype. It should be possible to �exibly change the used internal design, mechanisms, and
algorithms. A loosely coupled and �exible architecture was needed, which allowed quick changes
and high development speed.

• Requirement 4: Good library integration. Since there are many sophisticated and robust statistics
libraries, it should be possible to reuse them and integrate them into Riskee – especially math-
ematical libraries to compute probability distributions for sampling, kernel-density-estimation,
numerical optimization, and graph exploration are needed.

• Requirement 5: Performance and Memory usage. Riskee is intended to run on current o�-the-
shelf desktop PCs, without real-time requirements, and without immediate responses. Typically,
Riskee is not used in time-critical situations. Memory usage should be kept under 8 GB of main
memory to run on standard desktop PCs. The response times should be lower than a minute for
a risk graph with approx. 50 nodes. For small graphs with less than ten nodes, the application
should respond immediately (less than a second response time).

• Requirement 6: Appropriate and pleasing visualization and reporting. The results of Riskee should
be reported in a common data format for further processing and should be visualized in the form
of risk graphs and distributions to be used in publications and reports.

5.2 Framework Architecture and Design

In this section, the Riskee framework is described. First, the data �ow is depicted to show which
information is needed, where the data comes from and how it is processed, and then the structure and
design of the framework itself is explained.

5.2.1 Dataflow: Input and Output

The data �ow in Riskee can be described using two distinct phases: The combination of expert judg-
ments and the application of the Riskee propagation algorithm. These two steps are performed in direct
succession in the framework, but this could also be split up.

Phase 1: Combination of Expert Judgments

In this phase, the estimations coming from the experts are aggregated into a single combined probability
distribution for each attribute. This is done using individual weights for the experts determined by a
prior calibration survey. More details about how this calibration works are described in Section 4.5.
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Input:
True Values

Structured Expert Judgment
and Performance-Based
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Output: 
Combined Estimations

𝑤𝑖

Figure 5.1: Data�ow for the expert judgment.

Input The experts need some information about the system. They use this information to make in-
formed judgments about speci�c risk attributes. The minimal information needed are the components,
the communication paths, valuable assets, and possible threats. This could already be provided as a pre-
liminary risk graph, which could be expanded during the elicitation. The experts judge the attributes
of frequency, vulnerability, and impact for the nodes in the graph. These attributes are modelled as
probability distributions also to consider the respective uncertainty of the judgment.

Output After the judgments of the risk attributes are made, these values are combined with a weighted
linear opinion pool, where the weights are determined using the performance metrics of information
and calibration score. See Section 4.5.4 for more information. The results are the combined probability
distributions for each of the attributes and nodes in the risk graph. This can then be used for the next
step: the Riskee propagation algorithm.

Calculation In this phase, the actual calculation steps are sampling, weighting the respective quan-
tiles, and �nally, aggregating the results and approximating a distribution using kernel density estima-
tion.

• Step 1: Sampling. The distribution of every judgment is sampled using strati�ed sampling of a
speci�c number of samples.

• Step 2: Weighting. The respective probabilities of each sample are multiplied with the respective
expert-weight.

• Step 3: Aggregation. All weighted samples are combined and summed up into one huge list of
samples.

• Step 4: Kernel-Density-Estimation. A kernel density estimation is made with Gaussian kernels
and Fast-Fourier-Transformation to speed things up. The resulting distribution is re�ected and
truncated to the domain boundaries:

– Frequency is limited between zero and the 6σ distance from the mean: [0, µ+ 6σ]
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– Vulnerabilities are probabilities and therefore bounded between 0% and 100%: [0, 1]
– Impact is limited between zero and the 6σ distance from the mean: [0, µ+ 6σ]

The resulting probability distributions for the attributes are then used for the risk calculations on the
risk graph.

Phase 2: Riskee propagation algorithm

After the risk attributes are determined, the Riskee propagation algorithm can be applied (see Algo-
rithm 1). The results of this algorithm are risk distributions: A risk distribution for the whole system
and individual distributions for all nodes and path segments in the risk graph. These can be visualized
using loss-exceedance curves or can be used for further processing.

RISKEE PROPAGATION ALGORITHM

1. Forward Propagation

2. Risk Calculation

3. Backward Propagatoin

Risk Graph G(V,E)

Frequencies 𝑓𝑖

Output: Risk Distributions

Vulnerabilites 𝑣𝑖

Impact 𝑖𝑖

System
Components
Paths                                          

        

  

   

   

   

   

    

 
 
 
 
 
 
  
  
 
 
 
 
 
 
  
 

               

               

         
       

   
       

    
      

𝑅𝑖𝑠𝑘

Input: Risk Graph & Estimations

Figure 5.2: Data�ow for the Riskee propagation algorithm.

Input As input, Riskee needs the risk graph including the required attributes for each of the nodes:
For entry nodes, the frequency attribute is required; for intermediate nodes, the vulnerability is re-
quired, and for impact nodes, the impact estimation is required. These values should be de�ned as
probability distributions, but Riskee also accepts single-point estimates. The graph is a directed acyclic
graph (DAG) that can either be de�ned as a node-list or an adjacency-matrix. In summary, the needed
input data and attributes are:

• Risk graph (directed, acyclic):
– Nodes (Vertices)
– Paths (Edges)

• Risk Attributes:
– Attack frequency, speci�ed as a probability distribution for each entry node.
– Vulnerability, speci�ed as a probability distribution for each intermediate node.
– Impact, speci�ed as a probability distribution for each impact node.
– (Optional) Weights for branching paths.

The type of the nodes is determined automatically: All sources in the graph are entry nodes, all sinks
are impact nodes, and everything in between is an intermediate node. By default, branching paths are
weighted equally, but this can be adjusted by stating explicit weights.
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Output After Riskee calculated and propagated all the risk values, it returns the given risk graph
with the same structure but enriched with probability distributions for the risk contribution of each
node and edge. The total system risk is also calculated and returned separately. From the total risk
distribution, descriptive statistics can be calculated like, e.g., the expected risk and standard deviation,
or the 90% con�dence interval. The distribution can also be visualized in the form of loss exceedance
curves which can be compared to the risk appetite curve or any other threshold to decide if the risk is
acceptable.

5.2.2 Communicating the Results

Communicating uncertain values and risk requires some considerations that were examined and pub-
lished in the form of design patterns in one of our publications [P6]. Usually, uncertain values are
communicated using the mean and the standard deviation, but this simpli�cation could be highly prob-
lematic. Firstly, it implies that the distribution follows the normal distribution, being unimodal and
symmetric around the mean. However, especially expert judgments are often asymmetric and multi-
modal, disqualifying the normal distribution because it may give a wrong picture [163, 164].
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Figure 5.3: A risk distribution, showing the
probability density over the domain of pos-
sible loss values.

                                          

        

  

   

   

   

   

    

 
 
 
 
 
 
  
  
 
 
 
 
 
 
  
 

               

               

         
       

   
       

    
      

Figure 5.4: The two �gures show the same
risk distribution, once as a probability den-
sity curve, and once as the loss-exceedance
curve (survival function).

A more informative view can be given by stating an n-point
quantile estimation of the distribution, e.g., by expressing a
three-point estimate like the 5%, 50%, and 95% quantile, or
as a �ve-point estimate by additionally stating the 25% and
75% quantiles. Even better would be a histogram or a com-
plete visual depiction of the probability distribution show-
ing, e.g., the probability density function (PDF), the cumu-
lative distribution function (CDF), or the survival function
(SF). However, a PDF is not very intuitive because the ac-
tual probability density is encoded in the area of the curve
(which is hard to interpret). Therefore, in Riskee, we de-
cided to use the loss exceedance curve (LEC) [126], as a more
intuitive visualization of risk by using the distribution’s sur-
vival function. It shows the probability that a speci�c value
will be exceeded over the whole range of possible values.
The start is always at € 0 on the impact dimension and 100%
on the probability dimension, and as the curve progresses
on the impact dimension it continuously goes downwards
until it reaches 0% on the probability dimension.
Since risk distributions are often long-tailed distributions,
the endpoint could have a very high value or even be in�-
nite. To cope with this, we elaborated on visualizations us-
ing logarithmic scales, which can be very misleading. While
logarithmic scales cope well with huge di�erences in mag-
nitudes, they are very misleading because of the high lie-
factor. The lie factor is the ratio of the numeric di�erence
and visual distance of values in a graph. According to Tufte [165], a good lie-factor should be between
0.95 and 1.05. Since a visualization on a 2D surface in Euclidean space is always linear, a logarithmi-
cally scaled depiction cannot achieve this. Therefore, in situations where the upper limit of the risk
distribution is huge, the solution is to clip the visualization at some point from which the probability
becomes neglectable.
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Figure 5.5: Linear scaling of expert judg-
ments.
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Figure 5.6: Logarithmic scaling of expert
judgments.

Visualizing Expert Judgments Aside from the visual-
ization of the results, often also visualizing the input data
is needed. This enables analysing and comprehending the
combined estimations better and gives a general image
of the experts’ estimations. In Riskee, we used so-called
“guppy-plots” which is a term coined in paper [P7]1. Guppy
plots are a specialization of violin plots to visualize the range
and distribution of multiple expert judgments. Figures 5.5
and 5.6 show examples for this. Both �gures depict the same
judgments, but Figure 5.5 does it on a linear scale and Fig-
ure 5.6 on a logarithmic scale. A linear scale is easier to
comprehend since values can intuitively be interpolated by
looking at it graphically. However, if the scale is huge, small
di�erences are di�cult to distinguish. Logarithmic scaling
discriminates small as well as large di�erences visually but
is much harder to comprehend and interpolate. This is due
to the high lie-factor inherent in logarithmic scales (see Tufte et al. [165]). Here, the solution would be
to use two visualizations: one showing the big picture and another showing only the areas of interest
by clipping the oversized areas.

5.3 Implementation

Here we describe the speci�cs of the implemented prototype. This is focused on the implementation
in Python.

5.3.1 Programming Language and Libraries

The implementation goal was to develop a tool that enables us to elaborate and demonstrate the feasibil-
ity of this thesis’s theories. See the requirements in Section 5.1 for more information about the guiding
principles and forces. We used Python as the programming language because it allows fast prototyping
and includes many valuable libraries for scienti�c mathematics, e.g., statistics, working with probabil-
ity distributions, or numerical optimization algorithms. Since we did not have commercialization of
the tool in mind, we developed it as an academic prototype to show the algorithms’ feasibility and see
the concrete problems discovered during actual implementation.
We used these languages and libraries for developing Riskee:

• Python 3.7: We used the programming language Python because it allows fast prototyping and
supports many scienti�c libraries. Initially, we used Python 2 because some of the libraries were
not ported to Python 3 at the time, but in 2018 we switched to Python 3, although this meant a
complete rewrite in some parts, since newer versions of the libraries changed their API (networkX
and graphviz).

• numpy: A library for handling numeric math in Python. It is especially useful for working with
numbers and matrices because it has highly optimized computation routines for that. It includes
many useful functions that simplify working with numbers and mathematical operations.

1Actually, the term “guppy-plot” was coined by my wife, Melanie Krisper, who called them “guppies” when she saw the
visualizations the �rst time because they look like guppy-�sh in a �shtank.
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• scipy: Another library building upon numpy and extending it by many convenience functions
and algorithms, e.g., for statistics. We used it heavily for statistical calculations and the imple-
mentation of the probability distributions.

• statsmodel: This library implements a fast kernel-density-estimation algorithm using Fast-Fourier-
Transformation, which we used for smoothing the results of our calculations in Riskee. The KDE
in numpy also worked but was too slow for our purpose.

• networkX: Implements graphical models and many algorithms on graphs. It was used for rep-
resenting the risk graph and �nding and navigating all paths on the graph.

• graphviz: A library for visualizing the graphs using the dot-language. This was used for the
visualization of the risk graphs in Riskee.

• matplotlib: A library for visualizing data in diagrams like line charts or scatter plots. This was
used for visualizing the probability distributions in Riskee and this thesis.

We developed everything using Jupyter Notebook and Google Colab2, which allowed us to work on
the project regardless of the installed IDE and Python environment. With Python as the language and
Jupyter Notebook with Google Colaboratory as the platform, fast development cycles and access from
everywhere were the bene�ts.

5.3.2 Implementation of Probability Distributions

Probability distributions can be modelled either analytically using a speci�c probability density function
(or a combination thereof) or numerically by storing discrete frequencies for bins with either �xed or
dynamic widths like, e.g., Histograms, Dempster-Shafer-structures, or discrete probability distributions.
While the analytic representation is the most precise, it cannot be used in arbitrary calculations since
the combination of arbitrary probability distributions is not easily solvable analytically, especially if
they have di�erent support ranges. This is why we used the fallback to numerical representations
whenever we had to do distribution arithmetic. This means that we sampled equidistant probability
areas and calculated all combinations. Based on these results, we did a kernel-density estimation to
model the resulting distribution. The bene�t here is that we can use arbitrary probability distributions
as input for each processing step and get a continuous distribution as output. We used two di�erent
modes of precision regarding the sampling: For exploration and trial runs, we used 100 bins distributed
uniformly over the probability space. Every bin represents a 1% probability range, which induces a
digitization error of 0.5% at maximum due to the binning. For calculating the �nal results, we used
5000 bins, resulting in every bin representing 0.02% probability space with a digitization error of 0.01%
at maximum. The problem here was that using 5000 bins enormously slowed down the calculation,
which was unacceptable during trial runs. Using 100 bins still gave an approximate result without
impacting the performance. After approving that the approximate results were reasonable, we reran
the calculations with higher precision to get more exact results in the end.

5.3.3 Class Design and Design Pa�erns

We heavily used existing libraries and classes already de�ned in numpy and scipy and StatsModel
and FastKDE. So, the biggest problem regarding the system architecture was to make these libraries
compatible with each other. For that, we used the design pattern Adapter [166]. We wrote an interface
that incorporates the minimum set of features we needed for the calculations and implemented several
adapters which transform the distribution classes of, e.g., scipy, or StatsModel to our minimal interface.

2Google Colaboratory: https://colab.research.google.com/
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Figure 5.7 shows the base class ProbabilityDistribution which de�nes the minimal set of functions
needed for Riskee to work with.

Figure 5.7: The class ProbabilityDistribution with its minimal set of functions for Riskee.

ProbabilityDistribution contains three types of methods:

• Firstly, a constructor which accepts many other types of probability distributions that should
be adapted.

• Secondly, a bunch of methods for accessing the probability distribution, e.g., the probability
density function (PDF), the cumulative distribution function (CDF), or the percent point function
(PPF).

• Thirdly, it supports arithmetic operators for addition, subtraction, multiplication, and division,
which can be used in Riskee for arbitrary operations.

One speciality of the ProbabilityDistribution is that it transforms di�erent distributions into
a continuous form to make them compatible. In our implementation, we even considered combi-
nations of distributions with single-point estimates. For example scipy.stats.rv_discrete, and
scipy.stats.rv_hist will automatically be converted into a continuous probability distribution us-
ing a kernel-density-estimation with the help of KDEUnivariate. By doing this transformation step,
all distributions will be made compatible with each other, regardless of whether they are discrete or
continuous. Furthermore, it limits unbounded distributions to a speci�c support range: If the support
for the underlying probability distribution is in�nite, it will be trimmed to the 6σ distance from the
mean. By doing this, it is much easier to work with the distribution. The 6σ-distance was chosen be-
cause this covers almost the whole signi�cant probability space of 99.9999998%. Only 2 · 10−6% of the
probability space is cut o�, which is neglectable according to the industry standard 6σ [90].
To summarize, the class ProbabilityDistribution supports many kinds of probability distributions
to work with: �nite and in�nite, continuous and discrete, unimodal and multimodal, single and mixed.
This feature makes it very versatile and comfortable to use in any framework. This is also described as
a pattern in publication [P3] by the author (see publication [167]). The arithmetic operations also work
with single values instead of distributions. The kernel density estimation is much faster in such cases
since there are not so many values to consider. Another idea was to model single values with a uniform
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distribution that is very narrow (a few thousand �oating-point epsilons wide). The narrower, the more
it would correspond to a single point value with the probability of 1. Due to �oating-point limitations
of the programming language, a too narrow distribution resulted in �oating-point errors, while a too-
wide distribution introduces unwanted uncertainty. But even a few thousand machine epsilons would
still be much smaller than the 6σ range, which is the truncation boundary for unbounded distributions
(a machine epsilon on modern computers is around 1.1 · 10−16, compared to the 6σ cut-o� of 2 · 10−8).
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CHAPTER6
Evaluation

One accurate measurement is
worth a thousand expert
opinions.

Rear Admiral Grace Murray
Hopper.

Summary: In this chapter, we evaluate Riskee. We do this in three ways: First, we compare the results
from Riskee to the established classical model using 45 public studies from the DELFT expert judgment
database. Second, we show the results of our own study in the form of a use case to judge cyber-security
risks using Riskee. Third, we discuss the application of Riskee to a design space exploration scenario to
determine secure design solutions.

� � �

The evaluation of Riskee in this thesis consists of three parts which show di�erent aspects of the
method and the framework: First, we compare it to the classical model by Cooke et al. [14, 147, 11]
using 45 publicly available studies based on structured expert judgment. The comparison shows that
the results of Riskee are consistent with the established and proven classical model, which indicates
the correctness of the used model and mathematical routines.
The second part of this evaluation shows the feasibility of the process for expert elicitation in our own
use case of structured expert judgments we did in a conference workshop in 2019 [162, 168]. Here, 17
experts were surveyed to judge the risks of a cyber-security scenario. The use case showed that the
Riskee method of calibration and expert judgment is feasible and applicable in a real-life scenario.
The third part discusses the application of Riskee for design space exploration. This shows the appli-
cability to a real-world scenario and compares the results to Bayesian attack graphs (BAGs). Here, the
�ndings are that Riskee returns better results than the commonly used BAGs but has the drawback of
slower execution times and a higher demand for data.

6.1 Evaluation Part 1: Comparison to the Classical Model

In this part of the evaluation, we show the correctness of our method by comparing and correlating
the results to the established classical model by Cooke et al. [14, 58, 148]. Over the last 30 years, the
classical model (also called Cooke’s method for structured expert judgment) has proven to be a reliable
method for combining expert judgments based on uncertain estimates. To demonstrate the correctness
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of Riskee, we compare it to the classical model by correlating the resulting scores to each other. But
�rst, we compare the applied methods and discuss the di�erences in the calculation methods.

6.1.1 Estimations and Distributions: Three-Point Estimates, Uniform, PERT

Both methods (the classical model and Riskee) allow estimations of uncertainty ranges. The classical
model uses uniformly distributed bins based on the quantiles for a 90% con�dence interval. Mainly
a three-point estimate is used, but sometimes also a �ve-point estimate. For example, a three-point
estimate consists of estimations for the 5% quantile, the 50% quantile, and the 95% quantile. Based
on this de�nition, the following four bins can be determined to create a histogram: [<5%], [5%-50%],
[50%-95%], and [>95%]. The bins represent the respective probability spaces of 5%, 45%, 45%, and 5%.
Figure 6.1a shows an illustration of the quantiles and the bins. It shows that this histogram is very
coarse, and the individual bins are rectangular-shaped because the used inner distribution is uniform.
Riskee uses a three-point estimate, with the additional possibility of de�ning the con�dence into the
most likely value. For representation, it does not use a histogram with coarse uniformly distributed
bins, but a modi�ed PERT-Beta-distribution, as can be seen in Figure 6.1b. While the classical model
uses a 90% con�dence interval, Riskee uses the full possibility range (100%). This is because, in Riskee,
the con�dence is parametrized di�erently than in the classical model. While in the classical model,
the con�dence is implicitly determined by the 90%-con�dence interval, Riskee uses the con�dence
parameter λ. Therefore, experts can estimate the full possibility range and adjust the con�dence for
their speci�ed most-likely value by changing the λ-parameter. The lower this con�dence parameter
is, the broader the probability density gets, and vice versa. In the extreme case of no con�dence at all
(λ = 0), the PERT distribution takes on the form of a uniform distribution over the whole range. In
contrast, for very high values of λ (e.g., over 100), the distribution approaches a single-point estimate
around the most likely value. For more information, see Section 2.3.4 in the Background chapter.
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Figure 6.1: Models for estimations in the classical model and in RISKEE.

A �nal remark has to be made on the types of estimations in both methods: The previous sections only
mentioned the default estimation types for both methods. In reality, both also allow more sophisticated
de�nitions of the estimations. For example, while the classical model by default uses the 90% con�dence
interval with a three-point estimate, it also supports, e.g., a �ve-point estimate, stating the 5%, 25%,
50%, 75%, and 95% quantiles. Even a ten-point estimate based on arbitrarily distributed bins would be
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possible (albeit not very intuitive). Riskee also allows using di�erent kinds of estimations, as long as
they somehow can be represented as a probability distribution.

6.1.2 Structured Expert Judgment Studies Database

As the basis for our comparison, we used 45 studies done with structured expert judgment, which
were made available online by Roger Cooke1. These studies were also the basis for a cross-validation
meta-study by Colson and Cooke [159], and are analysed and described in more detail in the online
supplementary material of this meta-study [169].
They all used structured expert judgment as a method, asking experts for estimations of the probability
quantiles or con�dence intervals and weighting the experts based on their performance measured by
calibration questions. In this thesis, only the calibration questions are of interest since they included
the correct answers, allowing analysis and comparison of the classical model and Riskee.
The studies we analyse in this evaluation are done by many researchers in di�erent domains over the
years 2006 to 2020 for topics, like, e.g., environmental research, health issues, air quality, disease control,
volcanic and environmental hazards. They were done for several contracting parties, e.g., Universities
of Wisconsin, Cambridge, Ottawa, Bristol, Maryland, and Medical Center Utrecht, several governmen-
tal organizations from the UK, Japan, Italy, and other institutes in the health and environmental sector.
The majority of studies were performed by Willy Aspinall, TU Delft, and the UK Center for Disease
Dynamics, Economics & Policy and others like, e.g., the University of Notre Dame, University of Mary-
land, University Medical Center Utrecht, Vicki Bier, Matthew Gerstenberger, and Benjamin Goodheart.
More information is available in [159] and in the respective supplementary online material where the
studies are described, analysed, and referenced in greater detail [169].
One signi�cant di�erence between the methods is that the classical model de�nes a threshold for the
calibration score to �lter out badly calibrated experts. In Riskee, they are still included but would not
in�uence the �nal results since they would receive a low weight due to the diminishing calibration
score. Another di�erence is how the estimations are represented: In the classical model, the proba-
bility for values inside the same bin is uniformly distributed. The resulting distribution has jumps in
probability between the bins, which are rectangular-shaped. When the expert judgments are combined,
these jumps become more �ne-grained but are still noticeable as discontinuous rectangular jumps in the
combined probability distribution. In Riskee, an estimation is represented by the smooth and continu-
ous PERT distribution. When these are combined, the resulting curve is smooth and does not contain
discontinuous jumps in probability, although it could contain sharp corners if one distribution begins
in the middle of another, which is often the case. However, these corners do not result in discontinuous
jumps like in the classical model.

6.1.3 Comparison of Information and Calibration Scores

Both mentioned methods use information score and calibration score as performance metrics but cal-
culate them slightly di�erently due to the di�erent models underneath. The information score is a
metric for the informativeness of estimations. It measures the width of a stated range (determined by
the uncertainty) and compares it to the distribution with the lowest possible information content: the
uniform distribution. Narrow estimation ranges provide more information and have lower uncertainty
than broader estimation ranges. The second metric, the so-called calibration score, is a benchmark that
measures how well the experts’ estimations conform to an assumed ideal expert. To determine this,
an ideal distribution for the estimation errors is assumed and compared to the actual realizations of an

1http://rogermcooke.net/rogermcooke_files/45%20studies%20Cross%20Validation.zip
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expert by using statistical tests. An ideal expert should have normally distributed accuracy, meaning
that most estimations should model the true value quite well, but sometimes the estimations are too
high or too low, which is ok as long as these situations do not occur too often.
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Figure 6.2: Comparison of the information
score shows a strong positive correlation
(r2=0.67) between the methods.

Information Score Both methods calculate the informa-
tion score, in the same way, using a χ2-statistical test which
uses the Kullback-Leibler divergence to compare the en-
tropy of the estimated distribution to the entropy of a uni-
form distribution with the same support range. Since the
uniform distribution has the highest possible entropy, oth-
ers with the same range can be compared to it, and the re-
sulting relative entropy can be used as a factor for calculat-
ing the weights for the experts. The exact formula is stated
in Section 4.5.4.
Comparing the information score for Riskee and the classi-
cal model shows that the information score is strongly cor-
related between them, having a Pearson correlation coef-
�cient of r2 = 0.67. Values above 0.6 can be interpreted
as very strong correlations [170, 171, 172, 173]. Although
the distributions underneath are di�erent for both methods,
they both assume the uniform distribution as the least infor-
mative distribution. The strong correlation shows that both
methods are consistent with each other in this regard. Figure 6.2 shows the information score for all
521 experts from the included studies. It can be seen that, especially in the regions of high information,
the two methods sometimes di�er by small amounts, but in the regions, with lower information score,
they coincide quite well.
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Figure 6.3: Comparison of the calibration
score shows a moderate positive correlation
between the methods (r2=0.32).

Calibration Score When it comes to the calibration
score, the calculation di�ers between the methods. How-
ever, the basic idea is the same: To compare the distribution
of the realized true values to an assumed ideal distribution
for a perfectly calibrated expert. For the classical model, this
means that frequencies of the true values should be simi-
lar to the probabilities de�ned by the bins of the estimation
(e.g., for a three-point estimate, the true values should fall
into bins 1, 2, 3, 4 with probabilities 5%, 45%, 45%, and 5%
respectively). Here, again a χ2 test is done to determine the
statistical similarity of the distributions. In Riskee, how-
ever, the model does not de�ne such discrete bins. There-
fore, the comparison of distributions has to be done di�er-
ently: Here, the distribution of percentiles for the realized
value in each of the estimates is determined. The distribu-
tion of these percentiles is compared to a reference distri-
bution of an assumed ideal expert. Here we assume that he
or she has a “normally distributed error behaviour”. In other
words: The errors of a well-calibrated expert are assumed to be normally distributed. On the contrary,
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if the distribution of percentiles for the true values is consistently too high, too low, or both, we spotted
a badly calibrated expert. The exact calculation of the calibration score was described in Section 4.5.4.
Again, the actual results di�er due to the coarse de�nition of bins in the classical model compared to the
�ne-grained sampling in Riskee. Additionally, the de�nition of the ideal reference distribution has also
quite an impact on the results. A too narrow reference distribution only considers the well-calibrated
experts, resulting in a situation where no expert would remain. To refrain from such arbitrary deci-
sions and to get similar results like the classical model, we optimized the parameters of the reference
distribution in Riskee to resemble the best �t to the distribution in the classical model. Despite this
adjustment, the correlation of the resulting information scores between the two methods was not as
good as for the calibration score but still resulted in a moderate correlation (r2 = 0.32).

6.1.4 Comparison of the Resulting Expert Weights
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Figure 6.4: The comparison of the resulting weights
for the experts shows a moderate positive correlation
between the methods (r2=0.41). The �gure is using
logarithmic scales, which is why the linear regression
line is curved.

The actual weights for combining the given expert
judgments are calculated similarly in both meth-
ods: The information score and calibration score
are multiplied and then normalized in relation to
all other experts. When the performance of infor-
mation and calibration is bad, the relative weight
should be low compared to the other experts. When
both scores are high, the relative weight compared
to the other experts should also be high. Figure 6.4
shows a comparison of the resulting weights calcu-
lated by the classical model and by Riskee. Every
point corresponds to the weight of a single expert
in the 45 studies from the DELFT expert judgment
database. In total, 521 experts were included in this
comparison. The �gure shows that both scores cor-
relate moderately (with an r2-value of 0.41). The lin-
ear regression line is curved since the �gure uses
logarithmic scales. Here, logarithmic scaling was
chosen because most of the resulting weights are
very small compared to the whole value range. In
this way, we can show the correlation better. On a
linear scale, the small weights would have clustered
near 0. This e�ect can be seen in the visualization
of the calibration score in the previous section. This would have been even more extreme due to the
multiplication of the scores; therefore, we used logarithmic scaling in the visualization.

6.1.5 Summary for Evaluation Part 1

In summary, this part of the evaluation showed that Riskee is consistent with the classical model, an
established and proven method. We showed this consistency by comparing the results for the calculated
information and calibration scores between the two methods based on 45 studies. While the correlation
for the information score is very strong (r2=0.67), the correlation for the calibration score is only mod-
erate (r2=0.32). This may be because the studies assumed a 90% con�dence interval, which we extended
to a 100% interval. In combination, the resulting weights still correlate moderately with r2=0.41. This
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shows that Riskee delivers consistent results to the established classical model.
To use the data provided by the studies, we had to clean up the data �les, which involved some changes
and corrections. For example, several studies used the value of -999.5 to indicate an invalid or missing
number, which we had to remove because it would distort the results. Furthermore, while most studies
used a three-point estimate, some used a �ve-point estimate. We had to dismiss two of the values
because the PERT distribution can only be parametrized using three attributes. One threat to validity
could be that the estimations originally were stated assuming a 90% con�dence interval. However, for
the parametrization of the PERT distributions, we assumed them to be a 100% con�dence interval, as
has been shown in Figure 6.1. This mainly concerns the calibration score and is probably also why the
correlation for the calibration score is lower than for the information score.

6.2 Evaluation Part 2: Use Case: FAST, FURIOUS and INSECURE

1
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3

4

Frequency (# / year):

- -
Probability (%):

- -
Probability (%):

- -
Probability (%):

- -
Probability (%):

- -
Impact (€):

- -

Figure 6.5: The questionnaire for
the expert judgment, depicting the
attack path and �elds for the risk at-
tributes.

The following example describes a use case taken from the in-
cluded publications [P7] and [P8]. This use case consisted of a sur-
vey among experts in a conference workshop to assess the cyber-
security risks of a given scenario. Multiple experts were asked to
judge the risk attributes for a speci�c cyber-security attack on Tesla
cars. These estimations were used as input for Riskee to calculate
the total risk. The attack was taken from a publication by the COSIC
group from KU Leuven [174, 4]. The scenario was derived from
a well-known white-hat attack FAST, FURIOUS AND INSECURE on
Tesla-S cars, exploiting some implementation issues in the passive
keyless entry system (PKES) and imitating the paired key-fob using
a rainbow table2 containing pre-computed intermediate keys. With
this hack, a car can be unlocked and started with minimal e�ort. Just
physical vicinity to the car and the driver for a few seconds, but not
necessarily at the same time. It consisted of four phases, which were
represented as four nodes in our risk tree:

• Phase 1: Adversary acquires the car identi�er wirelessly
• Phase 2: Adversary performs two constructed challenge-

response requests with the key fob.
• Phase 3: The adversary recovers the key with the help of a

pre-computed rainbow table containing intermediate keys.
• Phase 4: With the recovered key, the adversary unlocks the

car, starts it, and drives away.

The experts had to assess the cyber-security risk for the following scenario: A car rental company in
Leuven (the city where the mentioned attack was developed) has 100 Tesla-S cars and should be as-
sessed for the risk of these cars being stolen. The experts had to judge the risk attributes frequency,
vulnerabilities, and impact. First, we did an initial calibration to assess the performance for each of the
attributes. Then we did two rounds of expert elicitation, discussing and presenting intermediate results
in between. After the �rst round, the experts were allowed to discuss their opinions and estimations.
The result of this exchange was that nearly all experts increased their estimations slightly, which re-
sulted in twice the risk evaluation in the end. These slight changes ampli�ed due to multiplication over

2A rainbow table is a pre-computed lookup-table which is used for reverse hash lookups.
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multiple steps and resulted in this tremendous increase in risk. We discuss this in more detail in the
included publication [P7] and [P8].

Calibration Results The calibration results showed that the experts, unfortunately, had rather bad
judgment performance. Figure 6.6 shows the calibration results. For comparison, we added the refer-
ence curve for a well-calibrated expert, which shows that none of the participants came close to this.
A well-calibrated expert would have given estimations that almost always estimate the true value near
the centre of the estimation. This calibration result is consistent with Colson et al. [159] who showed
that more than half of the experts would not pass a statistical signi�cance test due to having a p-value of
lower than 0.05. Colson also found out that in 20% of the analysed studies, not a single well-calibrated
expert was present – similar to the situation in our survey. We would have never expected these results,
and this alone already shows the signi�cance of the calibration. Without the calibration, we would not
know how to weigh and combine the expert so that the results will be as good as they can be. At least
we can compare the experts relatively to each other: In this survey, we see that some experts were at
least a little better than the rest. We also see that one expert (V) was signi�cantly worse than the others.
Figure 6.6 shows the distributions of the calibration scores and Table 6.1 shows the �nal weights.
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Figure 6.6: The calibration results shown as distributions for the percentile of the true values. The x-axis repre-
sents the percentile of a probability distribution, going from 0 to 1. The y-axis shows the respective density. The
black-dotted line represents the reference curve for a well-calibrated expert.

K G D M W A E O C S B X H Y L N V
0.10 0.09 0.08 0.08 0.08 0.06 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.04 0.04 0.02

Table 6.1: The weights for the participants in decreasing order. These weights were calculated based on the
performance on the calibration questions.

Survey Results After combining the estimations using the calibration weights (shown in Table 6.1)
and calculating the risk for the stated attack path in Riskee, the results show a tremendous increase
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in risk between the �rst and the second expert judgment round. In the �rst round, the 90% con�dence
range for the risk was [9 980–1 560 000] €, while in the second round, it was [24 100–3 090 000]. More-
over, also the average risk doubled, with 400 000 € in the �rst round and 869 000 € in the second. The
discussions revealed some interesting insights to the experts, which generally increased the risk aware-
ness. Each estimated parameter increased after the group discussion. In the end, the uncertainty was
increased, and the total expected risk more than doubled.
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(a) In round 1, the average risk was approx. € 400 000.
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(b) In round 2, the average risk was around € 869 000.

Figure 6.7: Comparison of Round 1 and Round 2, showing that the resulting risk more than doubled.

This part of the evaluation showed the feasibility of the expert elicitation process. We conducted an ex-
pert judgment workshop using two rounds of expert judgment with an initial calibration phase. From
the calibration, we were able to determine the judgment quality of the experts, which was used for
weighting the subsequent judgment rounds. The discussion in between gave the experts the oppor-
tunity for knowledge exchange, and the visualization using the loss exceedance curve gave intuitive
insight into the results.

6.3 Evaluation Part 3: Providing a Cyber-Security Metric for Design
Space Exploration

The second use case for Riskee was the application and integration of the framework to calculate a
comparable metric for cyber-security in a design space exploration. This was done in collaboration with
Lukas Gressl and was published in the included papers [P10] and [P11]. The goal was to �nd optimal
solutions for a chip design out of a plethora of design variants. Optimal solutions are secure, have the
lowest power consumption, provide high enough performance and are still a�ordable regarding the
costs. For the security metric, Riskee was used and compared to Bayesian attack graphs (BAG). The
relevant �nding for this thesis is that Riskee found better solutions than the BAG method because it also
included the attack frequency and the impact attributes. However, this improved quality came with a
cost because Riskee was far slower in execution. This was mainly caused by the facts that it uses
probability distribution arithmetic, and the python libraries were not optimized for performance. In
addition to that, each method called from C to python introduced a slight overhead, which summed up
over time because millions of di�erent design variants were tested, each requiring a separate function
call. Additionally, the python source code itself was not optimized for performance, although it used
numpy routines underneath, but still needing the python runtime as glue code. This also made it
di�cult to parallelize the application because, for every instance, an own Python interpreter had to be
started, which impacted the memory footprint. Figure 6.8 shows an example result for a risk evaluation
in a design space. Each point represents a design variant: a speci�c combination of components for a
chip design. The x-axis represents the power consumption of the design variants, and the y-axis shows
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the respective performance. The colour of the points indicates the count of ful�lled (or broken) security
goals, which was evaluated using Riskee and Bayesian attack graphs. Only the solutions which ful�lled
all security goals were interesting for realization. The next task was to �nd those with the lowest power
consumption among these secure solutions while still providing high performance for an a�ordable
price tag. The possible solutions were then compared to existing solutions designed and built by a big
company for producing secure microchips, and they matched.

Figure 6.8: Scatter plot of risk evaluations by Riskee for all solutions in a design space.

In this use case, the emphasis was on applying Riskee to a real-life scenario and the integration into
another software to calculate comparable cyber-security metrics for many design variants. Therefore,
we did not do an expert elicitation but de�ned the needed risk attributes ourselves or derived from
other existing assessments like Common Criteria or CVSS. The risk graph was created dynamically
during runtime to represent each design variant. After applying the Riskee propagation algorithm, the
resulting probability distributions for the risk were reduced to the mean to have an orderable single-
point metric used as a discriminator for the security goals. This part of the evaluation shows that Riskee
can be integrated into design space exploration tools.
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CHAPTER7
Conclusion

It is di�cult to make predictions,
especially about the future.

Danish Proverb, attributed
to Niels Bohr

Summary: In this chapter, we describe some open issues and possible paths which can be followed up
in future work. This includes re�nements about temporal considerations like, e.g., modelling the decay of
system resistance and increasing future uncertainty. Furthermore, the speci�cation of dynamic concepts like
evolving attackers is still open. Finally, using Riskee to solve the administrator’s dilemma and automatic
correction of experts’ biases are two huge topics that could be followed up in future dissertations.

� � �

To conclude this thesis, we �rst discuss the future work and then summarize the key points presented in
this work. Regarding future work, here only the very general points are stated. Tasks like performance
optimizations or increasing the robustness and usability are still open, but here we focus more on the
scienti�c ideas for future publications instead of technical issues. In the end, the conclusion summarizes
the key points again and states general remarks about the impact of this dissertation in the greater
context of risk assessment and expert judgment.

7.1 Future Work

Here the future work concerning the method and the implemented framework is described. We discuss
changes of risks over time and also changing and evolving attackers. Furthermore, we had the idea of
a component system, which would make it easier to model bigger systems and improve performance.
Moreover, extending the work to solve the Administrators’ Dilemma of a multi-objective optimization
problem would be a future path. We think that there is still some potential for a sophisticated in�uence
analysis and graph-theoretic approaches to �nd the optimal mitigation methods. Also, an un�nished
task was the conversion between existing security standards and evaluation and the quantitative risk
attributes in Riskee. Finally, we had the idea of extending the expert judgment method by �nding
performance scores for the experts and even computing correction factors to improve the judgments
automatically and adaptively.
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7.1.1 Temporal Considerations: Resistance Decay and Future Risk Predictions

Our current model takes a snapshot of the expert judgments and calculates the total risks out of them.
While the judgments may be valid for the next year, they do not allow projecting into the far future. To
do that, the uncertainties must be adjusted accordingly, and the system resistance must decay over time.
The vulnerability and its subfactors – system resistance and attacker strength – are based on the current
assumptions about the maximum strength of attacks. However, attackers get stronger over time, and
with that, the ratio between the system resistance and attacker strength changes. If a system does not
change, its resistance will decay, and the vulnerability to the attackers’ ever-growing strength will get
higher. Therefore, projecting �ve years into the future should yield a much higher risk and uncertainty
than analysing the current year’s estimations. In mathematical prediction models, such uncertainty is
represented by the prediction or con�dence intervals, but for risk assessment, in cybersecurity, these
techniques are not applied yet.

7.1.2 Modelling an Evolving A�acker

With every attack, the attacker gets more knowledge and capabilities since he learns something about
the system. We want to investigate this dynamic aspect of an attack in future work. Currently, it is
assumed that the attacker does not change its strength and capabilities over the multiple steps of a single
attack. According to the cyber kill chain, [175, 176], an attack could stretch out over multiple days and
even months, which means that the attacker capabilities could change tremendously in between. Until
now, we did not consider such aspects in the model; therefore, some future work could analyse the
impact and dynamics of evolving attackers.

7.1.3 Component Concept and Subsystems

One idea which was not elaborated deeper was to implement a component concept in the risk graph.
This could have several bene�ts: Firstly, nodes in the graph could be grouped in a component that can
be developed and reused independent of the primary model, like in the component concept for fault
trees [177]. Secondly, the component model could also involve attack groups or vulnerability groups,
which have similar properties. Gressl et al. [178] targeted this by matching attacks with vulnerabilities
to see which components are a�ected by speci�c attacks. On the other hand, multiple similar vulner-
abilities could be tackled in one step, e.g., by applying the same con�guration to the machines within
the same vulnerability group. The current model in Riskee does not include such groupings. Such
groups, categories, and sub-clusters could be analysed and elaborated to extend the model’s expression
capabilities in future work. Another aspect to this is that the performance could be improved by, e.g.,
clustering sequential nodes together or using dynamic programming on repeating sub-trees in the risk
tree to reuse already calculated results.

7.1.4 Solving the Administrator’s Dilemma

In the end, the whole process of risk analysis is about making the right decisions on how much risk
is tolerable and which measures should be taken to decrease the risk to a tolerable level. For this, a
multi-objective optimization problem has to be solved: How can we reduce the risk to a tolerable level,
using only limited resources, time, skills, and personnel? Furthermore, often also social and business
objectives further complicate this decision. Generally, this is called the “Administrator’s Dilemma” [179,
63]: “[...] how to select a subset of security hardening measures from a given set so that the total cost of
implementing these measures is not only minimized but also within budget and, at the same time, the cost
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of residual damage is also minimized” [179]. Shortly: How to select the best mitigations with the least
resources? Riskee does not solve this problem but helps by giving a quantitative picture of the risks
and analysing the impact of mitigation measures by calculating the risk reduction in terms of money.
Gressl et al. [180] already try to solve this in their security-enhanced design space exploration, but
completely solving the administrator’s dilemma is still up for future work.

7.1.5 Graph-Theoretic Considerations

The graph structure of risk graphs also allows for graph-theoretic algorithms, like searching for minimal
cuts or applying semantic ordering and calculating centrality or connectedness metrics. Such metrics
and minimal-cut sets could be used to �nd the nodes with the most connections, the most paths to
impact nodes, or having a very strong in�uence on the total systematic risk. Calculating the shortest
paths in the graph could determine the most obvious attacks and further de�ne weights on the edges
to make it more realistic. Maybe also analysing the topological aspects of the risk graph could reveal
some insights. In this thesis, we did not investigate graph-theoretic approaches further, but this would
be a good continuation point for the future.

7.1.6 Conversion between Risk Estimation Models

One major issue of the di�erent risk estimation models is that they are incompatible with each other.
Every standard and model de�nes its categories unique to it and tailored to the respective domain. With
Riskee and its quantitative approach, we get a ratio scale based on some monetary values, which can
be compared. The task for future research would now be to either convert this result into the other
risk categories, or even better, to convert the qualitative judgments of, e.g., CVSS, Common Criteria,
or SAHARA into quantitative values, which can be used in Riskee and result in a risk-based on a ratio
scale with its respective probability distribution. Houmb et al. [181] used speci�c attributes of CVSS
to at least reuse the probabilities for their Bayesian approach. The next step would be to extract the
impact values and frequencies to calculate the risk. By adapting and converting the values between
the standards, it would also be much easier to embed Riskee into existing methods and standards to
be used more widely in the future. Here, a great bene�t is that Riskee does not rede�ne the whole
risk assessment process but is compatible with existing processes and could just replace the calculation
techniques.

7.1.7 Automatic Expert Calibration and Correction using Machine Learning

During the work on the thesis, one idea was to apply machine learning to �nd the best calibration
weights for the experts. Maybe in the future, calibration, and information score could be entirely
replaced by training a neural net using the calibration question and get the optimal weights. Even
further, we thought of developing a regression model that weights the experts and even corrects their
judgments by their biases. For example, if an expert always states too low predictions, they could be
shifted upwards to improve them, and if an expert tends to give too narrow predictions (hence not
catching the true value), we could apply a correction factor to stretch them. However, this correction
is a double-edged sword since it would decrease the information score while increasing the calibration
score. However, it is still preferred to have inaccurate results (huge uncertainty) than wrong results
(not catching the true value). Applying machine learning or using optimal �lters like, e.g., the Ex-
tended Kalman Filter could also optimize these correction factors and improve the experts’ judgment
performance, but this is up to future work.
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Chapter 7 Conclusion

7.2 Conclusion

In this thesis, we showed an approach for assessing the risk of cyber-security in distributed networked
systems. This approach is based on structured expert judgment and the Riskee propagation algorithm
using risk graphs. In structured expert judgment, experts give estimations of some uncertain attributes
using probability distributions. In Riskee, we used PERT-distributions for this, which allow the speci�-
cation of the minimum value, the maximum value, and the most likely value. In addition, the con�dence
in this most likely value can also be stated. The results are probability distributions that re�ect the ex-
pert’s estimations. These estimations are then combined in a weighted linear opinion pool. The weights
for the pool are determined in a calibration survey by measuring the judgment quality of the experts.
Here we used two metrics inherited from the classical model for structured expert judgment: informa-
tion score, which measures the uncertainty in the estimation, and calibration score, which measures
how well an expert conforms to an assumed model of an ideal expert. Together, these scores determine
the judgment quality of an expert and the weight for the combination of the estimations. The actual
attributes which are estimated are attack frequency, vulnerability, and impact. These attributes have to
be assigned to the possible attacks which could occur in the analysed system. Furthermore, the attacks
can be split up into multiple steps over a whole attack path, and these can be combined into attack
graphs. This results in risk graphs that model the attacks and communication paths in a system. The
uncertain risk attributes are propagated from the attack surface of a risk graph to the impact nodes,
where the actual risks can be calculated. Afterwards, these risks are propagated back again to see the
individual in�uences. This is done using the Riskee propagation algorithm. The result is a probability
distribution that depicts all the possible outcomes in the form of a loss-exceedance curve which shows
the probabilities of exceeding a certain amount of losses. This can be used to make an informed decision
about mitigation measures and prevention strategies.
We examined the correctness of the used model for structured expert judgment by comparing it to the
classical model, which showed a strong correlation among the results. Furthermore, we showed the
applicability of the method by applying it in a workshop and assessing the risks for a cyber-security
incident. Lastly, we tested the Riskee propagation algorithm and the application of risk graphs in a
design space exploration that compared the results to a Bayesian attack graph.
The method and the framework presented in this thesis were designed with an emphasis on cyber-
security in mind. However, with a few minor adaptions, it could be applied to all kinds of graphical
models that have to deal with uncertain values. Furthermore, the idea of forward and backward prop-
agation of risk could be applied to other models.
While most of the research used in the thesis was done earlier, the thesis itself was written during the
corona pandemic in 2020/2021. In hindsight, maybe the Riskee method could have even been applied
to assess the risks of the corona crisis since this also involved huge uncertainty and lack of knowledge.
Perhaps this would have helped get a clearer picture of the actual risks and decide on the measures in
a more informed way, freed from anxiety, fear, and other human biases.

Stay healthy; Stay safe; Stay secure – Slàinte mhath!
Michael Krisper
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CHAPTERA
Appendix: Publications

Here, the publications for this thesis are listed with their full text. Every paper is preceded by a one-page
summary that states the core ideas and contributions. Figure A.1 shows the publications (structured
by year and conference). The papers in this thesis are presented at conferences and published in the
conference proceedings, except for paper [P6] about the problems in risk matrices published online in
arXive and paper [P8], a workshop report published on the conference web page. Aside from [P6] and
[P8], all the papers are peer-reviewed, and papers even went through a shepherding and mentoring
process over multiple iterations. The publications were presented and discussed at high-quality con-
ferences, having at least a CORE ranking of B. The papers were written together with other members of
the Industrial Informatics group and other colleagues at the Institute for Technical Informatics at Graz
University of Technology. Some papers resulted from combined e�orts with the Austrian Institute of
Technology (AIT), Vienna.

Publications

[P1] Physical �antity: Towards a Pa�ern Language for �antities and Units in Physical
Calculations (p. 96) This paper presents design patterns for implementing the propagation of phys-
ical units in mathematical equations. These patterns are the basis for later patterns on implementing
uncertainty propagation.

[P2] Use-Cases for Uncertainty Propagation in Distributed control Systems (p. 118) This
paper shows some general use-cases for uncertainty propagation in dependable systems. It shows that
knowing the uncertainty over multiple calculation steps (in a graph structure) allows for sophisticated
methods like, e.g., approximate computing or device �ngerprinting.

[P3] Pa�erns for Implementing Uncertainty Propagation (p. 132) In this paper, patterns for
calculating uncertainty propagation were described. It combines self-describing values (based on the
physical quantities patterns) with operator overloading to propagate the uncertainty attributes for-
ward. While this paper focuses on Gaussian uncertainty, it also supports more sophisticated kinds
using arbitrary distributions.

[P4] Towards Integrated �antitative Security and Safety Risk Assessment (p. 140) This
paper shows that existing methods have some gaps in modelling the defender side of cyber-security
attacks because they base on threat-modelling, which emphasizes attacks and the attacker’s capabilities
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more than that of the defender. For that, the basic notions of Riskee were used (graphical system models
with range estimations and propagation of uncertainty). It also establishes the combination of multiple
experts to get more realistic and reliable results.

[P5] RISKEE: A Risk-Tree Based Method for Assessing Risk in Cyber-Security (p. 156) This
paper established the Riskee method for calculating risk in a graphical model of a system using the
weighted expert judgment of estimated value ranges with probability distributions and propagating
them forward and backward overall attack paths in a risk graph.

[P6] Pa�erns for Communicating Numerical Uncertainty (p. 170) This paper explores di�erent
ways how to communicate uncertainties to humans. Humans are biased, especially when it comes to
probabilities and high uncertainties like in risk assessments. To avoid that, appropriate visualizations
and ways of communication are discussed in this paper.

[P7] Assessing Risk Estimations for Cyber-Security Using Expert Judgment (p. 186) This
paper presents the demonstration of a cybersecurity assessment using the Riskee method and expert
judgment. By asking several experts for range estimations using probability distributions and weighting
them based on their judgment quality, the resulting risk is more accurately and precisely re�ected than
equally weighting or stating them as single point values.

[P8] Expert Judgment for Cyber-Security Risk (p. 202) This workshop report further describes
the case study for assessing cybersecurity risks using expert judgment and Riskee as the method. This
adds to the paper [P7] by showing more details about the used process (the IDEA protocol, Delphi
method, and structured expert judgment), as well as the calibration scores and the results of the two
judgment rounds. This was published on the conference website in addition to the paper [P7].

[P9] Problems with Risk Matrices using Ordinal Scales This paper discusses and summarizes
several problems with risk assessment using ordinal scales and risk matrices. Such types of assessments
are used in many established risk management methods. However, using ordinal scales and risk ma-
trices leads to quanti�cation errors, range distortions, risk inversion, unde�ned arithmetic, and many
more problems which could make an assessment worthless. Thus, we make a plea for using quanti�able
methods instead of qualitative assessment.

[P10] Towards an Automated Exploration of Secure IoT/CPS Design Variants (p. 220) In this
paper, Riskee is compared to a classical Bayesian attack graph method for design space exploration
of smart card chip designs. The results show that Riskee returns more informative and signi�cant
results at the cost of higher computational needs and with that lower performance. The results of the
automated design space exploration with the inclusion of security aspects are comparable to the actual
system designs which domain experts have come up with in real products. Therefore, it can be used to
�nd initial proposals for secure system designs.

[P11] Towards Security A�ack and Risk Assessment during Early System Design (p. 236)
This paper advances the previously established automated design space exploration method further by
optimizing the runtimes of the algorithm while still getting high-quality results. It proposes pruning
the search space using the Bayesian approach and then feeding only the valid subset of solutions to
Riskee, which returns higher quality results by including the frequency and impact of attacks but
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needs more time for the calculations. This results in an automated design space exploration, which is
fast due to the Bayesian pre-�ltering and has high quality due to using the Riskee on this sub-set of
solutions.

Other Publications Here, other papers by the author are listed, which are not directly related to this
dissertation, but still were created along the way. All these publications were also peer-reviewed and
presented at various conferences:

• Krisper, M., Iber, J., Rauter, T., & Kreiner, C. (2017). Insertion Spaces. Proceedings of the 22nd
European Conference on Pattern Languages of Programs EuroPLoP 2017. Irsee, Germany.
https://doi.org/10.1145/3147704.3147717

• Krisper, M., Iber, J., Kreiner, C., & Quaritsch, M. (2017). A Metric for Evaluating Residual
Complexity in Software. In J. Stolfa, S. Stolfa, R. V. O’Connor, & R. Messnarz (Eds.), Systems,
Software, and Services Process Improvement, EuroSPI 2017 (Vol. 748, pp. 138–149). Springer
International Publishing. Ostrava, Czech Republic. https://doi.org/10.1007/978-3-319-64218-5_11

• Rauter, T., Höller, A., Iber, J., Krisper, M., & Kreiner, C. (2017). Integration of Integrity Enforc-
ing Technologies into Embedded Control Devices: Experiences and Evaluation. 2017
IEEE 22nd Paci�c Rim International Symposium on Dependable Computing (PRDC), 155–164.
Christchurch, New Zealand. https://doi.org/10.1109/PRDC.2017.29

• Iber, J., Krisper, M., Dobaj, J., & Kreiner, C. (2018). Dynamic Adaption to Permanent Memory
Faults in Industrial Control Systems. Procedia Computer Science, 130, 392–399. International
Conference on Ambient Systems, Networks, and Technologies ANT 2018. Porto, Portugal.
https://doi.org/10.1016/j.procs.2018.04.058
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A.1 [P1] Physical �antity: Towards a Pa�ern Language for
�antities and Units in Physical Calculations

• Authors: Michael Krisper, Johannes Iber, Tobias Rauter, Christian Kreiner
• Year: 2017
• DOI: 10.1145/3147704.3147715.
• Bibliography-Reference: [182]
• Presented and discussed at EuroPLoP’17 conference.
• Published in EuroPLoP’17 conference proceedings (ACM).

Summary This paper presents design patterns for implementing the propagation of physical units
in mathematical equations. Design patterns are solution templates for recurring problems. The context
is implementing applications for physical simulations or calculations. The problem is that in normal
programming languages, the implemented equations just use �oating-point types. Floats only depict
numerical scalar values, while the units are neglected. Especially in physics, the unit system is funda-
mental. A robust system of units has to ensure that all used units in the equations �t together. This
becomes especially evident when using numerical optimization algorithms or geometric algorithms
(e.g., interpolation of values in a triangulated map of measured values), where the algorithms them-
selves are unitless but calculate values that have physical semantics. Using a unit system allows for an
additional check of correctness during runtime, as well as already during compile time. The following
patterns are established in this paper:

• Physical Quantity: Create an object containing the numerical value alongside its SI-units stored
as a 7-tuple of exponents for each of the base units in the SI unit system. This object must
also override arithmetic operators: Addition, subtraction, and comparisons are only allowed for
objects with equal units and return a value with the same unit-tuple. Multiplication and division
either add or subtract the exponent-values in the resulting unit-tuple. This is done every time an
operator or mathematical function is used at runtime.

• Typesafe Quantity Interface: Create explicit types for speci�c units in the SI unit system. Use
these types for parameter de�nitions in functions to ensure type-safety at compile time. This
can be combined with the Physical Quantity by taking it as the base class and just �xing the
unit-tuple to a speci�c unit combination.

In addition to that, the following proto-patterns (pattern candidates) are identi�ed: Convertible Quan-
tity, Uncertain Quantity, Quantity Matrix, Quantity Collection, Validatable Quantity, Quantity Factory.
Especially the Uncertain Quantity was elaborated in further papers about uncertainty propagation.

My Contribution This paper was completely written and conceived by me. The contribution of the
other authors was in the form of discussions, feedback for improvements, and corrigenda. Not men-
tioned as authors but also in�uencing the paper were the shepherd Andreas Rüping and the workshop
participants who gave feedback during the conference.

Copyright ©2017 Authors. The version included in this dissertation is a permitted reprint of the
published version, which can be accessed in the ACM Digital Library here:
https://dl.acm.org/doi/10.1145/3147704.3147715
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Physical Quantity: Towards a Pattern Language for
Quantities and Units in Physical Calculations
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of Technical Informatics, Graz University of Technology

In this paper, an approach is taken towards a pattern language for physical quantities in software applications. The central pat-
tern, PHYSICAL QUANTITY, is described as well as some needed candidate patterns revolving around. The PHYSICAL QUANTITY
design pattern is a specialized version of the QUANTITY analysis pattern, optimized for the SI unit system. It is intended for the
physical and mathematical domains where calculations, arithmetic, conversion, and simulations are the most used functional-
ities. Its emphasis is on type safety, dimensional analysis, performance, and convenient syntax. Supporting candidate patterns
for handling tolerances, validation, conversion, or matrix operations are shortly described. The target audiences are software
engineers and practitioners working in the area of physical simulations and calculations.
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Additional Key Words and Phrases: design patterns, type safety, quantities, unit system, si units, simulations, calculations

ACM Reference Format:
Michael Krisper, Johannes Iber, Tobias Rauter, and Christian Kreiner. 2017. Physical Quantity. EuroPLoP (July 2017), 20 pages.
DOI: https://doi.org/10.1145/3147704.3147715

1. INTRODUCTION

In this paper, we describe the PHYSICAL QUANTITY pattern as well as a pattern language revolving
around it. PHYSICAL QUANTITY is a design pattern for physical and mathematical calculations and
simulations that use the SI system of units as a basis. Like the QUANTITY pattern by Martin Fowler
[Fowler 1996a], the PHYSICAL QUANTITY combines a numerical value with corresponding unit in-
formation but is tailored towards efficient storage of the units in the SI system, fast arithmetic, and
dimensional analysis checks at run time. In this paper, also the TYPESAFE QUANTITY INTERFACE is
presented, which adds many specific types for units to do unit-checks even at compile-time.

This paper is organized as follows: First, the background and basic information about the SI system
is given. Afterwards (Section 3) Related Work with the position and context of this paper is described.
Section 4 gives an overview of the pattern language. Afterward, the first two patterns are described
in canonical pattern form [C2 2011]. The PHYSICAL QUANTITY is described in Section 5, and TYPE-
SAFE QUANTITY INTERFACE in Section 6. In Section 7 the candidate patterns are shortly outlined.
Section 8 presents libraries and frameworks which also implement the QUANTITY pattern and were
an inspiration for the PHYSICAL QUANTITY. In the end, a conclusion is given.
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2. BACKGROUND

Unit-systems are used in many applications ranging from scientific, physical, or mathematical appli-
cations to medical applications and financial applications. In physical simulations, the main usage
is modeling the real world in software models and calculating and simulating physical formulas and
equations to achieve some results. Examples for such are simulating combustion engines to determine
their optimal working parameters, or optimizing the flow of fluids in pipelines, or calculating electrical
installations, or monitoring power plants.

The idea for the PHYSICAL QUANTITY pattern and its related patterns arose during working on
VECTO: a project for simulating the fuel consumption and CO2 emissions of heavy-duty vehicles at
the Graz University of Technology [Hausberger et al. 2016]. In this project, we had to implement phys-
ical and mechanical laws in the form of equations and formulas for modeling the power train of trucks
and buses. In the first iterations of the software, a floating-point data type was used, but it soon became
apparent that we must enforce the units of variables in order to ensure the correctness of equations.
The QUANTITY pattern by Martin Fowler [Fowler 1996a] was used as a structural basis for our design.
During implementation, we stumbled upon requirements and forces which are unique to the domain
of physical calculations and simulations and were not covered in previous works. This led to the spe-
cialization of the QUANTITY pattern for the physical domain: PHYSICAL QUANTITY. The patterns
described here are influenced by the SI unit system implemented in the VECTO project [Hausberger
et al. 2016], but also incorporates many aspects of other existing frameworks and products.

2.1 The Need for Unit Systems

Many applications which apply physical calculations to simulate real-world scenarios use some form
of a standardized system of units, like the very common SI-System [ISO 2009]. For the calculations,
these applications have to use a numeric type internally (e.g., integer, float, or double). They have to
handle input and output of such values, e.g., reading files of simulation parameters or displaying the
results in a graphical user interface appropriately. A simple way of doing this is to use floating-point
variables for all calculations and using their formatting capabilities to bind them to the interface. This
simple way of carrying out physical calculations is error-prone due to conversion errors, wrong equa-
tions, wrong formats. Programming languages, compilers, and even the most sophisticated IDE’s can
not give hints on whether a mathematical equation is implemented correctly or not. In addition to that,
there are many issues with floating-point types (like rounding and cut-offs) [Reiser and Knuth 1975;
Kahan 1996; 2001], and special numbers like infinity and Not-a-Number (NaN) have to be handled.
With a unit system, it is possible to write mathematical equations for physical relations between quan-
tities. Symbols and variables in equations may have a unit that has to be handled correctly according
to the rules of unit arithmetic and dimensional analysis. Examples of SI units used in equations are
(units are enclosed in brackets “[]”):

— Acceleration −→a is the change of speed −→v over time t: −→a [m/s2] = ∆−→v [m/s] / ∆ t[s]

— Force
−→
F is mass m times acceleration −→a :

−→
F [N ] = m [kg] ∗ −→a [m/s2]

— Work W is a force
−→
F acting along a path −→s : W [Ws] =

−→
F [N ] ∗ −→s [m]

— Power P is work W applied over time t: P [W ] = W [Ws] / t [s]

In the examples above, several SI units were used: m for Meter, s for Second, kg for Kilogram, N for
Newton, and so on. To ensure correctness of the units in the equations dimensional analysis is used.
For example, when you divide a length in meter by a time in second, the result must be a velocity in
meter per second [m/s]. The arrows above variables indicate that these are directed measures (vectors).
Vectors have a direction they are pointing to, which very often also must be taken into account.
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2.2 The SI Unit System (Système international d’unités)

The SI unit system is a standardized system of measures [ISO 2009]. It establishes seven dimensions,
which are the basis for all physical values: length, mass, time, electric current, temperature, amount,
and luminosity. For every dimension, it exactly defines one base unit by physical constants or pro-
totypes. An SI unit consists of a numerical value v (for value) and a corresponding unit [Q]. [Q] is a
7-tuple consisting of the exponents for the 7 SI base units [ISO 2009; BIPM 2006; NIST 2008] as can
be seen in Definition (1).

SI Unit := v [Q]

v := a scalar value (v) or a vector(−→v )

[Q] := [α, β, γ, δ, ε, ζ, η] =̂
[
[m]α × [kg]β × [s]γ × [A]δ × [K]ε × [mol]ζ × [cd]η

] (1)

Dimension Base Unit Symbol
length meter m
mass kilogram kg
time second s
electric current ampere A
thermodynamic
temperature

kelvin K

amount of substance mole mol
luminous intensity candela cd

Table I. : SI Base Units according to the standard
[ISO 2009; BIPM 2006]. Every one of them is ex-
actly defined in terms of physical constants or pro-
totypes.

m

s

mol

AK

cd

kg

SI

Fig. 1: SI BASE UNITS: m, kg, s, A, K, mol, and
cd are the base units in the SI system [ISO 2009;
BIPM 2006].

2.2.1 Derived Units. In the SI system, also derived units are defined. These are specific combina-
tions of base units, which sometimes have their own names for simplicity or historic reasons [NIST
2009]. Examples for such are: Frequency (in Hertz) [1/s = Hz], Force (in Newton) [kgm/s2 = N ] ,
Power (in Watt) [kgm2/s3 = W ], Pressure (in Pascal) [kg/ms2 = Pa]. Commonly they are written as
numerator and denominator, but every combination of units can be represented in the 7-tuple given in
Definition (1) — even derived ones. Here are some examples of this:

— v [Q] = v [ [m], [kg], [s], [A], [K], [mol], [cd] ]
— 5 kg = 5 [ 0, 1, 0, 0, 0, 0, 0 ]
— 2.8 m/s2 = 2.8 [ 1, 0, −2, 0, 0, 0, 0 ]
— 7 Nm = 7 kgm2/s2 = 7 [ 2, 1, −2, 0, 0, 0, 0 ]

2.2.2 Prefixes. Prefixes simplify the handling of very big and very small numbers. They depict
decimal coefficients for every base unit to avoid writing many 0’s (zeros), e.g. 25000 meter can also be
written as 25 kilometers; 0.001 meter is 1 millimeter. Some of the most used prefixes are giga (109),
mega (106), kilo (103), deka (101), centi (10−1), milli(10−3), micro (10−6), nano (10−9). A comprehensive
list is defined in [NIST 2008]. It should be noted here, that the base unit for weight already includes
such a prefix: kilogram.
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3. RELATED WORK

Martin Fowler described the QUANTITY as an analysis pattern in his book Analysis Patterns - Reusable
Object Models [Fowler 1996a]. He thoroughly discussed the application in observation and measure-
ments and showed how this could be used in medical (e.g., Blood Pressure Values) and the financial
sector (e.g., Money). In addition to that, Joe Yoder [Yoder et al. 2000] showed the application of these
patterns to the medical sector. Although it is pretty obvious to use quantities in the physical and
mathematical realm, we could not find any pattern literature about this. Nevertheless, many libraries
implemented this (see Section 8 Known Uses).

We distinguish between three different areas of application based on their requirements to the unit-
system: physical/mathematical applications, medical applications, and financial applications (see Fig-
ure 2). In this paper, we specialize in the physical/mathematical area.

Main 
Usage

Area of
Application

Analysis 
Pattern

Physical / 
Mathematical

Quantities and
Calculations

Medical

Observations
and Diagnosis

Financial

Money and
Conversion

Observations and
Measurements

Fig. 2: AREA OF APPLICATION: The PHYSICAL QUANTITY patterns are residing in the area of physical
and mathematical calculations.

3.1 Distinction To Other Areas Of Application

3.1.1 Medical. In medicine the observational aspects of values prevail. After recording the units,
observations and diagnoses are made, and therapies are proposed based on the values. Here the chal-
lenge is detecting diseases based on the measurement values and indicators and finding reasonable
therapies. Due to the direct impact on the life quality and health of the patients, the justification of
therapies and historical data have to be recorded in detail, and those data have to be set in relation
to each other. The recordings of historic and diverse data, together with their semantic meaning, is
needed in this field. Here Martin Fowler’s Architectural Patterns for Observations and Measurement
are very useful [Fowler 1996a]. Also, Yoder [Yoder et al. 2000] described the OBSERVATION pattern
based on the medical field of application.

3.1.2 Financial. The financial sector heavily relies on the values of objects and different currencies.
Ever-changing exchange rates and conversion factors result in transactions that are heavily dependent
on the point in time they are made. Shares and stocks are traded with always changing values, and
financial applications have to cope with these changes in real-time. Banks account for huge amounts
of money and therefore have to apply special semantics and rules for calculating money values (e.g.,
division rules, special rounding rules, handling of extra pennies). Martin Fowler wrote about this in
his MONEY pattern [Fowler 1996b] as well as his QUANTITY pattern [Fowler 1997].

Proceedings of the 22nd European Conference on Pattern Languages of Programs

Appendix A Appendix: Publications

– 100 –



Physical Quantity • 5

4. PHYSICAL QUANTITY PATTERN LANGUAGE

In this section, we give an overview of the pattern language resolving around the PHYSICAL QUAN-
TITY pattern. Figure 3 shows a graphical overview of the pattern language. PHYSICAL QUANTITY is
a specialization of the QUANTITY pattern by Martin Fowler [Fowler 1997]. It combines values with
the SI unit system and supports dimensional analysis checks in the basic arithmetic operations. The
TYPESAFE QUANTITY INTERFACE pattern enforces the use of explicit quantity types in method signa-
tures and interfaces to check them at compile-time. This results in a robust type system that ensures
the correctness of the used units and dimensions in all calculations and function calls. The PHYSICAL
QUANTITY can be expanded by the CONVERTIBLE QUANTITY pattern, which allows conversion be-
tween different units. To limit the allowed values in a quantity, the VALIDATABLE QUANTITY provides
a pattern for defining limits and bounds to the values which can be validated during run time. In sys-
tems where quantities have defined measurement tolerances, the UNCERTAIN QUANTITY allows for
storing them and taking them into account in calculations (propagation of uncertainty). The QUAN-
TITY COLLECTION pattern stores a list of similar quantities in a list efficiently. This is most useful
when working with a big list of values that all have the same unit type. To bring them all to live the
QUANTITY FACTORY implements a mechanism to create quantity objects easily.

Candidate Patterns

• Quantity Types
• Method Signatures

Typesafe Quantity 
Interface

• SI Units
• Basic Arithmetic
• Dimensional Analysis

Unit Conversion

Convertible 
Quantity

• Tolerances
• Uncertainty

Uncertain 
Quantity

• Vectors
• Arithmetic

Quantity 
Matrix

Efficient Lists

Quantity 
Collection

• Validation
• Range Limits

Validatable 
Quantity

Measurements

Quantity

Diagnosis

Analysis

Financial 
Quantity

Money

Observations

Medical 
Quantity

spezializes

extends

Creation

Quantity 
Factory

Physical Quantity

Fig. 3: PHYSICAL QUANTITY PATTERN LANGUAGE: A brief overview of the related patterns and can-
didates.
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5. PATTERN: PHYSICAL QUANTITY

Also known as: Quantity, SI Unit, Unit-System, Unit of Measurement

Physical
Quantity

Fig. 4: PHYSICAL QUANTITY: An efficient and unit-safe specialization of the QUANTITY pattern for
physical and mathematical calculations with the SI unit system.

5.1 Context

During the development of software that contains some physical or mathematical formulas and equa-
tions with values in a unit system (e.g., SI units). Software architects, designers, or developers have to
decide on the concrete implementation of this.

5.2 Problem

How can a software application be designed to ensure the correctness of physical units in its calcu-
lations in a robust, easy to use and elegant way? How can numerical instabilities and floating-point
inaccuracies in calculations be handled? The following forces describe this problem in more detail.

5.2.1 Forces. The following forces describe the requirements for a system which has to handle units
in physical calculations:

(A) Dimensional Analysis: A system of physical quantities must support the analysis of the corre-
sponding units. Especially the SI system should be used. In many operations, the units have to be
tested if they fit together and have to be simplified according to the rules defined by the ISO Stan-
dard [ISO 2009]. Therefore, one of the most important force is to ensure the correct usage of the
quantities based on their units.

(B) Arithmetic: PHYSICAL QUANTITY can be used in arithmetic calculations (e.g., addition, multi-
plication, etc.). These arithmetic operations must check if the units fit and return results in the
semantically correct unit. Some operations are only possible with the same units (e.g., addition, sub-
traction), while others allow different units (e.g., multiplication). The following operations must be
supported:
—Addition and subtraction: These are only valid with quantities with the same units. The result

also has the same unit as the input quantities. The operators for these operations are + and −.
—Multiplication and division: These are allowed to be used with arbitrary units. The result is the

correct combination of the input quantities. The operators for these operations are ∗ and /.
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(C) Comparison: Quantities have to be compared to each other, whether they are smaller, greater, or
equal. Comparisons are only valid for quantities with the same unit. At least one ordering relation
has to be defined (e.g., smaller than), but for convenience, more operations would come in handy:
—Less than: <,≤
—Greater than: >,≥
—Equality: =

A comparison should use absolute tolerances to mitigate rounding errors or numerical inaccuracies
due to the nature of floating-point numbers. Values that only differ by a tiny tolerance value (e.g.,
ε = 10−6) should be treated equal, and comparison has to ensure that the difference is greater than
the defined tolerance.

(D) Data Range and Precision: In physical calculations, often very small or very big numbers are
used. Therefore the underlying numerical data type should support that. Also, the precision (amount
of significant digits) of the data type should be sufficiently high. A typical data range could cover−106

to 106, and the precision could be six significant digits after the comma, but these values strongly
depend on the application. In this example, the ε for comparison tolerances could also be set to
a fitting value of 10−6. Floating-point data types introduce many inaccuracies which have to be
compensated by a robust numerical system of quantities [Reiser and Knuth 1975; Higham 2002;
Wilkinson 1994; Goldberg 1991].

(E) Syntax: Syntax is a very important aspect in implementing PHYSICAL QUANTITY. Elegant and
readable syntax leads to better understandability, more convenient usage, and better maintainabil-
ity. Bad syntax leads to errors and frustration. A system of quantities should be easy to use, and the
syntax should intuitively guide the developer to use it correctly (principle of the least astonishment,
[Geoffrey 1987; Raymond 2004]) — or as Scott Myers put it: “Make interfaces easy to use correctly
and hard to use incorrectly” [Meyers 2004]. Regarding physical simulations also physicists, techni-
cians, or mechanical engineers are taking part in the developing process and should understand the
source code.

(F) Performance: During a calculation run of physical simulations, potentially millions of arithmetic
operations could be performed, and equally many quantity objects could be created. Slow running op-
erations on the quantities could lead to poor performance of the overall simulation. Therefore, often
used operations should perform fast, and the design of physical quantities should support perfor-
mance optimizations (e.g., allowing for compiler optimizations and caching/pipelining). In contrast
to Martin Fowler’s opinion [Fowler 1996a], performance is an issue if you are performing simula-
tions with frequent calculations. Especially operations which are used very often (e.g., > 106 times).
Examples for this typically are creating quantities, performing arithmetic calculations (plus, minus,
multiply, divide), dimensional-analysis (reducing, comparison), and formatting.

(G) Infinity and Not-A-Number: Infinity and NaN values are indicators for computational errors.
The default behavior in many languages is to continue with the calculation, which can only result
in subsequential errors. A robust system of units in physical application must handle such invalid
values. It should be immediately detectable that an error happened by throwing an exception.

(H) Error Handling and Robustness: A robust system for handling errors must be used, especially
when it comes to undefined or impossible operations on numbers (like 0/0). However, throwing an
exception is not always the best option (it slows down performance). In some situations, it could
be useful to return a reasonably defined numeric value (e.g., 00 := 1). Such definitions have to be
justified because they could lead to wrong results or hide computational errors.
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5.3 Solution

Introduce a class representing a quantity in the unit system which combines a numeric value and an
efficient unit representation. Implement basic arithmetic and semantic rules to represent and compute
arbitrary quantities.

Physical Quantity

~ value

~ units[7]

+ PhysicalQuantity(value, units[7])

+ operator +, -(q1, q1: PhysicalQuantity): PhysicalQuantity

+ operator *, /(q1, q1: PhysicalQuantity): PhysicalQuantity

+ operator <, >, ==(q1, q1: PhysicalQuantity): PhysicalQuantity

Fig. 5: PHYSICAL QUANTITY: An efficient implementation of the QUANTITY pattern for the SI system.

The PHYSICAL QUANTITY is an implementation of the QUANTITY pattern [Fowler 1996a] tailored
towards the SI system of units. The key element is the efficient storage of units. To avoid unnecessary
lookup and indirections, the exponents of the seven base dimensions are stored as an array of fixed
size. Also, the basic arithmetic and comparison operators are already implemented to check the units.

5.3.1 Static Structure. Figure 5 shows the static structure of the PHYSICAL QUANTITY pattern.
It consists of the following parts, which are described hereafter: the value, the units, the constructor,
arithmetic, and comparison operators. For arithmetic rules we use the same syntax as in the definition
of the SI units (Section 2.2): v represents the value, [Q] represents the 7-tuple of units.

—value: The value is the numerical value of the quantity. The data type double will be here the
best option for most cases. Different data types could be used, which is discussed in the variants in
section 5.5.5. Infinity and Not-A-Number are forbidden values (according to Force (G)).

—units[7]: Here, the exponents of the respective base units are stored. Positive Numbers depict pos-
itive exponents (units in the numerator), negative numbers stand for negative exponent (unit in
the denominator). Depending on the kind of equations, these exponents could have different ranges
and are discrete or decimal. For most applications, a range of integers between −3 and +3 would be
enough. A reasonable decision would be to use the smallest integer type available, which still can
represent all needed exponents. The PHYSICAL QUANTITY pattern defines the units according to the
SI standard in following order: [Meter, Kilogram, Second, Ampere, Kelvin, Mole, Candela].

—Constructor: The constructor takes a numeric value and the respective unit exponents. With it, an
arbitrary quantity can be created. To resolve Force (G), the constructor checks the value for Infinity
and Not-A-Number and throws an exception if those values were given (Force (H)). However, to en-
sure that the developer uses the units-array correctly, it is advisable to supply FACTORYMETHODS,
which creates the units correctly instead of using a general constructor. This relates to Force (E) and
one of the candidate patterns: QUANTITY FACTORY (Section 7).

—Addition and Subtraction: Add and subtract quantities of the same type. Before the operation,
the unit-array is checked, and if they fit, the values are added and returned. The resulting value has
the same units as the input parameters. Here are the formalized rules:
+ : v1 [Q] + v2 [Q] := v1 + v2 [Q]
− : v1 [Q]− v2 [Q] := v1 − v2 [Q]
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—Multiplication and Divsion: Here, the exponents have to be added or subtracted, and the values
have to be multiplied or divided. The resulting value is returned as a new quantity with the combined
units, following these rules:
∗ : v1 [Q1] ∗ v2 [Q2] := v1 ∗ v2 [Q1 +Q2]

/ : v1 [Q1]
v2 [Q2]

:= v1
v2

[Q1 −Q2]

—Comparison Operators: These also are only valid on quantities with equal units. If the units are
equal, the actual comparison of the values can be made. To mitigate floating-point rounding issues,
the comparison is implemented with a small tolerance factor. They return a boolean result, according
to the following rules:
< : v1 [Q] < v2 [Q]⇔ v1 < v2 + ε
> : v1 [Q] > v2 [Q]⇔ v1 + ε > v2
= : v1 [Q] = v2 [Q]⇔ v1 − ε < v2 < v1 + ε

5.4 Consequences

5.4.1 Runtime Checks. The PHYSICAL QUANTITY checks at run time if the units fit according to the
rules. This is done in all arithmetic operations every time they are called. This solves multiple forces:
(A), (B), and (C). Nevertheless, ensuring unit safety also introduces a performance overhead, which is
contrary to Force (F) and allows no syntax checks, which contradicts Force (E). The compiler or an IDE
cannot check via static code analysis if the units fit. Only via rigorous automated testing with unit
test, integration tests, and system tests, this can be tested. There could be undetected exceptions due
to wrong units during run time. In order to increase performance (Force (F)) and do syntax checking
at compile time (Force (E)) the TYPESAFE QUANTITY INTERFACE pattern should be used.

5.4.2 Unit Definitions. There has to be a common standard in the application, what the base units
are, and this common standard has to be strictly followed. This corresponds to Force (A). The PHYSICAL
QUANTITY pattern defines in which order and how the units are stored in an application, but if the
developers begin to mix up the units, the PHYSICAL QUANTITY cannot guarantee type-safety anymore.
If the TYPESAFE QUANTITY INTERFACE is also used, the explicit quantity types prohibit wrong use
via the type system, and the compiler could mitigate this problem.

5.4.3 Performance. While performance was one of the design goals (Force (F)), this pattern intro-
duces an overhead compared to directly using double values. In its heap-variant, it needs at least one
level of indirection, which has to be dereferenced (the numeric value is encapsulated inside a class),
and the allocation and garbage collection also takes longer than just the allocation of a double-typed
value on the stack. On the other side, if the pattern is implemented in its stack-variant, the copy-
ing of the value and the units-array takes longer than to copy a double-typed value or a reference.
In both cases, the unit-checks need additional comparisons instructions before every arithmetic and
comparison-operator, which eats up some performance. However, at least the unit-checks could be
avoided with the TYPESAFE QUANTITY INTERFACE pattern (see Section 6).

5.4.4 Fixed Unit Array. The units are stored as a consecutive array of bytes, which is rather small
and internally only needs one layer of indirection by lookup up the address of the array. Since the size
is fixed and does not grow or shrink its memory allocation is very easy. Also, looking up elements in the
array is easy, and it can be compared very efficiently by comparing the consecutive memory content.

5.4.5 Floating Point Equality. It is important to choose a precision value depending on the values
which appear in the domain. All values which differ by less than this can be considered the same.
Be aware that different domains could have different precision epsilons, and also sometimes, relative
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precision is more useful than absolute precision. This is elaborated extensively in [Goldberg 1991]. In
this pattern, an absolute precision of ε = 10−6 is used. Sometimes a higher or lower precision is needed
than in the standards cases. For a general framework, it would be good if this value is adjustable to
the developer’s needs. This consequence relates to Force (D).

5.4.6 Ambiguous Interfaces. PHYSICAL QUANTITY only supports dimensional quantity checks dur-
ing run-time. If it is used as parameter type in method signatures, variable types, or interfaces, it is
not clear which unit it represents. Methods that use PHYSICAL QUANTITY do not know its unit before-
hand and have to test and adjust to it at run time. This is a liability which contradicts Force (E), but
can be solved via the TYPESAFE QUANTITY INTERFACE pattern (see Section 6).

5.5 Variants

5.5.1 Store Only the Used Units. One way to optimize memory consumption would be to leave
out units which may not be needed in the application (e.g. Candela, Mole). Although this limits the
possibilities, this would be a reasonable variant, if the excess units are never needed. In this variant,
the unit array would have lesser elements and therefore consume less memory and may even align
better to the CPU caching mechanisms.

5.5.2 Units as Member Variables. Another variant would be to use seven member-variables to store
the unit exponents. In such a way one indirection is saved, because the members are directly stored
in the same memory block as the object itself. Depending on the types used and the size of the CPU
caches this could be beneficial or harmful for the performance, and must be measured and reasoned
upon if it is a wise decision to use it this way.

5.5.3 Value Type vs. Reference Type. Regarding the memory allocation, there are two variants of
this pattern: Allocate the needed memory for the quantities on the heap or the stack. A Heap allo-
cation has the advantage that it is available in the whole application, and just the reference has to
be returned and used. This introduces an additional layer of indirection via the reference and addi-
tional overhead in programming languages that apply automatic garbage collection. The other variant
(stack) is accessible more directly, but the values need to be copied if they should be used outside of
the creating stack. Allocating and accessing data on the stack is generally faster than on the heap, but
if these values are needed in other functions, they have to be copied, which then again takes time for
copying. It strongly depends on the application and the implementation of the methods, which of these
variants is faster. In our reference project VECTO, we decided to implement it as a class on the heap in
C# because then we can use this as a parent class for all the explicit quantities we used (see TYPESAFE
QUANTITY INTERFACE on page 6 for more information). While in C++, the developer can decide if the
object is stored on the stack or the heap, in C#, this depends upon the object definition. If an object
is declared with the class keyword it is a Reference Object and automatically declared on the heap.
If it is declared as struct it is accounted as a Value Type and declared on the stack. This has huge
performance implications since the stack is linearly growing, and the data is directly accessible, while
the heap needs one or more levels of indirection and may get fragmented. Also, garbage collection has
more work to do when the heap is used often.

5.5.4 Absolute vs. Relative Precision. The precision is dependent on the problem domain of the
pattern and ideally would be adjustable dynamically. The same accounts for the way how precision is
measured: Either absolute or relative precision. Relative precision is more useful in domains where the
value ranges differ by huge amounts. This compensates for the huge differences, while an absolute pre-
cision would be way too precise for some values. This relates to the UNCERTAIN QUANTITY candidate
pattern (Section 7) where uncertainty and tolerance are amongst the base traits of a quantity.
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5.5.5 Base Data Type. The base data type hugely influences the precision of the calculations. Here
we describe the different options regarding the base data type:

—Double / Float: Well suited for physical units because they support a huge data range with high pre-
cision. For convoluted calculations, the type float may introduce to high inaccuracies and, therefore,
double would be more appropriate. This variant is recommended by the authors and is also used
in the example. If floating-point data types are not available (e.g., embedded devices without FPU),
also, an integer data type could be chosen with a base unit which is fine-grained enough to support
the needed precision (e.g., milliseconds). In such small base units, most of the occurring values may
be whole integers, and therefore an integer type can be used.

—Integer: Only suited when all used numbers in the application can be represented as integer num-
bers, or if floating-point numbers are not available on the platform. In such cases, the basic units
should be chosen small enough so that the needed precision is achieved (e.g., milliseconds).

—Decimal / Big Decimal: If a big decimal numeric type is available, it could also be chosen as a basic
data type. This would have the benefit that arithmetic is more accurate, but the disadvantage that
it is much slower.

—Fixed Point Types: Well-fitting for money, but not for physical units. Physical units often have very
different ranges of values (very big, very small), and fixed points data types do not support this very
well.

5.6 Related Patterns

Quantity. The QUANTITY is the basic analysis pattern by Martin Fowler [Fowler 1997]. It describes
the idea of combining a numerical value with the respective units.

Typesafe Quantity Interface. If the quantities should be checked for unit safety at compile time and
also when the methods’ signatures and interfaces should be made more clear and intuitive. This also
mitigates the performance issues the PHYSICAL QUANTITY introduces due to permanent unit-checks.

Immutable Value. The PHYSICAL QUANTITY can be implemented as an IMMUTABLE VALUE [Buschmann
et al. 2007] because its arithmetic and other operations do not change. After creation, the PHYSICAL
QUANTITY stays the same as long as it is alive.

Flyweight. Some numbers will be used very often in PHYSICAL QUANTITY (e.g., 0, 1,−1, 2, 0.5). These
often used numbers could be implemented as Flyweights in order to save the application from creating
and destroying objects for those commonly occurring values. This saves memory and avoids frequent
memory allocation and garbage collection.

Factory Method. Since PHYSICAL QUANTITY has to be created in some type-safe and easy way,
this could be done with FACTORY METHODS or more sophisticated creation patterns (like BUILDER,
ABSTRACT FACTORY, PARSER).
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6. PATTERN: TYPESAFE QUANTITY INTERFACE

[s]

[m]

[kg]

[s]

[kg]

InterfaceQuantities

Fig. 6: TYPESAFE QUANTITY INTERFACE: Define explicit quantity data types which represent a specific
unit in the unit system. Use these types everywhere to specify the required quantity-type.

6.1 Context

During the development of software containing some physical or mathematical formulas and equations
with values in a unit system (e.g., SI units). Software architects, designers, or developers have to decide
on the interfaces and types which will be used throughout the application.

6.2 Problem

Quantities should support dimensional analysis: type-checks based on their respective units. This
should help to find errors in equations, formulas, and calculations as early as possible. The earlier
an error in the equations can be detected, the better. While the PHYSICAL QUANTITY already sup-
ports units-checks at run time, it would be preferable to detect such errors already at compile-time or
write-time. The problem with run time only is that errors are not detected until the respective code is
executed. The problem with compile-time only is, that during calculations, arbitrary combinations of
units could be created temporary (e.g.,

√
s, or kg2/m4) which have no meaningful type representation,

and are even reduced or canceled out in the result. It is not feasible to implement every possible com-
bination of units only for satisfying the compiler. Nevertheless, if the types do not fit at compile-time,
there should be a clear indicator of the error in the equation, which can be detected early. If a general
combination of units occurs during an equation, there should be a possibility to cast it in a type-safe
way to the correct explicit quantity type.

6.2.1 Forces

(A) Type Safety: A system of quantities should enforce that the units fit together in method signa-
tures, interfaces, member types and variable types.

(B) Compile Time Checks: Static Code Analysis and compilers should detect type errors in units as
syntax errors during writing the source code during writing-time and compile-time.

(C) Implicit Documentation: Method signatures should implicitly document the required parame-
ter types to mitigate erroneous calls with wrong quantities. This helps programmers to understand
the source code intuitively.
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6.3 Solution

Implement explicit quantity types for every needed type of quantity in the system, together with all
needed arithmetic operators. Use these explicit quantity types in method signatures and properties in
order to enforce the correct type usage.

Kilogramm

MeterPerSecond
+ operator *(MeterPerSecond, PerSecond): Meter
+ operator /(MeterPerSecond, Second): MeterPerSquareSecond

NewtonSecond

Meter
+ operator /(Meter, Second): MeterPerSecond

ObjectA

- length: Meter
- maxPower: Watt
+ MethodA(x: Meter, y: Second): MeterPerSecond
+ MethodB(a: NewtonMeter, b: PerSecond): Watt
…

InterfaceA

+ MethodA(x: Watt, y: Second)
+ MethodB(a: Meter): Second
…

Explicit Quantity
Types

Usage in 
• Variable Types
• Method Signatures 
• Interfaces

…

Explit Operators 
for Types

1

2

3

Fig. 7: TYPESAFE QUANTITY INTERFACE: Explicitly defined quantity types with implementation of
operators and their usage in method signatures.

The explicit quantity types are implemented at compile time and therefore can also, be checked by
the compiler or some static code analysis tool at that time. If an equation or method signature does not
fit the respective quantity type, the compiler immediately can check this and signal it to the user as
syntax error.

6.3.1 Static Structure. The TYPESAFE QUANTITY INTERFACE pattern defines many classes that
represent explicit quantities of the used unit system. Examples of such are Meter, Kilogram, Watt,
Ampere, MeterPerSecond. This also can be seen in Figure 7. The static structure of this pattern con-
sists of three parts:

(1) Explicit Quantity Types: For every needed quantity, there should be an own type defined, which
represents this. This ensures that the compiler can distinguish between them.

(2) Explicit Operators: The quantity types should implement all needed operators and mathematical
functions. This ensures that they can easily replace existing values in functions. This also makes
it easier to use for the developers.

(3) Usage in Signatures and Variables Types: Finally, everywhere a quantity is used, the explicit quan-
tity types should be used. This includes normal method signatures, as well as interfaces, and even
inside methods, the variable types should be quantities.
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6.3.2 Dynamics. The dynamics in the TYPESAFE QUANTITY INTERFACE pattern are as follows:

—At writing-time, an IDE can resolve the type names and already hint the developer to the correct
usage of the types.

—At compile-time, the compiler can check the code for syntax errors where types were misused.
—At run-time, the quantity types provide the same functionality as integrated data types with the

added benefit of unit-safety. During run-time, this may introduce some performance overhead due to
using objects instead of the integrated native data types. This is discussed in the Consequences (see
Section 6.4).

6.3.3 Example. We illustrate the usage of the TYPESAFE QUANTITY INTERFACE on an example
taken from a real project we are working on. The project is called VECTO [Hausberger et al. 2016] and
has the purpose of calculating the CO2 consumption of heavy-duty vehicles like trucks and buses. It
consists of a component-based architecture that represents every part and piece of the power train as
components, which are loosely connected by defined interfaces. In this example, we show only the last
part: the combustion engine. The engine is connected to the gearbox and provides some functions to be
used by it (e.g., return the maximum power, calculate the fuel consumption for the current torque and
engine speed). These functions use explicit quantity types as types in their method signatures. There-
fore, it is clear for the developer, which quantities it expects and which quantity it returns. Also, these
methods can be communicated to a mechanical engineer and would intuitively be understandable.

Derived & Compound Units

SI Base Units

Physical Quantity

Meter

+ Meter(value: double)

+ operator *(q1: Meter, q2: Meter): SquareMeter 

+ operator /(q1: Meter, q2: Second): MeterPerSecond

+ ...

Second

+ Second(value: double)

+ ...

Watt

+ ...

KilogramPerSecond

+ ...

NewtonMeter

+ ...

PerSecond

+ ...

Kilogram

+ ...

CombustionEngine

+ CalculateMaxDynamicPower(torque: NetwonMeter, angularSpeed: PerSecond): Watt
+ CalculateFuelConsumption(torque: NetwonMeter, angularSpeed: PerSecond): KilogrammPerSecond
+ GetMinimumDragPower(): Watt
+ SetSize(length: Meter, height: Meter, depth: Meter)
...

SquareMeter

+ ...

Fig. 8: TYPESAFE QUANTITIES IN VECTO: Explicit Quantity Types are derived from a PHYSICAL
QUANTITY base class and used in component and method signatures.
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6.4 Consequences

6.4.1 Explicit Types. In order to use this pattern, explicit quantity types have to be used wherever
appropriate. This resolves Force (A). While this is easy to do in your code, external libraries may rely
on built-in data types like double or integer, and the types have to be converted before these external
libraries can be called. This additional conversion may be cumbersome, but could be encapsulated in
helper-methods or the quantity types themselves via techniques which are supported by the framework
(e.g., implementing the IConvertible interface in .NET).

6.4.2 Compile Time Checks. With explicit quantity types and their usage in the method signatures
and interfaces, the compiler can check during compile time, if the types fit together, resolving Force (B).
Even before that, the IDE can check this via static code analysis, and give correct code completion hints
with the correct types.

6.4.3 Increased Coupling between Types. Using explicit quantity types in method signatures tightly
couples them to the using objects. In this case, that is a beneficial feature, because we want to ensure
correct usage of the types. This means that only specific combinations of types can be used together
and, therefore, a higher coupling. Although this increases the coupling between the units, it makes
them much easier to work with (resolving Force (C)). For example, if we divide Meter by Second the
result should be of type MeterPerSecond, which is the only semantically correct result.

6.4.4 Objects vs. Native Data Types. : By using the quantity objects instead of native data types
(like double or integer), the performance may degrade due to additional indirection needed and dif-
ferent storage (heap vs. stack). Also, for resolving the operators between types, additional indirection
via the v-table may be needed. This can be mitigated by using value types (struct in C#) instead of
reference types, but this inhibits inheritance.

6.4.5 Null-Values. : In comparison to native data types, object references could be null. This has
to be adjusted for and involves additional checks if a quantity object is null or has an actual value. At
least this can be immediately detected because most languages throw a null-reference exception when
a null-object is referenced. However, handling null-values is a liability that has to be considered.

6.4.6 Class Explosion for Arbitrary Units. : In many applications, the amount of needed explicit
quantity types will be at around 10 to 20 classes for the different quantities. However, if an application
allows users to create arbitrary quantities in calculations, the amount of classes needed for all possible
combinations explodes. In such cases, it is not feasible to implement every combination.

6.5 Related Patterns

Quantity. The QUANTITY is the basic analysis pattern by Martin Fowler [Fowler 1997]. It describes
the idea of combining a numerical value with the respective units.

Physical Quantity. Is a specialization of the QUANTITY pattern which is tailored towards the SI sys-
tem of units. It allows for arbitrary unit combinations and implements the basic arithmetic operators.
A combination with TYPESAFE QUANTITY INTERFACE is thinkable in a way that for all commonly
used and known quantities, the explicit quantity types are used, and for an additional unknown or in-
termediate result, the PHYSICAL QUANTITY is used. In such a case, a mechanism to convert between
them has to be implemented, e.g., by inheritance of the explicit quantity class from a base class that
resembles the PHYSICAL QUANTITY pattern.

Immutable Value. The explicit quantity types can be implemented as IMMUTABLE VALUE because
the arithmetic and other operations do not change it [Buschmann et al. 2007].
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Factory Method. Quantities have to be created in a type-safe and easy way. This could be done with
FACTORY METHODS or more sophisticated creation patterns (like BUILDER, ABSTRACT FACTORY,
PARSER) which are described in the Gang of Four Book [Gamma et al. 1995].

Typesafe Entity Container. The explicit quantity classes in the TYPESAFE QUANTITY INTERFACE
are a variant of the idea of the TYPESAFE ENTITY CONTAINER [Schmoelzer et al. 2006]. There, the
explicit interfaces make it possible to syntax check the source code at compile-time and support de-
velopers while writing the source code with code assistance. In this analogy, the PHYSICAL QUANTITY
pattern corresponds to the Entity Container.

6.6 Variants

6.6.1 Common Base Class for Explicit Quantity Types. This variant involves the implementation of
a common base class for all explicit quantity types. The abstract base class implements the most used
functionality but cannot be instantiated directly. This avoids code duplication in the quantity types
and was used in VECTO (see Example in Section 6.3.3).

6.6.2 No Base Class. This variant completely leaves out the base and only implements the special-
ized unit classes and their relations. In such a way, it is not possible to create arbitrary units combina-
tion and limit the unit system to the defined ones. Although this removes some flexibility, it would be
feasible in situations where type-safety is of the highest importance. One disadvantage is that much
code has to be duplicated in order to implement the needed functionality. This can be mitigated via the
composition of functionality, but still, the calls to the composited classes have to be implemented.

6.6.3 Template-Baseclass. Implement the PHYSICAL QUANTITY base class with a template-parameter
and derive the explicit quantity types from it. In such a way, basic addition, subtraction, and generic
implementations for multiplication and division can already be provided without having to re-implement
them over and over. This saves much coding effort, and therefore also prevents possible copy-and-paste
bugs.
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7. CANDIDATE PATTERNS

The following problem areas would enhance the PHYSICAL QUANTITY pattern and TYPESAFE QUAN-
TITY INTERFACE pattern. The patterns are shown here still have to be fleshed out entirely and de-
scribed in detail. We plan to complete this in future work.

Problem:
Pattern

Description

Conversion:
CONVERTIBLE
QUANTITY

Solves the problem of converting between different quantities. This includes han-
dling of prefixes (e.g., kilometer vs. meter), different names (ton vs. kg, hour vs.
minute), and even different systems (e.g., miles vs. kilometer). Many of these con-
versions occur in the input and output layer of the application, while the applica-
tion internally works with the defined base units. [Novak 1995]

Uncertainty:
UNCERTAIN
QUANTITY

Handles uncertainty due to measurement of values with appropriate propagation
of uncertainty in arithmetic. This could include relative tolerances (e.g., ±5%), as
well as absolute tolerances (e.g., ±3km/h).

Validation:
VALIDATABLE
QUANTITY

Adds the capability to validating quantity values (e.g., minimum and maximum
limits). These limits could be defined on the quantity type itself (e.g., prohibit
infinity or not-a-number), or be defined on specific members and instances (e.g.,
the weight of a car must be between 0[kg] and 7500[kg]; or the resulting value of
a calculation must not be greater than 300[Nm]).

Collections:
QUANTITY
COLLECTION

Pattern for memory-efficient storage and handling of quantity values in big lists.
In big lists of the same quantity, the unit information can be stored once, while
the values could be stored in built-in lists of the underlying numeric data type
(e.g. List<double>)

Matrix Math:
QUANTITY
MATRIX

Expands the quantity type arithmetic to support matrix and vector operations
(e.g., matrix multiplication, cross-product, dot-product, inversion, determinant,
euclidean-distance, ...) and a variety of dimensions (e.g., 2D, 3D).

Creation:
QUANTITY
FACTORY

An elegant mechanism to create the quantities. The syntax should be straight-
forward to read and understand because this would be used all over the place in
the whole application. In .NET this could be implemented via extension methods
which attach directly to the native data types float, double and int.

8. KNOWN USES

8.1 Java

—JSR363: In August 2016 the Java Community Process has finalized a specification request of a Java
package for modeling and working with measurement values, quantities and their corresponding
units [Shaikh et al. 2016].

—JScience: Library for scientific applications which also includes the SI unit system and quantities
[JScience 2011]

—UOM.SI: Units of Measurement: A library of SI quantities and unit types base on BIPM standards
[Keil 2017].

8.2 C++

—Boost.Units: A library implementing dimensional analysis and [Schabel 2010].
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—TUOML: The Units of Measure Library: Another library for C++ implementing units of measure
[Nicewarner 2013].

8.3 mbeddr

Mbeddr is a programming language for embedded devices based on an extensible version of C. It
supports physical units as part of the language [Voelter et al. 2012].

8.4 F#

In F#, quantities are also included in the language itself in a very generic implementation, which
allows defining arbitrary identifiers as units [Microsoft 2016; Pemberton 2015]. The check is done at
compile time only [Wlaschin 2012; Kennedy 2008].

Powerpack. F# has an official add-on called “Powerpack” which contains many predefined defini-
tions for SI units and other unit systems [Microsoft 2014; 2012].

8.5 C#

—NGenericDimensions [Mafu 2013].

—Units.Net: A library for C# implementing parsing, arithmetics, and conversion of units and quanti-
ties [Larsen 2017].

—VECTO - Vehicle Emission Calculation Tool: EU Project for Calculating CO2 Emissions for
Heavy-Duty Vehicles in Europe. Written in .NET (C#, VB) and implementing an optimized version
of SI Units [Hausberger et al. 2016; Kies et al. 2013].

8.6 Python

In Python, it is difficult to implement a type-safe version of the PHYSICAL QUANTITY for method
parameters, because they cannot be specified, but at least arithmetic, conversion and run-time checks
for dimensional analysis is supported.

—Unum: A library supporting all seven base units for SI, quantifiers, arithmetic operators and also
integrates well within numpy [MacLeod and Denis 2013].

—quantities: Library defining physical units and constants, conversion, and arithmetics. This library
also supports uncertainty and error propagation [Dale 2011].

—scimath: This library also implements the PHYSICAL QUANTITY (especially the 7-tuple with the
exponents). It allows conversions, arithmetic, and support a different unit system (SI-CGS, SI-MKS,
Imperial Units). It also integrates nicely into numpy for matrix and vector operations [Enthought
2011].

9. CONCLUSION

In this paper, the first parts for a pattern language for physical quantities were described. These
patterns support units in physical and mathematical calculations and simulations. They provide a
robust typing system that helps to avoid unit errors in the implementation of equations and formulas.
They also implement often needed functionality like arithmetic operators. Additional patterns were
shown which support converting quantities, efficiently store many quantities in lists, or working with
uncertain values and tolerances. This pattern language and the contained patterns are most useful in
physical simulations and calculations where a robust unit system is needed.
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Abstract. This paper describes how data quality can be used to gain
trust between components in distributed control systems by adding infor-
mation about quality to data values. Especially numeric uncertainty is
a helpful tool for making highly informed decisions. To illustrate the
benefits and challenges, several use-cases are discussed in the context of
industrial and automotive settings. The target audience are architects
and developers of cyber-physical systems in industrial and automotive
domains, researchers in such domains and software developers who are
writing software for embedded or distributed control systems which also
use uncertain sensor measurements.

Keywords: Quality · Uncertainty · Measurement
Error propagation · Tolerance · Predictive maintenance
Sensor-fusion · Approximate computing

1 Introduction

In the past, control systems were isolated and closed systems which have been
under control of one manufacturer or closed and protected environments. This
paradigm changed with the recent upcoming of ubiquitous and distributed
devices, the Internet of Things (IoT), and Cyber-Physical Systems (CPS). Con-
trol systems now are often distributed and may be highly dependent on other
systems which are developed by other companies. This leads to many excit-
ing kinds of problems. In order to cope with many of those problem fields,
standards were established to harmonize technical compatibility (e.g. commu-
nication, data formats, and protocols) as well as warranty, safety and contract-
ing issues (safety and quality standards like ISO61508, ISO26262, ISO25012,
AUTOSAR, ASPICE, Functional Safety, 6σ). While safety and quality stan-
dards cover the whole development and production process until delivery, the
newest trend shifts the actual binding time of decisions far beyond delivery to
the actual usage and runtime of a product [24,26]. Amorim et al. describe in
their papers [1,2] how to do this by using contracts consisting of demands and
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guarantees between components and evaluating them at runtime. In their con-
tracts they depend on using attributes which can be evaluated during runtime.
The challenge is now to evaluate information about the environment during run-
time. In order to do this, the notion of data quality comes into play. The ISO
25012 [15] defines characteristics of data quality and in this paper, we espe-
cially look at accuracy, precision, consistency and credibility. We illustrate this
in use-cases which use the measurement uncertainty of sensors as an attribute
for data quality. These use-cases concern not only safety but also other depend-
ability attributes like availability and reliability. The main idea is to evaluate
the quality of a sensor via its uncertainties of measured values. This data quality
attribute should be used and propagated over the whole signal path of a system
in order to make informed decisions and to have more information about a sys-
tems’ state available at runtime. If the sensor has small measurement errors and
is not biased, the measured data has high quality and can be trusted. In such a
way a consumer of a value can decide dynamically at runtime if the values are
trustworthy and react based on changes of data quality e.g. when a sensor gets
dirty or faulty.

We want to encourage and motivate developers and architects to be involved
in this culture of quality based thinking in order to increase business value in
changing environments and contexts. This corresponds to the main values and
principles of the Software Process Improvement Manifesto (SPI Manifesto) [23],
which is a guide for exchanging wisdom and experiences in all areas of software
process improvement.

The remaining paper is structured as follows: Sect. 2 gives an overview over
the related work and background. The main part of the paper focuses on the
use-cases for uncertainties beginning from Sect. 3 to Sect. 9. The paper closes
with a conclusion in Sect. 10.

2 Background and Related Work

Uncertainty in Measurements. According to the ISO GUM Standard “Error is
an idealized concept and errors cannot be known exactly.” [17]. Measuring the
reality is a task which always involves some kind of uncertainty. Measurement
devices cannot be infinitely precise or measured objects may change, and it may
even be impossible to measure everything exactly. In lack of infinitely precise
measurements, we try to tackle uncertainty by equipping our sensors and values
with tolerance ranges or limits. Such tolerances tell us how precise our values
can be. The ISO GUM (JCGM 100:2008) standard and all additions define how
to express uncertainty in measurements [17–21].

Uncertainty in Distributed Control Systems. Distributed control systems cover
many areas like control systems, embedded systems, or cyber-physical systems
(CPS) as they are called nowadays. They all involve some kind of uncertainty.
Classic literature about this topic is e.g. “Distributed Systems” by Tannenbaum
et al. [29], or “Distributed Systems Architecture” by Puder et al. [28]. Accord-
ing to Amorim et al. “CPS usually operate in uncertain environments and are
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often safety-critical” [1]. This dangerous combination of uncertainty and safety-
critical devices could lead to threatening situations causing harm, injuries and
the death of humans as well as substantial damage of properties and financial
losses. According to the HAZOP model, data errors in control systems are cat-
egorized as Provision Errors, Timing Errors, and Value Errors [4,11,12]. To
handle these kinds of errors, contracts with requirement definitions can be used
[3]. For example, in the ConSerts M model [1,2], every component provides guar-
antees to the consuming component, while requesting demands to the serving
components. In such a way it is possible to define safety contacts at design time
which are evaluated at runtime and acted upon via safety mechanism through
self-adaptive systems [14].

Uncertainty in Probabilistic Programming. Basically every measured value can
be represented as random variable, which is done in probabilistic programming.
Such random variables have continuous or discrete probability distributions
which are used for inference, arithmetic and conditionals in a program. They
have some generic mechanisms in common [25]: (i) a probabilistic model, (ii)
propagation rules, and (iii) inference techniques. Andy Gordon wrote a survey
about the current state of probabilistic programming [13]. Bornholt et al. pub-
lished several papers about their implementation approach of such mechanisms
[5–7]. Another aspect of this is approximate computing, which creates software
with just enough precision as needed. Darulova et al. investigated many aspects
of approximate computing and created a framework for compiling programs with
uncertainties, to be faster and use less memory [8–10,16].

3 Use-Case 1: Quality Evaluation Based on Uncertainty

“Researchers in computer systems either do not know about measurement bias
or do not realize how severe it can be.” [27].

Using uncertainty for measured values allows for informed decisions, better
evaluation of the environment and sophisticated safety arguments, which can
contain lower and upper bounds for safety margins (Fig. 1).

Fig. 1. Quality evaluation based on uncertainty in Sensor Data: which of the two
sensors is more trustworthy?
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Very often decisions and calculations are done with data directly coming
from a sensor or other systems, and are trusted to be 100% correct. Contracts
and design arguments protect us from getting biased or uncertain data, but
do we really know for sure even during runtime? Mytkowicz et al. [27] showed
that experimental measurements of computer systems regarding performance are
always flawed by not using diverse environments and could potentially lead to
wrong claims by not considering measurement bias. That is why they proclaim
a call to action to consider measurement bias in computer systems. While this
mainly applies to experimental measurements, it is also important for sensors,
which exhibit even more uncertainty, which can’t be reproduced as easily as
in experimental environments. In safety, redundancy and diversification are key
concepts for reducing failure rates and common cause failures. We propose to
expand these concepts to allow better informed decisions about systems.

Wrong decisions potentially could lead to endangering human life, harm and
injuries, but also enormous financial damage. For example, autonomous self-
driving cars constantly monitor the environment and decide in adaptive control-
loops which action is the most appropriate. Such decisions are guided by data
from multiple sensors in order to drive safely and avoid accidents.

This use-case exhibits following forces or challenges:

– Sensor Data is always uncertain (as is every measurement). Therefore, it could
be inaccurate, and without modeling these uncertainties this could lead to
wrong assumptions and decisions.

– Exact tolerances are often unknown. Of course, you could assume the worst-
case tolerances from the data sheet of a sensor, but oftentimes they are way
overrated, and still one cannot guarantee during runtime that they are still
satisfied.

– Decisions based on inaccurate or oversimplified data could lead to wrong
results (injuries, fatalities, ...). Assuming a measured value is infinite precise
is very dangerous and careless.

The goal in the context of this use-case is to make safe and informed deci-
sions with the help of error-margins and safety assumptions to avoid and mitigate
injuries and erroneous behavior. For this, we need systems which have mecha-
nisms for defining uncertainties, for propagating them, and finally for decision-
making with known guarantees and confidence.

4 Use-Case 2: Predictive Maintenance

The evaluation of uncertainty and measurement tolerances could potentially
increase the prediction accuracy for predictive maintenance. By establishing
degradation models which reason about how failure and quality of a compo-
nent are related, a manufacturer can predict how long the product lifetime will
be based on the current state of quality in the product evaluated during runtime.
In such a way it would be possible to avoid unnecessary maintenance efforts, but

Appendix A Appendix: Publications

– 122 –



372 M. Krisper et al.

Fig. 2. Usage of quality information for predictive maintenance: as soon as the quality
of the sensor is under a predefined limit, maintenance actions should be done before
the component fails.

just replacing or reconditioning those parts where and when the attention really
is needed (Fig. 2).

Think of the trivial example of motor oil. We have long periodic maintenance
intervals because modern engines are working much cleaner as ever before. Nev-
ertheless, motor oil is still replaced in regular intervals (either time span or driven
distance) although it may not be necessary in many cases. A sensor which mea-
sures the viscosity or contamination of the oil could give feedback about its state
and inform the driver when it is time to be changed.

The challenges in this context are:

– Sensors may get damaged, polluted and fail over time. The precision and
quality of the produced data also decreases with such decay processes.

– Periodically scheduled maintenance may be inefficient, because parts could
still be fully functional even after some time and would be replaced prema-
turely.

– The other side of periodic maintenance is when parts fail or decay earlier
than the cycle has foreseen this may go unnoticed until the maintenance
time. In such cases maintenance should have been earlier to ensure correct
functionality of the components.

The goal in this use-case is to safe costs for unnecessary maintenance while
ensuring that all safety goals are met and the functionality of all components
is ensured. Just doing maintenance when it is really needed has many advan-
tages to the whole ecosystem of products. The predictive maintenance model
and its evaluation during runtime also has another very beneficial side effect:
By continuously monitoring the health state of the components we can detect
early or unexpected failures during runtime. By knowing and monitoring the
quality level (especially the sensor tolerances) one can predict the failure rate
more accurately during runtime. By using a model for failure-rates based on the
runtime tolerances we can predict the point in time when the sensor will fail.
Based on that, maintenance should be planned.
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5 Use-Case 3: Sensor Fusion

Use data quality, e.g. uncertainty, to combine several input values in order to
get results with even higher quality, accuracy and less uncertainty. Also, use it
to give the most accurate data more weight than the inaccurate (Fig. 3).

Fig. 3. Sensor fusion by combining the individual sensor value and their according
probability distributions. The result has higher quality and lower uncertainty than
every single sensor.

Sensor fusion is a huge area in control systems which is researched for many
decades now but still makes huge advancements when it comes to new tech-
nologies and how to combine them. For more information about Sensor Fusion
we propose the book by Klein: “Sensor and data fusion: a tool for information
assessment and decision-making” [22]. In this use-case we concentrate on the
fusion of data signals which are semantically similar (measuring the same infor-
mation), e.g. distance, energy consumption, or signal strength. The only things
which differ for similar measurements are the actual measured value, and the
uncertainties exhibited by the sensor and the measurement. This makes it easier
to combine the values by just combining their respective measurements seen as
random variables with uncertainties. Equations for combining multiple indepen-
dent input values with normal distributions (μ is the expected value or mean, σ
is the standard deviation):

X0, . . . , Xn ∼ N (μi, σ
2
i ) : X̂ =

1

n

∑
Xi ∼ N

(
1

n

∑
μi,

1

n2

∑
σ2

i

)

It is noteworthy, that for the above equations we assumed independent ran-
dom variables. This is not the case all the time, because the sensors try to
measure the same “true” value, and are therefore correlated to each other. If
the “true” value changed, all sensor values are expected to change accordingly
– therefore, they are dependent and for sensor fusion also the covariances of the
sensors should be considered. Another assumption here is that all sensor uncer-
tainty is described using normal distributions for their measurements. When
they have different distributions, this should be considered accordingly in order
to maintain their probability properties.

The challenges in this context are:
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– A single sensor may be inaccurate and its quality may change during usage
over time.

– Computing simple averages amongst multiple sensor hides the uncertainty
coming from the sensors and therefore gives a wrong image of certainty.

– Better and worse data are mixed together, which should be accounted accord-
ingly.

The goal is to use data from multiple sensors to get more accurate information
about the environment. The combined value should exhibit lower uncertainty
than any single sensor value. Therefore, it is needed to evaluate the quality of
the sensors during runtime and use this quality information for the sensor-fusion.

We propose to weight the sensors according to their uncertainty, in order to
prefer more accurate sensors over the ones which are imprecise. This has two
highly beneficial consequences:

1. Environmental Adaption: When one sensor is better for near distance
measurements (e.g. in low-speed situations) and another is better at far dis-
tance measurements (e.g. high-speed situations), weighting them according
to their precision would result in an automatic adaption to the current envi-
ronment and always using the best source of data for a given situation.

2. Failover: In cases where a sensor fails completely, it can be completely over-
ruled by the still functional working sensors, because its uncertainties would
get very high and therefore its value would be weighted very low. This would
result in failover situation where the system still continues to function, despite
a sensor failing. Of course, this only is possible for systems which are designed
to have redundant signal paths or even diverse sensors, in order to avoid com-
mon cause errors. Amorim et al. described an architecture which makes use
of alternative data sources in case of failures [2].

6 Use-Case 4: Approximate Computing

Perform calculations only with the needed precision to increase performance and
save memory.

Figure 4 shows the time needed for calculating pi with a variant of the

Gregory-Leibniz Series (π = 4
∑∞

k=0
(−1)k

2k+1 ). The figure shows that for increasing
the accuracy (decreasing the error) much more time is needed. For example, if
we need the value to have a precision of 10−3, the algorithm only needs about
0.5 ms, but if we need a precision of 10−4, we would have to let it run for 5 ms
(10 times longer). Of course, in this case, there are much faster methods avail-
able, but it shows how beneficial approximate computing could be for algorithms
which do not have a fast alternative. By aborting the calculation as soon as the
needed precision is reached one can save much computing time [8].

In addition to performance also memory could be saved by using approxi-
mations. Many applications use double or float as data types for their floating-
point variables, but only need precision of a few decimal places. These could be
replaced by fixed point arithmetic which perform much faster while still supply-
ing the needed precision [8–10,16]. The challenges in this context are:
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Fig. 4. Performance benchmarks for calculating π with the Gregory-Leibniz Series. To
increase the accuracy of the solution, much more computing time is needed.

– Exact calculations often take unnecessary long time.
– Approximate calculations may be faster, but you need to balance the precision

to your needs.

For this use-case the goal is to speed up calculations and save memory by
using approximations which only use as much preciseness as is needed. In order
to do that, uncertainty information comes in handy because it could be applied
in two ways: Firstly, the maximum precision depends upon the precision of the
input values, respectively the input sensors. It does not make sense to apply
more exact algorithms when the uncertainty of the input data is already very
high. Secondly, the needed precision in calculations depends upon the ultimately
required precision of the output value. For example, it would be futile to numer-
ically optimize some algorithms to the 10−6 decimal place, while the calculated
output value is then rounded to whole integer numbers.

7 Use-Case 5: Fault Detection

Use quality information (e.g. uncertainty or standard deviation), to detect addi-
tional faults in components which would go unnoticed otherwise.

Using quality information like accuracy or uncertainty gives the possibility
to define additional checks for fault detection. Thresholds on the quality of a
signal can be defined in addition to the range-checks which are defined at design
time according to the data-sheet or interface description of a component (e.g.
the HSI: Hardware-Software-Interface-Specification) (Fig. 5).

The challenges are:

– Sensor Quality (e.g. tolerances) may change over time.
– Safety functions rely on good quality information to e.g. apply boundary or

threshold checking.
– Tolerances coming from data sheets may be exaggerated and represent max-

imum values, which leads to very conservative assumptions.

The goal of this use-case is to have tolerance information available during
runtime in order to be used for safety functionality and to detect faulty and
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Fig. 5. Detect faults by evaluating the uncertainty of a value series.

maybe even harmful situations. When a system would know the tolerances and
uncertainties of the used signals and sensors at runtime, it could easily detect
when something goes out of bounds, or when tolerances of a value suddenly
increase without any reason. This demands that the sensor quality is measured
periodically in order to have recent information available to guarantee the live-
ness and correctness of the error margins.

8 Use-Case 6: Fingerprinting

Use quality information as fingerprints to identify individual components
(Fig. 6).

Fig. 6. Identify systems based on their individual calibration or uncertainty profile.

During production the uncertainties of sensors are measured and their cal-
ibration is set. This configuration of calibration data is a set unique to each
system. By utilizing the initial calibration and uncertainty information one can
calculate a unique fingerprint for the identification of a system and use this as
an identification later on. The challenges of such a use case are:

– Devices and Sensors cannot be trusted a priori.
– Devices and Sensors in combination have a pretty unique configuration of

calibration data, uncertainties and tolerances.
– Authentication mechanism need additional functionality (TPM, certificates,

identities, key-exchange) which may be too expensive.
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The goal is to identify sensors and devices according to their fingerprints
without having to implement additional security features or hardware. This can
be done by utilizing the uncertainty and calibration data of the systems’ sensors
during production and storing this profile information as fingerprint. During
runtime measure the system again and compare to the stored fingerprint. If the
profile is mostly the same, this is a strong indicator that the measured system
actually is the same.

9 Use-Case 7: Graceful Degradation

Degrade functionality of a system based on the quality of the sensors and sophis-
ticated safety assumptions (Fig. 7).

Fig. 7. Depending on the quality of the sensor input data, an autopilot can regulate
the maximum speed for a degraded state.

Graceful degradation is a technique which is applied as safety measure if a
system’s functionality must be ensured but cannot be fully supplied. There can
be two reasons why a degraded system is valuable: Firstly, when the system has
to go into a safe-state, this oftentimes cannot be done immediately, but has to
degrade gracefully over time, so that the driver or user can accustom to the new
situation. Secondly, it is often preferred to have at least a degraded functionality
than no functionality at all. Amorim et al. wrote about graceful degradation and
how it can be applied to situations when the contracts are not fulfilled at runtime
[2]. They depicted the situation where a sensor fails to operate and their solution
was to search for other data sources which can be used despite the possibility
that they may be more inaccurate. If the other inputs can’t provide the needed
ASIL level, the car should still be controllable, but in degraded mode in order
to minimize possible hazards (the maximum speed is reduced).

Despite graceful degradation, also graceful improvement would be possible: if
the uncertainty and data quality gets better, a system could adaptively increase
the functionality. If the constraints are still met due to better sensors with
smaller measurement tolerances, the maximum speed could even be increased
while maintaining the same safety level.
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10 Conclusion

In this paper we showed seven use-cases where the use of uncertainty as indicator
for data quality is very beneficial for the dependability of a system. Trust in the
sensors, the data, and the whole signal path can be increased by evaluating
data quality of the numerical values. Especially using numerical uncertainty is
helpful in making highly informed decisions which could potentially safe lives.
In the future, we plan to investigate each use-case in detail and find appropriate
techniques and integration possibilities for existing systems in real life projects
and scenarios. In the spirit of the SPI manifesto [23] we want to motivate and
encourage manufacturers, developers and software as well as system architects
to apply uncertainty and quality considerations in their systems to change their
daily business for the better.
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ABSTRACT
In this paper, the design patterns Uncertain Number and Propa-
gation Strategy are presented. They are useful for storing uncer-
tainties of values and propagating them throughout calculations in
an application. Uncertain Number represents a numerical value
and its respective uncertainty. Propagation Strategy represents
the propagation method, to correctly propagate the uncertainty
throughout an application. This is done according to the Law of
Propagation of Uncertainty as defined in the Guide to Expression
of Uncertainty in Measurements. This paper addresses software
architects, designers and developers having to work with uncertain
data e.g. coming from sensors or other measurements.
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1 INTRODUCTION
This paper describes design patterns about the handling and propa-
gation of numerical uncertainty. This is important for all systems
which have to handle uncertain data e.g., data coming from exper-
imental measurements or sensors in control systems and sensor
networks.

Every measurement exhibits some degree of uncertainty because
many factors influence it, may it be a systematic error or random
error, caused by a multitude of reasons, and, therefore, can never be
perfectly accurate. This is especially interesting for control systems
in industrial settings because they rely on sensors to measure the
environment and have become more and more ubiquitous in our
world. Every modern car, smartphone, smart production system,
or smart home uses a variety of sensors to detect changes in the
environment and react to that accordingly. Therefore it is essential
to get the data correctly and also incorporate the uncertainty or
errors of the measurements. The notion of uncertainty is not limited
to control systems and can be applied to every system which has
to work with uncertain input values.

The target audience is software architects and developers work-
ing in the field of control systems, embedded systems, sensor net-
works, or physical simulation software. This includes all kinds of
applications using uncertain input data (e.g., industrial, automotive,
embedded systems, IoT, sensor networks).

1.1 Background
The Guide to the Expression of Uncertainty in Measurement (Guide)
[6] describes the defacto standard way of expressing and propagat-
ing uncertainty throughout calculations. It uses the so-called Law of
Propagation of Uncertainties (LPU), which is described in more detail
in section 2. In the past decade, several implementations and pat-
terns emerged to reflect the described method of the Guide, and in
this paper, we take another more modernized approach to describe
the design patterns dealing with the propagation of uncertainty.

Measurements cannot be perfectly accurate; they always involve
some uncertainty that comes from many different sources and in
different forms. Sources for uncertainty are e.g., environmental
factors, hardware limitations of sensors, sampling and transforma-
tion errors, inaccurate measurements, representation inaccuracies
(e.g., floating-point values), or even wrong assumptions about the
influence factors.
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Uncertainty can be lowered, limited, or bounded using appro-
priate sensors, well-suited noise filters, statistical methods, and
mathematical techniques. While high-quality sensors and statis-
tical methods can give some guarantees of tolerances, limits, or
confidence-levels, a perfectly accurate measurement is not possi-
ble - the techniques only promise that the real underlying error is
smaller than a given tolerance.

One thing that is often forgotten is the fact that sensors degrade
over time (as all hardware does), and their errors and uncertainty
could also change over time. Therefore, static assumptions taken at
design timemay not be valid for thewhole lifetime of a product. This
makes it essential to evaluate the uncertainty at runtime and take
appropriate measures to keep it in acceptable limits (e.g., periodic
re-calibration of the sensor, predictive maintenance, replacement).

1.2 Related Work
We used several other projects and patterns as inspiration for ex-
tracting the patterns described in this paper. One of the biggest
influences was, of course, the GUM Tree design pattern by Blair
D. Hall [5, 9], which is described in great detail and several pub-
lications over the last decade. Also, many of the classical design
patterns like Composite, Strategy, Interpreter/Syntax Tree
[4] where quite useful to get ideas how to implement uncertainty
propagation. We also took inspiration from actual implementations
like the python library uncertainties by Eric-O. Lebigot [7], and
a project from Luca Mari implementing uncertainty propagation
using automatic differentiation in Java [8]. For learning and experi-
encing the implementation issues firsthand, we also implemented
a system for uncertainty propagation in C#.

1.3 Structure
This paper is structured as follows: Section 2 summarizes the math-
ematical methods described in the Guide to understand how the
Law of Propagation of Uncertainties works.

Afterwards the following three design patterns are described:
• Uncertain Number: A pattern for representing numeri-
cal values together with their respective uncertainties.

• Propagation Strategy: A pattern for propagating un-
certainties correctly throughout simple calculations.

For the descriptions of the patterns, we use the canonical pattern
form, consisting of the sections context, problem, forces, solutions,
consequences, and known uses [3].

2 PROPAGATION OF UNCERTAINTIES
Every measurement exhibits some degree of uncertainty, which is
generally called measurement error. This measurement error has a
multitude of reasons and can be decreased by using more accurate
measurement devices, repeating the measurement very often, or
using mathematical filter techniques that can filter out the errors
to some degree. Nevertheless, the resulting values still contain
some errors and uncertainties, and therefore, it has to be modeled
somehow in order to create robust and safe systems. Measurement
error can be modelled as follows:

Y = y − E (1)

The value Y is the measurand, which is the true value we want
to measure. It differs from the measured value of y by a difference
of E, which represents the error of the measurement. Since the
error E is different with every measurement, we only can model it
as a probability distribution, telling us the probable behavior and
distribution of the error values over many measurements. Since the
measurement errors are very often symmetrical around the true
value - which means that it is equally probable to underestimate
and overestimate the true value - the normal distribution is a rea-
sonable estimate of how the error will behave. However, this is not
always the case. Nevertheless, even in other cases, a correspondent
normally distributed replacement can be found and used in the
model.

The probability density function of the normal distribution is:

N
(
µ,σ 2

)
= f (x |µ,σ 2) = 1√

2πσ 2
e
− (x−µ )2

2σ 2 (2)

where µ (the mean) and σ (the standard deviation) are the two
descriptive parameters fully defining the normal distribution. They
can be calculated from a sample population of values as follows:

µ =
1
N

N∑
i=1

xi (3)

σ =

√√√
1

N − 1

N∑
i=1

xi − x (4)

Here the formula of σ for the "sample standard deviation" is
shown, which is the corrected or unbiased version of the standard
deviation. It is useful when applied to just a fraction or sample of the
whole population. Since the setting for this paper is measurement
data coming from sensors, we can never get hold of the whole
population, because this would mean to measure forever. Therefore
this is the appropriate version to use.

When multiple measured values x1,x2, . . . ,xn are combined in
a calculation, this can be modelled as function which looks like the
following:

y = f (x1,x2, . . . ,xn ) (5)
This is called a measurement equation, measurement model, or

transfer function. What this means is, that the function f incor-
porates all input variables x1,x2, . . . ,xn and calculates the output
value y. Since all the input values are estimates of the true values
(which means they have uncertainty), also the resulting output
value is just an estimate.

In practice, such a holistic transfer function is very complicated
and difficult to find. Usually, this is done by defining smaller and
easier functions and combining them. This can be represented as
follows:

y = f1(f2(Λ2), . . . , fk (Λk )) (6)
Here Λi stands for the input values of the corresponding func-

tion fi (also called the influence set). The influence sets of the
sub-functions can be disjoint, but do not have to be; actually, it is
very common that they overlap. This means that some of the sub-
function use the same input variables. The decomposition can be
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repeated for each of the sub-functions until we reach the elementary
variables, which cannot be decomposed any further.

2.1 The Law of Propagation of Uncertainty
The LPU defines how the error propagates mathematically through
calculations. The most generic formula for error propagation is as
follows:

u(y) =
√√√ n∑

i=1

n∑
j=1

ui (y)r (xi ,x j )uj (y) (7)

where the component equation for ui is the following:

ui (y) =
∂ f

∂xi
u(xi ) (8)

and r (xi ,x j ) is the correlation coefficient between xi and x j
which lies between [−1, 1]. Variables correlate 100% with them-
selves, therefore r (xi ,xi ) = 1. If variables don’t correlate, their
coefficient is 0.

If we completely neglect the correlations (if we assume that all
variables are independent) the equation becomes:

u(y) =
√√ n∑

i=1

(
∂ f

∂xi

)2
u(xi )2 (9)

For respective formulas for function decomposition is as follows:

u(y) =
√√ n∑

i=1
uj (xi )2 (10)

uj (xi ) =
∑

xk ∈Λi

∂ fi
∂xk

uj (xk ) (11)

which must be evaluated for all variables in the influence set. In
the case when xi is elementary, the defined value the uncertainty
is returned; otherwise, the decomposition continues recursively.

3 PATTERN: UNCERTAIN NUMBER
Attach uncertainty information to your numerical values and add
functionality for propagating it through arithmetic operations.

𝑥1 ± 𝜎1

𝑥2 ± 𝜎2

+ y ± 𝜎𝑦

Figure 1: The Uncertain Number Pattern stores and prop-
agates uncertainties through arithmetic operations.

3.1 Context
Applications that have to handle data with uncertainty e.g., using
data that comes from sensors or measurements.

3.2 Problem
How can the uncertainty of input data be consideredwithout having
to consider it all time?

3.2.1 Forces.

• Standard numerical data types (e.g., int, double) have no
means of storing uncertainty.

• The default arithmetic operators (+,−, ∗, /) for numerical
data types do not incorporate or propagate uncertainties.

• Without considering uncertainties, developers and users of
systems do not know how precise the results of calculations
are. This could lead to dangerous situations if used in critical
systems.

• Uncertainty propagation only works if used throughout all
arithmetic operations.

• The mathematics of the LPU can be quite intimidating for de-
velopers, and could also be a source for errors if implemented
wrong (automatic differentiation, syntax trees, function de-
composition).

• Simple implementations often neglect correlations, which
could lead to entirely wrong estimations of the uncertainties.

• When performance is an issue (e.g., embedded systems), the
overhead of propagating uncertainties should be minimal,
or at least configurable (e.g., eager or late calculation).

• Systems are often limited in the amount of available memory.
Thus, memory consumption needs to be carefully thought
out. The amount of usedmemory and the amount of available
information should be balanced.

• Legacy systems often cannot be changed all at once. There-
fore stepwise incorporation of Uncertain Number into
legacy code should be possible.

• The usage of such a system for uncertainty propagation
should be intuitive and easy to understand.

3.3 Solution

+Value : double
+Uncertainty : double
+Dependents : UncertainNumber[]
-propagation : PropagationStrategy
+UncertainNumber(v : double, u : double)
+UncertainNumber(p : PropagationStrategy)
+Uncertainty(u : UncertainNumber) : double
+operator+(u : UncertainNumber) : UncertainNumber
+operator-(u : UncertainNumber) : UncertainNumber
+operator*(u : UncertainNumber) : UncertainNumber
+operator/(u : UncertainNumber) : UncertainNumber

UncertainNumber

Figure 2: The Uncertain Number design pattern.

The core idea behind the Uncertain Number is to create a wrapper
for numeric data types (e.g., double), which additionally stores the
uncertainty value and implements arithmetic operators to propa-
gate the uncertainty correctly. It uses the Propagation Strategy
pattern to accomplish this. The key is also to store the dependent
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variables for each calculation, because they are needed to deter-
mine the internal correlations correctly. A Uncertain Number can
be seen as a Composite Design Pattern consisting of two types of
nodes:

• Elementary Numbers: This is directly measured values. The
value and uncertainty are defined explicitly and do not de-
pend on anything else. This would correspond to the leaves
of a tree.

• Compound Numbers: This type represents the result of some
calculation with other numbers. Its value, as well as its uncer-
tainty, depends upon the originating variables. This would
correspond to the nodes of a tree.

The class for Uncertain Number has the following attributes:
• Value: The numerical value for the Uncertain Number. This
value represents a value that was directly observed and mea-
sured, or it represents the result of a calculation. It can always
be immediately computed in every step and is the same as
normally applying the numerical operators (without using
Uncertain Number at all).

• Uncertainty: A numerical representation of the uncertainty.
This value is directly defined for elementary numbers, or
it is the result of uncertainty propagation for compound
numbers. It can be calculated eagerly during the creation
of the class, or later on when needed. It is calculated using
Equation 10.

• Dependents: A list of dependent variables that influence the
value. For elementary numbers, this only contains the object
itself. For compounds, it contains all objects which influence
the resulting value.

• Propagation: A propagation strategy function which calcu-
lates the corresponding uncertainty components for depen-
dent variables. The Propagation Strategy pattern is used
for this. For elementary numbers, this returns its defined
uncertainty, and for compound numbers, this depends upon
the operation which is executed. This always follows the
rule for the LPU, as defined in Equation 11.

• Uncertainy-Function: This function returns the uncertainty
for a specific variable, and is just a transparent wrapper for
easier access to the propagation strategy. This is used by the
propagation mechanism, which will be explained later on.

• Constructors: There are two constructors: One is used to
create elementary numbers, and the other is used to create
compound numbers. The first one is the one that is used by
the developer to create uncertain numbers the most. The
second is for the implementation of mathematical operations
and also used by the operators of the Uncertain Number.

• Operators: The most important mathematical operators like
+,−, ∗, / are implemented to help the developer using the
Uncertain Number. This allows us to change the data types
of legacy applications easily, and everything will work auto-
matically because the compiler can find the corresponding
operators.

3.3.1 Example. The following source shows how to use the Un-
certain Number design pattern. It implements a formula for calcu-
lating the velocity and distance of an object based on acceleration

measured by an accelerometer sensor. The inputs are the accelera-
tion and the time, which both are uncertain numbers.

Listing 1: An example for usingUncertainNumbers in actual
source code. Here the distance is calculated based on some
acceleration value.
pu b l i c UncertainNumber C a l c u l a t eD i s t a n c e ( )
{

var t = new UncertainNumber ( 1 , 0 . 0 0 1 ) ;
/ / t = 1 . 0 0 0 +/− 0 . 0 0 1 , e l emen ta ry

var a = new UncertainNumber ( 3 , 0 . 2 ) ;
/ / a = 3 . 0 +/− 0 . 2 , e l emen ta ry

var v = a ∗ t ;
/ / v ~ 3 . 0 +/− 0 . 2 , compound

var d = v ∗ t + a ∗ t ∗ t / 2 ;
/ / d ~ 4 . 5 +/− 0 . 3 , compound

}

3.4 Consequences
• Uncertain Number provides means to store and propagate
uncertainty throughout a system.

• Arithmetic operators are implemented to make the usage
easy. These operators take care of the uncertainty propaga-
tion automatically.

• No mathematics knowledge is needed on using the pattern
because it is all implemented and hidden away inside the
Uncertain Number class.

• Correlations are considered as part of the propagation algo-
rithms.

• Performance can be an issue if very long chains of calcu-
lations are done. In such cases, the whole syntax tree has
to be evaluated in order to calculate the uncertainties. This
could be mitigated by implementing the uncertainty as a
lazy evaluation property, only calculating it when needed,
and caching already calculated values.

• More memory is needed for every measured and calculated
value because they need to store the value, uncertainty, and
all the dependent variables.

• Unless Uncertain Number is used throughout a system, it
still has the problem that the chain of uncertainty propaga-
tion is not complete.

• The direct access to the value as double gives the compatibil-
ity that Uncertain Number can be used in a legacy system
where only double values are supported (although this brakes
the propagation chain).

• The Interface of Uncertain Number is straightforward. The
operators can be used in a familiar way, and also they make
it easy to incrementally refactoring legacy systems to use
Uncertain Number.
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3.5 Known Uses
• UncertainNumber by Michael Krisper (C#, Python, C++):
A framework that implements uncertainty propagation ac-
cording to the GUM-Method and the Law of Propagation
of Uncertainty. This is our implementation, which we cre-
ated at the Institute for Technical Informatics at the Graz
University of Technology.

• GUM-Tree Pattern by Blair D. Hall (C++/Python/R) [5, 9]:
This very well described and researched design pattern has
the same purpose and internal function for propagating the
uncertainties, but is implemented using inheritance.

• quantities package by Eric-O. Lebigot (python) [7]: A pack-
age for representing physical quantities in python, which
also includes uncertainty propagation. This is also imple-
mented as a syntax tree, but the propagation is implemented
using explicit partial derivatives for the variables instead of
the automatic differentiation used in this paper.

• Infer.NET (C#): A very sophisticated framework byMicrosoft
Research designed for probabilistic programming in .NET to
be used in areas like machine learning.

• Uncertain<T>(C#) [1, 2]: Another framework for uncertainty
by Microsoft Research designed for probabilistic program-
ming but with much simpler interfaces.

• A System for uncertainty propagation by Luca Mari (Java)
[8]: This is a framework for Java, which also implements
automatic differentiation in order to do uncertainty propa-
gation.

3.6 Related Patterns
• Interpreter, Syntax-Tree: This well-known design pattern
by the GoF is the basic idea for the propagation trees used
in this pattern [4].

• GUM-Tree: A design pattern that also implements uncer-
tainty propagation according to the Guide to the Expression
of Uncertainty in Measurement by B.D. Hall [5].

• Composite: This is the basis for the propagation trees where
the node are either leaves (elementary numbers) or inner
nodes (compound numbers) [4].

• Strategy: This is used for the propagation strategies to
avoid inheritance (favor composition over inheritance) [4].

4 PATTERN: PROPAGATION STRATEGY
You have multiple uncertain values and want to do calculations. To
maintain the uncertainty information, you must propagate it through
all operations in an application.

Component 1:

𝑦 ± 𝑢𝑦+

-
* √

𝑦 = 𝑥1 + 𝑥2 𝑥3 − 𝑥4
𝑥1 ± 𝑢𝑥1

𝑥3 ± 𝑢𝑥3

𝑥2 ± 𝑢𝑥2

x4 ± 𝑢𝑥4

𝑓1𝑓2

𝑓3

𝑓4

Figure 3: The uncertainty of values propagates with every
calculation throughout a component.

4.1 Context
Applications doing calculations with uncertain numbers.

4.2 Problem
Applications calculate their results using uncertain data. During cal-
culation, the uncertainties should propagate automatically without
having to consider them manually on every operation.

4.2.1 Forces.

• Standard programming languages have no means for auto-
matic differentiation, which must be used to do uncertainty
propagation.

• Standard math libraries do not have the capabilities imple-
mented for uncertainty propagation.

• Uncertainty propagation only works if used throughout all
arithmetic operations.

• The mathematics of the LPU can be quite intimidating for de-
velopers, and could also be a source for errors if implemented
wrong (automatic differentiation, syntax trees, function de-
composition).

• Correlations must be considered since they have a significant
impact on the result of the uncertainty estimation.

• There are many different mathematical operations that must
be implemented.

• Systems are often limited in the amount of available memory.
Thus, memory consumption needs to be carefully thought
out. The amount of usedmemory and the amount of available
information should be balanced.

• It should be easy to extend for new mathematical operations,
without changing all existing source code.
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4.3 Solution

+Uncertainty(u : UncertainNumber) : double
+Value() : double
+Dependents() : UncertainNumber[]

<<Interface>>
PropagationStrategy

+Addition(x : UncertainNumber, y : UncertainNumber)
+Uncertainty(u : UncertainNumber) : double
+Value() : double

Addition

+Subtraction(x : UncertainNumber, y : UncertainNumber)
+Uncertainty(u : UncertainNumber) : double
+Value() : double

Subtraction

+Multiplication(x : UncertainNumber, y : UncertainNumber)
+Uncertainty(u : UncertainNumber) : double
+Value() : double

Multiplication

+Division(x : UncertainNumber, y : UncertainNumber)
+Uncertainty(u : UncertainNumber) : double
+Value() : double

Division

+Elementary(x : UncertainNumber)
+Uncertainty(u : UncertainNumber) : double
+Value() : double

Elementary

-x : UncertainNumber
-y : UncertainNumber
+BivariatePropagationStrategy(x : UncertainNumber, y : UncertainNumber)
+Dependents() : UncertainNumber[]

BivariatePropagationStrategy

-x : UncertainNumber
+UnivariatePropagationStrategy(x : UncertainNumber)
+Dependents() : UncertainNumber[]

UnivariatePropagationStrategy

Figure 4: Propagation Strategy pattern which consists of
a simple interface and several specializations for the indi-
vidual mathematical operations.

This pattern is structurally like the Strategy pattern by the Gang of
Four [4]. The PropagationStrategy is an interface for objects which
represents a single type of arithmetic operations like e.g., Addition,
Multiplication, Log, or Sinus. It defines the following properties:

• Uncertainty(u): A Method for return the respective uncer-
tainty component for the variable u.

• Value(): A Method returning the respective numeric value
for the operation.

• Dependents(): A method returning a list of dependent Uncer-
tainNumber variables for this operation.

Derived from that are UnivariatePropagationStrategy and Bi-
variatePropagationStrategy, which represent operations with one
dependent variable and two dependent variables, respectively. Fur-
thermore, the actual strategies which implement the operation are

derived from one of those. Special is the Elementary class, which im-
plements the propagation strategy for elementary numbers, which
by definition do not need propagation.What it does is just returning
the respective numbers for the numeric value and the uncertainty
value - nothing more.

The BivariatePropagationStrategy builds the basis for all strate-
gies with two dependent variables, e.g., Addition, Multiplication,
Division. This is already used by the Uncertain Number pattern
in its operators for the respective arithmetics operation: +,−, ∗, /.

4.4 Consequences
• Automatic differentiation is built into the Propagation Strat-
egy and can be used to propagate uncertainties throughout
an application.

• The mathematical equations used for uncertainty propaga-
tion is implemented to work according to the Guide to the
Expression of Uncertainty in Measurements and the Law of
Propagation of Uncertainty.

• Also, in accordance with the Guide, the correlations are
considered for the uncertainty propagation.

• Since the dependent variables have to be stored, the sys-
tem needs more memory than just the usage of the built-in
numeric operations.

• The propagation strategy is easy to extend because new
mathematical operations just have to be derived from Uni-
variate or Bivariate PropagationStrategy, and the respective
3 Methods have to be implemented. Because they are iso-
lated, this can be done in a few lines of code, and with the
help of mathematical tools like wolfram alpha, the partial
derivative for most functions can be found fast and easily in
order to implement it in the Uncertain-Function.
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1. It maps the attributes and classi�ers from methods for integrated safety and security evaluation
(SAHARA, FMVEA) to the DIAMOND model.

2. It shows a lack of modelling capabilities for victim and mitigation strategies in existing methods
based on threat modelling.
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Abstract. Although multiple approaches for the combination of safety
and security analysis exist, there are still some major gaps to overcome
before they can be used for combined risk management. This paper
presents the existing gaps, based on an overview of available meth-
ods, which is followed by the proposal towards a solution to achieve
coordinated risk management by applying a quantitative security risk
assessment methodology. This methodology extends established safety
and security risk analysis methods with an integrated model, denoting
the relationship between adversary and victim, including the used capa-
bilities and infrastructure. This model is used to estimate the resistance
strength and threat capabilities, to determine attack probabilities and
security risks.

Keywords: Security analysis · Safety analysis · Risk assessment ·
Threat analysis · Threat modeling · SAHARA · FMVEA · Diamond ·
FAIR

1 Introduction

Formerly, security played only a secondary role in safety- and mission-critical
systems, since these systems were not connected to the Internet or the outer
world. However, with the introduction of Internet-of-Things (IoT) and cyber-
physical system (CPS) concepts into multiple industrial domains, the industry
is undergoing enormous change towards highly interconnected and globally dis-
tributed automation and control systems, ranging from intelligent transporta-
tion systems [5] and industrial systems [27], to smart homes and smart cities [4].
Security mechanisms are responsible for protecting these systems from unwanted
access or malicious attacks. Therefore, system security becomes an essential fac-
tor affecting the safety of mission-critical systems. Consequently, this requires
an holistic dependability engineering approach integrating both, security and
safety.

c© Springer Nature Switzerland AG 2019
A. Romanovsky et al. (Eds.): SAFECOMP 2019 Workshops, LNCS 11699, pp. 102–116, 2019.
https://doi.org/10.1007/978-3-030-26250-1_8

A.4 [P4] Towards Integrated Quantitative Security and Safety Risk Assessment

– 141 –



Towards Integrated Quantitative Security and Safety Risk Assessment 103

In particular, dependability is defined by multiple attributes (availability,
reliability, safety, confidentiality, integrity, maintainability) that must be main-
tained and assured at a sufficient level. This is commonly achieved by considering
the risk of potential threats (faults, errors, failures), followed by applying ade-
quate risk reduction mechanisms (fault prevention, fault tolerance, fault removal,
fault forecasting). It should be noted, that the term fault is quite generic, ranging
from systematic weaknesses in software to insufficiently designed hardware.

Risk reduction denotes the effort to deliberately reduce risks to a tolera-
ble level, instead of fantasizing about reducing all risks to zero, which makes it
inevitable to prioritize risks and risk treatments. Risk treatment is defined as a
cyclic process [10] of: (1) assessing existing risk treatments; (2) deciding if the
residual risks are tolerable; (3) generating new risk treatments, if not tolerable;
and again (4) assessing the new risk treatments. There are multiple risk treat-
ments available, however, in dependable systems it is often required to implement
specific measures for achieving a tolerable risk level. Therefore, decisions about
risk treatments directly influence system engineering, requiring an evaluation of
where engineering resources should be dedicated. Risk is generally defined by the
likelihood and impact of a loss event classified according to only partially com-
parable categories (e.g. safety, financial, operational, privacy/confidentiality, ...).
For example, functional safety considers safety impacts based on faults, errors,
and failures of electric/electronic/programmable electronic (E/E/PE) elements.
As long as risks compare similar categories, a similar likelihood scale can be
used, which enables decisions on the required risk reduction mechanisms. How-
ever, different categories should not be mixed up, like financial loss and harm to
human lives should be considered separately.

In the context of connected systems, it is essential to not only consider safety
risks, but also security risks originating from malicious manipulations by e.g.,
internal or external actors. Such manipulations might have an impact on the
same dependability attribute, but the resulting failure may be differently cate-
gorized, making it difficult to prioritize the risk treatments accordingly. Hence,
there is and will be an ever increasing need to coordinate between the engineer-
ing processes that focus on different dependability attributes in system engi-
neering [18]. This coordination requires combined methods as well as a com-
mon language for communicating and comparing risks. Whoever decides on the
treatment of risks, should therefore, be provided with risk ratings in comparable
scales.

In contrast to the statistical failure probability concept known from the safety
domain, system security does not exclusively depend on statistical information
about vulnerabilities and weaknesses, instead it is mainly driven by the inter-
action of an (human or machine) attacker against the resistance of a system.
Integrating such human aspirations and motivations for mischief or selfish advan-
tage into a likelihood system for risk is difficult, therefore imposing significant
restricts to both, the coordination of security with safety risks, as well as with
all other dependability attributes. While there are methods for combined consid-
erations [16], they are still lacking some of the properties needed for a full risk
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analysis, meaning identification and evaluation, which was a major finding of
this paper and gives us open challenges to resolve, for protecting safety critical
systems against malicious attacks [14].

In the course of this document, a discussion of related work and state-of-the-
art analysis methods is provided in Sect. 2, which we expand by a brief discussion
of the methods actual limitations to enable combined security and safety risk
assessment. In Sect. 3, we introduce a new model for assessing the probability of
security attacks in dependable CPSs. Therefore, we propose an approach that is
based on established methods for combined considerations of safety and security
features, which is accomplished by an established method for security incident
analysis. This model is then used in Sect. 3.2 as qualified information framework
to quantitatively classify the probability of cybersecurity attacks, by adapting
and extending an established method for IT-security risk assessment. Section 3.3
presents an illustrative example, followed by an outlook and a closing discussion
in Sect. 4.

2 Background

In this section an overview of relevant standards and context of related work is
given. To that aim, also the differences of cyber-security and safety, as well as the
applied integrated methods are briefly described. Additionally, as first contribu-
tion of this work, a comparison between established integrated risk assessment
methods is given in Sect. 2.3.

2.1 Safety vs. Security

The idea of safety and security co-design has become a major trend of recent
publications and is expected to appear more often in the future, also due to the
upcoming security standards for safety critical domains, and the requirements
on communication and coordination between safety and security. However, one
of the main challenges of this merging of safety and security disciplines is the
different level of maturity in the standards and the available knowledge in the
domains. Safety, as well as security engineering focus on system-wide features
and need to be integrated adequately into the existing process landscape; both
having a major impact on product development and product release, as well as
for company brand.

Therefore, a tight integration and cooperation between these two domains
seems obvious and essential. The difference between safety and security, and
one of the major show stoppers, is the very different point-of-view and the fun-
damentally different engineering approaches and nomenclatures. This issue has
already been partially described and tackled in [18].

Beside this, functional safety engineering approaches focus on defects, fail-
ures, and errors, which can be foreseen (with reservations) at design-time, as
well as on mathematical models based on failure probabilities and system models.
Therefore, functional safety standards are defining domain specific processes and
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methods for the development of safety-critical embedded systems. They target
the minimization of systematic failures during development (e.g., requirement
not implemented in the development phase) as well as the control of random
failures during operation (e.g., component break-down). These standards rely
on efficient quality management in project, and systematic hazard identifica-
tion and management along the entire development life-cycle. Sound technical
concept and validation planning, as well as trace management between these
different items is a central aspect for safety augmentations.

On the contrary, security standards often just provide a set of high-level guid-
ing principles for the life-cycle process framework, some basic guiding principles
on cyber-security, or focus on a subset of the complete engineering process; but
there are no common base practices or methodologies which are shared. Com-
mon Criteria [13], for example, is a detailed standard for security evaluation, but
not applicable to security engineering.

Safety and security features have mutual impacts, sometimes similarities, and
interdisciplinary values in common. However, these different attributes might
lead to different targets, and mutual impact between safety and security exist.
This even goes as far, that safety and security features frequently appear to be
in total contradiction to the overall system features. A straight forward example
of this contradiction can be shown by an electrical steering column lock system.
In the security context, the system locks the steering column when in doubt,
because this doubt area might result from an attack. From the safety perspective,
however, it is highly undesirable to lock the steering column. Since, the issue
involved might well be an occurrence directly before a high speed corner turn
and would leave the driver without control over the steering wheel.

In addition to that, using non-integrated methods to manage these different
attributes might lead to inconsistencies, which are identified in late development
phases. Therefore, a solid information handover and a cooperative dependability
engineering by cross-domain expert teams are required [16].

2.2 Qualitative vs. Quantitative Methods

Many established methods use qualitative assessments based on ordinal scales
e.g. rating the severity of a safety hazard on a scale between 0 and 3, or rating
the threat level of a security threat on a scale from “no security impact” to
“moderate relevance” and “high security and possible safety relevance”. Typ-
ically these ratings consist of 2 to 3 ordinal scales which get combined either
by addition or multiplication to obtain a final risk rating based on thresholds.
Such qualitative assessments methods based on ordinal scales and so called “risk
matrices” have several shortcomings including e.g., range compression/poor res-
olution, risk inversion, ambiguity, and neglecting correlations, which is shown in
several publications by Hubbard et al. [7,8], and Cox et al. [2,3].

To avoid such pitfalls, we propose to apply a fully quantitative assessment
method like factor analysis of information risk (FAIR), which is based upon the
estimation of event frequencies, system vulnerabilities, and event impacts using
probability distributions that enable to also take the respective uncertainty (or
confidence - as it is called in the diamond model) of an estimation into account.
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2.3 Comparison of Established Integrated Risk Assessment
Methods

As already mentioned, risk management is an essential step in the development
of critical systems. On a domain-independent level, risk management is defined
by ISO 31000 [10]. For ISO and IEC standards the ISO/IEC Directives, Part 1
[12] requires all product or industry/economic sector specific risk management
standards to reference or reproduce ISO 31000. ISO 31000 mentions quantitative
and qualitative risk analysis and states that specific results should be consistent
and comparable for effective risk management, e.g., all risks in comparable scales.
Outside of ISO and IEC standards, there is also work on risk management.
National institute of standards and technology (NIST), for example, published
in 2012 NIST Special Publication 800-30 (SP800-30) “Guide for Conducting
Risk Assessments” [15], for guidance in conducting risk assessments on federal
information systems and organizations. SP800-30 also refers to the ISO 31000
risk management standards. In its main part, quantitative, qualitative and semi-
quantitative approaches are discussed. In its annex a potential approach similar
to (FAIR) is presented, where the likelihood of an event is divided into (a) a
likelihood, that an adversary is initiating a threat event; and (b) a likelihood,
that the threat event results in an adverse impact (i.e., a successful attack).
Semi-quantitative values are given, and NIST SP800-30 warns that it can be
challenging to assign a likelihood to a particular “bin” (e.g., 0–15, 16–35, 36–
70), especially if it is between two levels.

In recent work [17], Macher et al., focused on enhancing the development
lifecycle for automotive CPS by analyzing state-of-the-art methods for integrated
security, safety, and reliability engineering. Their finally proposed framework
is based on security-aware hazard and risk analysis (SAHARA), failure mode,
vulnerabilities and effects analysis (FMVEA), and attack tree analysis (ATA),
representing a promising approach for the integrated design of safe and secure
systems in the automotive domain, which is the reason why we use them in our
approach too. A comprehensive overview and comparison of related methods can
be found in [16].

While SAHARA and FMVEA have its origin in the automotive sector, our
proposed integrated risk management approach is not restricted to a specific
domain. Instead, it supports the general level of ISO 31000 and allows to manage
uncertainty and missing information in a risk management process.
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Fig. 1. Overview of the approaches for integrated risk assessment methods.
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The SAHARA method, illustrated in Fig. 1(a), depicts a systematic approach
to quantify the security impact on dependable safety-related systems on system
level [19]. Therefore, the method combines the automotive hazard analysis and
risk assessment (HARA) [11] approach with STRIDE [21] threat modelling.

The FMVEA method, illustrated in Fig. 1(b), is based on the failure mode
and effects analysis (FMEA) as described in IEC 60812 [9] with additional sup-
port for security analysis, also based on the STRIDE threat modelling app-
roach [22] . FMVEA uses a threat&failure-mode-effect model for its safety and
security risk analysis targeted towards the item level.

Integrated Risk Assessment. Both methods, SAHARA and FMVEA,
describe integrated approaches that extend established safety risk analysis meth-
ods to not only classify the risk of system failures, but also the risk of security
threats. For this cybersecurity risk classification the methods define schemes sim-
ilar to those known from safety engineering. However, instead of finding and rat-
ing potential system failures and failure causes, cybersecurity risk assessment is
targeted towards identifying and rating potential vulnerabilities and threats and
the interplay of both with assumed attackers. Therefore, the methods provide
rating schemes to assess (i) the attacker strength, denoted by the attacker capa-
bilities, intention, and know-how; (ii) the system resistance, partially denoted
by static security measures classified by the system reachability, structure, and
required attack tools; and (iii) the impact of a successful attack, denoted by the
effects on the system and its environment.

The attacker strength and the system resistance are combined to estimate
the probability of a potentially successful attack. The attack probability and
impact determine the criticality level of a security threat, which is also used
to indicate the safety relevance of a security threat. Beside the criticality level,
the SAHARA method also specifies a so called security level (SecL) to provide
guidance in selecting the appropriate number of countermeasures that should be
considered [19]. The FMVEA, on the other hand, uses the resulting risk priority
number (RPN) as a comparable indicator to focus the development efforts on
the most critical issues and system areas [22].

For determining the SecL and RPN, both methods rely on qualitative mea-
sures. However, qualitative measures are not suitable for mathematical models
to calculate the overall vulnerability of the system. Moreover, the measures lack
calibration with the failure probability to enable a integrated combined safety
and security risk management [22]. Another, general limitation of both methods
is the restriction to analyze only single causes of an effect [22]. Hence, multi-stage
attacks could be overlooked, which, however, would be of particular relevance
for analyzing security attacks.
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2.4 The Diamond Model of Intrusion Analysis

The diamond model of intrusion analysis [1] is an established formal method to
analyze cyber-incidents after their occurrence. Figure 2(a) illustrates a diamond
that represents a basic atomic element of any intrusion activity, also denoted as
(security) event. The key assumption of the diamond model is that “for every
intrusion event there exists an adversary taking a step towards an intended
goal by using a capability over infrastructure against a victim to produce
a result” [1]. Hence, an event is composed of four core-features (described later
in Sect. 3.1): adversary, capability, infrastructure, and victim. These features are
arranged in the shape of a diamond, where the edges represent the underlying
relationships between the features. The diamond further defines meta-features to
support higher-level constructs, which includes linking multiple events to form
activity threads and attack graphs. These threads and graphs are illustrated in
Fig. 2(b). Activity threads and attack graphs are comparable to attack trees [23].
An activity thread consists of a set of diamonds representing an attack path
through the graph. An attack graph enumerates multiple paths an adversary
could have taken in the attack, while an activity thread represents an already
identified attack path.
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Fig. 2. Excerpt of the diamond modelling capabilities.

After the detection of an incident, there is generally limited information about
the attack sequence and exploited vulnerabilities available. Thus, the major idea
of the diamond model is that the events, threads, and graphs form a documenta-
tion and information framework that facilitates the structured analysis of such
incidents. This helps analysts to ask the right questions to uncover missing links,
vulnerabilities, and the actual adversary. By assigning confidence values to both,
core- and meta-features, the confidence into the actual analysis is documented.
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2.5 The FAIR Method for Risk Analysis

The FAIR method is a way of determining the risk of an attack event [25]. It
is based on splitting risk into several sub-factors to more easily evaluate IT-
security and operational risk [6,25,26], as shown in Fig. 3(a). These sub-factors
are rated in the form of expert judgements by describing the minimum, maxi-
mum, and most likely value including a confidence rating. The judgements, as
shown in Fig. 3(b) and (c), are modelled as program evaluation and review tech-
nique (PERT) probability distributions, which originates in project management
and was first used by the US Navy to estimate time plans for missions [20].
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Fig. 3. Overview of the FAIR taxonomy and the PERT distribution.

3 Contribution: Towards a Quantitative Integrated Risk
Assessment Method

In the preceding sections we compared the SAHARA [19] and FMVEA [22] meth-
ods for integrated risk assessment in CPS. Subsequently, the diamond model [1]
and the FAIR method [25] are introduced to now propose an integrated quan-
titative risk assessment model that maps features, described by SAHARA and
FMVEA, into the diamond model. We propose a methodology for quantita-
tive security risk assessment by combining all these methods, which enables the
analysis of security and failure event chains, as well as a coordinated risk man-
agement. Therefore, we are using a combined terminology from both, Diamond
and FAIR.
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3.1 Combining SAHARA, FMVEA, and Diamond into One Model

As already discussed in the previous sections, there exists potential for improv-
ing the established integrated risk analysis methods. Since, the diamond model
describes a structured model and process for cyber incidents analysis, we pro-
pose that the model is capable to complement the integrated methods enabling
a more comprehensive risk analysis.

The key assumption of the diamond model is that “for every intrusion event
there exists an adversary taking a step towards an intended goal by using a
capability over infrastructure against a victim to produce a result” [1]. Such an
event is modeled by four core-features: (i) the adversary, (ii) the capability,
(iii) the infrastructure, and (iv) the victim; as well as arbitrary definable meta-
features. We use this meta-features to map the SAHARA and FMVEA attributes
and classifiers into the diamond model, which is shown in Fig. 4. The boxes
represent SAHARA and FMVEA attributes, which are rated by the classifiers
illustrated as hexagons.
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Fig. 4. Illustration of the diamond model including the mapping of the security
attributes and their classifiers described by SAHARA and FMVEA.

(i) The adversary feature describes a set of adversaries (e.g., in/outsiders,
individuals, groups, and organizations) which seek to compromise a system to
satisfy their intent and needs. An adversary could be described by (a) an adver-
sary operator, the person conducting the intrusion activity; and (b) an adversary
customer, the entity that benefits form the conducted activity and generally acts
as the funding entity, but might be the same person as the operator [1].
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The SAHARA method does not explicitly describe or classify an adver-
sary, however, the adversary is implicitly describes by its know-how and the
resource classifiers. The know-how classifier determines the knowledge and
insight an adversary requires to attack the infrastructure, distinguishing between
black-, grey-, and white-box views. The method further names adversary exam-
ples (e.g., average driver, electrician, mechanic, ...) for each of the views impos-
ing capabilities on the adversary. Hence, know-how is mapped onto two edges
describing both, the adversary−infrastructure and the adversary−capability
relationship. The resource classifier determines the required resources an
adversary must possess to attack the infrastructure, ranging from no tool sup-
port to advanced tool support. The resource classifiers is mapped onto the
adversary − capability relationship describing the tools required to deliver
an attack over infrastructure, described by the capability − infrastructure
relationship.

In contrast, the FMVEA method explicitly states the adversary as threat
agent classified according to ISO 27005 [24] making the mapping obvious.
The ISO 27005 classification also characterizes the adversaries capabilities
described by its financial resources and knowledge. FMVEA refines this by its
motivation classifier, which takes both, technical and social-political aspects
into account, described by the adversary − infrastructure and adversary −
victim relationships.

(ii) The capability feature captures the tools and techniques an adversary
used within a diamond event. This can be divided into (a) the capability capac-
ity, all vulnerabilities and exposures of the target system that could potentially
be utilized by the adversary; and (b) the capability arsenal, the actual set of
the adversary’s capability. The capacity is used to also document non-exploited
vulnerabilities providing input for potential system improvements [1].

(iii) The infrastructure feature describes physical and/or logical communi-
cation structures that are used by the adversary to deliver a capability, maintain
control of capabilities, and effect results on the victim. The infrastructure fea-
ture is divided into three types: (a) type 1 infrastructure, is fully controlled or
owned by the adversary or which they may be in physical proximity; (b) type 2
infrastructure, is controlled by an (witting or unwitting) intermediary, which is
typically the infrastructure an adversary uses to obfuscate its actions; (c) service
providers, are organizations that (witting or unwitting) provide services critical
for availability of type 1 and type 2 infrastructure [1].

Both, SAHARA and FMVEA, are based on the STRIDE [21] threat mod-
elling approach to identify and categorize potential threats and vulnera-
bilities of the infrastructure. The FMVEA method uses this categorization to
describe and identify potential threat modes specifying the manner in which
security fails, which is similar to the failure modes of safety. In terms of the
diamond model a threat mode can be described as the resources and infras-
tructure used by the adversary to deliver its capabilities, represented as the
adversary − capability − infrastructure relationship.
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(iv) The victim feature describes the target of the adversary and against
whom vulnerabilities and exposures are exploited and capabilities used. It is
useful to divide the victim assets into (a) victim persona, the people and orga-
nizations targeted whose assets are exploited and attacked; and into (b) victim
assets, the attack surface consisting of networks, systems, hosts, etc. against
which the adversary directs their capabilities. It should be considered that in
multi-stage attacks a victim asset, can be the end target in one event and then
leveraged as the infrastructure in further events. Thus, one must always be aware
that the target of an activity may not necessarily be the victim. Further, the
victim assets often exist both, inside and outside a persona’s control or visibility.
However, still available for targeting by an adversary, which commonly includes
cloud-based data storage and applications [1].

3.2 Extending FAIR for Risk Analysis Based on Diamond Events

After mapping the attributes from SAHARA and FMVEA to the diamond
model, we have a qualified information basis for estimating the actual proba-
bility, severity and risk of a diamond event. For this estimation we apply and
extend the FAIR method to give consolidated and refined expert judgements of
the resulting risk within a diamond event. We implemented this in a mathemat-
ical framework to combine and propagate probabilities for quantitative security
and safety risk analysis, providing the basis for future applications.

(a) Multiple expert judgements of prob-
ability values for resistance strength are
combined into a mixture distribution.

(b) Multiple expert judgements for mag-
nitude of impact (in this case: the loss of
money) are combined.

Fig. 5. Combination of multiple expert judgements shown for different scales of value
ranges. The area under the distribution is always normalized to 100%.

Combining Multiple Expert Judgements. We refined the FAIR method
by combining multiple expert judgements to obtain a more realistic probability
space for the respective value distribution. The resulting mixture probability
distribution supports multiple centers of mass, better reflecting the given judge-
ments, and also supporting differing confidence levels between single judgements.
Figure 5(a) and (b) show examples of such mixture distributions from multiple
experts. It is possible to mix different distribution types within the mixture
model, so we are not limited to PERT distributions only.
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3.3 Discussion of Enhancements and Open Issues

This section provides an illustrative example, shown in Fig. 6, that summarizes
and critically discusses the proposed approach. Like most integrated methods, as
outlined in Sect. 2, SAHARA and FMVEA are based on threat modelling to iden-
tify potential security risks. Both, SAHARA and FMVEA, use the STRIDE threat
modelling approach [21] as starting point for their security analysis, as indicated
on the top-left corner in Fig. 6. Our approach utilizes the diamond attack graphs
to model and document the identified threats and attack scenarios recognized by
applying the STRIDE approach. The obtained attack graphs have the advantage,
that the analysis of attack event chains is supported, similar to attack trees [23].
Moreover, their meta-feature concept makes attack graphs more generic, allow-
ing to easily extend the model with additional information, including trace links
to requirements, and implementations, as well as capturing and classifying other
dependability attributes, like safety. Furthermore, the diamonds emphasize the
technical and social-political relationships between adversary and victim, which
supports analysts and designers in identifying otherwise not found vulnerabilities
and threats, as well as missing information. This observation is illustrated by the
SAHARA and FMVEA classifier mapping, which mainly describe the upper dia-
mond half characterizing the system threat capability for the FAIR judgement.
The lower diamond half, reflecting the victim and its defense capability, is only par-
tially described by the reachability and unusualness classifiers, representing static
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security measures only. To better estimate the system resistance strength, the
proposed model needs to be extended to provide additional classifiers, also cover-
ing active security measures that deter, detect, report, and react against threats.

Actually, none of the methods (i.e., SAHARA, FMVEA, FAIR) supports esti-
mating the threat event frequency, since only the probability of the single
first attack is rated, and no potentially subsequent attacks (by different adver-
saries) are considered. While this is aligned with the idea of “failure” in the sense
of safety, it is insufficient for analyzing security risks, due to fact that an attack
could occur multiple times by multiple attackers without necessarily resulting in
faults or failures.

The threat criticality ensures that safety relevant threats are handed over to
safety management, and together with the threat severity, they already provide
a good basis for estimating the loss magnitude of a diamond event.

In short, the proposed method provides the basic premises to inte-
grate/combine security and safety risk assessment by providing means for an
integrated quantification approach and a holistic model supporting both, threat
and mitigation modelling.

4 Conclusion and Future Work

The primary contribution of this paper is the the definition of a method for inte-
grating security into a combined risk assessment model. To obtain this model we
mapped the classifiers described by two integrated risk analysis methods from
the automotive domain (i.e., SAHARA and FMVEA), into the diamond model
that has its origin in the field of security incident analysis. The obtained mapping
reveals that the risk analysis methods do not consider all potentially relevant
aspects that are studied in security incident analysis, which clearly encourages
the usefulness of a combined model, which can serve as a comprehensive and
qualified information basis for evaluating and documenting the actual probabil-
ity, severity and criticality of security risks.

The mapping further reveals the lack of victim and mitigation strategy
models, which are required to estimate the system resistance strength against
potential cyber-attacks. Therefore, we encourage the development of a combined
method that considers both, threat modelling and mitigation modelling. While
threat modelling exclusively focuses on the adversary threat capabilities, a so
called mitigation model would also provide a profound basis for judging the sys-
tem resistance strength. Another strong reason for mitigation models is, that
system security does not exclusively depend on the existence of vulnerabilities
and weaknesses, instead it is mainly driven by the interaction of a human or
machine attacker against the resistance of a system. By allowing to also cover
the victim assets and deployed mitigation mechanisms, the model proposed in
this work, allows estimating the system resistance strength too. However, the
proposed model must still be enhance to capture both, passive (already covered)
as well as active security measures allowing to deter, detect, report, and react
against threats.
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Since we are aiming towards a quantitative risk assessment, the model pro-
posed in this work uses the established FAIR method for risk estimation. How-
ever, we propose to extend the FAIR method to be applicable on whole attack
graphs, instead of single events only, which we are planning to model by an
attacker evolving after each successful attack. To finally obtain a model that
covers the whole system lifecycle, we are planning to introduce a time based risk
prediction model to capture the evolution of attacker capabilities and the system
resistance decay over time.
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Abstract. In this paper, the RISKEE method for evaluating risk in
cyber security is described. RISKEE is based on attack graphs and the
Diamond model combined with the FAIR method for assessing and cal-
culating risk. It can be used to determine the risks of cyber-security
attacks as a basis for decision-making. It works by forwarding estimations
of attack frequencies and probabilities over an attack graph, calculating
the risk at impact nodes with Monte-Carlo simulation, and propagating
the resulting risk backward again. The method can be applied through-
out all development phases and even be refined at runtime of a system.
It involves system analysts, cyber security experts as well as domain
experts for judgement of the attack frequencies, system vulnerabilities,
and loss magnitudes.

Keywords: Risk assessment · Risk propagation · Attack trees ·
FAIR method · Diamond model · Cyber physical security · IT-security

1 Introduction

In earlier work, we established the idea of combining existing methods for safety
and security for the automotive and industrial domain in a quantitative way to
come up with a fully integrated quantitative risk assessment [9]. During working
on that topic, we stumbled upon several problems with existing methods and we
are now on a pursuit of solving them.

Risk is the notion of an event which may occur in the future and which
may have negative outcomes (for positive outcomes it is called opportunity).
Classically this can be expressed in mathematical terms like this:

Risk = Probability × Impact (1)

Probability is a number between 0 and 1 (0% to 100%) and Impact is a number
denoting a quantitative measure of the loss if the event occurs (e.g. 1000$). This
impact could be actual monetary loss, where you have to pay some money or
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replace some device, but it also could be loss in the form of reduced income
or revenue. The calculation of risk helps to compare and evaluate the events
and furthermore to make decisions based on that evaluation. By knowing the
total risk of a project, one could reserve enough financial resources to overcome
expected losses (recovery), or try to decrease high risk events down to a tol-
erable level by lowering the probability or decreasing the impact (prevention).
It is important to note that risk represents only the expected amount of loss,
which is an artificial value, because it is derived in a probabilistic way. This
value represents the expected average which, due to the law of large numbers,
is only realistically accurate in the case of high sample sizes. For small samples
sizes this estimation could be completely wrong. This is due to the fact that tra-
ditionally risk estimates are just point estimates which do not take into account
uncertainty, sample size and confidence. If we would judge the probability and
impact in form of a range of values which also includes the uncertainty, we could
depict the resulting plausible range for the risk, which even for small samples
sizes could give us an estimate with high confidence. This is the basic idea of
this papers’ contribution, the RISKEE method for risk assessment using attack
trees and probability distributions.

Beside neglection of uncertainty, another problem is the usage of ordinal
scales [17,28], especially in areas which are difficult to quantify. For example,
in safety, risk is not measured in monetary values, but instead with harm or
danger to human life, which is much more difficult to measure. Because of that,
often ordinal scales are used which define increasing levels of injury or harm.
Methods which use such ordinal or even nominal scales are called qualitative
or semi-quantitative methods. These levels and thresholds of ordinal scales have
several drawbacks, e.g. they are often completely arbitrary, introduce quantiza-
tion errors, or are ambiguous [6–8], but nevertheless they are commonly used
because they seem simple to understand, to use, and to evaluate, although this
may be just a perceived impression of benefits, which cannot be proven in reality
[14,33]. But whats even worse: Ordinal scales don’t allow arithmetic operations.
They allow ordering relations like equal, smaller, or larger, but addition or multi-
plication are not defined. Think of multiplying two t-shirt sizes: x-large * small.
Is this reasonable? No. The size of t-shirts is just one example for an ordinal
scale, it allows for assessments of smaller or larger, but nothing more. Bizarrely
enough, for risk assessment we have no reluctance of multiplying two ordinal
scales together. For example in the failure mode and risk analysis (FMEA) [15],
the input values for severity going from 1 (none) to 10 (hazardous without warn-
ing) are multiplied with the occurence going from 1 (<0.001% of cases) to 10
(>10% of cases). The result is called risk priority number (RPN) and the risks
are prioritized according to this number. This has been proven to be wrong and
inaccurate many times over [2,3,11,13,27].

Many existing methods for analysis of security and safety use such qualita-
tive judgements to evaluate the risk of a security breach, or the risk of danger
and harm to human life. These methods use expert judgements based on arbi-
trary quasi-quantitative ordinal scales to judge values like e.g. exposure, severity,
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knowledge, resources, criticality and so on. This results in an overly simplified
and rough classification, which is to unprecise and error-prone. That is why
we began working on a method which used real frequencies, probabilities and
impacts to evaluate the risk of a system for its cyber-physical-security, but also
safety. We call this method RISKEE, and our intention was to develop an easy
to use method to evaluate risk in attack-trees in a quantitative way.

The remainder of this paper is structured as follow: In Sect. 2 the back-
ground of the work is presented and related work including its shortcomings are
discussed. The contribution of this paper is shown in Sect. 3. Section 4 discusses
the limitations and current challenges and concludes the paper.

2 Background and Related Work

In this section we describe the background as well as related work for the pro-
posed method. First, we shortly summarize our earlier work on that topic, then
we shortly dive into a comparison of existing methods. Afterwards we describe
the Diamond model of Intrusion Analysis, and the FAIR method for risk assess-
ment.

2.1 Towards Unified Quantitative Risk Assessment of Safety and
Security

In our previous work [9], we connected established methods for safety and secu-
rity assessment (namely SAHARA [19] and FMVEA [25]) to create an informed
knowledge base in form of the Diamond model [4] for evaluating the risk using
the FAIR method [30,32]. While this work was important for our understanding,
it also opened up many questions and showed problems in the existing meth-
ods. One of the results was, that methods primarily focus on the attacker side,
and neglect the victim, which is reasonable since those methods based on threat
modelling, which emphasizes threats, not defenses. Due to focusing reasons, we
will not tackle this in the current paper, but we have it on our todo list and will
be solved in future work.

In the following paragraphs, we repeat the fundamentals of some established
methods for risk assessment in safety and security for the following methods:
SAHARA, FMVEA, and ATA. We considered them, because they are the pro-
posed methods by an analysis of state-of-the-art methods for integrated security,
safety and reliability engineering by Macher et al. [18].

The first method is SAHARA [19], which is based on HARA (Hazard and
Risk Analysis [16]), and extends it by using STRIDE [22] to find the security
attack vectors. The attack vectors are evaluated on an ordinal scale according to
the required resources, know-how and threat criticality, which are combined to
a security level according to an evaluation matrix. If the resulting security level
exceeds a specific threshold, the attack vector is considered for further safety
analysis in the HARA.
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The second method is FMVEA [25], which is based on FMEA [15] and again
extends it by using STRIDE [22] to find additional failure modes which are
caused by security attacks. Through the description of vulnerability and threat
agent, the threat probability, severity, and furthermore the criticality, can be
determined on an ordinal scale. The criticality can be used for prioritization to
find the most critical failure and threat modes which have to be mitigated.

The third method, ATA [1,34] or attack tree analysis, is of special interest for
us because it is a graphical model based on attack trees [26], which are used in
RISKEE. It has its origins in safety, especially fault-trees and fault-tree analysis
(FTA) [20,35,37]. In ATA, the events are not a simple list, but they are arranged
in a tree structure where the root node is the attacker’s goal, and the leaves are
the steps which are needed to reach this goal. With every layer of the tree the
steps get more detailed and refined. The nodes in the attack tree can have specific
attributes which are needed to analyze the tree for e.g. the most feasible or
dangerous attack paths. The idea of graphical representations of attack paths to
analyze cyber security attacks over some given infrastructure was extended over
the years to cover whole attack graphs, bayesian networks, belief propagation,
markov chains, and petri nets, and many others. For example, Poolsappasit
et al. use an attack graph to implement bayesian belief propagation [23] and
apply genetic optimization algorithms to calculate pareto-optimal combinations
of mitigation techniques.

2.2 FAIR

Risk

Loss Event 
Frequency

Threat Event 
Frequency

Contact 
Frequency

Probability 
of Ac on

Vulnerability

Threat 
Capability

Resistance 
Strength

Loss 
Magnitude

Primary Loss Secondary 
Loss

Secondary 
Loss Event 
Frequency

Secondary 
Loss Event 
Magnitude

Fig. 1. The FAIR ontology with its sub-
factors (reused from [9]).

In FAIR, risk is decomposed into sev-
eral subfactors, which can be evalu-
ated more easily. It establishes a whole
ontology of these subfactors which
are mathematically related in a pre-
cise way. To estimate these subfac-
tors, expert judgement and historical
data is used, but always including the
respective uncertainty or confidence in
the data. Therefore, the judgements
are given as value ranges, or proba-
bility distributions which represent the
likelihood of values for the respective
subfactor. Figure 1 shows the FAIR ontology and its subfactors as well as the
according estimations in form of probability distributions. The modified PERT-
beta distribution [24,36] is then used to model these expert judgements by using
the parameters: minimum, maximum, most likely value and confidence.

By using monte carlo simulations [21] and the mathematical relations of the
subfactors, FAIR can calculate the probabilities and likelihoods for a range of
risk values. The result is a loss exceedance curve, which depicts the outcomes
and respective probabilities thereof. This can be compared to the risk appetite
curve, in order to decide if the risk is tolerable or not. For further information we
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politely guide you to the standards Risk Taxonomy [32] and Risk Analysis [31]
by the Open Group, or the respective book by the creators Jones and Freund
[12].

3 Contribution: The RISKEE Method

30% 20%

5% 60%

50%

$ 1000 - $ 2000

Forward
Propagation

Backward
Propagation

Fig. 2. A risk-tree showing for-
ward propagation of attacks and
backward propagation of risk in
RISKEE.

RISKEE (coined from Risk-Tree) is a method
for risk assessment and evaluation, which is
based on attack-trees/attack-graphs with spe-
cial emphasis on risk. It works by building a
graph of consecutive attack events, judging the
frequencies, vulnerabilities and impact magni-
tudes of events, and calculating a distribution of
risks based on that. The initial attack frequen-
cies are carried forward over the node’s vulner-
abilities until the end nodes. There, the losses
are realized and propagated backward again to
calculate the respective virtual risk for all indi-
vidual nodes (Fig. 2).

The attack graph depicts different attack
paths an attacker must take to reach some
goal. The edges define the consecutive order of
these events, one step after another. Such attack
paths may intersect and split up again when attackers have several possibilities
to choose from. Nodes have some necessary attributes which must be defined,
to make risk evaluation possible. These values are frequency, vulnerability and
magnitude, and can be defined via historical data or expert judgement. Impor-
tant here is, that they should be given as distribution and ranges which consider
the respective uncertainty, not only as single values. The first nodes on an attack
path form the attack surface, which is subject to a permanent bombardment of
attacks. Here the frequency of attacks and the respective vulnerability (prob-
ability of an attack going through) have to be defined. The attack continues
then with the intermediate nodes, which only need a vulnerability rating, but
already may involve impact. In the end, the last nodes represent the actual goal,
involving the actual losses. When an attacker reaches them, the loss is realised.

3.1 Structure and Framework

A risk tree consists of three different types of nodes which are connected and
form the individual attack paths: entry events, intermediate events, and goal
events. The events are described using the attributes frequency, vulnerability,
and impact.

Types of Events. All events in RISKEE represent attack events which form
a path to a specific goal for the adversary. In the simplest case this is only one
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event representing attack surface and goal, but in real cases the attack graph
consists of multiple events and paths.

– Entry Events represent the attack surface. Every attack starts with these
nodes (regardless if it is an external or internal attack). They are also the
only ones defining the frequency of attacks.

– Intermediate Events are events which have to be passed through in order
to get to the goal events. To achieve their goal, adversaries have to go through
these events. Intermediate events are described mainly by the vulnerability.

– Goal Events are events on the end of an attack path, which cause the most
loss or harm to the victim. The goal events represent the last event of an
attack path (a so called “sink”). The most important attribute for a goal
event is the impact magnitude.

Types of Attributes. The events are described using three attributes: fre-
quency, vulnerability, and impact, which are used to calculate the resulting risk :

– Frequency: The estimation of the number of events over a specific time span
(e.g. 4–6 times per year, or 80–100 times a day).

– Vulnerability: Is the probability that a threat event will become a loss
event. Or stated in other words: that an attack is successful. The vulnerabil-
ity depicts the difference in strength, between the adversary and victim - like
pulling on a rope from two sides. It is the difference of the respective esti-
mations for the Threat Capability (adversary-side) and Resistance Strength
(victim-side). To be comparable, both estimates must have the same scale
within the event which gets estimated. A good proposal is to use the distri-
bution of overall threat population for the scope of the event as a scale.

• Resistance Strength is the rating of the defender. It defines how well the
analysed system is protected against attacks. The scale for this should
be the overall threat population to evaluate which portion of attacks the
system can withstand.

• Threat Capability is the rating of the attacker. It determines the capabili-
ties, resources and knowledge of the assumed attackers compared against
the overall threat population.

– Impact: The range of impacts an event can have, when it actually occurs
(e.g. $1000–$2000, but most likely around $1100).

– Risk: Represents a whole range of estimated outcomes for future events,
together with their likelihoods. This is not a single value, but a distribu-
tion over probable outcomes. It is the result of the calculations and is most
accurately visualized with a loss exceedance curve (LEC).

3.2 Using RISKEE

RISKEE can be embedded into the development process already very early on,
at architectural phase or at design phase and can be refined during development
as well as later on during runtime. We propose to use the Diamond model [4] as
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a framework to define the attributes in order to judge frequency, vulnerability,
and magnitude later on. While it would also be possible to judge them directly,
it would not be as comprehensible as using a rigorous formal model like the
Diamond model. If data is available from existing methods like SAHARA or
FMVEA, it can be used to fill the Diamond attributes [9]. We use expert judge-
ments to determine the attributes. The expert group should be composed of three
to five people [10] from different domains [5] e.g. cyber security experts, infras-
tructure experts, domain/field experts, system analysts, or system architects.
The judgements are combined via a linear opinion pool (arithmetic average)
[29]. A risk tree is created by identifying the necessary steps for an attacker to
achieve a goal and attributing them with frequency (how often does this attack
occur), vulnerability1 (how likely is the attack to be successful), and magnitude
(what is the impact of an successful attack event). The nodes represent attack
events and the edges resemble the order in which they can occur. The result is cal-
culated via applying the Riskee Propagation Algorithm (Algorithm 1) and
cumulated via a so called Loss-Exceedance-Curve (LEC). This curve depicts the
probability of exceeding certain amounts of money over the whole range. With
the LEC as basis, management can judge if the possible risks are tolerable, or
still to high (which is called the risk appetite). Figure 3(b) in Sect. 3.5 shows an
example for a loss-exceedance curve.

3.3 Process

To give a step-by-step guidance, here the complete process using the RISKEE
method is described:

– Step 1: Create the attack graph.
– Step 2: Estimate the attributes for the events:

• Entry Events: Frequency, (Vulnerability, Magnitude)
• Intermediate Events: Vulnerability, (Magnitude)
• Goal Events: Magnitude, (Vulnerability)

– Step 3: Calculate risk with the RISKEE Propagation Algorithm (see Algo-
rithm1).

– Step 4: Make decision based on the loss exceedance curve for the risk or enact
further mitigation steps to reduce risk.

3.4 Calculation of Risk

The calculation of risk is done with the Riskee Propagation Algorithm
(see Algorithm 1). All operations are done with probability distributions coming
from the factor analysis of information risk FAIR analysis. It basically consists
of the following steps:

1 Vulnerability can also be judged indirectly in form of resistance strength and threat
capability. These two estimations are subtracted by RISKEE to get the percentage
of cases where an attack would be successful.
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1. Split up the risk-graph into all distinct individual paths from all entry nodes
to nodes with a defined loss magnitude (mostly goal nodes, but others could
also have a defined magnitude).

2. For every path: take the attack frequencies of the input node and propagate
it forward over the intermediate nodes (multiplied with the respective vul-
nerability) until the goal node is reached. Also accumulate any impacts on
the way.

3. Calculate cumulative Risk in the goal node by multiplying the resulting fre-
quency with the impact.

4. Apply this risk to all nodes and edges on the current path (sum up if they
already contain existing risk-values).

Algorithm 1. Riskee Propagation Algorithm

1: procedure RiskeePropagate(G) � G. . . Risk Graph
2: for all path ∈ Paths(G) do
3: frequency ← frequencyentry

4: magnitude ← 0
5: for all node ∈ Nodes(path) do � Propagate Forward
6: frequency ← frequency ∗ vulnerabilitynode

7: magnitude ← magnitude + magnitudenode

8: end for
9: risk ← frequency ∗ magnitude

10: for all edge ∈ Edges(path) do � Propagate Backwards to Edges
11: riskedge ← riskedge + risk
12: end for
13: for all node ∈ Nodes(path) do � Propagate Backwards to Nodes
14: risknode ← risknode + risk
15: end for
16: end for
17: end procedure

3.5 Computations on Probability Distributions

The Riskee Propagation Algorithm computes values based on probability
distributions. We use monte-carlo simulation to calculate the mathematical oper-
ations on the probability distribution. This works by sampling many values from
the distributions, executing the operations and in the end create a histogram over
the results. We use PPS-sampling2 via inverse-transformations of the cumulative
probability density functions for unrelated values, and for related or conditional
distributions we use simple random sampling. In both cases the calculation is
finished by computing the histogram over the results and smoothing it with
bounded kernel density estimation using gaussian kernels to get a continuous
probability distribution function for further usage. We apply the smoothing to

2 Probability-Proportional-Size-Sampling; A stratified sampling strategy.
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avoid aggregation of quantification errors. In this way we can assume to have
continuous functions for every further operation. For the PPS-sampling we use
a fixed number of percentiles over the distributions (2500 percentiles), and for
the random sampling we use an adaptive algorithm which stops on convergence
(ε < 0.05%), which happens mostly after about 20000 to 50000 samples.

Example: Here we feature an example for applying RISKEE on a simple attack-
tree together with judgements of the input values and presenting the resulting
risk. Figure 3 shows the risk tree and the result. In this example we showcase an
attack tree consisting of seven events (enumerated from (1) to (7)). For easier
demonstration it uses 50% vulnerability for all events, and only has one goal
event with the magnitude of 1000$. The entry events were event (1) with a
frequency of 5 times/year, event (4) with a frequency of 10 times/year, and
event (6) which occurs once per year. The resulting paths in this example graph
are as follows:

– 5 × [(1) → (2) → (3)] × 1000$, resulting in an expected risk of 625$
– 10 × [(4) → (5) → (3)] × 1000$, resulting in an expected risk of 1250$
– 1 × [(6) → (7) → (3)] × 1000$, resulting in an expected risk of 62.5$
– 1 × [(6) → (7) → (5) → (3)] × 1000$, resulting in an expected risk of 125$.

Fig. 3. Applied example for a risk assessment with RISKEE.

Summed up, the resulting expected risk 2062.5$. By using RISKEE utilizing
the power of probability distributions we gain even more knowledge than the
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expected risk: We get the whole possibility space which can be presented as
loss exceedance curve, shown in Fig. 3(b). It shows the probability of exceeding
certain amounts of losses. To evaluate this, an overlay for the risk appetite is
added which represent the acceptable risk. In this example we defined it as
follows: with 70% chance we can afford to lose 3000$, with 50% chance we accept
loosing 4000$, and with 10% we still can tolerate to loose 6000$. By interpolating
and smoothing between these fixed points we get a curve which can be easily
compared to the calculated risks. In this example the risk curve is below the
acceptable risk, therefore we can accept it.

The advantages of this approach are visible in Fig. 3(b). RISKEE delivers
not only an expected value, but much more information in the form of the
distribution of all possible outcomes. For example, the resulting graph states
that the expected range of outcomes will be between around 600$ and 5000$
with 90% confidence (range between the 5% percentile and 95% percentile).
Furthermore, we can see what the extreme cases even go well beyond 6000$ (up
until approximately 12400$, but the graph is cut off due to space saving reasons
in this paper).

3.6 Threats to Validity and Limitations

In cyber-security we often have to deal with rare but catastrophic events, which
cannot easily be judged and predicted. Therefore estimations of vulnerability
could be off by magnitudes. Also the hacks are often so focused to one specific
combination of technologies that experts have really quite some difficulties of
predicting them. If there is a obvious hole in the protection line, it has to be
protected anyways, therefore the risk assessment is most useful for the hard
to estimate events which are unknown and infrequent. Nevertheless, since the
method can also model other types of risk, it is not limited to the specific field of
cyber-security, but could also be applied to other fields where the vulnerability
can be judged in a more reliable way. In the current form the method only
supports the modelling of monetary loss, but other types of loss metrics can
easily be added in the future. Regarding Scaling: The method does scale very
badly in its current form. Adding more nodes increases the calculation time
manifolds. This limitation will be tackled in future research via usage of dynamic
programming, and stochastic optimizations. Currently we have no defined file
format for export and import of data, and no bindings to other languages. These
are features which are on the agenda for future work in order to make RISKEE
compatible and usable from multiple locations and environments.

4 Conclusion and Future Work

In this paper we took a step further into the direction of unified integrated quan-
titative risk assessment for safety and security. We connected to our previous
work on this topic and mentioned some of the limitations established methods
have. The contribution of this paper is the RISKEE method which is a method
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for risk assessment based on attack graphs and probability distributions. We
described how to create such a graph and what the needed input values for
determining the risk are. Furthermore, we showed the Riskee Propagation
Algorithm to calculate risk by forward propagation of frequencies and back-
ward propagation of risk. Finally, we discussed some aspects of computation
with probability distributions, which we will follow on in future work. Also, in
future work we want to investigate on mitigation possibilities and strategies, as
well as enabling future predictions of risk by applying a decay on resistance over
time and modelling dynamic evolving attackers.
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ABSTRACT
Uncertainty is an inherent property of all measurements, statistics,
or generally all communication involving numbers. Whenever nu-
merical data is communicated, the uncertainty or confidence in this
data should also be included. Neglecting it, or communicating it
ambiguously, leads to misinterpretation and misunderstandings.
There are some well-known and proven patterns to avoid such
problems. In this paper, we present a collection of patterns for
the communication of numerical uncertainty. These patterns re-
volve around three areas of applications: textual, numerical, and
graphical. For numerical representations the pattern Numbers
with Uncertainties is shown. For textual descriptionsWords
of Estimative Probability, Numeric Hedge Words and
Quantitative Comparisons are explained, and for graphical
visualization Error Indicator and Distribution Plots are
described. The paper is targeted towards communicators, visualiz-
ers, reporters, as well as developers, engineers, and researchers of
solutions for problems which involve uncertainty.
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domains; • Computing methodologies→ Uncertainty quan-
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1 INTRODUCTION
Uncertainty and risk play a huge role in our everyday life. Every
decision and judgment is accompanied by a degree of uncertainty
and followed by a risk assessment for an estimation of the probable
consequences. We are so accustomed to the uncertainty that we
usually do not even recognize it explicitly, but have a well-trained
gut feeling about how risky or uncertain a situation is. This applies
especially to everyday situations where we already have much
experience, but now and then, we stumble upon situations where
our gut feeling is wrong and biased [23]. Things like making future
predictions and estimations, statistics, and probabilities are tough
for humans to grasp. Furthermore, we are highly susceptible to
biased communication with exaggerations, understatements, or
fake news, which are conveying wrong information and neglecting
uncertainty and talking risks down or extremely overemphasize
them. The problem of communicating information from a sender
to a receiver is challenging and induces many problems. This may
be intentional or non-intentional and can have severe effects.

1.1 Sender versus Receiver of Information
The general problem of communication is how information and
messages are transmitted between a sender and a receiver. Does the
receiver understand the intended message, or is the information
somehow distorted and misinterpreted? Due to different cultural
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backgrounds and human bias, there can be no perfect information
channel in this regard, but at least we can try to avoid common
errors and apply patterns and principles which have proven to
make communication more understandable and informative.

To give an illustrative example: In natural language, we have
phrases and words like “very common”, “with high confidence”,
or “highly likely”, “probably” and so on. These phrases obfuscate
the actual uncertainty of the data [9, 48]. The meaning of such
words of estimative probability is highly subjective and can lead
to misinterpretations. Just think of the term “very often” - what
number of events does this indicate? Is it already very often, when
you check your emails ten times per day? For some people, it is
not, but for many, it is. Now, think of the same number in another
context: Is it very often if you shower ten times a day? For the
majority of people, it is. Depending on the context and the personal
and cultural background, words of estimative probability could
have a completely different meaning.

1.2 Uncertainty, Ambiguity, Ignorance, Error
In measurement theory, there is a distinction between aleatoric
and epistemic uncertainty. Aleatoric uncertainty is the statistical
uncertainty that is unavoidable, but at least is known and can be
modeled and calculated. Epistemic is the systematic uncertainty that
is not known or cannot be fully modeled [26, 28]. These two relate to
models and numbers, but there is also a third variant of uncertainty:
Ambiguity. Especially in natural languages (spoken or written),
the meaning of words is very ambiguous and can differ greatly
depending on the context. Also, visualization can be ambiguous and
misleading e.g., when the visual representations do not correlate to
the underlying numbers or when they are perspectively distorted.
Tufte called this the "lie factor" in visualizations [43]:

Lie Factor = size of effect shown in graphic
size of effect in data (1)

A “good” lie factor is between 1.05 and 0.95 - outside of this
range, the visualization differs too much from the data - it “lies”
[43].

There is, of course, another cause of uncertainty: errors and faults.
The reasons are e.g., mishaps, wrong assumptions, and models, or
faulty executions. Humans make errors, and even the most accurate
representation of uncertainty is worthless if it is faulty or the model
is entirely wrong.

1.3 General Problem Statement
Think of the following problem situations which may occur in your
daily life: You have a specific idea in mind and data supporting it,
and you want to communicate it to your colleagues and friends.
First, you try to describe it to them using words. In spoken and
written language, we tend to use hedge-words like “good”, “high
certainty”, “low confidence”, “very often” and these may convey a
completely wrong message because of their vagueness. So you try
to use numbers, but they are difficult to interpret - only presenting
averages may be easier but hides away your uncertainty. Numbers
often are understood as facts with very high confidence. Finally,
you try to use diagrams and graphs to demonstrate trends and
comparisons, but visualize the uncertainty wrong, tricking others
into thinking that the data is much more precise than it is. All three

ways (textual, numerical, and graphical) have some pitfalls. In this
paper, we show some of these pitfalls and some patterns to avoid
them.

1.4 Structure
In the remainder of this paper, we will give some motivational
examples, and afterward, we present six patterns, including some
variants grouped into three areas of communication - graphical,
numeric, and textual representations:

• Graphical Representations: Representing information in
a graphical way as a diagram, or visualization. Use this if
you have large amounts of data that you want to present
concisely and intuitively. This should always be combined
with textual or numeric representations. Patterns:
– Error Indicator: A pattern for showing the uncer-
tainty in data visually.

– Distribution Plots: A pattern for visualizing the dis-
tribution of numerical data.

• Numerical Representations: Representing information in
the form of numbers like data values, data tables, measure-
ments, or descriptive statistics. Use this as support for the
written argument in textual representations. Also, use this if
you want your communication as precise and unambiguous
as possible. Patterns:
– Numbers with Uncertainties: A pattern for stating
the actual numbers with their respective uncertainties
appropriately and reasonably.

• TextualRepresentations: Representing information in text
form as e.g., an article or in a blog post. Use this if you want
to build up a written argument based on some data. Patterns:
– Words of estimative Probability (Anti-Pattern).
Words for probabilities or frequencies which are ambigu-
ous and highly subjective, e.g., often, likely, doubtful, prob-
ably.

– Numeric Hedge Words (Anti-Pattern). Words which
emphasize, understate, or change the importance of some
statement e.g., highly, very, significantly, hardly.

– Quantitative Comparisons. Paraphrased substitutes
for actual probabilities and frequencies, which are not
ambiguous, but still intuitively understandable, like e.g., 9
out of 10 people, on every 3rd usage, once a week.

The patterns are described using canonical pattern structure:
name, summary, context, problem, forces, solution, consequences,
and known-uses. The solution also includes variants and examples,
and the consequences, benefits, drawbacks, and liabilities of the
pattern are discussed. For the anti-patterns, a much simpler form
was chosen, just consisting of the problem description and the
consequences.

2 MOTIVATION
In the following sections, some examples of real-life situations will
be explained to give motivation for the paper.

Media and Data Journalism. Journalists present statistics that are
measured via polls, surveys, or is coming from the public census.
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How this data is presented may strongly influence public opin-
ion. Especially in elections this plays a role, when presenting e.g.
election forecasts or voter sentiment analysis [8, 12]. A recent ex-
ample of this is the presidential election in the USA in 2016 between
Trump and Clinton. Here, many predictions were presented indi-
cating that Clinton would win, but the outcome was the complete
opposite, as we all know now. Advertisement and news bubbles
influenced people on Facebook and vague predictions on TV and
newspapers [12, 33]. Showing the uncertainty in the data would
have helped the people recognizing that the predictions are not
that given, and a win is still possible for both sides. The wish for
showing precise data, high confidence, and probabilities deceived
people in thinking that the result is already fixed. The wish for
certainty in data is a bait that media and journalists exploit very
often in the form of catchy headlines. Every time a new cure for
cancer, Alzheimers, or obesity is found and presented in the media,
this should be taken with care and a high sense of realism. Media is
hiding behind pompous and exaggerated headlines and click-baits
in order to get attention, clicks, and likes from people.

2.0.1 US Election 2016: Trump vs. Clinton. In 2016, just before the
presidential elections in the US, media and newspapersmade several
user surveys about the outcome and tried to predict the results.
Many of these predictions had high statistical uncertainty, but this
was not appropriately communicated to the general public. Only
a few reporters like e.g., Nate Silver, showed the predictions with
their actual uncertainty [12, 33].

Figure 1: The prediction of election results by the FiveThir-
tyEight 2016 Election Forecast. It can be seen that the re-
sult is not very certain and could turn out either way. Figure
taken from [39].

2.0.2 Catalan independence in Spain. For many years now, there
is a debate about whether Catalonia should be an independent
country or not. There are regular user surveys about this, and
again the voters are very indecisive, fluctuating between leaving
or staying with Spain. Every time the sentiment changes, media
is reporting this as a catchy headline, but actually, the uncertainty
is quite huge in these surveys. Figure 2 shows this fluctuations. A
famous example was back in 2014 when, for the first time in many
years, more people wanted to stay with Spain than leave. 45.3%
of the people wanted to stay, 44.5% wanted to leave. The Spanish
newspaper El Pais reported this as “Catalan public opinion swings
towards ’no’ for independence, says survey” [38]. The problem was
that the survey had only a small sample size of 1100 people, and
therefore the statistical uncertainty was quite large (±2.95%) [4].

With such high uncertainty, the 0.8% difference between the groups
was not significant, and therefore it can not be concluded that there
is any “swing towards” one side or the other - the survey results
could just have happened due to statistical randomness. Still it
caused quite an upheaval amongst the people and politicians.

0%
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40%
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60%

"Do you want Catalonia to become a State?"
Survey by Centre d'Estudis d'Opinió (CEO)

Against (%)
In favor (%)

Figure 2: The voter sentiments for Catalan independence
over the last few years. From 2014 onward there is no clear
majority anymore, and the uncertainty is not depicted - not
a good basis for reasoning. Survey was done by the Cata-
lan Center for Opinion Studies (CEO) [6], Graph is redrawn
from data by [49].

Brexit Referendum 2016. The UK held a referendum in 2016 on
whether to leave the European Union. In this referendum, 52% of the
voters decided to leave the EU, but this result was heavily debated
due to bias and distortion of the votes. In total, it was a very close
call for such an influential decision of a country. Additionally, the
media reported the consequences in a very biased way, which led
people to believe that leaving may be better for the country and
that the consequences are not that severe [36]. Figure 3 shows the
sentiment over the years.

Figure 3: The UK Brexit sentiments over time. This graph
shows the individual samples, as well as the average and the
respective uncertainty. By seeing this, the reader can decide
how much the data can be trusted, and if important deci-
sions for a whole country should bemade based on that. Fig-
ure taken from [42].
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2.1 Weather Forecasts and Climate Reports
Have you ever wondered why predictions by the local weather
forecast are so often wrong or inaccurate? For a few days into the
future, they are quite correct, but looking at the 14-day forecast is
just a blurry vision. Why is it that we still trust the weather forecast,
although they are wrong so often? The problem here is: Science is
often more inaccurate than we want to believe. People do not want
to see vague, uncertain, and doubtful data (called bias of uncertainty
aversion or risk aversion) [4, 23]. That may be the reason why TV
broadcasters eschew the uncertainty and present it to their best
effort knowledge. In 2018 BBC admitted to “get climate change
coverage wrong too often” and send out guidance to all authors
how to report the climate more accurately [5, 15]. Alberto Cairo
pointed out that it is rather difficult to draw a weather forecast,
which includes all uncertainty but still is trustworthy enough [4].
Figure 5 shows some examples by Cairo, and Figure 6 shows a
real-life example of a hurricane forecast for the hurricane Lorenzo
in September 2019. The NOAA wrote the following about Lorenzo:
“After Wednesday, Lorenzo will likely continue north, moving west of
the British Isles and Ireland towards Iceland. However, the potential
track beyond Thursday remains uncertain.” [34], showing again how
uncertain our predictions still are.

Figure 4: The weather forecast for 29. August 2019 in the Ar-
gyll and Bute Area (Scotland), demonstrating very high un-
certainty.

(a) A common, but deceitful version of
visualizing the path of a hurricane. The
error indicator shows just the 66% confi-
dence interval.

(b) A very deceitful variant of 5(a) which
uses a hurricane pictograph, conceiving
the reader to think that the hurricane
only moves along the shown path but
gets bigger.

(c) A more accurate version, which
shows different paths the hurricane
could take and indicating the confi-
dence visually with transparency and
line thickness.

(d) More realistic variant of 5(c) showing
possible paths and sizes of the hurricane
using pictographs and transparency, but
is a little bit overloaded andmight induce
severe fears in people.

Figure 5: Examples of visualizations for the path of a hurri-
cane. Illustrations by Alberto Cairo, taken from [4].

Figure 6: Real Life Example: 5 day prediction for the prob-
ability of winds in tropical-storm-strength along the path
of hurricane Lorenzo on 29. September 2019 by the Na-
tional Oceanic and Atmospheric Administration (NOAA)
[34]. Should Ireland be evacuated or not?

3 GRAPHICAL REPRESENTATIONS OF
UNCERTAINTY

One picture is worth a thousand words.

F. R. Barnard, 1921

Graphical representations of data in form of diagrams, graphs,
charts, and infographics are common in all kinds of media. People
understand and digest graphical information much faster, easier
and with less effort than written representations or tables with
numbers. This makes it ideal to present huge amounts of data points,
or to make relations and proportions clear in a quite intuitive way
for the reader. Anyhow, this was not always the case. Before the
golden age of information visualization in 1820 [10], the majority
of people was not able to read graphs and diagrams because they
simply never have seen one and didn’t learn how to interpret them.
Fortunately, nowadays the majority is trained in graphical literacy
and accustomed to read diagrams like barcharts, linecharts, and
other graphical representations of data. Still, it is a difficult task to
design visualizations in an aesthetic and informative way, which
reaches the reader. For further reference we lead the reader to some
of the well known books about information visualization by Colin
Ware [47], Alberto Cairo [3] and Edward Tufte [43].
In this section we present the following patterns:

• Error Indicator: A pattern for showing the uncertainty
in data visually.

• Distribution Plots: Patterns which visualize the distri-
bution of numerical data.

All patterns in this section fall under the same context of usage: We
have data which should be communicated to a human in a graphical
way in order to convey some message. The exact shape and kind
of data varies, and the data may contain varying degrees of uncer-
tainty. Typically this is done with graphs and diagrams, visualizing
the underlying data points. The presentation media is mostly re-
stricted to 2d-surfaces (e.g. computer screens, smartphones, images,
or printed paper).
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3.1 Pattern: Error Indicator
An Error Indicator shows the un-
certainty of the data visually with an
overlay of lines or areas, which rep-
resent the range of probable values
around the average.

3.1.1 Context. We have data that is arranged along a continuous
ratio axis and has some uncertainty. We want to communicate this
data to the reader visually.

3.1.2 Problem. The data we want to show contains uncertainty
and errors, and we want to convey this somehow to the reader. Only
showing the average values conveys a wrong image of certainty,
which could lead to wrong decisions.

Figure 7: Problem: This graph shows predictions of CO2 in
the atmosphere. Drawing the data only by using lines make
it seem very precise, but that is not true. Especially in cli-
mate forecasts there is huge uncertainty. Figure taken from
[46].

How can we appropriately communicate the degree of uncer-
tainty to the reader in a graphical way, like in diagrams, graphs, or
charts?

3.1.3 Forces:

(F1) Showing uncertainty information in a graph would provide
more information, but it makes the graph more difficult to
understand. On the other side, neglecting uncertainty gives
a completely wrong impression of certainty and confidence.

(F2) Every data point could have a different amount of uncer-
tainty. This respective error of each data point should be
visible in the graph, but without confusing the reader. The
limits could even be asymmetric around the mean and could
also be different for every dimension of the graph (e.g., not
only on the x-axis or y-axis but maybe both).

3.1.4 Solution. Draw an overlay on the visualization which indi-
cates the size of the uncertainty or error. This could be done via
lines (see Fig. 8(a) and Fig. 8(c)), or areas around the data points
which are sized in correlation to the underlying error (see Fig. 8(b)
and Fig. 8(d)). These error indicators should be drawn on the same
position as the data point, but thinner, more transparent or a little
brighter/dimmer in order to be distinguishable.

Regarding the kind of error, there are multiple possible options
to choose from (see 3.1.8 for a list of different commonly used error
types). While the most common is the standard-deviation from the
mean, they all have their respective use-case, and therefore it is
crucial always to describe which error is shown in the graph so
that the reader can interpret it correctly.
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(a) A linechart with error bars, often
used for showing standard deviations or
standard errors.
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(b) A linechart with error area, often
used for showing the prediction or con-
fidence interval.
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(c) A barchart with error bars, often used
for showing standard deviations or stan-
dard errors.
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(d) A boxplot showing the error indica-
tors, but also giving a rough image of the
distribution.

Figure 8: Examples of plots with Error Indicator

3.1.5 Problem Resolved. In the next figure, a graph is shown which
looks quite similar to the one in the problem section, but this time
an error indicator in the form of a bright area is drawn around the
prediction lines representing the uncertainty. With this additional
information, the reader can directly see how much confidence one
has in the predictions and make informed decisions.

Figure 9: Another visualization of climate change. In this
case the global warming is predicted and Error Indicator
is used to depict the uncertainty of the predictions. Figure
taken from the 2007 IPCC report about climate change [40].

3.1.6 Consequences. After applying the pattern, we see indications
of errors in our visual representations.While this solves our primary
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problem, it may come at a cost which is discussed here in the
consequences.
+ Benefits

+ The error is shown subtly so that the reader is not disturbed
by it.

+ The error shown in the graph corresponds to the error in
the underlying data.

+ The reader is informed about the error and can reason and
make better-informed conclusions based on that.

- Drawbacks

- Showing the errors still addsmore elements to a visualization
and may overload it.

- Readers may not understand the meaning of the shown error
(e.g. standard deviation vs. standard error, confidence vs. pre-
diction), and could misinterpret them as actual minimum and
maximum. Clarify this in the legend or graph description.

B Liabilities

B Make sure the error indicators do not clutter the whole visu-
alization.

B Make sure to explicitly state the kind of error you are show-
ing in the graph.

B Combine the graphical representation with other forms of
communication, like textual or numeric. This helps to avoid
misinterpretations.

3.1.7 Known-Uses. Error Indicators are widespread in graphical
representations for all kinds of media like newspapers, TV, books,
posters, papers in public, in industry, and of course, also in academia.
To name just some examples: Climate and Weather Reports [4, 20],
Academic Research Papers [41].

3.1.8 Types of Error-Intervals. There are several different types
of error intervals showing different kinds of uncertainties. While
the standard deviation and the standard error are the most com-
mon, others like prediction or confidence intervals are also used,
especially in prediction models. Quantiles and percentiles are used
mostly for boxplots.

• Standard-Deviation: Represent the average deviation from
the mean and is commonly called σ .

• Variance. The variance is the squared standard-deviation,
most commonly written as σ 2.

• Standard-Error: Often also called the standard error of the
mean. It signifies how well the mean represents the mean
of the whole population. The more samples you have, the
smaller the standard-error gets.

• Confidence-Interval: The interval bounds where the real
value of some estimation may lie with a given probability
e.g., the real mean of a data set lies is between 4.5 and 4.8
with 90% probability (and 10% probability, that it may be
outside of this range).

• Prediction-Interval: A prediction where future values are
likely to fall into, most of the time. Depends on regression
models, e.g., our model can predict that in half the trials,
more than 95% of the values will be within 4.2 and 5.2 (in
the other half, less than 95% will be within this range). Since

the prediction interval also accounts for the variance of the
data, it is wider than the confidence interval.

• Tolerance-Interval: A range of predicted values, like the
prediction-interval but with higher probability e.g. ourmodel
can predict that in 80% of the trials more than 95% of the
values will be within 4.1 and 5.4 (and in the other 20% of
the trials, less than 95% will be within this range). Since the
tolerance interval demands a higher probability of being
correct, it has a broader range than the prediction-interval.

• Min-Max Interval: The simple minimum and maximum of
all measured values. This could be a huge range.

• Quantiles / Percentiles: Quantiles (or percentiles) represent a
given portion of the population e.g., the 50% percentile (also
called median) is the value that splits the population into
two halves. When you divide the population into four parts,
you get quartiles: The 1st quartile represents the value at the
25% percentile, the 3rd quartile represents the 75% percentile.

3.2 Variant: Boxplot
A Boxplot indicates the errors as well as
the distribution of data by showing the
quartiles, the median, the interquartile
range, and potential outliers.

A boxplot is an advanced variant of an error indicator because it
also tells something about the distribution of the data. Therefore
it could be seen as the combination of an Error Indicator and
a Distribution Plot. The boxplot was first described by Tukey
[44].

A boxplot consists of several graphical components: the median
line, the quartile box, the whiskers, and outliers. The median line
signifies the position of the median in the data (the 50% percentile).
The quartile box is a box drawn around the lower quartile (25%
percentile) and the upper quartile (75% percentile). The whiskers
signify the range of values and span 1.5 times the interquartile
range (IQR = 75% percentile - 25% percentile) from the median (but
not longer than the absolute maximum or minimum of the data).
All values which are outside of this range are called outliers and
visualized with special markers e.g., crosses or dots Some variants
also draw the mean value in the form of a small point or star, to
give even more information about the distribution.

The main benefit of the boxplot is its simplicity: By illustrating a
five-number summary, it shows the distribution of the data simply
and recognizably. A boxplot is useful for values that have only one
mode (one main center of density). If a dataset is multimodal, the
boxplot is not appropriate.

Median
Upper 

Quartile
Lower 
Quartile

Outliers

Upper 
Whisker

Lower 
Whisker

Figure 10: Example of a boxplot, showing median (50% per-
centile), interquartile range (IQR: 25% to 75% percentile),
whiskers (Quantiles±1.5 × IQR), and outliers (outside IQR).
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3.3 Pattern: Distribution Plot
A Distribution Plot shows the distri-
bution of numerical data by drawing the
counts or frequencies of values over the
whole range. They visualize density, align-
ment, and concentration of data. The more
frequent a value is, the more visual em-
phasis it gets.

3.3.1 Context. We have data that should be graphically commu-
nicated to a human in order to convey some message. The exact
shape and kind of data vary, and the data may contain varying
degrees of uncertainty. Typically this is done with graphs and di-
agrams, visualizing the underlying data points. The presentation
media is mostly restricted to 2d-surfaces (e.g., computer screens,
smartphones, images, or printed paper). Displaying only the mean
and its uncertainty can be misleading when data is skewed, asym-
metric, and multi-modal (has multiple regions which are highly
likely).

3.3.2 Problem. When showing a data set graphically, it can be
quite difficult to decide how much detail is necessary in order to
convey as much information as possible, without overwhelming
the reader with too much data. The underlying distribution of
data values may often be skewed, unevenly partitioned, and may
have multiple centers of mass. For arbitrary data sets, this cannot
be known beforehand, and therefore such information should be
shown to the user. How can this be communicated clearly?

3.3.3 Forces:

(F1) All important properties of the distribution should be made
visible (e.g., skewness, kurtosis, centers of distributions), but
still, the visualization should not be overloaded with to much
clutter and symbols.

(F2) Sometimes, data series consist of really many data points
(thousands, millions, or even more) that cannot be displayed
individually. Still, we want to visualize the overall distribu-
tion of the data in order to make decisions based on that.

(F3) In some cases, there may also be many data series to visu-
alize (not only many data points). Showing the individual
distributions in such cases would completely overload the
visualization.

3.3.4 Solution. Show the data in the form of discrete or continuous
probability distributions. Discrete types (Histograms, see Fig. 11(a))
divide the whole value range in a fixed number of bins and represent
the count of values that fall into the respective bin. Sometimes these
absolute counts are normalized not to represent counts anymore,
but probabilities. A continuous type could either be parametric
or non-parametric. Parametric continuous models are created by
adjusting parameters of a specific known function to find the best
fit (e.g., the normal distribution, or the beta distribution). Non-
parametric distributions are constructed by applying a generic
smaller distribution (called kernel) to the bins of a histogram and
then summing them all up and normalizing them. This is called
kernel density estimation and creates a smooth and continuous
histogram over the whole data range. In either case the result is a
distribution function which represents the underlying data, and can

be visualized in a graph like shown in Figures 12(a), 12(b), 12(c), and
12(d). Such distribution functions have interesting properties: They
show the frequencies or likelihoods of the underlying values over
the whole value range. Therefore, if the data is unevenly distributed,
or asymmetric, or skewed in another way, this can be immediately
seen. Furthermore, it is possible to have multiple dense and sparse
areas.

3.3.5 Variant: Histogram. A histogram (see Fig. 11(a)) aggregates
the data points into bins or buckets and visualizes them as bar
charts. One axis shows the range of values, and the other its counts
or likelihoods (if it is normalized). Showing the real counts of data
points falling into a bin gives the reader a sense of the absolute
numbers. If the area is normalized to 1, the bins represent the
likelihoods for the respective bins. The amount of bucket can change
the gestalt of the whole visualization, depending on how many data
points fall in which bucket. This can change the whole meaning of
a distribution and is, therefore, a critical and sensitive parameter.

3.3.6 Variant: Probability Density Plot. A probability density
plot (see Fig. 11(b)) shows a continuous model of the distribution
for the underlying data, which looks smooth, but the smoothing
could introduce probabilities for data, which are not supported in
the underlying source. However, it allows a sophisticated analysis
of the probabilities because of the used smooth probability density
function. It can be created using kernel density estimation or fitting
the parameters of a known function to the data. It is visualized
using a line graph, or an area chart, with one axis showing the
range of values, and the other the respective likelihoods.
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(a) A histogram, showing discrete bars
representing the accumulated slices of
the frequency or probability for occur-
rence of a value over a whole range.
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(b) A probability density plot showing a
continuous representation for the prob-
ability of occurrence of a value over a
whole range.

Figure 11: Examples of two basic variants of aDistribution
Plots: the histogram and the probability density plot.

3.3.7 Variant: Violinplot. A violin plot is created the same way a
probability density plot, but mirrored along the axis (so it looks like
a violin) and displayed side by side with other series of data (see
Fig. 12(a)). This shows the distributions of multiple series in one
graph, which is very informative and precise but could overwhelm
the reader easily.

3.3.8 Variant: Scenario Plot. A scenario plot (see Fig. 12(b)) shows
randomly chosen samples from the underlying data. By visualizing
many possible examples in the graph, the underlying distribution
gets visible via the density of the lines or points. Very often, such
graphs use transparency to even better distinguish between the
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widespread scenarios and rare scenarios. This kind of visualization
gives a way of natural interpretation of the underlying data. In
such a way, the reader can intuitively see what the most likely
outcomes may be, and where the dense areas of the data are. The
biggest drawback is that, unless many random samples are drawn,
the shown scenarios only give a very rough image of the underlying
data.

3.3.9 Variant: Stripplot and Swarmplot. Strip plots and Swarm-
plots show the distribution by drawing discrete points representing
fractions of the underlying data (see Fig. 12(c) and 12(d)). Areas
with more points represent higher density, while areas with fewer
points represent sparse data. This allows intuitive, natural interpre-
tation of the data because the reader can immediately see where
most of the data points are, and knows that here also the most of
the underlying data is concentrated. While these visualizations are
very intuitive, they are the least precise due to the quantization of
the bins and the points.
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(a) A violinplot, showing multiple prob-
ability density plot, mirrored along their
value axis and arranged side by side.
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(b) A scenario plot, showing many dif-
ferent possible outcomes of a scenario
and signifying higher probability with
the areas where most of the lines are.
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(c) A swarmplot, showing the density
of the data discretely, by drawing more
or less non-overlapping crowded areas
(also showing the approximate gestalt of
a probability density plot).
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(d) A stripplot, showing the density of
the data discretely, by drawing more or
less overlapping crowded areas.

Figure 12: Examples of advanced variants of Distribution
Plots: violin plot, scenario plot, swarm plot, and strip plot.
All depicted visualizations differently represent the same
underlying dataset.

3.3.10 Consequences. Showing the distributions of data has some
consequences which are discussed here:
+ Benefits

+ The reader can see the actual distribution of the data. Not
just the aggregated moments.

+ The reader can clearly distinguish between high-density
areas and low-density areas.

+ The reader is not overwhelmed by too much data (in com-
parison to showing all data points individually)

+ Uneven, asymmetric as well as multi-modal distributions
can be spotted with ease.

- Drawbacks

- It is difficult for humans to understand the actual proba-
bilities in probability density plots. Histograms with fewer
bins are more suitable for such situations because they at
least show actual aggregated values that are more easily
recognizable.

- Sometimes, people are overwhelmed with seeing the whole
distribution of values. In such cases, using a boxplot or just
expressing the uncertainty via an error indicator would be
more helpful.

B Liabilities

B For plots that use bins and quantized visualization like His-
togram, Stripplot, and Swarmplot, make sure that you use
an appropriate amount of bins and point sizes in order to
convey a truthful message to the reader.

B Avoid drawing too many data series into one distribution
plot because this can get messy and convoluted very fast.

Known-Uses. Distribution plot are very common and used in
many publication, for example histograms are used in population
pyramids to show the distribution of people in respect to their
age [35, 45], or in photography to visualize the exposure or color
values. Figure 13 shows a histogram from the area of bluetooth
communications. Examples for violinplots can be found in [32]
and for probability density plots in [2], and scenario plots in [7].
Figure 14 shows a real-life scenario plot for climate change models.

Figure 13: A histogram, showing the number of interactions
over time for bluetooth communication. Graph taken from
[37].

Figure 14: A scenario plot, showing the outcomes of differ-
ent scenarios for CO2 emissions over the next 100 years. Fig-
ure taken from [11].
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4 NUMERICAL REPRESENTATION OF
UNCERTAINTY

G = (6.67408 ± 0.00031) · 10−11 m3
kдs2

Best known approximation for the Newtonian constant of
gravitation (as of 2016) [29].

In this section, we show a pattern that resolves the problem
of stating the uncertainty in data: Numbers with Uncertainty.
While in the other sections, the numberswere translated into textual
or visual form, here, the numbers and its respective uncertainty are
stated explicitly in numeric form.

4.1 Pattern: Numbers with Uncertainty

10±1
State the range of uncertainty when communicating a
number. Use special syntax to describe the range and
also make the type of uncertainty explicit.

4.1.1 Context. Youwant to explicitly communicate numberswhich
have inherent uncertainty.

4.1.2 Problem. How can numeric values and their according uncer-
tainty be stated reasonably? Numbers are often stated as ambiguous
words of frequency, estimative words of probability, or simplified
comparisons. Their actual meaning is strongly dependent on con-
text and is highly subjective. Also, the confidence in the data is
often only given vaguely with numeric hedge words like e.g., ab-
solutely sure, around, above, or approximately. Visualizations can
express many numbers and facts in one picture, but they are im-
precise. Only actual numbers can precisely express facts and their
corresponding uncertainties.

4.1.3 Forces:

(F1) Convey more information about the uncertainty, but do not
overwhelm the reader with long textual descriptions. The
notation should be concise and intuitive.

(F2) The syntax should not be too complicated. It should connect
to a common understanding of mathematics and notations,
like adding or subtracting.

(F3) If the number has a physical unit attached to it, this physical
unit should also be applicable to the uncertainty.

4.1.4 Solution. Communicate the data explicitly in a numeric form
and also state the respective uncertainty. First, write the actual
number followed by the uncertainty and then optionally followed
by a physical unit. Separate the number and its uncertainty with
“±”, or enclose the uncertainty in parenthesis (which is preferred
by the standard). Chose an appropriate type of uncertainty (e.g.,
the standard deviation or the standard error). Round the numbers
(and its uncertainties) to a reasonable number of significant digits.
It does not make sense to state a number with ten decimal digits
when the uncertainty is ±0.1. Even if the uncertainty is not stated
explicitly, the numbers should be rounded to a reasonable number
of significant digits, not to give a wrong impression of confidence.

Examples for a weight measurement [19]:
• 1.2147kд with combined uncertainty of 0.0035kд
• 1.2147(35)kд
• 1.2147(0.0035)kд

• 1.2147kд ± 0.0035kд
• (1.2147 ± 0.0035)kд

10±1 [15..25] 30.0(5)

Figure 15: Examples for numbers with uncertainty drawn
along a number axis (just for visualization; the graph is not
part of the pattern).

Significant Digits and Rounding. The guide to the expression of
uncertainty in measurements [21] defines how many significant
digits are important for a value and, therefore, also should be stated.
The number depends upon the uncertainty in the data. The rules
are as follows:

(explained with the example: 987.654321 ± 1.23456789)
(1) Round the uncertainty to 2 significant digits:

1.23456789 → 1.2
(2) Round the number to the same precision as the least signifi-

cant digit of the rounded uncertainty:
987.654321 → 987.6

(3) Finally combine the number and the uncertainty:
987.6(1.2) or
987.6 ± 1.2

uncertainty. There are different variants of what type of error
can be used. Therefore, if the type is not clear from the context
of the number, it should be stated explicitly which one is used. A
good default is the combined standard deviation for the 1σ distance
(65% confidence), but very often also the standard deviation for 90%
or 95% confidence is used. If nothing is given, uncertainty values
should be taken very carefully because these ranges could be very
different depending on their type and confidence. Section 3.1.8
shows different variants of errors like standard deviation, standard
error, prediction interval, or tolerance interval.

Number Format. There are different formats to represent num-
bers. The most common is normal decimal notation like 1.23, 5,
0.003, −5.7. Another possible notation is scientific notation which
looks like the following: 1.8 × 103, 4.55 ∗ 10−5, 1.23 · 1022. Here the
number is normalized to one digit before the comma and multiplied
by a decimal factor.

Very often, numbers are accompanied by some physical units,
and for such, the SI system should be used [1]. After the number,
the unit abbreviation should be stated (e.g., kg, m, s for Kilogram,
Meter, or Second). To avoid writing many zeroes, the SI-prefixes
like mega, giga, kilo, dezi, milli should be used e.g., 1MW (one
megawatt), 23.5mm (millimeter).

Variant: Relative Uncertainty.
Relative Uncertainties represent the uncertainty as a percentage of the
value. Use this if you want to show the magnitude of error compared
to the base value. Avoid usage when the value is around zero, or very
small compared to the uncertainty.

Relative uncertainties represent the uncertainty value as a per-
centage of a given base number. This allows for fast recognition
of the magnitude of uncertainty in comparison to its number. The
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default way is to divide the absolute uncertainty by the measured
value, but sometimes also another defined value is used as 100%
and taken as the base because this avoids the problem of relative
uncertainties getting huge in the vicinity of zeroes. For multiplica-
tion and division, the error propagation is easier calculated with
relative uncertainties.

• 257.3 ± 2.6%
• 100.02147д ± 7%

Variant: Interval Arithmetic.
Interval Arithmetic represents the range of values without stating the
most expected number. Use this if the values inside have uniformly
distributed probability, or if you want to state just the limits of some
value.

Another way of depicting uncertainty is by stating an interval
or even a probability distribution for the data. For example, by
stating the min and max level, it can be safely assumed that the true
value is somewhere in between. However, just giving the range
does not state anything about the distribution of values in between,
which could be e.g., uniform, normal, or even be a completely
arbitrary distribution. This is why the semantics of the range, as
well as its distribution, should be defined somewhere that the reader
can interpret it correctly. It should also be stated if the range is
inclusive or exclusive (mathematically, one could use brackets “[]”
for inclusive ranges and parentheses “()” or exclusive ranges [18]).
Examples:

• The values are ranging from 10.2 to 10.7 (95% confidence).
• Values are between 10.2 and 10.7 with 95% confidence.
• [10.2, 10.7] (closed interval, includes limits)
• (10.2, 10.7) (open interval, excludes limits)
• [45, ..., 55] (also very common, but ambiguous: range could
be interpreted as integer values only)

• [45 − 55] (ambiguous: could be interpreted as subtraction)

4.1.5 Consequences.
+ Benefits

+ Numbers with Uncertainty are not ambiguous and cannot
be misjudged like hedge words.

+ Numbers with Uncertainties can be used for further calcula-
tions.

+ Stating the value for the uncertainty and the type of uncer-
tainty helps to interpret the magnitude of the error unam-
biguously.

- Drawbacks

- To be able towrite the numbers with uncertainties, thewriter,
of course, needs to measure, calculate, or acquire the uncer-
tainties before. This is an unavoidable overhead.

- Stating the explicit numbers with uncertainties may give
away more information than is wanted by the writer. Some-
times you want to stay ambiguous (although the authors do
not recommend this).

- Large amounts of numbers scare most readers. Shift data
tables to the appendix, share a link to the source materials
or visualizing the data in a diagram.

- Relative errors can be misunderstood and misleading. What
is 100%? The value itself, or some calibration value from the
sensor. State this somewhere in an accompanying text.

- Relative errors get huge in the vicinity of zero and are infinite
at precisely zero. On the other hand, they diminish for huge
numbers if the error is small.

B Liabilities
B Stick to the same number format (be consistent).
B Round the numbers to the appropriate significant digits.
B State the kind of uncertainty you are using for the numbers.

Is it the standard deviation or the standard error? Which
confidence value are you using?

B Using normal decimal notation is sometimes difficult to read.
Especially huge or small numbers may be difficult to under-
stand and often cannot be imagined by the average reader.
State huge or tiny numbers using numeric words for the
decimal exponent e.g., million, billion, thousandth, millionth,
or the respective SI prefixes in the physical units like mega,
giga, micro, nano.

B Using scientific notation is not very common among the
general public. An ordinary reader may not understand this.
Therefore, use decimal notation whenever possible.

5 TEXTUAL REPRESENTATIONS OF
UNCERTAINTY

I don’t know half of you half as well as I should like; and I like
less than half of you half as well as you deserve.

Bilbo Baggins in Lord of the Rings; J. R. R. Tolkien, 1954

In spoken and written language, we use textual representations
of uncertainty. With that, we mean words like often, sometimes,
high confidence, very good, and so on. These so-calledWords of
estimative Probability andNumericHedgeWords are used very
commonly in textual media like newspapers, books, and articles,
but of course also in spoken language. The usage of such words
could completely change the meaning of a statement by either
exaggerating or understating the meaning.

The following patterns will be discussed in this section:
• Anti-Pattern:WordsofestimativeProbability.Words
for probabilities or frequencies which are ambiguous and
highly subjective, e.g., often, likely, doubtful, probably.

• Anti-Pattern:HedgeWords. Words which emphasize, un-
derstate, or change the importance of some statement e.g.,
highly, very, significantly, hardly.

• QuantitativeComparisons. Paraphrased substitutes for
actual probabilities and frequencies, which are not ambigu-
ous, but still intuitively understandable, like e.g., 9 out of 10
people, on every 3rd usage, once a week.

Words of estimative Probability is an anti-pattern that is solved
by Quantitative Comparisons described in this section, but also
by the pattern Explicit Numbers and Expression of Uncertainty,
described in the next section.
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Table 1: The Odds Table by Sherman Kent, created 1964, but
released to the public in 2012 [24].

Term Odds
Certain 100%
Almost certain 93% ± about 6%
Probable 75% ± about 12%
Chances about even 50% ± about 10%
Probably not 30% ± about 10%
Almost certainly not 7% ± about 5%
Impossible 0%

Table 2: Likelihood Scale from Guidance Notes for Lead Au-
thors of the IPCC Fifth Assessment Report on Consistent
Treatment of Uncertainties [17].

Term Likelihood of the outcome
Virtually certain 99-100% probability
Very likely 90-100% probability
Likely 66-100% probability
About as likely as not 33-66% probability
Unlikely 0-33% probability
Very unlikely 0-10% probability
Exceptionally unlikely 0-1% probability

5.1 Anti-Pattern: Words of Estimative
Probability

Words of Estimative Probability are com-
monly used words to signify a vague notion of
likelihood or frequency of an event.

5.1.1 Problem. In common language we are accustomed to use
and interpret words for frequencies like very often, seldom or rarely.
In spoken language, we can conclude the actual frequency from the
context and worldview of the person we are talking to, but still, it
often leads to misunderstanding and conflict. For written text, it is
even more difficult because you often do not know the context and
worldview of the writer. It was shown that even trained officers still
interpret them in a wide range of possibilities (depicted Figure 16)
[14]. Think of the term likely - what percentage of likelihood would
that represent, 70%, 80%, or 50%? Is an event likely to occur, if it
occurs once a week, or once every hour? Or what do you think
about, if an event is extremely rare? Would that be once a year, or
once in a lifetime? Recently scientists from Italy have observed a
real extremely rare event, in fact, one of the rarest events in the
universe, on their search for dark matter: They detected the decay
of a xenon-124 atom, which has a half-life of (1.8 ± 0.6) × 1022
years [50]. That is what they see as extremely rare in the context of
their research. Depending on the context, the subjective biases, and
cultural background, words of estimative probability could have a
completely different meaning.

There have been approaches to standardize such words to bring
order to the chaos of the ambiguity of natural language. In his
article from 1964, Sherman Kent was among the first to describe

the words of estimative probability, and he assigned ranges of prob-
abilities to them (see Table 1) [24]. Unfortunately, this article was
under disclosure until 2012. In the meanwhile, also others tried
to define scales for estimative words, and we ended up in a jun-
gle of different scales again [17, 25, 27, 30, 31, 48]. However, one
of the most commonly known and used is the scale by the IPCC
(intergovernmental panel on climate change). Table 2 shows the
likelihood taken from the Guidance Notes for Lead Authors of the
IPCC Fifth Assessment Report on Consistent Treatment of Uncertain-
ties [17]. Most approaches define a range of numerical probabilities
to the terms in natural language. Sometimes these ranges overlap,
sometimes these have some gaps in between. In the end, still, a
huge range of interpretation is possible, even if we accept and use
such definitions.

Still, such approaches are destined to fail, because humans are un-
consciously influenced by their biases and interpret words of proba-
bility differently, even if they know the exact scale beforehand [14].
This was proven by Heuer et al. by asking trained NATO officers
for their interpretation of probability phrases. Though they were
accustomed to standard scales, they still interpreted the phrases
differently (and inconsistently) when used in real questions [14, 16].
Figure 16 shows the results and wide ranges of probabilities). The
consequence is, that if even trained officers are so inconsistent in
their ratings, how could one assume that in different situations, it
would work better?

Figure 16: NATO Officers’ Interpretations of Probability
Phrases [14] (taken from [16]).

It is not our intention to redefine or combine the existing scales;
we just repeated them as illustrative examples to show the ambi-
guity. Instead, we propose to avoid such words altogether, and use
Explicit Numbers andQuantitative Comparisons instead.

5.1.2 Consequences. The usage of Words of Estimative Proba-
bilities has several consequences, and most of them are not desir-
able. Nevertheless, they are so common in natural language that
people do not see the inherent drawbacks or never dared to question
and think about them.

+ Very common and simple: They are natural to use and fast
to write. They are well known and used in natural language.

- Wrong impression of common understanding: The reader
seems to understand the meaning of the words, but in reality,
the interpretation may be completely different from what
the writer wanted to convey.
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- Human bias: All humans have their background and framing,
and therefore also interpret words of estimative probabili-
ties different. Even when the words are exactly defined, we
tend to interpret them differently (unconsciously). People
estimate extreme events with subjectively higher or lower
probability than it is [16, 23].

B Ambiguity: They allow for a wide range of interpretations,
which could lead to severe problems in understanding. Nev-
ertheless, sometimes such ambiguity can be accepted or is
even intended.

5.2 Anti-Pattern: Numeric Hedge Words
Numeric Hedge Words are used to describe approximate ranges or
vague proximities around numbers.

5.2.1 Problem. Words like e.g. almost, exactly, about, at least, have
ambiguous meaning [9]. Similar to the word of estimative proba-
bility, these words have a different meaning in different contexts
and are prone to human bias [13, 22]. The problem here is that
people have many different definitions of precision and scaling
in their thinking. “Below 9” could mean 8 or 7, but it also could
mean 8.9 or 8.5, depending on the subjective measure of precision.
Ferson et al. [9] tried to define specific semantics for some of the
most common hedge words and succeeded, but their definitions
are not very widely known. See Figure 17 for an example of their
results. They distinguished between symmetric hedge words (e.g.,
about, around, approximately, roughly), asymmetric hedge words
(e.g., below, over, at least, almost) and ranges (e.g., between, within)
and tried to find exact definitions for them by taking thousands
of samples in anonymous user surveys. Afterward, they defined
the boundaries based on the survey results. Table 3 shows their re-
sults. The only problem lies still in the exact definition of precision
and the impreciseness of natural language. Sometimes such hedge
words are used inconsistently, and the exact definition is overruled
(people sometimes exaggerate or understate).

S. Ferson et al. / International Journal of Approximate Reasoning 57 (2015) 19–39 23

Fig. 2. Symmetric (left) and asymmetric (right) approximators of the number 7.

In fact, there have been innumerable other Aristotelian schemes to quantify the uncertainty expressions of natural lan-
guage (e.g., [8,17]), but these definition systems are almost never broadly accepted even within a discipline, much less 
beyond a narrow technical field. There are two notable exceptions. The World Conservation Union specifies a “critically 
endangered” species to be one with a probability of extinction of at least 50% within 10 years, and a “vulnerable” species 
to have a 10% probability of extinction within 100 years [41]. The most famous exception was Ronald Fisher’s suggestion 
that statistical findings in hypothesis testing with probability of 5% or less be called “statistically significant”. Such schemes 
are usually created for the sake of convenience, but they can be especially useful in legal and regulatory settings, because 
they translate quantitative results into qualitative categories. These systems have disadvantages, including susceptibility to 
the sorites paradox, and suboptimal decisions in contexts where gradation or vagueness is misrepresented by bright lines 
[69,24,60].

As far as we know, no one has proposed an articulated system to quantitatively define approximators, but it is easy to 
imagine one. Indeed, there are many ways to construct one based on magnitude of the exemplar number or its number of 
significant digits. For instance, consider the scheme illustrated in Fig. 2 (different heights are used only to disambiguate the 
several ranges but are otherwise meaningless). This system of decodings reflects a belief that all numerical quantities in the 
real world have uncertainties. The default interpretation of an explicit scalar number x with the null approximator is the 
interval implied by the decimal place of its least significant digit. So the expression ‘7’ is interpreted as [6.5, 7.5]. The ‘about’ 
approximator quadruples the width of this interval, and the ‘around’ qualifier increases the width by a factor of twenty. Even 
the phrase ‘exactly 7’ is interpreted as [6.9, 7.1], which is something less precise than ‘7.0’ with no approximator, which 
would be interpreted as [6.95, 7.05] under the significant-digit convention. This system requires the new approximator 
‘mathematical’ to describe numbers that are precise to infinitely many decimal places, as would be needed for the 2 in a 
square function. The definitions of these approximators are given in the table below, where d is the decimal place of the 
last significant digits of x. So, for instance, if x is 7, d is zero. If x is 7.0, d is 1, and if x is 700, d is −2. Nonsignificant digits 
are stripped away from x before the approximator function is applied.

Hedged numerical expression Interpretation
mathematical x x
exactly x x ± 10−(d+1)

x x ± 0.5 × 10−d

about x x ± 2 × 10−d

around x x ± 10 × 10−d

count x x ± √
x

almost x [x − 0.5 × 10−d, x]
over x [x, x + 0.5 × 10−d]
below x [x − 2 × 10−d, x]
above x [x, x + 2 × 10−d]
at most x [0, x],or[−∞, x]
at least x [x,∞]
order x [x/2,5x]
between x and y [x, y]

Note that some hedges are based on the number and position of significant digits used to express the quantity, while 
some are based solely on the magnitude of the quantity. The system is complete in the sense of being able to represent any 
given interval range because it supports the ‘between’ approximator. The characterizations can be compounded so that, for 
instance, ‘at most about 300’ would be the interval [0, 350]. The system can be extended in other obvious ways to handle 
points in time and temporal spans with approximators like ‘since’, ‘until’, ‘-ish’, and ‘on or about’, although the use of the 
sexagesimal number system and the modulo-twelve clock scale also makes time rather different from quantities expressed 
in a decimal system on a linear scale with respect to how uncertainty is typically encoded.

Whatever the possible advantages of such an artificial system, because it would be imposed by fiat, it could only at 
best achieve the status of jargon. The wide adoption of this or any system originating in scientific convention or perhaps 

Figure 17: Example ranges for symmetric and asymmetric
numeric hedgewords around the number 7 (taken from [9]).

5.2.2 Consequences. Numeric Hedge Words are used often in
natural language, although they imply huge ambiguities as a conse-
quence. Therefore the consequences are quite similar to theWords
of Estimative Probability.

+ Very common and simple: They are fast to write, seem easy
to understand, and are used in natural language.

+ To give precise single point estimates could be very difficult.
Hedge words can at least signify that there is uncertainty in
the numbers.

- Wrong impression of common understanding: The reader
seems to understand the meaning of the words, but in re-
ality, the interpretation may be completely different from
what the writer wants to convey. All humans have their
background and framing, and therefore also interpret hedge
words differently [9].

- Standardization still uncommon: There is no exact definition
of the words. Attempts like [9] are still uncommon and not
widely known. Still, there is the question if people would
stick to it, even if some standard body defined it (as can be
seen inWords of Estimative Probabilities, Figure 16).

B Ambiguity: They allow for a wide range of interpretations,
which could lead to severe problems in understanding. Be
aware of the ambiguity! Nevertheless, sometimes, this can
be accepted or is even intended.

Table 3: Hedge words and their mathematical interpretation
by Ferson et al. 2015 [9]. x is the hedged number, d signi-
fies the precision e.g. the decimal place of the last significant
digit of x .

Hedge word Interpretation
mathematical x x

exactly x x ± 10−d−1
x x ± 0.5 × 10−d
about x x ± 2 × 10−d
around x x ± 10−d+1
count x x ± √

x

almost x [x − 0.5 × 10−d ,x]
over x [x ,x + 0.5 × 10−d ]
below x [x − 2 × 10−d ,x]
above x [x ,x + 2 × 10−d ]
at most x [(−∞|0),x]
at least x [x ,∞]
in the order of x [0.5x , 5x]
between x and y [x ,y]

5.3 Pattern:Quantitative Comparisons
Describe odds and probabilities in relative com-
parison to real-life cases, so that humans can
relate to them and get an intuitive understand-
ing of the underlying likelihoods.

5.3.1 Context. Youwant to communicate some data of percentages
or frequencies in textual form.

5.3.2 Problem. How can percentages or frequencies be stated,
while still maintaining an easy to understand level of comprehen-
sion? In textual descriptions of data (especially of statistical data),
very often probabilities and likelihoods are used. While just stating
the numbers is precise, but could still lead to misunderstandings
because humans are terrible at understanding odds and probabili-
ties because they are very biased when it comes to likelihoods of
events (e.g., confirmation bias, availability bias, outcome bias). Also,
stating a number implies precision until the least significant digit.
Stating a fraction or real-life comparison implies higher uncertainty
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because we are used to the fact that in real-life events are not that
certain.

5.3.3 Forces:

(F1) The reader should get a rough idea of the odds and frequen-
cies for some event. Exact numbers are too detailed, and
words of estimative probability would be too ambiguous.

(F2) Humans are bad at interpreting numbers for probabilities.
We want to state comparisons that are easy to understand
but still exact enough and unambiguous so that the message
is conveyed in the right way.

(F3) Stating exact numbers with uncertainties would hinder the
flow of reading.

(F4) We want to have a phrase for describing different scales:
– Probabilities, Likelihood, Odds
– Frequencies, Occurences, Amounts
– Exposures, Durations

5.3.4 Solution. The solution consists of three steps: First, try to
express your percentage as a fraction. Fractions are more easily
recognized than percentage numbers or ratios e.g., 16.7% gets 1/6,
50% gets 1/2. The next step is to use descriptive language like: in 1
out of 6 cases, or every second time. The third and last step is to find
a real-life scenario where this fraction applies to e.g., getting a 6 in
a dice throw, or succeeding on every second try. The last part is the
most difficult because it depends on subjective frames and scales. If
your time scale is days, then once in a week refers to the fraction
1/7, but when thinking in hours of a working week, it would mean
1/40 (which could also differ from company to company).
Solution-Steps:

(1) Convert the ratio number into a simple fraction (can be
approximate, rounding is allowed): x/y

(2) Express the fraction in terms like x out of y, x per y
(3) Try to find a real-life comparison and time frame: winning

the lottery; once a week; every time you blink; every hour.
Use specific phrases to establish a quantitative comparison to

the actual numbers for probabilities, frequencies, or exposures that
the reader can relate to from his or her real-life experience. In the
following sections, examples for such words are given, but it must
be clear that these words should also be chosen with care for the
cultural context of the reader. More about that will be discussed in
the consequences.

Probabilities, Likelihoods, Odds. Probabilities and likelihoods can
be rewritten as odds, which already makes them easier to under-
stand. They also can be compared with real-life objects which rep-
resent random events like dice, lottery, or casino games. Another
possibility is to convert the probability into a frequency by adapting
it to a time frame of everyday life situations: e.g., once in a lifetime,
every time you fly with a plane, once every second.
Examples:

Frequencies, Occurrences, Amounts. Frequencies or occurrences
state how often something occurs. They can be compared with a
fixed time frame like e.g., days in a year. Examples (with days as
the time scale):

• 1/7: once a week.
• 1/365: once a year.

Table 4: Percentages and their relative comparison.

Percentage Fraction Comparison
0.1% 1/1000 1h; One in a thousand.
1% 1/100 One in a hundred.
3% 1/36 Getting 6 twice from 2 dice throws.

Betting on a number in roulette.
5% 1/20
10% 1/10 10 out of 100.
15% 1/7
16.7% 1/6 Getting a 6 in a dice throw.
20% 1/5 Every fifth time.
25% 1/4 Every forth time; Quarter.
33% 1/3 Every third time.
50% 1/2 Every second time; Half of times;

Coin flip.
66% 2/3 In two thirds of cases.

1σ confidence interval
75% 3/4 In 3 out of 4 cases.
90% 9/10 In 9 out of 10 cases.
95% 19/20 Only 1 failure in 20 cases

2σ confidence interval
99% 99/100 Only 1 failure in 100 cases
99.9% 999/1000 Only 1 failure in 1000 cases

• 1/25000: once in a lifetime (70 years * 365 days)
• 1/2: every second day.

Exposures, Duration. Exposures depict a fraction of how long
some event takes place. It can be described using fixed time frames
or by relating to real-life examples.

Examples:

• Exercise 30 minutes per day.
• Practice for 1 hour, twice a week.
• Radioactive exposure during an average airplane flight.
• UV-light exposure during an afternoon in the swimming
pool.

5.3.5 Consequences. Here the consequences are described.
+ Benefits

+ Odds that are very common are likely to be easily understood
by the reader.

+ Stating comparison instead of just pure numbers make the
text more lively and easier to read.

+ People who have problems with percentages may at least
understand a real-life comparison.

- Drawbacks

- The cultural context and human bias come into play. Humans
tend to under- or overestimate their luck in casino games,
dice rolls. Also, comparison to car drives, airplane flights, bus
rides, or going to the cinema may be off, since not everyone
is doing that with the same frequency and could, therefore,
misinterpret the numbers.
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- Making comparison prolongs the text more and could, there-
fore, be more difficult to understand. Also, unrelated com-
parisons increase the semantic energy needed to understand
a sentence, which also makes it more difficult to read. Some-
times just stating the numbers would be easier.

B Liabilities

B Choose a comparison only if stating the number directly,
would hinder the readability of a sentence.

B Choose a comparison that is appropriate for the context and
bias of the reader.

B Often, the exact number has no simple comparison - here
you have to pick between preciseness and legibility. State the
exact number if there is not an appropriate comparison. Do
not force yourself always to use quantitative comparison!

6 CONCLUSION
In this paper, several patterns of representing uncertainty were dis-
cussed for the areas of graphical, textual, and numeric applications.
They can be used for the communication of uncertainties and errors
to the reader. The most important thing here was that the way of
representing the uncertainty should be appropriate to the receiver
in order to convey the message in a meaningful and intended way.
In order to avoid misinterpretations, it is reasonable to combine
several methods and state the described kind of errors explicitly
e.g., combine visual and numeric representations and state that the
error is shown as standard deviation with 65% confidence (1 siдma
distance in a normal distribution).

Especially take care of textual representations because they give
the highest room for interpretation. Visual representations can be
interpreted and understood the fastest, but are also not very exact
when it comes to the numbers. Numeric representations are the
most exact but may be difficult to understand.
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Summary This paper presents a feasibility study for cybersecurity assessment using the Riskee
method and structured expert judgment. It elaborates on a user study that was done at the EuroSPI’19
conference and involved several experts in judging the risk of a speci�c cyber-security attack. The ex-
perts assessed a known attack on the passive keyless entry systems (PKES) of Tesla Model S cars. This
was done in three phases: First, the experts answered calibration questions used to assess their judg-
ment capabilities. Afterwards, the experts judged the cyber-security risk of the actual case twice: The
�rst round was individual judgment, and the second round was done after discussions and knowledge
exchange among the experts. The key �ndings of this user study were:

• Doing a calibration round reveals the judgment capabilities of individual experts and allows for
weighting them accordingly.

• Most of the experts in this study were bad regarding their judgment accuracy (calibration score),
which was surprising. Without a calibration round, we would have never expected this.

• In the second round, most of the attributes were judged higher, which, in the end, resulted in
doubling the calculated risk compared to the �rst round. In this case, the discussion increased
the risk sensitivity of the experts, which led to a higher estimation of the risks.

• Riskee can be used on risk graphs, and the calculation of risks by forward and backward propa-
gation works in a real case scenario.

This paper was important for showing that the applied method for structured expert judgment used in
Riskee was feasible. It also coincides with previous studies done by other researchers, which showed
that the majority of experts (around 2/3) have bad judgment capabilities, and their judgments should
be rejected to increase the quality of the results. We did not take this route since, in our case, it would
have meant that only two or three out of the 17 experts would have been counted, which we deemed
as being too selective. Therefore we did not sieve them out but just weighted them accordingly to their
calibration performance.
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Abstract. In this paper, we show a use-case of structured expert judg-
ment to assess the risk of a cyber-security attack. We showcase the process
of elicitating unknown and uncertain values using multiple experts and
combining these judgments by weighing the experts based on their per-
formance. The performance of an expert is assessed using the information
and calibration score calculated from the judgments of calibration ques-
tions. The judgments are stated with three-points estimates of minimum,
most likely, and maximum value, which serve as input for the PERT prob-
ability distribution. For the use-case, the input values frequency, vulnera-
bility, and impact were asked. The combined results are propagated along
an attack path to calculate the risk of a cyber-security attack. This was
done using RISKEE, a tool for assessing risk in cyber-security and imple-
menting the combination of expert judgments and propagation of the val-
ues in an attack-tree. It uses an attack graph to model the attack paths
and applies probability distributions for the input values to consider the
uncertainty of predictions and expert judgments. We also describe expe-
riences and lessons-learned for conducting an expert elicitation to acquire
input values for estimating risks in cyber-security.

Keywords: Risk assessment · Expert elicitation · Cyber-security ·
Expert judgment · Probabilistic methods

1 Introduction

Assessing the risk of cyber-security becomes more and more important nowadays.
With the rise of IoT (Internet of Things) and the evergrowing number of devices
connected to the internet, the possibility of hacker attacks is ever increasing.
Smart housing, connected vehicles, and the general trend of all devices being able
to communicate via wireless technologies (like WiFi, Bluetooth, Zigbee), increase
the complexity tremendously. Besides being convenient and useful to the user
and operators, this high connectivity at the same time widens the attack surface
and invites hackers to use exploits in order to gain control over the devices. With
such control, hackers could steal data, money, and identities, install ransomware,

c© Springer Nature Switzerland AG 2020
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deploy botnets, or even destroy hardware. This goes as far as committing ter-
rorist attacks if they target critical infrastructures like the power grid, medical
infrastructures, public transportation, or governmental institutions.

The problem is that risk for cyber-security is immensely difficult to estimate
and even harder to predict for the future [25,42]. In safety, experts can extrap-
olate from past events and apply statistical methods to calculate future risk,
cyber-security risk is behaving more chaotic and, therefore, can not be easily
modeled [12]. The last resort, after not being able to rely on historical or relia-
bility data, is to fall back to expert judgment. However, this also has its flaws.
Humans have cognitive biases [18,33,34] and especially regarding probabilities
we are really bad in estimating [23,24]. It was even shown that the majority
of experts have terrible skills in giving quantitative judgments [3]. The topic
of expert elicitation and how to get the best out of the combination of sev-
eral expert judgments in the form of opinion pools is discussed for many years
now [7,10]. We tackle this topic by combining several techniques from different
domains and applying it to the cyber-security domain. We can calculate the
risk of attacks by using attack trees and combining them with probability dis-
tributions and uncertainty propagation for the properties of attack frequency,
attack probability, and impact. Furthermore, we apply structured expert judg-
ment using the IDEA protocol [19,20] having two rounds of expert elicitation
and doing performance-based weighting based on previously asked calibration
questions. By doing so, we get a realistic image of risk, based on the answers of
the best experts and can make better-informed decisions based on that.

2 Background and Related Work

Since the upcoming of the first computers, cyber-security played an important
role [47]. Bruce Schneier was one of the cyber-security pioneers coining the term
attack trees [46]. From this idea on the method of Attack Tree Analysis (ATA)
[2,48] was developed and from that several other ways to describe multi-step
cyber attacks were invented, like the Kill Chain [26] or Bayesian Attack Graphs
[43]. In our work, we build upon this technique of modeling attacks in an attack
graph by describing every step an attacker has to undertake to reach a goal.
Furthermore, we combine that with quantifiable risk values like the factor anal-
ysis of information risk (FAIR) [17] does. For the evaluation of the survey in
this paper, we developed and used the tool RISKEE [36] (coined from the fun-
damental structure of our approach: the risk tree). This is an ongoing approach
to create a method for integrating safety and security risk in a holistic way [13].

Still open was the question of how to get the actual input data. Although
there are many existing databases about security vulnerabilities like the Common
Vulnerability Scoring System (CVSS) [15,39] or Common Criteria, and there
are approaches on extracting the attack probabilities from them [21], it is still
difficult to apply them to whole systems and calculate the risk for multistep
attacks [25]. There are many standards for risk assessment, which we looked
into: NIST SP-800 [32], NIST CSF [41], ISO/IEC 27000 [29,31], ISO 31000 [30],
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EVITA [44], STRIDE [22,35], COBIT [28], OCTAVE [1], SAHARA [38], and
FMVEA [45]. They model risk mainly in a qualitative way using ordinal or
semi-quantitative scales, which was not sufficient for our purposes. Cox et al.
proved that using such scales can lead to severe problems and has many pitfalls
[9,10]. That is why we fell back to the last resort: Expert judgment. We found
a robust method in Structured Expert Judgment (SEJ) [7,8] by Roger Cooke
from TU Delft. It works by measuring the judgment performance of experts by
asking them calibration questions and calculating a calibration score (how well
did the expert catch the correct value) and information score (how big or small
is the uncertainty in the judgments). These scores define the weight an expert
should get for the combination into a linear opinion pool.

3 Method

In this section, we describe our applied method for expert elicitation. It is based
on structured expert judgment (SEJ) [7] and the IDEA elicitation procedure
[19,20]. IDEA stands for Investigate, Discuss, Estimate, and Aggregate and uses
the basic principles of the Delphi method [37]. In this method, probability-based
estimations and calibration questions are used to calculate performance-based
weights for the individual experts. Based on these weights, their actual judg-
ments are combined accordingly to get consolidated results. These results are
discussed, and a second elicitation round is undertaken to get refined results.
This method combines the best from both worlds: mathematical performance-
based combinations and behavioral group-think mechanisms.

In September 2019, we tested this method during a conference workshop to
judge the risk of a specific cyber-security incident. This workshop was held at
the EuroSPI 2019 conference in Edinburgh [51]. RISKEE, the tool used for this
workshop, was also presented at this conference [36]). In total, 21 participants
with mixed backgrounds and domains participated in this workshop (experts and
laypeople from many domains, e.g., cyber-security, safety, automotive, medical,
industry, and academia). Of those 21 participants, only 17 were eligible for being
accepted, because four either did not do the calibration questions or did not finish
the elicitation (due to either arriving after the calibration phase or leaving the
room earlier).

4 Information and Calibration Score

In SEJ, two scores are used for judging the performance of an expert: information
score and calibration score [5]. The information score assesses the uncertainty of
a given expert (his “precision”), and the calibration score, how well the true value
was hit (the “accuracy”). These are calculated based on e.g., three-point esti-
mates stating the 90% confidence interval via the minimum and maximum plau-
sible value, and the most likely value. These three estimates define a probability
distribution with five areas for the true value to fall into: with 5% probability it
should be lower than the minimum; with 45% probability, it should be between
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the minimum and the most likely, and equally with 45% between the most likely
and the maximum. The remaining 5% of cases it should be larger than the max-
imum value. Inside these areas, SEJ assumes that the probability is uniformly
distributed. This would be the ideal “reference expert”. A log-likelihood χ2-test
(also known as G-test) is used to compare this to the actual realizations of an
expert. The result is the calibration value and signifies how well the expert fits
the assumed reference expert. For our method, however, we had to make some
changes, summarized as follows: Instead of uniform areas, we decided to take
the PERT probability distribution for the three-point estimate. The distribu-
tion is used heavily in project management to predict uncertain time schedules
[50]. Albeit the choice for PERT, our method is not limited to this and works
with other distributions also. We use the distribution to get the probability with
which the true value was predicted. Combining all realizations of the calibration
questions, the resulting histogram H should correlate to a normal distribution
N . This is again tested via the log-likelihood χ2-test to calculate the calibration
score, similar to how it was done in SEJ. Ultimately this results in calculating
the Kullback-Leibler distance and applying this to the χ2 distribution to get the
model fit.

Calibration = 1 − χ2

(
2
∑

Hi log
Hi

Ni

)
(1)

Moreover, the information score is calculated by calculating the entropy of
given estimation compared to a uniform background distribution over a reason-
ably large range.

Information =
∑

Questions

−
(∑Pi log Pi

Uq

)

log (Umax − Umin)
(2)

Calibration and information scores are then multiplied to get the final com-
bined score. The resulting weight is then the normalized value over the sum of
combined scores for all experts.

Combined Score = Calibration · Information (3)

This combination now allows us to compare the expert to each other. Experts
with higher calibration and information scores get higher weights, which is what
we wanted.

4.1 Procedure

The whole workshop took approximately one hour and was split up in the fol-
lowing steps:

1. Introduction (10 min) We described the general process of expert judgment
using distributions (“thinking in ranges” instead of single-point estimates)
and explained some basic information about risk estimation. Every partici-
pant got a unique anonymous identifier to trace the different responses for
each one of them.
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2. Calibration questions (10 min) The calibration was done with a prepared
questionnaire that should be filled out by the participants.

3. Scenario explanation (10 min) We explained the scenario of an imaginary
car rental company, which could be the victim of a key-fob-hack [52]. The
actual scenario was: Imagine being the CISO (chief information security offi-
cer) of a car rental company, having a fleet of 100 Tesla Model S cars in the
beautiful city of Leuven (the city of the COSIC research group). What are
the risks regarding the previously mentioned key-fob hack?

4. First Round of expert elicitation (5 min) Participants had to fill in the
attack frequency, the attack success probability, and the resulting impact of
a successful attack in the form of [minimum-mode-maximum]. This was done
individually and without prior discussion.

5. Discussion (10 min) and interpreting the results (5 min)
During the discussion, we clarified the scenario even more and let the partic-
ipants exchange opinions and arguments. In the meantime, we analyzed the
first round and showed the results to the participants.

6. Second round of expert elicitation (5 min) Participants were asked to
judge the same scenario as in the first round, but now with their revised
judgments.

4.2 Visualisation of Results: Guppy Plots

Fig. 1. An example guppy plot
on a logarithmic scale.

A guppy plot1 is a specialized violin plot, which
shows the responses of all experts in the form
of probability distributions drawn horizontally
along the x-axis. Figure 1 shows an example for
this. The experts are listed along the y-axis, and
the whole value range is displayed along the y-
axis, which is scaled either linearly or logarith-
mically, depending on how different the magni-
tudes of the responses are. If the guppy plot is
used to show calibration questions and answers,
the true value is also indicated using a vertical
line (or area) as an overlay. More examples for
this in a simpler form (as vertical lines plots) can
be found in [6,20].

4.3 Calibration Questions

The calibration questions have the purpose of examining the judgment quality of
the experts. Based on the judgment quality, the assessor can calculate weights
for the individual experts to combine the answers for the real questions in a

1 The term “guppy plot” was coined by the wife of one of the authors, since they look
like a group of guppy fish swimming in a fish tank. This is especially recognizable
on logarithmic scales.
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reasonable way. The calibration questions must fulfill three criteria to get a
reasonable weighting of experts:

Firstly, they have to be on the same topic and ask for approximately the
same facts as the real survey questions, so that the expert needs to apply the
same know-how and skills to answer the real questions. This is important to
assure that the performance of the calibration questions is transferable to the
performance of the real survey questions.

Secondly, the answer must be unknown to the experts at the time of the
elicitation. This is important because if the expert already knows the answers,
the calibration does not assess the appropriate skills, and the weights are not
applicable. If an expert already would know the answers, the elicitation would
not be needed.

Thirdly, the calibrations questions should involve some uncertainty in order
to assess their ability to judge it. Since the real survey questions inherently also
involve uncertainty, it is essential to assess the skills of estimations and dealing
with uncertain predictions.

5 Results of the Calibration

In this section, we visualize and discuss the results of the calibration questions
and the actual survey results. Figure 2 shows the scores of calibration and infor-
mation as well as the combined score for the participants. This combined score
defines the weights to be applied for the actual survey results. The final weights
are shown in Table 1.

(a) The calibration distributions for the participants in
this survey. The dotted reference curve shows the ex-
pected results of a good expert.

(b) The resulting scores for
all participants.

Fig. 2. The graph shows the performance of the participants during the calibration.

The results showed that the participants were uncertain and somewhat inad-
equate at estimating. This is of no surprise because Colson et al. [3,4] already
showed that most experts are wrong at estimating. Furthermore, the survey par-
ticipants had many different backgrounds and knowledge; therefore, it is quite
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natural to have vastly different opinions and responses. The reference curve in
Fig. 2a depicts how the responses by a good participant are expected to look
like. A good expert is one who hits the most-likely value most of the time. It
can be seen that the participants in our survey did not match this expecta-
tion. The calibration distribution also shows which participants tend to over- or
underestimate the true values.

Table 1. The weights for the participants in decreasing order. These weights were
calculated based on the performance on the calibration questions.

K G D M W A E O C S B X H Y L N V

0.10 0.09 0.08 0.08 0.08 0.06 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.04 0.04 0.02

Fig. 3. The scores for the
attack frequency.

Calibration Results for Attack Frequency. The
results for the calibration on attack frequency are visu-
alized in Fig. 4. They show that the surveyed partici-
pants greatly disagreed and are very uncertain about
the actual values, which resulted in quite a disperse
distribution in the end. Participants V, S, and O have
a zero calibration score since they never hit the cor-
rect value. Therefore their combined score also results
in zero. The other participants all had approximately
the same calibration and information scores (as can
be seen in Fig. 3). The questions were the following:

Q1 How many cars are stolen per year in the UK? (3.3 Million registered cars)
→ 114 660 (Source: Statista [11])

Q2 How many people were affected by the Cambridge Analytica Facebook data
leak in 2018? → 86 600 000 (Source: Facebook [40])

Q3 How many bigger healthcare-specific data breaches happened in 2018 in the
US? → 371 (Source: U.S. Department of Health and Human Services [49])

(a) Question 1 (b) Question 2 (c) Question 3

Fig. 4. The responses to the first three calibration questions, which assess the attack
frequency showing rather small uncertainties but great disagreement amongst the par-
ticipants.
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Fig. 5. The scores for the
vulnerability questions.

Calibration Results for the Vulnerability. The
results for the vulnerability calibration questions
again show that participants are quite uncertain about
the values. Furthermore, the resulting calibration
scores in Fig. 5 show that no participant was signifi-
cantly better than the other, as all calibration scores
are about the same at the value range of 0.1. However,
regarding the information score, they differed. Partic-
ipant W and K had slightly better results than the
others. The resulting combined score is still a quite
linear slope from the best participants W and K to
the worst participants N and H. Due to space limita-
tions, we left out the visualization of the calibration questions. In summary, they
showed huge uncertainty amongst the participants.

Fig. 6. The scores for the
impact calibration.

Calibration Results for the Impact. Figure 7
shows some of the responses for the calibrations ques-
tions regarding the impact. It can again be seen that
the participants are quite uncertain about the judg-
ments (especially participant W). Three participants
(W, V, S) did not have calibration scores since they
never hit the actual value. For the others, the scores
were quite evenly distributed (see Fig. 6). Interest-
ingly, when looking at the combined score, the par-
ticipants G, K, and M had slightly better scores than
the others. The visualization for the impact was often
heavily distorted by the difference in magnitudes of
values (even when using logarithmic scales). Here are some questions which have
been asked during the calibration:

Q12 What is the price for a new Tesla Model S car? → 99000 (Source: Energysage
[14])

Q13 What is the cost of replacing a compromised electronic door lock in an office
building? → e 270 (Source: Fixr [16])

Q14 What is the estimated cost per record of a leaked user-sensitive data entry?
→ e135 (Source: IBM/Ponemon [27])

(a) Question 12 (b) Question 13 (c) Question 14

Fig. 7. The first three responses to the calibration questions about impact, showing a
high variety of outcomes.
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6 Results of the Risk Survey

Table 2. The expected attack
frequency for the entry node.

Round Attack Frequency

1 2 − 34 − 415
2 5 − 100 − 332

Attack Frequency. The attack frequency
defines how many attack attempts are made per
timeframe (per year in our case). On comparing
the results of the first elicitation round to the
second, it can be concluded that the participants
increased their minimum slightly and most-likely
greatly but also significantly lowered the overall maximum of attacks per year
after the discussions. This leads to a much higher concentration in the upper
quantiles of the attack frequency distribution. Table 2 shows the actual values.

(a) Attack Frequency (Round 1) (b) Attack Frequency (Round 2)

Fig. 8. The estimations of attack frequency for the two elicitation rounds. The PW
row on the bottom is the performance-weighted combined score.

Table 3. The estimated vulnerabilities in
percent for all four nodes along the attack
path.

Node First round Second round

1 4.3 − 69.8 − 98.8 5.6 − 82.0 − 95.9

2 2.6 − 48.2 − 98.8 4.6 − 55.9 − 92.1

3 2.9 − 40.7 − 98.8 4.4 − 46.7 − 98.9

4 1.3 − 15.7 − 96.7 3.1 − 14.4 − 96.9

Vulnerability. The vulnerability was
assessed for four nodes along the
attack path. The resulting values are
shown in Table 3. In the second round,
the minimum and most-like values
were increased, and the maximum esti-
mation decreased slightly. This con-
centrated the density more in the
higher quantiles of the distribution.

(a) Vulnerability (Round 1) (b) Vulnerability (Round 2)

Fig. 9. The estimations of the vulnerability for the two elicitation rounds. The PW row
on the bottom is the performance-weighted combined score. For the sake of conciseness
and space only one of the four responses is shown.
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Table 4. The expected impact in
Euro if the whole attack is successful.
The values are rounded for simplifica-
tion sake.

Round Impact

1 e 780 − 23 500 − 380 000

2 e 1000 − 78 000 − 477 000

Impact. The impact defines the financial
loss in the case the whole attack is exe-
cuted successfully, which in our case meant
that a car gets stolen. In the second round,
the participants increased their estimations,
which led to an increase in the minimum
value, most-like value (more than double),
and maximum value (Table 4).

Fig. 10. The estimation of the impact for the two elicitation rounds. The PW row on
the bottom is the performance-weighted combined score.

6.1 Final Risk Results

Fig. 11. The attack
graph.

After weighing the participants by their performance dur-
ing the calibration and using these values to calculate the
risk along the risk tree with RISKEE, the final results
depict the total risk of this cyber-security use-case. The
results are shown in Fig. 11 and Fig. 12: The expected
attack frequency will around 123 attacks per year (node
1), and the loss impact of a single attack being successful
is around e131 800 (node 4).

Regarding the expected risk, there is a 95% chance that
the loss will exceed approx. e24 000, the average expected
loss will be around e868 800 (having a chance of 30%), and
there is a 5% chance that the loss will even exceed around
e3 Million. The value of having a 50% chance of exceeding
is around e420 500, which is less than half of the average
value. Furthermore, of the four attack steps, the first one
is the most vulnerable (with 72% probability), while the
last one is assumed to be the most difficult (with just 26%
probability). This can be explained by the fact that in the
first step, the attacker had only to be in the vicinity of the
car, while in the last step the attacker has to unlock the
car, enter it, start it, and drive away, which would be much
more noticeable than to pass by.
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Fig. 12. The loss exceedance curve shows the probabilities of exceeding a certain
amount of money along the whole range of possible outcomes. The values for the
95%, the median, the 5%, and the expected average are shown.

7 Discussion

In this survey, the scores are evenly distributed, which means that the partic-
ipants performed equally on the calibration questions. The only problem here
is that the calibration scores were very low. Figure 13 shows how this survey
would have looked like if at least one participant had excellent responses. It can
be seen that the weight for this participant would have been much higher than
the other participants, and in such a way, this one would have overruled the
other participants, which is desired behavior. A good expert should get more
weight than a bad expert.

Fig. 13. The responses of participant A with artificial data representing the expected
responses. It shows that a good expert would significantly overrule the other partici-
pants.
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We assessed the participants’ general estimation capability by combining
all 14 calibration questions to get calibration and information scores. During
analyzing the data, we realized that it would also have been interesting to assess
the performance of the individual areas (attack frequency, vulnerability, and
impact). For future surveys, we plan to assess the individual areas in more detail.

8 Conclusion

In this paper, we described a use-case of an expert elicitation for the assessment
of cyber-security risks. We applied the method of structured expert judgment
to get the input values, and used the tool RISKEE for uncertainty and risk
propagation on risk trees to calculate the resulting loss expectancy. This served
as a feasibility study to see if the method applies to real-world use-cases for
estimation of risk in cyber-security. Our results support the argument of existing
literature that people are bad in estimating uncertain values. Furthermore, they
show that a risk assessment approach is feasible and can be done quite easily.
The resulting loss exceedance curve proved to be an appropriate visualization of
risk, because it showed a fully informative view over the whole risk space, while
still being easy to comprehend.

In future work, we intend to improve the tools for the elicitation to streamline
input and usage. Furthermore, we want to elaborate on different aspects of the
risk analysis, e.g., modeling risk over time, or improving the results even more
by de-biasing the experts based on their calibration which could ultimately pave
the way for a self-calibrating expert judgment method that corrects the biases
and errors of experts as good as possible to get even better prediction results.
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Expert Judgment for Cyber-Security Risk 
EuroSPI 2019 Workshop Report by Michael Krisper, Graz University of Technology  

In the workshop “Expert Judgment for Cyber-Security Risk” at the EuroSPI conference in September 2019 in 

Edinburgh, Scotland [1], an expert elicitation was done to assess the risk of a cyber-security scenario involving 

car theft by hacking the passive keyless entry system. This elicitation was done with 21 volunteers from the 

conference and conducted by Michael Krisper and Georg Macher from Graz University of Technology. It fol-

lowed the IDEA protocol by Victoria Hemming [2] and used a variation of structured expert judgment by 

Roger Cooke [3], [4].  

 

Procedure: The IDEA Protocol and Structured Expert Judgment 

 
Figure 1: Our version of the IDEA protocol for EuroSPI 2019. 

The IDEA protocol by Hemming et al. [2], [5] consists of two rounds of expert judgment with a discussion in 

between. During the discussion, the aggregated results of the first round are presented to the experts. The 

aggregation is done via a weighted combination of the responses based on the performance during the calibra-

tion questions. The performance is measured via the information and calibration score based on structured 

expert judgment by Roger Cooke [3]. In the EuroSPI workshop, we brought together 21 experts from different 

domains and with different background knowledge and did a study to assess the risk of a cyber-security scenario 

involving hacking and stealing cars. The whole workshop took approximately one hour and consisted of the 

following steps: 

1. Introduction (10 Minutes) We described the general process to the workshop participants and explained 

some background information. 

2. Calibration (10 Minutes) The calibration was done with a questionnaire that was filled out by the partici-

pants. The responses for the actual survey were weighted based on the calibration performance. 

3. Scenario explanation (10 Minutes) We explained the scenario, which should be evaluated. We gave some 

background information and showed a possible attack which could be done. 

4. First Round of expert elicitation (5 Minutes) Participants give their assessments for the scenario in the 

form of a three-point-estimate (min-mode-max). This was done individually and without prior discussion. 

5. Discussion and presentation of results (15 Minutes) After the first round, a moderated discussion was 

done to clarify the scenario, let the experts exchange opinions and arguments and analyze the results of 

the first round. 

6. Second round of expert elicitation (5 Minutes) Participants gave a revised second judgment. 

Key Points: 

1. Always use multiple experts for assessments. However, randomly chosen experts could lead to highly 
unprecise results, even when using 20 of them. We recommend a diverse group of domain experts 
(customers), technical experts (engineers) and quality supervisors (consultants). 

2. Combine the expert response based on their performance during calibration – don’t simply trust them. 
Good experts should get much higher weight than bad experts. Don’t let the bad experts worsen the 
results. 

3. Let the experts first build their own unbiased opinion, then let them discuss and revise it. 
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Scenario: Fast Furious and Insecure – Hacking the passive-key-

less entry system of Tesla Model S cars 

The COSIC Group from KU Leuven published an attack, which allows stealing Tesla Model S cars, by exploiting 

flaws in the passive-keyless entry system [6]. The attack is using consumer hardware to communicate with the 

car and the key-fob, and a huge database of precomputed security keys. It needs vicinity 

to the car and the key-fob (not necessarily at the same time). The researchers demon-

strated that the attack is feasible by acquiring the wireless communication hardware for a 

few hundred dollars and computing a rainbow table (which requires 5.4TB of disk space in 

total). These are acceptable efforts for being able to steal Tesla Model S cars. The attack 

consists of 4 steps, each taking only a few seconds to accomplish: 

▪ Phase 0: Adversary acquires the car identifier wirelessly. 

▪ Phase 1: Adversary does two constructed challenge-response requests with the key fob. 

▪ Phase 2: The adversary recovers the key with the help of a precomputed rainbow table. 

▪ Phase 3: With the recovered key, the adversary unlocks the car, starts it, and drives away. 

The experts got a predefined sheet with each phase as a step on the 

attack path (see Figure 2). They had to fill in their estimated values 

in the form of [minimum-most-likely-maximum] (see Figure 3) for the 

attack frequency, the vulnerability, and the impact.  

With this knowledge the experts should judge the risk of cyber-secu-

rity for the following scenario: Imagine you are the CISO (chief infor-

mation security officer) of a car rental company, having a fleet of 100 

Tesla Model S cars in the beautiful city of Leuven (the town of the 

COSIC research group). What are the risks concerning the previ-

ously mentioned attack? 

Results 

First, the calibration results are discussed, and then the actual survey results of the two assessment rounds. 

Calibration Results 

The calibration results showed a disillusioning image of the experts’ 

performance. The figure on the right shows the calibration distribu-

tions for the experts compared to a reference model of the expected 

outcome. Not a single expert came near the expected results. While 

this was a staggering finding of the survey, it was no surprise since 

Colson and Cooke [7] found out that this happens quite often. They 

looked at 33 independent studies in many domains that applied struc-

tured expert judgment, and they found out that in approximately one-

third of all studies, less than two good experts were present. In 20% 

of the studies, not even a single good one took part, which is highly 

alarming and highlights the need for calibration.  

The final weights of the experts had approximately the same 

magnitude, which means that they performed about equally during the 

calibration. A good expert would have got more weight than the others 

by multiple magnitudes. 

Table 1: The final weights for the experts, based on their calibration 
and information score. 

K G D M W A E O C S B X H Y L N V 

10% 9% 8% 8% 8% 6% 5% 5% 5% 5% 5% 5% 5% 5% 4% 4% 2% 

Figure 3: An example three-point esti-
mate [min-mode-max] visualized with 

the PERT-distribution. 

Figure 2: The At-
tack path. 
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Survey Results 

The results were evaluated using RISKEE [8], a tool for propagating and calculating uncertain risk values 

throughout a graph, which was also presented the first time at the EuroSPI 2019 conference [1]. 

Round 1 

In the first round, the experts did not have the chance to discuss the scenario with each other. 

They judged the values independently and without external input, and the results are as fol-

lows. The average attack frequency was estimated to be about 92 times per year, and the 

average impact was about € 400 000. With a 95% probability, the loss will exceed about 

€ 10 000, and with 5%, it exceeds € 1 560 000. The value with a 50% probability of exceeding 

is approximately € 120 000, which would correspond to one stolen car in our fleet of 100 cars. 

In summary, we can expect the risk to be between € 10     and € 1 500 000, and we should 

prepare for one stolen car per year. 

 

Discussion 

During the discussion, many interesting questions came up. How difficult is the attack? How many people know 

the details of the attack? How likely is it that attackers can derive the details of the attack from the published 

materials by the COSIC researchers? What knowledge do the attackers need to calculate the rainbow table? 

Where are the cars parked? How often are the cars rented?  

In hindsight, these were very informative because we could pin down many uncertainties and influence factors 

which we should investigate if we were doing a real risk assessment. 

Round 2 

In round two, the experts in general increased all their values, beginning with the attack fre-

quencies as well as the vulnerabilities and the impact. It seems that discussion made them 

more suspicious and careful, which manifested in the nearly doubled risk values. The average 

attack frequency was now 123 times, while the average impact was around € 869 000. Also, 

the confidence interval doubled by being between € 24     and a whopping € 3 000 000. 

As management, we would have to calculate with a median loss of € 420 000, which corre-

sponds to about four stolen cars per year. This is quite an increase compared to the first 

round.  lso, the  % exceedance value of € 3 Million is quite worrying, because it would cor-

respond to about 1/3 of the whole car fleet stolen per year. Fortunately, it has a very low 

probability. 
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Discussion and Conclusion 

The study shows that it is beneficial to assess the quality of experts via calibration and combine their judgments 

based on that. Quality can be evaluated based on information and calibration score. Information tells us how 

precise or uncertain a given judgment is, compared to all other judgments. Calibration tells us how well the 

prediction captured the true value.  

In this study, the overall calibration scores were rather low, which indicates that we, unfortunately, cannot put 

much trust in the results. Without calibration, we would have never known this. One reason for the low calibration 

scores could be that we just used random volunteers to participate in the study, and not preselected experts. 

We think that using preselected experts with distinct backgrounds from the following three fields would have led 

to better results: Firstly, experts with domain knowledge (the customers who know the problems in practice), 

experts with a technical background (technicians and engineers who have detailed technical knowledge), and 

generally knowledgeable supervisor (the consultants, who have experience, can ensure the quality, and trans-

late between the others to avoid misunderstandings). Such diverse groups would have added different view-

points and relevant information to the responses. To support this even further, future research about the ideal 

composition of expert councils must be done to get more data.  

Another interesting finding of the study was that between the first and the second round of assessment, the 

overall risk more than doubled while the individual responses by the experts just increased slightly. It seems 

that the discussion ignited concerns in the participants, which in turn led to increasing the adjustment of their 

values. These adjustments multiplied up and resulted in doubling the total risk values. 
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Summary This paper discusses and summarizes several problems with risk assessment using ordinal
scales and risk matrices. Such types of assessments are used in many established risk management
methods, for example, FMEA, HARA, or MIL-STD-882C. Using ordinal scales and risk matrices leads to
quanti�cation errors, range distortions, risk inversion, unde�ned arithmetic, and many more problems
which could make an assessment worthless. Thus, we make a plea for using quanti�able methods
instead of qualitative assessment and refer to Riskee, an example of a fully quanti�able risk assessment
method. In this paper, the following problems during speci�c phases of risk assessment are shown:

Phase 1: Identification of influence factors
(A) Incompleteness
(B) Correlations

(C) Irrelevance
(D) Non-Linear Behavior

Phase 2: Rating the influence factors
(E) Ordinal Scales
(F) Scale-De�nition & Distribution
(G) Range Compression
(H) Ambiguity

(I) Neglecting Uncertainty
(J) Quanti�cation Errors
(K) Human Bias
(L) Human Inconsistency

Phase 3: Combining the ratings
(M) Unde�ned Arithmetic Operations
(N) Arbitrary Combination

(O) Dominating Components
(P) Neglecting Correlations

Phase 4: Ranking and ordering the risks
(Q) Arbitrary Thresholds
(R) Incosistency
(S) Incoherence

(T) Ambiguous Order
(U) Risk Inversion
(V) Unknown Uncertainty

Phase 5: Making decisions
(W) Wrongly Perceived Impression of Bene�t (X) Deferred Feedback
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Abstract—In this paper, we discuss various problems in the
usage and definition of risk matrices. We give an overview
of the general process of risk assessment with risk matrices
and ordinal scales. Furthermore, we explain the fallacies in
each phase of this process and give hints on which decisions
may lead to more problems than others and how to avoid
them. Among those 24 discussed problems are ordinal scales,
semi-quantitative arithmetics, range compression, risk inversion,
ambiguity, and neglection of uncertainty. Finally, we make a case
for avoiding risk matrices altogether and instead propose using
fully quantitative risk assessment methods.

Index Terms—Risk Matrix, Risk Assessment, Risk Metric,
Ordinal Scales, Range Compression, Consistency, Quantitative
Methods, Qualitative Methods, Semi-Quantitative Methods, Hu-
man Bias

I. INTRODUCTION

Risk matrices are established tools to assess and rank risks
in many domains and industries. They have become so com-
mon that everyone accepts and uses them without question.
They have many seemingly benefits like the simplicity of
usage, different coloring systems with traffic light semantics,
intuitive understanding, and are seemingly proven in use over
many decades. When there is little or no data available, they
are praised as the weapon of choice for tackling risks and
estimates in projects. Nevertheless, they have many flaws and
problems that will be covered in this work.

More than a decade ago, Anthony Cox and his team started
a riot against risk matrices which has not come to an end
since [1]–[5]. He has shown and proven that risk matrices have
severe problems that could diminish their usefulness to the
point where they become even worse than random. More and
more scientists, engineers, and managers have since supported
the cause against risk matrices, and amongst them, Douglas
Hubbard is one of the most prominent ones. In his excellent
book series “How to measure anything” [6], [7], he also
defends Cox et al. and demonstrates some ideas and techniques
for a quantitative risk assessment method to overcome and
avoid the problems of classical risk matrices.

In this work we build upon the findings of Cox [3], Hubbard
[7], Artzner [8], Talbot [9], Kahnemann & Tversky [10], as
well as many others over the last few decades. We show
that risk matrices today still have some flaws, fallacies, and
pitfalls and explain what those are. By showing them, we
want to, once more, state a case for fully quantitative risk
assessment using quantitative value ranges, ratio scales, and

probability distributions, which are considering the uncertain-
ties throughout the risk analysis. Our focus in this paper lies in
summarizing pitfalls and fallacies in risk assessment using or-
dinal scales and risk matrices with concise and understandable
explanations and examples.

The paper is structured as follows: After this introduction,
the motivation sections show some examples of what can go
wrong using risk matrices and its consequence. Subsequently,
we directly dive into the overview and descriptions of the
problems, pitfalls, and fallacies of risk matrices found in the
literature.

The authors are researchers at the Graz University of
Technology and have a background in automotive safety,
quality, and security. This work aims to show the problems
of qualitative risk assessment methods to argue towards quan-
titative methods. In particular, in our research group, we are
currently working on a method for integrated quantitative risk
assessment [11], which combines safety and security. For that,
we are developing a tool based on attack-trees using truly
quantitative methods called RISKEE [12].

II. MOTIVATION

“What is so bad about risk matrices?”, one may ask, “they
are so widely accepted and established tools, they cannot
be wrong.”. Only because something is established does not
mean it is without any flaws. In this section, we show some
examples of pitfalls that may occur when using risk matrices.
We will show some artificial examples and real-life use-cases,
where the ranking of risks with risk matrices is illogical,
unreasonable, or leads to problems.

A. Oil Leakage and the MIL-STD882C

This example was taken from “What’s wrong with risk
matrices” by Cox et al. [3] and shows the problem of risk
inversion (see the problem (U)). In this example, two physical
hazards for environmental damage (fuel leakage in this case)
are compared. The first event consists of 1 ounce of fuel spills
five times per hour. The second event causes more damage but
happens less frequently, with 10 pounds of fuel leaking once
per week. According to the military standard, 882C [13], both
would arguably get the highest frequency rating, but the one
leaking 1 ounce would get a negligible hazard rating (resulting
in a MEDIUM score). In contrast, the 10-pound event would
get a marginal or even critical severity (resulting in a HIGH
score). If we compute the risks quantitatively, we get another
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FIGURE 3.   EXAMPLE DECISION AUTHORITY MATRIX FOR RESIDUAL RISK 
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IMPROBABLE 

 
MEDIUM 

 
LOW 
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 Hazard Risk Level Decision Authority 
   HIGH Service Acquisition Executive 
   MEDIUM Program Executive Officer 
   LOW Program Manager 
 
such as the Program Executive Officer or Service Acquisition Executive for action or acceptance.  
This requirement causes the contractor to document the action(s) taken within the scope of the 
contract.  The MA may be able to apply additional resources or other remedies to help the contractor 
satisfactorily resolve the issue.  If not, the MA can add their position to the contractors information, 
and forward the matter to a higher decision authority.  Figure 3 is an example of a decision 
authority matrix based on the hazard risk index approach. 
 
30.7   Software Hazard Risk Assessment Process.  The initial assessment of risk for software, and 
consequently software controlled or software intensive systems, cannot rely solely on the hazard 
severity and probability.  Determination of the probability of failure of a single software function is 
difficult at best and cannot be based on historical data.  Software is generally application specific 
and reliability parameters associated with it cannot be estimated in the same manner as hardware 
is.  Therefore, another approach is recommended for the initial software risk assessment that 
considers the potential hazard severity and the degree of control that software exercises over the 
hardware.  The degree of control is defined using the software control categories. 
 
 a.  Software Control Categories. 
 
 I Software exercises autonomous control over potentially hazardous hardware systems, 

subsystems or components without the possibility of intervention to preclude the 
occurrence of a hazard.  Failure of the software or a failure to prevent an event leads 
directly to a hazard's occurrence. 

 
 IIa Software exercises control over potentially hazardous hardware systems, subsystems, or 

components allowing time for intervention by independent safety systems to mitigate 
the hazard.  However, these systems by themselves are not considered adequate. 

 
 IIb Software item displays information requiring immediate operator action to mitigate a 

hazard. Software failures will allow or fail to prevent the hazard's occurrence. 
 

Fig. 1. An example of a risk matrix defined in the standard MIL-STD-882C
[13].

result: The 1-ounce event produces 52.5 pounds of leakage
per week (1oz*5*24*7), while the 10-pound event leaks 10
pounds. Thus, the first event should be rated way higher than
the second event, which it is not. Figure 1 shows the risk
matrix taken from MIL-STD-882C. This example shows cases
where the qualitative risk score does not reflect the actual
quantitative risk. Even worse, it results in an inverse order
for the events’ priorities, which is the consequence of risk
inversion.

B. Failure Mode and Effects Analysis (FMEA)

Another example is the risk matrix in the Failure Mode and
Effects Analysis (FMEA) [14]. Especially here, the severity
scale is problematic because it combines four different effects
scales into one ordinal scale and assigns them ranks from 1
to 10 (annoyances, failure of secondary functions, failure of
primary functions, failure of safety). Furthermore, this ordinal
scale is multiplied with other influence factors to get a result-
ing risk priority number (RPN), although multiplication is not
defined on ordinal scales. Furthermore, a higher detectability
factor could reduce the RPN tremendously but does not reduce
the actual hazard. Is the risk of a hazard less severe just
because we can detect it?

C. Hazard and Risk Analysis (HARA)

The Hazard and Risk Analysis (HARA) [15] is done at
the concept and system level in the early stages of product
development. The problem of this method is the ambiguity
of the input scales, in particular, exposure. First, let us sum-
marize the method itself: During the analysis, one assesses
possible hazardous scenarios for their severity, exposure, and
controllability. All three values are logarithmically distributed
ordinal scales that assign a number for the rank. The ranks for
the individual scales get added up, and the resulting number
is translated into an ASIL (automotive safety integrity level)
classification. Depending on the ASIL, there are exponentially
more complex requirements to fulfill for developing a product
in a safe way. These requirements become so high that it is
challenging to implement them using only a single component.
Thus, the ASIL can be decomposed into subsystems with
lower ASIL but have to be independent, redundant, and diverse
to avoid common cause failures. This decomposition increases
the costs tremendously. A false ranking of the initial values
has severe consequences to all subsequent development efforts

Fig. 2. Informative examples for the exposure in the ISO 26262 [15].

C1 S1 S2 S3 C2 S1 S2 S3 C3 S1 S2 S3
E1 QM QM QM E1 QM QM QM E1 QM QM A
E2 QM QM QM E2 QM QM A E2 QM A B
E3 QM QM A E3 QM A B E3 A B C
E4 QM A B E4 A B C E4 B C D

Fig. 3. The risk matrices for the Hazard and Risk analysis in ISO 26262 [15],
illustrated here by splitting it up into three parts with different controllability
scores.

and costs of a product. Especially border cases are the problem
here: Decreasing the score of a borderline case could decrease
the resulting ASIL from D to C, which cuts the effort for
product development to half. Let us examine this in the case
of the exposure score. The exposure can be defined in two
ways: either via the frequency of occurrence over time or as
the proportion of duration in hazard situations compared to the
total operating time of a product. These two aspects are reason-
able because sometimes the frequency is needed(e.g., traffic
situations), and sometimes the event’s duration (e.g., radiation
exposures). Here, ambiguity strikes the hardest: Changing the
argumentation from one to the other could change the score
entirely. Furthermore, even when staying in the same category,
the scales are ambiguous. Figure 2 shows an excerpt for the
exposure from the informative annex of the ISO 26262 [15].
Exposure rank 2 states a few times per year for most drivers,
while E3 states once a month or more often for an average
driver. There are two ambiguities here: Firstly, what exactly is
the definition of the majority of drivers and the average driver?
Does the majority of drivers mean more than 80%, 90%, 99%,
or is it 51%? Secondly, where is the border between a few
times per year and once a month or more often? Is it six times
per year? Even if the boundaries would have been defined
exactly, a quantification problem is still left, which we will
discuss later on (problem (J)).

III. THE PROBLEMS OF RISK MATRICES

In the following sections, we go over the typical process of
risk scoring methods based on risk matrices and explain why
this is problematic and what the problems are. Furthermore,
we compare this to quantitative risk assessment methods to
show that they do not suffer from the described problems and
should always be preferred over qualitative methods.

Qualitative (or semi-quantitative) risk assessment methods
based on ordinal scales and risk matrices typically are done
in five phases, which is illustrated by Figure 4. It shows an
overview of the five phases and enlists the problems that may
occur in each phase. Just to give a comparison, Figure 5
shows the corresponding quantitative approach, which also
has five phases. The risk score is computed quantitatively by
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estimating plausible ranges of input factors, simulating them
using Monte-Carlo simulation, and comparing them to the
risk appetite (also called risk affinity) using a loss exceedance
curve [7], [12].

Nevertheless, in the following sections, we will discuss the
five phases of qualitative risk assessment and their problems
and compare them to the quantitative approach whenever
reasonable:

• Phase 1: Identifying the influence factors. First, a set
of influential factors has to be defined.

• Phase 2: Rating of the factors. In this phase, the input
values are rated according to some scale.

• Phase 3: Combining the ratings. The scorings are
combined to get a final risk score.

• Phase 4: Ranking the combinations. The risk score is
ranked against other risks or filtered by some threshold.

• Phase 5: Decision making based on the rankings. In the
end, decisions have to be made which risks to reduce. The
goal is to bring the risks down to a tolerable level.

Phase 1: Identifying the influence factors

Before doing any risk assessment, one has to define the
influence factors that affect the system’s risk, which is as-
sessed. Most standardized risk assessment methods defined the
influence factors right away, e.g., impact, probability, severity,
exposure, utility, loss. Some leave it open to be defined by
the practitioners. Others are only defined within a single
organization to be specialized for a specific situation, e.g., for
actuary sciences, insurances, medicine, or the financial sector.
For such industries, the identification of influence factors plays
a massive role in risk assessment. The number of influence
factors often is related to the used method. General risk
assessment methods tend to use only two or three factors;
specialized ones tend to use more. Furthermore, multiplicative
methods also tend to use lesser factors, like two or three,
and additive ones use more in general. Examples of the most
frequently used factors for general risk assessment methods
are the following:

• Impact: The impact corresponds to the actual outcome
when the risk event occurs. A higher impact also means
higher risk. This is also called severity, loss, magnitude,
harm, effect, threat, consequence, or utility.

• Probability: The probability defines some notion of the
likelihood that an event occurs. A higher probability also
means higher risk. This is often also called exposure,
likelihood, vulnerability, frequency

• Control: The control factor corresponds to a risk reduc-
tion possibility. Higher control over a situation results
in lowering risk. Often this is also called controllability,
mitigation, reduction, protection, detection, or reaction.
Many methods omit this factor by reasoning that its
behavior can also be modeled by reducing the probability
or impact.

In contrast to that, many additive methods tend to use more
specific factors like demographic features, medical attributes,

lifestyle attributes. A recently highly discussed example in
Austria was the introduction of a rating scheme for the
unemployment office in 2018 (Arbeitsmarktservice, AMS)
[16]. This was a weighted additive scheme for rating the
risk of future unemployment (or otherwise put: the chance
for employability). It was based on several demographic and
social factors, including, e.g., gender, age, disability, career,
education, and many more. The weights for combining the
factors were inferred via historical data and statistics and
reflected society’s bias explicitly. For example, in that scoring
algorithm, women have lower job chances than men. This
resulted in public discussions, similar to that for amazon’s
automatic firing algorithm [17]. More about that subject will
be discussed in phase 3: Combining the ratings.

Now we discuss the problems which may occur in this first
phase of selecting the influence factors:

(A) Incompleteness: To do a useful risk assessment, all
essential factors have to be accounted for in the analysis.
However, sometimes, factors are forgotten or overlooked. This
could happen unknowingly or due to ignorance or inexperi-
ence. It could be complicated to determine the significant fac-
tors that influence the risk, especially for complex behavioral
or technical systems. This is not only a problem for qualitative
approaches but may happen in quantitative approaches also.

(B) Correlations: The selected factors could be corre-
lated to each other, or in other words: they could influence
each other. Even more dangerous is a negative correlation:
If one factor grows, others may decline. This could result
in worse than random results [3]. There is also a common
pitfall of correlated influence factors regarding the view of
information theory: When they are strongly correlated, they do
not deliver more information than one of them alone. If two
scales would always show the same value, it would suffice to
use just one because the information gain would be the same.
So the solution to this would be to try to avoid correlated
factors. This is hard to detect for qualitative approaches, but for
quantitative approaches, this could be detected via statistical
methods (see problem P for more information).

(C) Irrelevance: Irrelevant factors make the risk assess-
ment more difficult because they have to judge, evaluated, and
discussed but have no real impact on the result. There are two
aspects of this: The first aspect is real irrelevance - a factor
does not increase or decrease the resulting risk. Then it can be
skipped in the analysis. The second aspect is, if a factor is the
same for all risks, it has no relevance anymore. For example, if
we would use a priority factor for risks, and every risk would
be rated as a high priority, this does not help the final ranking
because every risk would be equal.

(D) Nonlinear Behavior: An input factor could have
non-linear behavior, making it difficult to model or rate in
the next phase. Logarithmic or polynomial scales could cope
with this. However, the more complex a factor is, the more
difficult it is to model and judge, e.g., the driving speed as
a risk factor is perceived as linear. However, the actual risk
increases quadratically or even exponentially [18]–[20].
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Fig. 4. The flow of information and the processing phases during a typical qualitative risk asessement approach based on ordinal scales and risk matrices.
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Fig. 5. The flow of information in a quantitative risk assessment approach using ratio scales, probability distributions, monte carlo simulation, and loss
exceedance curves.

The mentioned problems apply to qualitative and quantita-
tive risk assessment methods. Nevertheless, quantitative meth-
ods can at least tackle them by using mathematical tools. With
statistical sensitivity analysis, correlations and irrelevances can
be detected (ANOVA, Correlation Coefficients, Hypothesis
Tests). Furthermore, non-linear behavior can be modeled in
mathematical equations in quantitative models, which would
be difficult in qualitative ordinal scales. Only incompleteness
is a problem that is hard to solve for both methods. It is not
trivial to detect that a factor is missing, which boils down to
the often-cited management mantra by Tom DeMarco: “You
cannot control what you cannot measure” [21]. Nevertheless,
Hubbard et al. propose regular and immediate feedback as a
tool to evaluate risk assessment methods [7]. In such a way, it
could be detected that a model is not realistic and may have

left out some crucial influence factors.

Phase 2: Rating of the influence factors
After the influence factors are identified, they have to be

estimated and rated. This is typically done using an ordinal
scale defined by the used method or standard or has some
internal company or domain-specific definition. In either way,
it comes down to deciding for a class on an ordinal scale
which the factor corresponds to in order to be able to rank the
factors and use them for later risk comparison. In quantitative
methods, this is done differently: here, an actual value, range,
or even distribution on a ratio scale, which represents the
reality, is chosen (no classification, just estimation of real
values including the respective uncertainty). The assignment
to classes in qualitative methods is one of the most discussed
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problem areas in literature. We will go through the problems
and show how quantitative methods can cope with most of
them:

(E) Ordinal Scales: Qualitative Risk assessment methods
mostly use ordinal scales. According to Stevens [22], ordinal
scales only allow for ordering or ranking the items. There-
fore arithmetic operations like addition or multiplication are
undefined. Nevertheless, in risk assessment methods, this is
done nearly all the time without question. Stevens defines the
following scales, and their respective defined operations [22]:

• Nominal scale: Defines equality or inequality (=, 6=) of
items. Examples: Different kinds of fruits like oranges,
apples, or pears.

• Ordinal scale: Defines ordering relations (<,>) amongst
items. Examples: School grades or the ranks in sports
events.

• Interval Scale: Defines sums and differences (+,−) in
addition to the ordering. Examples: Temperature; Time;
often, values in sports events are stated as time differences
compared to the first place.

• Ratio scale: Defines absolute ratios (∗, /) between items
in addition to the difference and ordering relations. Ex-
amples: Distance, Weight, Probabilities

A problem here is that by transforming quantitative val-
ues into a domain and scale, which only supports ordering
relations, we lose the ability to do reasonable arithmetic,
estimate uncertainty, or do any sophisticated mathematical
analysis. Although the so-called “semi-quantitative” scales
may give the illusion of doing calculations, the numbers
are just placeholders for the class labels. They do not have
mathematical foundations or actual connections to the real
world. While one would refrain from multiplying “words”
like high risk and moderate impact together, doing this with
arbitrarily assigned numbers suddenly seems plausible. For
example, if high risk=3 and moderate impact=3, then the risk
is 3× 2 = 6, but what is the meaning of 6?.

(F) Semi-Quantitative Scale-Definition: The problems
begin with the definition of a semi-quantitative distribution on
the ordinal scale. There are many articles on how to design a
numeric ordinal scale for use in a semi-quantitative assessment
e.g. [23]–[25]. We give a short review of the different options
here. What we want to achieve is a mapping from continuous
quantitative data to a discrete ordinal scale. First, we have
to decide how many ranks the ordinal scale should have
and which ranges of values are assigned to which rank.
Furthermore, if the ranks should be used for semi-quantitative
arithmetics, the ranks must be assigned to numbers.

Decision 1: Number of Ranks: Does the scale have three
levels (e.g., high, medium, low), 4, 5, or even 10 or 100
levels? A high number leads to a seemingly continuous scale,
while a lower number is more comfortable to judge due to its
coarseness [23]. An even number of levels has no neutral state,
and therefore the assessment always points into a direction
(either lower or higher). Uneven numbers of levels allow for
a neutral position in the middle. In addition to that, Hubbard
et al., as well as others, found out that people tend to avoid

extreme positions [26], [27]. Therefore, it could sometimes be
reasonable to add an even more extreme level to an existing
scale to outwit the bias of avoiding the most extreme. Using
increasing or decreasing numbers, and even how the scale
is presented can affect the outcome [27]. A further aspect
of this is the next decision is if every factor should have
the same number of levels for simplicity’s sake, or if they
should have a different number of levels to fit the individual
factor better. Scientists, like Rensis Likert, have researched the
psychological effects of such scales for nearly a century now
(he coined the term “Likert-scale”). However, for conciseness,
we leave out further psychological debate about psychometric
scales and refer to [28], [29] for further information.

Decision 2: Assignment of Quantitative Ranges to Ranks
(Distribution): It is important to decide which ranges of values
belong to which rank on the ordinal scale. Is this distribution
scaled linear or logarithmic? Table II and Figure 6 show
different kinds of distribution numerically and graphically, and
here we enlist and describe some of the most common ways
to define the distribution of ranks:

• Linear: Linear-based scales split a value range into
equally distributed ranges and assign labels to them. E.g.,
low, medium, high. Linear-based ordinal scales relate
approximately to ratio scales but still have the problem
of assigning arbitrary numbers to the value ranges, which
dismisses all arithmetic semantics. Sometimes they are
inappropriate because, in reality, processes often behave
quadratic or even exponential, and we still want to be
able to cover small differences for the lower values. A
linear scale would have to be very big and unhandy to
cope with such behavior (imagine a scale from 0 to 100
in 0.1-interval steps. It would have 1000 different levels,
while a logarithmic scale would only have 4).

• Logarithmic: a logarithmic scale considers processes cov-
ering large ranges while still being able to classify small
ranges also, e.g., yearly, weekly, daily; small amounts of
money vs. large amounts; 1, 10, 100, 1000; Injury is also
very often scaled logarithmic (e.g., AIS scale).

• Normally Distributed (Gaussian): Scales that are arranged
like a bell curve to distinguish between the tiny and
huge exceptions, while average cases are all put into
the same category. A variant of this is to arrange the
values inversely, to distinguish the average cases better,
but clumping up the extreme cases.

• Arbitrary (Fitted): Another possibility is a scale that is
fitted arbitrarily. This can be a domain-specific definition
from experts or a mathematical best fit with respect to
some specific metric. With an arbitrary fit, it is possible
to set the boundaries between distinct areas based on
some criterion other than a mathematical distribution. The
problem here is that such a fit could be highly subjective
and only valid for a specific situation and point in time.
One example is the energy labeling legislation in the EU
[30]: While in the past the distinctions from A (best) to G
(worst) were sufficient, newer technology-enabled lower
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TABLE I
DIFFERENT LABELS AND SEMI-QUANTITATIVE NUMBER ASSIGNMENTS FOR ORDINAL RANKS.

Rating Probability Frequency Increasing Start at 0 Decreasing Centered 3 Levels 4 Levels Spaced out Exponential
Very Low Remotely Never 1 0 5 -2 1 2 1

Low Unlikely Seldom 2 1 4 -1 1 2 4 2
Medium As Likely as not Sometimes 3 2 3 0 2 6 4

High Likely Often 4 3 2 1 3 3 8 8
Very High Certain Always 5 4 1 2 4 10 16

TABLE II
VARIANTS OF CLASSIFICATION SCHEMES FOR THE RANGE FROM 0 TO 100.

Level Linear Logarithmic Gaussian Inv. Gaussian
1 0 . . . 20 0 . . . 0.01 0 . . . 10 0 . . . 30
2 > 20 . . . 40 > 0.01 . . . 0.1 > 10 . . . 30 > 30 . . . 45
3 > 40 . . . 60 > 0.1 . . . 1 > 30 . . . 70 > 45 . . . 55
4 > 60 . . . 80 > 1 . . . 10 > 70 . . . 90 > 55 . . . 70
5 > 80 . . . 100 > 10 . . . 100 > 90 . . . 100 > 70 . . . 100

0 20 40 60 80 100

Arbitrary

Inv. Gaussian

Gaussian

Logarithmic

Linear
Classification Schemes

Very Low (1) Low (2) Moderate (3) High (4) Very High (5)

Fig. 6. Illustration of different ranges for classification into ordinal scales.

power consumption, therefore more categories have been
introduced over time: A+, A++, A+++, and beginning
with 2020 the scale will be completely rearranged to
use the labels again A to G [30]. Energy labels based
on a quantitative ratio scale would not suffer this prob-
lem (e.g., labels with power consumption in Watt and
efficiency in percent, or net and gross power labels).
Further examples can be found in literature like Ho et
al. [24]. They show and compare the arbitrary definitions
of probability scales for words of estimative probability
[31], defined in several different standards.

Decision 3: Assignment of Semi-Quantitative Numbers to
Ranks: Are the semi-quantitative assigned numbers centered
around 0, increasing, or decreasing? Is the 0 included or not?
Table II shows some examples of different scales, which are
also visualized in Figure 6.

Aside from the distribution of values, the direction and loca-
tion of the centers are significant [32]. Humans are susceptible
and biased towards different orders, and labels in scales [27].
Table I shows different variants of number assignments to
ordinal scale levels.

• Increasing: Numbering the scale in increasing order. This
relates to the notion of “higher numbers result in higher
risk”.

• Decreasing: Scaling the levels with decreasing ranges
inverts the meaning. Here, less of something corresponds
to higher risk, e.g., lower defense means a higher risk of

successful attacks.
• Centered around 0: Sometimes positive and negative

aspects are modeled in the scale. e.g., losses or gains.
In such scales, the neutral element is 0, while the more
extreme cases fall to either side of the number range
(positive or negative).

• Including or omitting 0: If the scale includes 0 and the
combination includes multiplication, this 0-level could
completely wipe out all other properties, regardless of
how high they are. This is unwanted behavior since it
conflicts with the monotonicity and relevance criteria for
coherent risk metrics [8].

All these decisions are somewhat arbitrary and made mostly
for convenience to have a more straightforward combination
and ranking strategy later on.

(G) Range Compression: Through pressing the real
values into a scheme of ordinal scales, the original uncertainty
ranges get lost, and the whole value range of an ordinal class is
applied to the values. Overlapping ranges get clipped, smaller
ranges get widened.

(H) Ambiguity: The scales are often not defined pre-
cisely, and therefore can be argued and judged differently
based on the experts’ opinion.

What is still light injury, what is already severe injury?
Where is the border between once per week and once per
month? How do “very low chance” and “remote chance”
differ from each other? [24], [33]

(I) Neglecting Uncertainty: By classifying, the original
uncertainty in the judgment gets lost. The class imposes a
new default range for the uncertainty. This relates strongly to
range compression and quantification errors. If the uncertainty
was huge and would span multiple classes, this cannot be
encoded. If the uncertainty is smaller and would span only
a small fraction of a class, this cannot be encoded either and
gets lost in the process.

(J) Quantification Errors: Especially on the border,
quantification errors can happen. If a value changes slightly,
it could step up to the next level in the ordinal scale or fall
to the lower level. This could change the result tremendously
(imagine going from 2 to a 1 with a multiplied combination,
resulting in half of the resulting risk, but in reality, the value
just changed a little bit).

(K) Human Bias: Humans are very biased [10], [34],
[35]. They are scared of bad outcomes and tend to underesti-
mate the probabilities, or they are biased towards the other
way and tend to overestimate bad outcomes (risk affinity
bias). Also, humans tend to judge events based on their own
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experience, which is, by all means, also very flawed. Also, the
cultural background and the daily condition play a huge role
(see human inconsistency). This flaw can partly be covered by
training for consistency and training for neutrality but is still
there. Even if the probabilities are exactly defined, humans
tend to misinterpret them [33]. Also, centering bias happens
in this phase: Humans like to avoid the extreme values of a
scale [26].

(L) Human Inconsistency: It is proven that humans
are biased due to anchoring and framing. They change their
judgments for the same questions based on the daily condition,
the immediate situation before the judgment, or the scaling
they have to do.

Phase 3: Combining the ratings
After all the influence factors were rated according to the

ordinal scales, they get combined. Most methods do this either
multiplicative or additive, some have a weighting scheme for
addition, and some also use a deduction factor for reducing
the final score. All these methods have no mathematical
foundation since ordinal scales do not define arithmetic oper-
ations (only ordering relation). Still doing it introduces many
problems which are discussed here.

(M) Undefined Semi-Quantitative Arithmetics: As al-
ready mentioned, ordinal scales do not support operations
like addition, subtraction, multiplication, or division. They
only define an ordering relation for ranking them. Any semi-
quantitative calculation with such ordinal scale levels is just an
arbitrary approach, without any foundations or support from
mathematics. Connecting to the example already discussed
in problem (E): Ordinal scales - what is the meaning of
multiplying two different classes of ratings? Can the words
“high risk” and “low severity” be multiplied? No. However,
we tend to believe that semi-quantitative numbers can. If a
high risk corresponds to 3, and a low severity corresponds
to 1, the result would have been 3 × 1 = 3. However, here
we stepped over a fallacy because if we tried this with the
corresponding textual labels, it is clear that this is an invalid
operation (high risk × low severity = ?).

(N) Arbitrary Combinations: The way ratings are com-
bined invalid and undefined, but the actual operations are also
chosen arbitrarily. Should we multiply or add up all ratings?
Should an optional reduction be subtracted, or should the scale
be inverted to have a more comfortable mathematical formula?
Should we weigh the ratings before we add them together?
How are the weights defined? This strongly depends upon
the scale definition (see the problem (F)). On ordinal scales,
there is no correct way to do this. It is just a convention or
definition by some standard. Mostly the kind of combination
is chosen to result in a nice number to judge the final risk.
Figure 7 shows all additive combination possibilities of the
HARA risk scores in the ISO 26262 [15], compared to the
same scores when multiplied. By adding them, there are
equal groups of levels used for further processing - but when
multiplying, they do not group up that nicely, especially the
border between categories QM, A, and B are not intuitively
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Fig. 7. Comparison of additive and multiplicative combinations of values.
The example is based on the Hazard and Risk Analysis, and the areas are the
respective ASIL classifications defined in the ISO 26262 [15]. While ASIL-C
and ASIL-D are clearly distinguishable in both approaches, the boundaries of
QM, A, and B are not that intuitive.
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Fig. 8. The tables show the results adding factors compared to multiplying
them.

recognizable anymore. In addition to that, the table in Figure 8
shows numerical examples for the combination via addition
and multiplication. We can see that multiplying produces more
variance and also more risk classes than the addition.

Suppose the ratings include 0 as a number. In that case,
multiplication could completely override all other ratings for a
risk event, no matter how extreme they are (essentially making
a risk irrelevant).

The definition of the weights and combination of influence
factors for calculating the risks has developed into an industry
because this is needed for actuaries, insurances, finance com-
panies, and clinical and pharmaceutical industries. They try to
define their weights and combinations according to some so-
phisticated model because, for them, it is the basis of million-
dollar decisions. One example of a sophisticated combination
is the algorithm for calculating the risk of unemployment in
Austria’s unemployment office [16]. It is a weighted additive
scheme based on several demographic and social factors. The
weights for combining the factors were inferred via historical
data and statistics and reflected society’s bias, which was
highly disputed in the media. For example, female candidates
had a higher risk of staying unemployed than male candidates,
or that education was only a minor factor in getting a job.

(O) Dominating Components: If one property on the
ordinal scale is low or high, it could dominate the others. For
actual ratio scales, this is normal and reasonable. However,
since ordinal scales lost their original real-world semantics and
the numbers for the scale levels are just arbitrary definitions,
the combination is not reasonable anymore. This could be a
problem, especially if the scales have different distributions
(one is linear, while the other is logarithmic), e.g., due to the
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ordinal scales, a level from a linear distribution gets the same
influence as a level from a logarithmic distribution. Increasing
or decreasing the linear level would result in linear response
of the actual risk while increasing/decreasing the logarithmic
level would change the risk by a factor of magnitude. However,
the calculated ordinal risk metric would still change only by a
linear term, regardless of the actual quantitative risk change.
This contradicts the positive homogeneity, and the translation
invariance property [8].

(P) Neglection of Correlations: One of the most over-
looked problems of risk matrices is the neglection of cor-
relations. Cox et al. [3] stated that uncorrected negative
correlations between risk matrices’ influence factors could lead
to worse than random results. While problem (B) already de-
scribes this, here, the actual effects are manifested. If we would
know the correlations between the input factors, we could
correct them in this phase by applying a correlation matrix
or some other conversion factor to make up for this. This, of
course, would only be possible when we had used quantitative
risk assessments with ratio scales. On ordinal scales, it is
difficult to model the effect one factor has on another. In
the quantitative world, one can detect that a factor changes
whenever another factor changes and how they are related to
each other (positively or negatively correlated). Since ordinal
scale levels are so coarse, this cannot be detected or corrected.
The consequences of this may be severe: Correlations could
add up and result in a high-risk value, or they annihilate
themselves, and the actual risk would not change even when
the input factors change. All in all, the calculated risk metric
does not reflect the changes in the real quantitative risk, which
is a severe problem and contradicts the positive homogeneity
property [8].

Phase 4: Ranking and Ordering the risks according to the
resulting risk metric

In this phase, the combined risk scores get ranked again and
ordered for their importance. As already was the case in phase
2, this ranking is again an ordinal scale and suffers from the
same problems. Here, it is even worse because the source data
is not a ratio scale but a combined ordinal score which drags
along all the problems described until now.

In this phase, the combined risk score is again ranked on
an ordinal scale, e.g., all values above a specific threshold get
a high rank, all under a specific threshold a low rank, and all
in between get medium. E.g., scores from 1 to 5 get a low
ranking, scores from 6 to 10 get medium, and 11 to 15 get a
high ranking. In addition to all discussed problems of ordinal
scales, this phase has even more problems, partly since this
final ranking is the basis for decision making.

(Q) Arbitrary Thresholds: The thresholds for the ranges
of the final risk levels are often chosen completely arbitrarily,
with a high emphasis on simplicity. In the hazard and risk
analysis, for example, all scores until 6 are grouped to the
lowest risk level (QM), and above 6, every whole integer
represents an own risk level (7=ASIL A, 8=ASIL B, 9=ASIL
C, 10=ASIL D) [15]. This convention is convenient due to the

3x3 0-33 33-66 66-100
0-33 L L L
33-66 L M M
66-100 L M H

4x4 0-25 25-50 50-75 75-100
0-25 L L L L
25-50 L M M M
50-75 L M H H
75-100 L M H H

5x5 0-20 20-40 40-60 60-80 80-100
0-20 L L L L L
20-40 L L L L L
40-60 L L L M M
60-80 L L M M H
80-100 L L M H H

Fig. 9. The only possible consistent assignment of risk matrices with linear
input scales and a 3-rank output score (L=low, M=medium, H=high), for 3x3,
4x4, and one of the two possible colorings for 5x5, according to Cox [3].

combination method of addition. This makes it easy to estimate
the final risk score already during the individual scores in
phase 2.

In comparison, quantitative methods also define an arbitrary
threshold in this phase, but this would consist of a distribution
called the “risk appetite”, which defines how much risk in
terms of probabilities and real quantitative values is tolerable.
For example, how much money loss is still tolerable with a
10% probability, 50% probability, or 90% probability that the
loss is realized.

(R) Inconsistency: In their work, Cox et al. [3] describe
what consistency for a risk matrix means and why this is
important to achieve that property. At the same time, they
prove that full consistency cannot be achieved when ordinal
scales are used. Consistency means that the resulting risk
score should relate directly to the real quantitative risk. For
example, it should not be possible to switch from the lowest
risk category to the highest by doing just a small change during
the evaluation. It should not be possible that actual higher risks
get scored below actual lower risks. Furthermore, all events
in the same final risk class should represent the same level
of actual risk, no matter how they are ranked, combined, and
judged during the risk assessment. Cox defines three properties
to ensure this: weak consistency, betweenness, and consistent
coloring. Figure 9 shows examples for consistent risk matrices
using linear scales as input and having 3 ranked ordinal scales
as output (high, medium, low).

• Weak Consistency: This property defines that all events
which are in the lowest-ranked risk class should have
lower actual risks than all the events ranked in the highest
risk class. If these two classes are disjunctive, a risk
matrix has at least weak consistency.

• Betweenness: It should not be possible to jump directly
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from the lowest risk class to the highest by just doing
small changes in the input factors. Therefore, at least
another class needed to create a border between the
lowest and highest classes. This “middle” level may
overlap with the lowest or highest class, but it should
contain events higher than the lowest class and mostly
lower than the highest risk class.

• Consistent Coloring: This property ensures that events
on the same risk level should represent approximately
the same actual risk in reality. It should not happen that
two events are grouped into the same risk class but have
opposite actual risks.

(S) Incoherence: Coherence is the notion of general
properties for well-behaved risk metrics and was proposed
by Artzner et al. [8] in 1999. They argue that a risk metric
has to satisfy several properties (or axioms, as they called
it) to be useful. Together these properties ensure that a risk
metric is reasonable and well behaved. Since the final risk
metric is obtained via a risk matrix, it should also satisfy these
coherence properties:

• Relevance: X > 0 =⇒ p(X) > 0
When an event has an actual quantitative risk, the risk
metric should also assign some positive value (the risk
metric must not be zero). For ordinal scales which
exclude the 0, this property holds.

• Monotonicity: X ≥ Y =⇒ p(X) ≥ p(Y )
If a real event has a higher risk than another, the risk
metric should also come up with a higher or at least the
same values. This is already sometimes violated due to
the classification into ordinal scales. Using ordinal scales,
an event with lower risk might get a higher score than an
event with actual higher risk. Just recall the example of
oil leakage from the motivation section.

• Translation Invariance: p(X + αr) = p(X) − α This
means that, by making some additional effort to reduce
the risk, the respective risk metric should decrease by a
corresponding amount. It should not happen that increas-
ing or decreasing a risk produces an incoherent change
of the risk metric. This also implies that if some action
reduces multiple risks by the same amount, their relative
order to each other must not change.

• Subaddidivity: p(X + Y ) ≤ p(X) + p(Y ) When com-
bining two risk events, the risk metric should be at most
the addition of the single risk metric values. If the events
overlap or are somehow correlated, it is less than the sum
of the individual values.

• Positive homogeneity: p(λX) = λp(X) This property
ensures that the risk metric reflects affine changes in risk.
If the risk doubles, also the metric should double.

Real quantitative methods would support these properties
already with the most basic risk equation: Risk = Impact ×
Probability . This equation fulfills all the mentioned properties
of coherence and consistency when used with ratio scales or
probability distributions.

(T) Ambiguous Order: If the risk matrix is at least
weakly consistent, the highest and lowest-ranked risks can be
ordered, but what about ordering inside the classes? If different
risks result in having the same score, they cannot be prioritized
anymore. Furthermore, the middle classes may partially have
the same quantitative risk as the lowest or highest classes,
making the ordering not very intuitive. An event with a middle-
classed score may have a higher actual risk than the higher
class score. Also, due to range compression, the highest risks
get all clumped up together in the highest class, but the
differences could be orders of magnitudes apart.

(U) Risk Inversion: The problem of risk inversion is a
very severe one. Lower risks might get a higher score than
actually higher risk or vice versa. We will repeat the thought
experiment from the motivation section again to make this
clear:

Think of an assessment of environmental contamination.
Two means of transportation are compared: a car which leaks
half a liter of oil every week, and a plane which happens to
leak 100 liters every half a year. Furthermore, imagine the
following scale for oil leakage:

• 0 . . . 0.1 liter = Low impact (1)
• 0.1 . . . 1 liter = Medium impact (2)
• 1 . . . 10 liters = High impact (3)
• > 10 liters = Very high impact (4)

and the following time scales for the frequency:
(4) Daily = Very high frequency (4)
(3) Weekly = High frequency (3)
(2) Monthly = Medium frequency (2)
(1) Yearly = Low frequency (1)

The car would get a medium impact (2) and high frequency
(3), which would result in a risk score of 6, but leaks about
100 liters per year. The plane would get very high impact (4),
but only a low frequency (1), which results in a risk score of
4, and the quantitative leakage is 200 liter per year, which is
double the leakage of the car. This is a typical example of
risk inversion, where an actual higher risk event occurs to be
scored with a lower risk score. Even if the plane’s frequency
rating would have been medium (2), the score would still only
be a little higher than the one of the car, while it should be
double as high if it really would represent the actual risk.

(V) Unknown Uncertainty and Confidence: We already
established that neglecting the uncertainty in phase 1 was not a
good idea. Here we have to pay the price for this. Range com-
pression and quantification errors have additionally contributed
to completely wipe out any notion of uncertainty or confidence
in our data. We cannot determine the uncertainty in our data
anymore and are left only with the given ranges coming from
the scale levels through the risk scores alone. Maybe our
estimations have been very uncertain and may, therefore, be
wrong? On the other hand, if we were very confident in our
estimations, the scales’ ranges and the arbitrary calculations
increased the error and uncertainty. How can we ever know if
we neglected them along the way?

Quantitative methods could accomplish this by propagating
the uncertainty throughout all calculations, or even better, by
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using the values’ distributions to consider even more details
of the underlying quantitative data.

Phase 5: Making decisions based on the Risk Assessment
Based on the scoring and ranking of the risks, we want

to decide which ones we want to mitigate and which ones
we can tolerate. This last step strongly relates to decision
theory [36]. Here, human bias plays a huge role again: the
simple traffic-light system of a risk matrix is very appealing
for management people. Also, just the task of talking about
risks already gives an impression of achievement and benefit.
Nevertheless, Hubbard et al. [7] debate that this impression
may be deceitful and is just a perceived impression, not a
real one. Simply discussing risks may already induce some
satisfaction and the notion of accomplishment, but, as Hubbard
argues, to make sure that the methods are beneficial, we have
to measure their performance. Unfortunately there are little
to no evidence that qualitative risk matrices work [9], and
even that is just a pure argumentative one, but there are many
pieces of evidence that they have quite some problems [3], [4],
[6], [7], [32]. One big problem regarding the measurement
of performance is that there could be years until some risk
eventually occurs - hence there is no immediate feedback,
which could be measured easily.

(W) Wrong Impression of Benefits: Because the risk
assessment based on semi-quantitative methods seems so
“easy” and “natural”, there is the notion that it is correct
and trustworthy. Risk matrices are established tools, which
companies have used for many decades now. They may even
appear to be “authoritative, and intellectually rigorous” [32]
due to their seemingly correct semi-quantitative approach.
However, as we established in this work, this is not the case.
The benefit could be just an illusion, again bred by the human
bias of uncertainty aversion and authority bias [10].

(X) Deferred Feedback: Hubbard et al. [6], [7], and
others [37], stated the actual fact, that immediate feedback
is an absolute must for being able to improve. The longer
the feedback loop endures, the weaker the learning effect is.
For risk assessment methods, the time frame between the
assessment and the actual risk event may be years apart.
Therefore, the initial evaluation is seldom reviewed for correct-
ness, and methods themselves are even more rarely approved
for their validity or performance. Often, the people who
did the assessment already left the company long before,
making it even more difficult to reevaluate and improve on the
estimations. Unfortunately, this is also a problem that applies
even to quantitative methods. It is important to check the
validity of methods by measuring their prediction strength and
comparing this with other methods to find the most suitable
method for a purpose.

IV. CONCLUSION

In this work, we discussed many aspects and problems
of risk matrices. We showed that in every phase of the
risk assessment process, risk matrices have flaws and may
introduce errors that could lead to wrong decisions in the end.

By showing this, we made another case against qualitative
or semi-quantitative risk assessment methods and proposed
quantitative approaches. In our research group, we are cur-
rently developing such a method based on quantitative risk
assessment for cyber-security, called RISKEE [12]. The math-
ematics behind it can be used for any risk assessment, and we
will make it available as soon as we have enough evidence
supporting the correctness. In the future, we plan to investigate
problems that exist even when using quantitative methods,
e.g., detecting incompleteness or irrelevance of input factors
and tackling the problem of deferred feedback to evaluate
the appropriateness of the method. Also, combining several
different expert judgments to get a realistic judgment is an
area we want to tackle in future papers.

Our plea is to the safety and risk experts out there to
reflect on the possible pitfalls of risk matrices and review
their methods and estimations, whether they may have fallen
into some of the possible traps luring inside risk matrices.
Furthermore, we encourage using quantitative risk assessment
methods wherever possible.
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Summary In this paper, Riskee is compared to a classical Bayesian attack graph method for design
space exploration of a smart card chip design. While both methods found feasible and reasonable
designs, Riskee found fewer solutions than the Bayesian method because it also considers the impact
attribute into the risk evaluation, which the Bayesian method did not. Therefore, the found solutions
of Riskee had higher quality results, at the cost of longer execution times due to using probability
distributions, compared to the single-point estimates of the Bayesian method.
Speci�cally, Riskee was integrated into the Security aware Design Space Exploration (SaDSE)
framework. The SaDSE framework aims to �nd a secure system partitioning and task mapping,
optimizing for either system performance or power dissipation. Within the SaDSE framework, Riskee
is used to model security attacks and their impacts on the system’s cyber-security under design. Each
attack scenario described by the system designers is modelled as a risk tree according to the method
introduced by Riskee. The system designers further de�ne certain risk thresholds that must not
be exceeded by the resulting embedded system design. The system partitioning and task mapping
in�uence the resulting risks by assigning speci�c countermeasures to the attacks described in the
risk trees, thus, reducing their vulnerabilities. We saw a signi�cant bene�t in using Riskee during
embedded system design space exploration with this integration. For integration, a conversion from
Bayesian attack graphs to risk graphs had to be implemented because the paths had to be modelled
di�erently, especially direct conditional probabilities opened up multiple paths in Riskee, which
would have been easily modelled in Bayesian graphs. Multiple paths in Riskee resulted in slower
performance since all paths have to be considered when calculating the total risk of a system.

My Contribution This paper was, for the most part, written by the �rst author, Lukas Gressl. My
contribution was the provision and adaption of the Riskee tool for conducting the design space explo-
ration. I also supported the �rst author Lukas Gressl with integrating Riskee into the existing design
space exploration framework, and we discussed many of the paper’s content and ideas.
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Abstract. The advent of the Internet of Things (IoT) and Cyber-
Physical Systems (CPS) enabled a new class of connected, smart, and
interactive devices. With their continuous connectivity and their access
to valuable information in both the digital and physical world, they are
highly attractive targets for security attackers. Integrating them into
the industry and our daily used devices adds new attack surfaces. These
potential threats call for special care of security vulnerabilities during the
design of IoT devices and CPS. Due to their resource-constrained nature,
designing secure IoT devices and CPS poses a complex task, considering
the selectable hardware components and task implementation alterna-
tives. Researchers proposed a range of automatic design tools to support
system designers in their task of finding the optimal hardware selection
and task implementations. Said tools offer a limited way of modeling
attack scenarios for a system under design. The framework proposed in
this paper aims at closing this gap, offering system designers a way to
consider security attacks and security risks during the early phase of
system design. It offers designers the possibility to model security con-
straints from the view of potential attackers, assessing the probability
of successful security attacks and the resulting security risk, alike. We
demonstrate the framework’s feasibility and performance by revisiting
an industry partner’s potential system design of a future IoT device.

Keywords: Cyber security · Embedded system design · Secure IoT
systems · Secure CPS · Secure embedded consumer devices

1 Introduction

The increasing utilization of the Internet of Things (IoT) in the commercial
market and cyber-physical systems (CPS) in the industry, opened a new attack
surface. In the last decades, numerous cybersecurity exploits have been doc-
umented [1,11]. The ongoing integration of such systems demands the con-
sideration of cybersecurity exploits throughout the whole system design pro-
cess. Introducing security measures causes additional performance delay and
power consumption, contradicting the systems’ requirements for fast response
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times and high energy efficiency [19]. Considering the hardware and task imple-
mentation alternatives, finding the optimal solution satisfying performance and
security poses a multi-objective optimization problem. Designers rely on auto-
matic design space exploration (DSE) tools are used. There exist both clas-
sical DSE tools focusing on performance and power consumption [8,13], and
DSE frameworks offering the consideration of security constraints in a limited
way [6,7,10,16,18,20].

The framework presented in this paper introduces a new approach to intro-
ducing security constraints in early IoT/CPS design, based on both attack graphs
and risk trees. Among a set of possible hardware components and task imple-
mentation alternatives, the framework finds the optimal selection of hardware
components and task placements considering the system’s power consumption,
performance, security attack mitigation capability, and security risk exposure.
In this paper, we make the following contributions: (i) To the best of our knowl-
edge, the framework presented here is the first to allow the consideration of
security constraints modeled as Bayesian attack graphs (BAGs) and risk trees
during early IoT/CPS design. (ii) We integrate both approaches and show their
advantages and disadvantages. (iii) We show the framework’s feasibility based
on a secure consumer device use case and the scalability of our approach.

The paper is structured as follows: Sect. 2 discusses related projects in DSE,
security attack and risk modeling; Sect. 3 describes the security modeling app-
roach, the framework’s design and implementation; Sect. 4 shows the impact
of both security modeling approaches on the secure consumer device use-case;
Sect. 5 gives a conclusion and discusses future work.

2 Related Work

Network administrators commonly use attack graphs when modeling attack sce-
narios on networks. They model attacks as consecutive steps, represented as
nodes within the graph. Modeling them as BAGs adds information about the
dependency of the distinct steps and the probability of their successful execution
[3,12]. Attack tree analysis (ATA) and fault tree analysis (FTA), generally used
in safety analysis, use a similar modeling approach. Both scientists and engineers
commonly use ATA and FTA [2]. RISKEE describes risk propagation within a
system, and assesses said risk based on a tree representation [9].

A range of DSE tools considering functional safety or security constraints, in
addition to the classical optimization goals, e.g., performance, power consump-
tion, and others, have been presented in recent years [6,7,14,16–18,20]. A range
of these tools focus on the abstract representation of security constraints in the
design space, such as restricting the mapping of security vulnerable tasks to pro-
cessor types with security extensions [16], integration of security functions into
system design [20], or securing control loops [10]. In [5], security constraints and
mitigation capabilities are introduced based on distinct security levels. Other
works consider distinct security problems, e.g., integration of intrusion detection
tasks [6], consideration of network security [7], or optimization of communication
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protocols regarding message authentication [18]. These works cannot directly
integrate the attacker’s perspective on the system into the DSE. Hence, they
do not reflect the effect of security mechanism integration on distinct attack
scenarios.

Contrasting, the framework presented in this paper allows the direct repre-
sentation of security constraints in the form of BAGs and risk trees, allowing the
representation of the overall system’s attack vulnerability and monetary security
risk. Depending on the used modeling approach, the designer directly sees the
effect of the system partitioning and task allocation on both security risk and
security attack vulnerability. The framework allows the seamless interchange
between the risk tree and the BAG representation for describing the security
constraints posed on the IoT device/CPS under design. Considering the secu-
rity performance and power overhead of the distinct solutions allows a detailed
assessment of the costs and benefits of particular system designs, including their
security attack mitigation capabilities.

3 Proposed Methodology

The framework allows the designer to model the system’s functionality, available
architecture components, and security attack scenarios using four perspectives,
as shown in Fig. 1. The work presented in [4] describes a preliminary approach
to introducing security attack vulnerability into DSE. In this paper, we present
a more elaborate approach, allowing the designers to describe the dependencies
of the distinct security assets using rule sets. Furthermore, this paper introduces
the usage of risk trees in addition to the BAG based approach. This usage of risk
trees allows the framework to perform more detailed modeling of the impacts
caused by successfully performed security attacks, shown in Sect. 4. However,
the usage of risk trees induces additional computation time, also described in
Sect. 4. The following paragraphs shortly describe the models behind the distinct
perspectives serving as an input to the framework.

System Architecture and Task Representation
A task graph describes the system’s functionality with its nodes representing
the tasks and the edges modeling the task’s dependencies (logical channels).
Each task performs operations (OP ) on a set of data entities coming with a set
of security requirements (SR). High-level hardware components represent the
system architecture, including communication buses that connect these compo-
nents. Each hardware component has security mechanisms (SM) and mitigation
capabilities. Each SM comes with a distinct performance overhead and power
consumption. For each possible implementation of a task on a hardware com-
ponent, the designers estimate the implementation’s worst-case execution time
(WCET).
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Fig. 1. Framework overview. Inputs consist of: tasks (T) operating (OP) on data enti-
ties (D) with security requirements (SR); Hardware components (HWC) connected
via communication buses; Attacks modeled as BAGs or risk trees. Outputs consist of:
HWC selection and T allocation; security vulnerability (P(AG)) and security risk.

Security Constraint Representation
The sets for OP , SR, SM , security operations (SecOp), and attack types (AT )
are defined by the designer. The designer also defines a set of rules stating
the relations between: OP , SR and SecOp; SR and AT ; SecOp and SM . The
rules are described by input sets (in), connected with boolean operators, and a
resulting output set (out), e.g. (ina∨inb)∧inc �→ outx. Given the tasks and their
SecOp, the framework calculates the set of secure communications (secCom).
A secCom is spanned between two tasks (a source (tsrc) and a destination task
(tdst)) performing the same communication securing operations (secOpComm ∈
SecOp) on a particular data entity.

Security Attack View: The framework allows the designer to model cyberse-
curity threats as BAGs or risk trees. In both methods, each attack (excluding
goals) aims at a certain task and comes with a distinct attack type taken from
AT . Based on the defined ruleset, each attack type aims at a specific security
requirement (defined in SR) of the data handled by the attacked task. Within
the BAG, each node represents a distinct attack step, with its leafs describing
attack goals. The edges define paths an attacker must traverse to reach an attack
goal. Each attack has a distinct success probability provided using a conditional
probability table. The attack goals’ success probabilities are defined by their
marginals in the joint distribution table, calculated by the Bayesian chain rule.
Each goal has a maximum allowed success probability defined by the designer.
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Risk based Attack Trees: The risk-based method uses RISKEE [9], which is
a methodology for risk assessment based on attack trees with the enhancement
of also modeling the consequences (impacts) of an attack, and accounting for
multiple attacks over time (in the form of attack frequencies) instead of just
simulating single events. The key feature of RISKEE is the usage of probability
distributions for the estimation of uncertain values (which are inherent in risk
assessment), providing a benefit compared to classical single-point estimates,
which neglect uncertainties. The mean risk value, which is one of the results
returned by RISKEE, is used as a metric for each defined attack goal. Attack
goals come with a maximum allowed mean risks defined by the designer. By inte-
grating RISKEE into the framework, we are the first to allow the consideration
of risk-based security constraints during the automatic DSE for IoT/CPS.

Security Attack Mitigation: Additionally to the SM , each hardware compo-
nent defines to what extend said mechanisms are capable of mitigating attacks.
This attack mitigation (m ∈ R : m ∈ [0, 1]) states the component’s defen-
sive capabilities. Assessing the attack mitigation is based on the judgment of
the attacker’s expertise and available time for breaking said defensive capabili-
ties. Designers can deduce this mitigation capability from security assessments
such as Common Criteria (CC)1, from historical data recording known secu-
rity incidents, or by expert judgments if no other information is available. The
estimated mitigation factor reduces the attack probabilities (BAG) or vulnera-
bilities (RISKEE) λ, λm ∈ R of all attacks on tasks allocated on this particular
hardware component, giving the mitigated probability λm (λm = λ ∗ (1 − m)).

Secure Task Allocation and Partitioning: Based on the system’s architec-
ture, functionality, and the given attack scenarios, the framework finds a system
partitioning and task allocations which meet the defined security constraints
and optimizes either for performance or power consumption. Figure 1 depicts
the BAG and RISKEE based approach and the influence of the partitioning and
task allocation on the attack success probability and risk value. Hence, the task
allocation must comply with a set of restrictions. (I) All tasks directly commu-
nicating with each other must be allocated on the same component or different
components connected via a communication bus. (II) Each task must map to
a hardware component capable of executing its SecOp, according to the rules
defining the mapping of SecOp to SM . (III) Any task allocation and platform
partitioning must fulfill the security attack constraints (in both the BAG- or
RISKEE-based security attack modeling approach), meaning that for all attack
goals, the defined thresholds on attack success probability or mean risk value
must lie within the defined bounds.

Performance and Power Consumption Calculation: The execution times
of the individual tasks depend on their component allocations, as each possible
implementation of a task on a given component comes with a distinct WCET.
Hence, the overall system performance depends on the selected components and
the task allocations. The system power consumption consists of the component’s

1 https://www.commoncriteriaportal.org/.
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static power dissipation and their dynamic power consumption, induced by the
task implemented on them. Additionally, each component comes with a distinct
security performance and power overhead for each SM . For each secComm, the
framework adds the performance and power overhead of the SM used by the
secOpComm of tsrc and tdst to the tasks’ overall execution times and the com-
ponent’s power consumption, alike. For all tasks performing SecOp not included
in any secComm, the framework considers the performance and power consump-
tion overheads as well. The secComm must be considered separately, as a task
can be both tsrc and tdst in different secComm. Without this consideration, the
number of SM executions would not be integrated into the security overhead
calculation correctly.

Optimization of Security Calculation: The implementation of the frame-
work is based on the open-source DeSyDe framework2. The framework spends
its main computational effort calculating the attack probabilities (ap)/risks for
each partitioning and task allocation, as for every new allocation or component
selection, the BAG/RISKEE must be recalculated based on the altering attack
mitigation. The framework orders the components in descending order according
to their mitigation capabilities. In each calculation of the ap/risks, the frame-
work checks if any of the said ap/risks do not fulfill the predefined limits. Upon
reaching this break condition, the framework renders all further allocations on
components with lesser mitigation capabilities to be insecure. Both the RISKEE
and BAG based methods use the same graph structure. Hence, it is feasible to
make a comparison between both methods. Opposed to BAGs, in which attack
nodes can have multiple parents, the current design of RISKEE only consid-
ers single path attack scenarios. Hence, to guarantee a similar structure of the
attack scenarios, the framework implements a graph-unwrapping method, turn-
ing a BAG into a set of RISKEE trees representing said BAG.

4 Experiments and Results

Using the framework, an use case based on a secure ranging system targeted for
the consumer market was revisited. Table 1 describes the security rules defined
by the designer to model the security aspects of the use case. The set of OP
defines reading (r), writing (w) and storing (s) of data. The set of SecOp defines

Table 1. Security rules defined to model security aspects of the use case.

SecOp derived from OP and SR AT attacking SR SecOp using SM

OP, SR �→ SecOp AT �→ SR SecOp �→ SM

(r ∨ w) ∧ conf �→ soenc atinf �→ conf soenc ∨ soauth �→ smcrypt

(r ∨ w) ∧ auth �→ soauth atspoof �→ auth (soenc ∨ soauth) ∧ internal �→ smte

s ∧ (auth ∨ conf ∨ int) �→ sosst attamp �→ int sosst �→ smtss

2 https://github.com/forsyde/DeSyDe.
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Table 2. Hardware components with security options. Mitigation factor (MF), perfor-
mance (Perf) given in µs, and power consumption (PWC) in mW.

HWC Security feature description MF Perf PWC

smcrypt smtss smte smcrypt smtss smte

AP HW crypto; TEE 0.8 50 / 5 60 / 5

SW crypto-lib sc sec., TEE 0.7 60 / 5 50 / 5

SW crypto-lib sc sec. 0.5 40 / / 50 / /

SW crypto functional 0.3 30 / / 30 / /

SE HW crypto, sec store, (EAL 6+) 0.99 500 50 15 60 20 10

HW crypto, sec store, (EAL 5+) 0.95 500 50 15 60 20 10

HW crypto, sec store, (EAL 4+) 0.9 500 50 15 60 20 10

UR HW crypto, TZ, HW firewall 0.8 80 / 15 50 / 10

HW crypto, TZ 0.7 80 / 5 45 / 5

HW crypto, 2 separate MCUs 0.85 80 / 20 50 / 10

SW crypto-lib sc sec., TZ 0.5 160 / 5 90 / 5

SW crypto functional 0.3 60 / / 30 / /

encryption (soenc), authentication (soauth) and secure storage (sosst). The set of
SR defines confidentiality (conf), authenticity (auth) and integrity (int). The
set of security mechanisms (SM) defines cryptographic functionalities (smcrypt),
task encapsulation (smte) and tamper safe storage (smtss). The restriction of
internal holds if both tsrc and tdst of secComm are placed on the same hardware
component.

The system consists of a ranging node and a ranging anchor. The node
authenticates to the anchor using a shared secret (master key) and setting up
a secure session (session key). Within this session, node and anchor perform
a two way ranging secured by a continually updated ranging key. The node
determines its distance to the anchor in a secure way, without comprising its
distance to potentially spying devices, or receiving faked ranging messages from
attackers. The functionality consists of two phases, the authentication and the
ranging phase, which is described by a task graph comprising 46 nodes. The
authentication phase uses an external radio (e.g., Bluetooth Low Energy), the
ranging phase uses ultra-wideband. Table 2 lists the security-relevant options for
the hardware components available for both the anchor and the node device,
giving their estimated performance (Perf) and power consumption (PWC) for
their distinct SM . The devices consist of an application processor (AP), a secure
element (SE), and a UWB Radio (UR). The security options comprise hardware
supported cryptography (HW crypto), side-channel (sc) secured software cryp-
tography library (SW crypto-lib sc sec.), software-based but not tested cryptog-
raphy (SW crypto functional), Trusted Execution Environment (TEE) and Trust
Zone (TZ), secure storage (sec. store), and hardware firewall (HW firewall). Only
the SE offers secure storage.
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Table 3. WCETs of security relevant tasks given in µs.

Device Task name SR AP SE UR

Key Create challenge c,a 100 150 –

Lock Check challenge c,a 100 170 120

Key & Lock Derive session key c,a,i 100 110

Key & Lock Derive ranging key c,a – 190 140

Lock Start session c,a 80 170 120

Key & Lock Create secure nonce c,a – 120 200

Key & Lock Create ranging message c,a 120 – –

Lock Calculate distance c,a – 350 230

The attacks on the overall system comprise the disclosure of the key material,
faking the secure authentication, which builds on a challenge request-response
exchange, hijacking the ranging session, and compromising the exchanged rang-
ing frames. Security analysts modeled these attacks using 56 nodes, both for the
BAG and the RISK tree. Table 3 lists all security-relevant tasks as identified by
modeling the attack scenarios, including their SR and WCETs on the hardware
components on which system designers considered their implementations. Con-
fidentiality (c), authenticity (a) and integrity (i) were considered as SR. The
assessment of the attack success probabilities of the distinct attack steps for the
BAG and the vulnerabilities for the RISKEE based approach were estimated
using the Common Vulnerability Scoring System [15], using its Base Metrics.

We used the described use case as input to the framework and configured it to
find the fastest, the most secure, the fastest secure, and most power-efficient and
secure solution, both using the BAG and RISKEE based method. The overall
system power consumption and performance was normalized. We assume that
the described system performs distance-based access control. Hence, an attacker
breaking the session key temporarily gains access to the secured location and
might acquire the authorization to perform further criminal actions. Depending
on the secured location, a successful attack might enable the disclosure of secret
information, the theft of valuable items, or other critical actions. An attacker
who can also disclose the keyless entry system’s master key could perform such
an attack on multiple locations, depending on the key distribution policy.

Table 4. Most secure and fastest solution.

HWC Options (most secure) Options (fastest)

AP (node & anchor) HW crypto; TEE SW crypto functional

SE (node & anchor) EAL 6+ EAL 4+

UR (node & anchor) HW crypto; 2 separate MCUs SW crypto functional

avg ap/avg rv 0.0005/114.4$ 0.016/4911$
norm perf. �2.57 1.0
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Based on these considerations and a documented real-life incident3, risk
experts set the impact of disclosing the system’s session key to 100.000$, the
impact of disclosing the master key to 10.000.000$. This estimation bases on
the assumption that with the session key, the attacker can only access one car
temporarily. However, with the master key, the attacker might gain access to
multiple cars. In this latter case, also the experts considered the reputational
damage. They set the frequency for disclosing the session key to 10, and the
frequency for the master key disclosure to 5 per year. We modeled these esti-
mated impacts and frequencies in the RISKEE based approach. One must note
that the attacks’ vulnerabilities and the attack success probabilities are equal
for the RISKEE and BAG based approach. We set the maximum allowed risk
value of 1.000$ for all attack goals. For the BAG based method, we configured
the framework to regard all solutions, in which at least one attack goal’s attack
success probability exceeds the threshold of 0.002, as insecure. Table 4 describes
the fastest, and the most secure system architecture found by the framework.
The table shows that the framework can correctly identify optimal solutions
based on distinct optimization criteria.

Fig. 2. Solution space identified by the framework using the BAG based method.

3 https://www.wired.com/story/hackers-steal-tesla-model-s-seconds-key-fob/.
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Figures 2 and 3 show all solutions found by the framework based on their nor-
malized system performance, power consumption and the number of exceeded
security goals for BAG and RISKEE based security constraint calculation,
respectively. Both the BAG and the RISKEE based method only consider a
small number of solutions to meet their respective security constraints. Both
approaches found the same solution space. Out of 5.898.240, the RISKEE based
method only considered 320, the BAG 1.643 solutions to be secure. In com-
parison, the RISKEE method reduced the solution space of a secure solution
by another 80.52%. Considering the solutions found using the BAG and the
RISKEE based method, one must notice the difference in the selection of options
for the distinct hardware components. This difference only comes from the fre-
quency and the impact with which the risk experts considered the attacks on
the key material in the RISKEE based approach. The BAG based method does
not reflect these two attributes.

Fig. 3. Solution space identified by the framework using the RISKEE based method.

Figures 5 and 4 show the numbers of found solutions ordered by their average
attack success probability and average mean risk, respectively. One can see that
for the BAG based calculation, the majority of the found solutions (41.67%)
has an average attack success probability of less than a fourth (�0.0005) of the
solution with the highest attack success probability. Considering the RISKEE
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Table 5. Fastest secure solutions found based on average attack probability (avg ap),
average risk value (avg rv) and performance.

HWC Fastest secure (BAG) Fastest secure (RISKEE)

AP (node & anchor) HW crypto; TEE HW crypto; TEE

SE (node) EAL 4+ EAL 6+

SE (anchor) EAL 4+ EAL 5+

UR HW crypto, TZ, HW firewall HW crypto, TZ, HW firewall

avg ap/avg rv 0.00069 199.5$

norm. perf. �1.13 �1.35

Fig. 4. BAG based solutions found by the framework categorized according to their
average attack success probability. Stepsize of 9.95 ∗ 10−5.

based calculation, the majority of solutions (64%) identified by the framework
lies between 1406$ and 2700$ of the average mean risk value. For both calculation
approaches, the framework found the least number of solutions (1.58% and 0.4%
respectively for BAG and RISKEE based approach) in the most insecure fourth
considering their average attack success probability/average mean risk. Table 5
describes the fastest secure solution found by the BAG and RISKEE method.
Table 6 the most power-efficient secure solutions, given their average attack prob-
ability and average mean risk. One must notice that for both the secure solutions
with optimal performance and power consumption, the RISKEE based solution
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Fig. 5. RISKEE based solutions found by the framework categorized according to their
average mean risk. Stepsize of 31.

chooses options with higher security attack mitigation capabilities than the BAG
based approach, for both the SE and the AP of the anchor and node device. The
increased level of security chosen for the SE is due to the high impact, with
which the disclosure of the session key and the master key comes.

Said impact increases the influence of a successful key disclosure on the aver-
age mean risk of the overall system dramatically. A similar result can be seen
when considering the most power-efficient and secure solutions, regarding their
average attack success probability and mean risk value, respectively. Also, for
this optimization criteria, the BAG based method chose less secure options for
the SE, but also for the node’s AP, compared to the RISKEE based method.

Based on these results, we observed that a risk-based analysis, such as pro-
vided by RISKEE, improves the level of detail with which one can model attack
scenarios. This higher granularity in the security constraints comes with addi-
tional computational overhead. The use case scenarios were executed on a system
comprising 16 GB of RAM and a Intel® Core™ i7-4600U CPU with 2.10 GHz.

Table 7 shows the results of assessing the framework’s scalability and the
computational overhead of calculating the security constraints using the BAG
and RISKEE based methods. We executed both methods with attack graphs
comprising 18, 37, and 56 attack nodes (AN), both with and without using the
break criteria for the calculation of secure solutions, as described in Sect. 3. It
includes the ratio between the execution times of the full security constraint
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Table 6. Most power efficient and secure solutions found based on average attack
probability (avg ap), average risk value (avg rv) and power consumption (power cons).

HWC Most power eff. secure (BAG) Most power eff. secure (RISKEE)

AP (node) SW crypto-lib sc sec.; TEE HW crypto; TEE

AP (anchor) SW crypto-lib sc sec.; TEE SW crypto-lib sc sec. TEE

SE (node) EAL 4+ EAL 6+

SE (anchor) EAL 4+ EAL 4+

UR (node) HW crypto, TZ, HW firewall HW crypto, TZ, HW firewall

UR (anchor) HW crypto, TZ, HW firewall HW crypto, TZ, HW firewall

avg ap/rv 0.00074 198.67$
power cons �1.014 �1.025

Table 7. Computational overhead for BAG and RISKEE based security constraint
calculation for attack graphs with different number of attack nodes (AN).

# of AN BAG (break) BAG RISKEE (break) RISKEE

18 502s 551s/1.09 2021s 3509s/1.74

37 1943s 2052s/1.05 3315s 5597s/1.69

56 8556s 9337s/1.09 15826s 23670s/1.5

calculation and the optimized approach, both for the BAG and RISKEE based
calculation. For the BAG based method, one must notice that the break cri-
teria can speed up the calculation by ∼5% to ∼9%. For the RISKEE based
method, the calculation time is reduced by ∼50% to ∼70%. In general, one can
see that the RISKEE based method can capture more details for calculating
security constraints. However, its calculation takes ∼2.5 to ∼6.3 times longer,
when compared to the BAG based method. The higher reduction of the com-
putational overhead for the RISKEE based method comes from the relatively
higher risk calculation delay induced by this method. Hence, the more risk calcu-
lation the framework can skip, the higher the speedup of the overall calculation
becomes. This speedup also shows that the attack probability calculation using
the BAGs is much more efficient.

The consumer device based use case shows the difference in the BAG and
RISKEE based calculation of secure system solutions. We show that the addi-
tional information regarding an attack’s impact and frequency, used in the
RISKEE based approach, can lead to vastly different results regarding the
security constraints. This additional information leads to more time-consuming
computation. Considering the maximal calculation time of the RISKEE based
method (∼6 h 30min), a more efficient approach must be found. For future work,
we will develop a combination of BAG and RISKEE based attack graphs.
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5 Conclusion and Future Work

In this paper, we presented a DSE framework, which offers the designers to
model cybersecurity threats as BAGs or risk trees. Thereby, the DSE framework
automatically calculates a set of security constraints from these modeled security
attack scenarios and finds an optimal and secure system partitioning and task
allocation, with additional consideration of performance, power consumption,
and other constraints. Based on a commercial consumer device use case, we
showed the framework’s feasibility and the distinct methods’ scalabilities.

The approach’s main limitation is the source from which to draw the infor-
mation about the attack success probabilities and the attack frequencies for
both BAG and RISKEE based calculation. At the moment, only security expert
knowledge serves as input. One must also consider the same limitation for the
assessment of the mitigation capabilities of hardware components. No method
has yet been published on how to rate a system’s ability to withstand security
attacks. Hence our assumptions for the component’s mitigation capabilities are
based on CC certifications. In future work, we will focus on proposing such a
method and on a combined calculation utilizing both the BAG and the RISKEE
approach within the DSE framework.

Acknowledgment. Project partners are NXP Semiconductors Austria GmbH and
the Technical University of Graz. This work was supported by the Austrian Research
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Abstract—The advent of the Internet of Things (IoT) and
Cyber-Physical Systems (CPS) enabled a new class of smart
and interactive devices. With their continuous connectivity and
their access to valuable information in both the digital and
physical world, they are attractive targets for security attackers.
Hence, with their integration into both the industry and consumer
devices, they added a new surface for cybersecurity attacks. These
potential threats call for special care of security vulnerabilities
during the design of IoT devices and CPS. The design of secure
systems is a complex task, especially if they must adhere to
other constraints, such as performance, power consumption, and
others. A range of design space exploration tools have been
proposed in academics, which aim to support system designers
in their task of finding the optimal selection of hardware
components and task mappings. Said tools offer a limited way
of modeling attack scenarios as constraints for a system under
design. The framework proposed in this paper aims at closing
this gap, offering system designers a way to consider security
attacks and security risks during the early design phase. It offers
designers to model security constraints from the view of potential
attackers, assessing the probability of successful security attacks
and security risk. The framework’s feasibility and performance
is demonstrated by revisiting a potential system design of an
industry partner.

Index Terms—Cyber Security; Embedded System Design; Se-
cure IoT Systems; Design Space Exploration; Secure Embedded
Consumer Devices

I. INTRODUCTION

The Internet of Things (IoT) is continuously revolutionizing
both industry and commercial products. It offers the interaction
of various devices, making them accessible to the Internet.
However, the great benefits offered by the IoT make its devices
susceptible to cyber-security attacks. Since its advent, reports
have described numerous exploits caused by IoT devices
[1], [2]. Designing secure IoT devices has, hence, become
a necessity. IoT devices, embedded into larger systems, usu-
ally come with a multitude of non-functional requirements,
such as timing constraints, limited power dissipation, etc.
Security hardening of IoT devices generally conflicts with
these requirements [3]. Finding an optimal design satisfying
all requirements means solving a multi-objective optimization
problem. Design space exploration (DSE) tools aid designers
in this complex task during the early system design [4]–[6].

This paper describes a tool capable of finding secure sys-
tem solutions considering constraints such as performance,
power consumption, etc. It performs a selection of hardware
components and task allocation, satisfying the non-functional
requirements posed by the designer. Thereby, it allows the
designer to model the security constraints as an attack tree,
a risk tree, or a combined attack and risk tree. The main
contributions are: (i) It describes the first DSE tool to offer the
modeling of security constraints as Bayesian Attack Graphs
(BAGs), risk trees (RISKEE), and a combination of both
representations. (ii) It shows the costs and benefits of these
approaches using the design of a secure access system.

The paper contains the following sections: Section II de-
scribes related work. Section III describes the tool’s design
and implementation. Section IV discusses the use case and
shows the impact of the distinct security modeling approaches,
considering the found solutions and the execution times.
Section VI concludes the paper.

II. RELATED WORK

Classic DSE tools support system designers by performing
task allocations and hardware component selections to satisfy
constraints, such as system delay, power consumption, etc. [7],
[8]. There exists a range of works in the context of DSE,
putting their focus on cybersecurity requirements. Several
works in this category focus on distinct problems. Xie et
al. consider message authentication codes (MACs) transferred
via a Controller Area Network. They optimize the packet
sizes transferring the messages and their MACs to meet a
global communication delay optimum [5]. Hasan et al. solve
the problem of integrating security surveillance tasks into
an existing task schedule without breaking existing timing
constraints. Other works abstractly consider the integration of
cybersecurity requirements. Roudier and Apvrille presented
a framework that allows designers to integrate security and
safety functions into early system design. The framework
considers these functions during its DSE, optimizing its so-
lutions to satisfy security and safety constraints in addition
to timing- and power-consumption-constraints, etc. [9]. Zheng
et al. integrate security constraints into the design of cyber-
physical systems performing control-theoretic operations [10].
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The frameworks discussed in this section either lack the
holistic view on the system or loose too many details for
considering security constraints during the early design phase.
Furthermore, none of the frameworks considers the attacker’s
view of the system under design. The tool presented here
aims at closing this gap. It allows the designers to model
security requirements as Bayesian attack graphs (BAGs), risk
trees, or a combination of both representations. Latter two
descriptions allow the further weighing of security risks and
their mitigation costs. Furthermore, it supports designers to
model security mechanisms used to mitigate the modeled at-
tacks. These mechanisms induce additional timing- and power-
consumption-overheads, etc. This additional overhead is con-
sidered by the tool when calculating the system performance,
power consumption, etc., allowing the designer to perform an
assessment of the costs and benefits of each solution.

A range of works has been studying BAGs, mostly in the
domain of security analysis for networks. These BAGs split
attack scenarios into distinct steps, represented as nodes in
the graph. Each node contains the likelihood of successfully
performing its represented attack step [11], [12]. The recently
presented RISKEE approach models cyber-security in the form
of a risk tree [13].

III. MODELING APPROACH AND CONSTRAINT
CALCULATION

The framework spans a design space based on the
functional-, architectural-, and attack-descriptions. System de-
signers provide these descriptions. Based on these inputs, the
framework derives the security constraints, performs different
task mappings and hardware component selections, and calcu-
lates the distinct system design solutions. This section gives
details about the input modeling and the solution calculations.
The tool is based on [14] but allows for a more open represen-
tation of the relationship between tasks, hardware-components,
and attacks. The main differences include the freely adaptable
rule set defining the dependencies among the distinct input
descriptions and its integration of a risk-based calculation of
security constraints, introducing a combined approach using
both BAGs and risk trees.
Functional description: The tool supports the description of
the system’s functionality in the form of a task graph. In this
graph, every node represents a distinct task, its edges the
sequence of their execution. Each task in the graph might
perform operations on a set of data entities. These data
operations (O) comprise the transmission (tx), reception (rx),
writing (w), reading (r) and storing (st) of the data entities.
The data entities come with distinct sizes.
Architecture description: The architectural description com-
prises hardware components connected via communication
buses. The system designers describe the hardware compo-
nents and communication buses with classic characteristics,
such as static and dynamic power consumption, etc. The
communication also comprises the transmission speed.
Attack views: For the calculation of the security constraints,
the framework takes as additional inputs the potential attack

Fig. 1: Framework overview. Attacks (A) aim at tasks (T),
allocated to hardware components (HW. Comp.), operating
(O) on data entities (D) with security assets (SA).

scenarios described as BAGs or risk trees. Both representations
come in a graph form and are, therefore, exchangeable and
combinable. The BAG based method describes attack scenar-
ios as distinct attack steps in a graph format. Each step has
a distinct probability of being successfully performed, stored
within the step’s conditional distribution table. The attacker’s
goal is to reach the leaves of the BAG. The framework
calculates the likelihood with which the attacker can reach
a distinct goal using the Bayesian chain rule [15].

The second method uses RISKEE [13], which is a graph-
based approach for risk assessment. RISKEE allows the
modeling of the consequences (or impacts) of a successfully
performed attack step. It enables the designer to add attack
frequencies, thus accounting for multiple attacks over time.
Furthermore, it uses probability distributions to add uncer-
tainty when assessing an attack success probability. Hence, it
provides a more detailed description compared to single-point
estimates, which do not consider uncertainties. The framework
uses the mean risk value (one metric returned by RISKEE) to
express the risk induced by reaching an attack goal.

Each attack step in both methods aims at a distinct task
of the functional description. Both the RISKEE and the BAG
method are graph-based, making them combinable with each
other. The only limitation is that for each attack goal, the
system designers must model all nodes in the path to this goal
consistently using the RISKEE or BAG approach (or both).
The framework’s configuration defines with what method
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it calculates the security constraints. The combined process
comes with the advantage of the detailed modeling approach of
the RISKEE method and faster execution time. As can be seen
in Section IV, the combined approach calculates the attack
success probability (asp) for each security goal using the BAG
first. In a second step, it recalculates the goal using RISKEE, if
the BAG based calculation did not exceed the goal’s threshold,
and its attack path allows it. The timing advantage of this
approach is described in Section V.

Security characteristics: Additional characteristics are nec-
essary for the functional and architectural description, as well
as in the attack views, to calculate the security constraints. In
the functional description, the designer adds a set of security
assets (SA) to each data entity. These assets define what needs
to be secured by the task, based on its interaction with the data
entity (e.g., confidentiality). The assets are freely definable by
the designer. The hardware components in the architectural
description additionally contain a set of security mechanisms
(SM ) determining the capabilities with which they secure the
SA of their allocated data entities. The SM further define, if
they are usable for inter-task security within the same hardware
component (internal (int)) or between tasks allocated on
different components (external (ext)). Each component has
a distinct attack mitigation factor (amf ∈ R : m ∈ [0, 1]).
This amf describes the degree to which attacks on the SA
are mitigated by the component’s SM . Hence, it describes
the thoroughness with which the components implement their
SM . In the attack view, each attack contains an attack-
type (at). This attack-type defines what SA of the targeted
data entity it aims at. The framework allows the unrestricted
definition of SM and at by the designer.

Estimation of attack success probability and mitigation:
To estimate the attack asp of an attack, the security experts
use the Common Vulnerability Scoring System (CVSS) [16].
Our approach relies on the usage of the Base Metrics from
the CVSS. These metrics cover an attack’s complexity and its
impacts, and, hence, can be used to describe the attacker’s
motivation on performing the attack. For the BAG based
approach, the these metrics are combined in the asp. For the
RISKEE based approach the impact is separately modeled. The
estimation of the amf can be based on Common Criteria (CC)
certifications, where available. The CC certifications describe
the attacker’s strength against whom the certified component
should be able to withstand [17]. If no CC certification is
available, the security experts must judge a component’s attack
vulnerability based on historic data or other documents.

Secure task allocation and partitioning: Based on the
functional description, the architecture description, and the at-
tack models, the framework calculates the security constraints
posed on the system design. The security constraint calculation
starts with determining the set of security actions (SAct) a task
must perform to secure its data entities. These actions depend
on the operations a task performs on its data entities and the
data entities’ SA. The framework then calculates the set of
SM each component must offer to allow its mapped tasks to

perform their SAct. The framework defines the secure data
exchanges (SDE), spanned between the distinct tasks, using
the SAct. An SDE consist of a source and a destination task,
where both source and destination task perform the same SAct
on a shared data entity. The framework determines for each
SDE if the source and destination tasks map to the same or
different hardware components. Thus, it checks if tasks’ SAct
must be supported by internal or external SM . Each mapping
between O, SA and SAct, SAct and SM , and at to SA is
definable by the designer through Boolean expressions. Table
I describes the security rules applied in the example use case.

The framework finds a secure task allocation and system
partitioning. First, it restricts the task to map only to compo-
nents capable of performing their SAct. Second, it calculates
the asp or risk (depending on the used method) for each
component selection and task allocation. Thereby, the amf of
a hardware component reduces the asp of all attacks aiming at
tasks allocated on it (aspm = asp∗(1−amf)). The framework
performs this calculation of all solutions and marks them as
either secure or insecure (if any goal exceeds its threshold).
Figure 1 shows the task allocation, as well as the assignment
of the attack nodes to distinct tasks.
Performance and power consumption: The performance
and power consumption calculation builds on the estimation
of the worst case execution time (wcet) of each task and
the communication delay of each communication bus. This
wcet reflects the execution time of a task when implemented
on a distinct hardware component. This task implementa-
tion is denoted with impl(ta) defining on what hardware
component task ta is implemented. Hence, wcet(impl(ta))
denotes the wcet of task ta on the hardware component it is
implemented on. The system performance also depends on
the delays induced by the distinct SM used by each task
implemented on a hardware component. This delay is denoted
as δ(SMT (impl(ta))), with SMT (impl(ta)) being the used
security measures of the hardware component allocating ta.
The communication overhead depends on the data entities
(d) sent over the communication buses (by(d)) and the bus’
transmission speed (λ(by)). The overall system performance
(sysperf =

∑n
i=1(wcet(impl(ti)) + δ(SMT (impl(ti)))) +∑m

j=1(bj(d) ∗ λ(bj))) is the sum of the wcet of all task
mappings, the delays of the used SM , and the communication
delays, where n denotes the number of all tasks, and m denotes
all used communication buses used in the solution.

The power consumption of the system depends on the static,
the dynamic power consumption, and the power consumption
induced by the used SM , and the power consumed by the
bus communication. The static power consumption ρs =∑m

j=1 pwrs(cj) is the sum of the static power consumption
of all hardware components, with m being the number of all
components used on the distinct solution. The dynamic power
consumption ρd =

∑n
i=1(wcet(impl(ti))∗pwrd(impl(ti))) is

the sum of the tasks’wcet multiplied with the dynamic power
consumption of the hardware components they are mapped
to. The power consumed by the used security mechanisms
(φ(SMT (impl(ta)))) depends on the SMT used by the tasks
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allocated on the hardware components. The overall security
power consumption is ρsec =

∑n
i=1 φ(SMT (impl(ti))). The

power dissipated by the communication bus depends on the
by(d) and the bus’ power consumption (ε(by)). The system’s
communication power consumption is ρcomm =

∑k
j=1(bj(d)∗

ε(bj)), with k being the number of all communication buses
used by the solution. The system power consumption (syspwr)
is the sum of static, dynamic, SM induced, and communica-
tion caused power consumption syspwr = ρs + ρd + ρsec +
ρcomm. This influence can be seen in Section IV.
Implementation: The framework’s implementation is based
on the DeSyDe framework1. The DeSyDe framework is a
DSE tool using a constraint programming approach. It is
capable of finding exact solutions, adding break criteria such
as maximum delay or power consumption. For the security
constraint calculate, the framework performs a limited permu-
tation approach to reduce the number of tasks to component
mappings. This approach uses the attack goals’ asp, or the
risk exceedance, as break criteria. The approach optimizes
the security constraint calculation by sorting the hardware
components according to their amf . The second optimization
comes with the combination of the BAG and the RISKEE
method. The RISKEE method has a higher computation time
for calculating the security constraints than the BAG approach.
In the combined approach, the framework calculates each
attack goal using the BAG method, and if the goal yields a
asp below its threshold, it uses RISKEE to refine the result of
the goal even further. This combined approach achieves highly
informative results from RISKEE while still maintaining the
performance of the BAG method. This combined approach’s
speedup is shown in Section V.

IV. EXPERIMENT

We used the framework for the early design of a key-
less entry system. This system consists of a mobile node
and a stationary system comprising several anchors. Both
nodes and anchors use an application processor (AP), a secure
element (SE), a Bluetooth Low Energy radio, and an ultra-
wideband (UWB) radio (UR). The anchor system measures
its distance to the node applying a double-sided two-way
ranging algorithm using the UR. The devices use a set of SM
offered by the hardware components. These SM secure the
SA of the data entities and the communication and the overall
ranging process between the node and the anchors. We derived
these security characteristics conducting a STRIDE and CIA
analysis [18], [19]. The rules listed in Table I describe the
mappings between the SA, O, SAct, SM , and at.

Table II lists the hardware components that are usable
for both anchor and the node device. This table lists the
components’ security features, their amf , and the performance
and power consumption of their single security mechanisms
(sm). The framework can choose between different options
for the AP, the SE, and UR. They comprise the usage
of hardware-based (HWC) and software-based cryptography

1https://github.com/forsyde/DeSyDe

TABLE I: Security rules of the use case. The at comprise
information disclosure (ati), spoofing (ats), and tampering
(att). The SAct comprise encryption (ae), authentication (aa),
and secure storage (as). The SA comprise confidentiality
(c), authenticity (a), and integrity (i). The SM comprise
cryptography (smc), task encapsulation (sme), and tamper
safe storage (sms)

SAct from SA, O AT to SA SAct to SM
ae = (r ∨ w) ∧ c ati 7→ c smc = (ae ∨ aa) ∧ ext
aa = (r ∨ w) ∧ a ats 7→ a sme = (ae ∨ aa) ∧ int
as = st ∧ (a ∨ c ∨ i) att 7→ i sms = as

TABLE II: Hardware components with security options. At-
tack mitigation factor (amf ), performance (Perf) given in µs,
and power consumption (PWC) in mW

HWC Sec. Feat. amf
Perf/PWC
smc sms smt

AP

HWC, TEE 0.75 40/50 -/- 10/10
SWC scp, TEE 0.6 70/60 -/- 10/10
SWC scp 0.5 70/60 -/- -/-
SWC f 0.2 45/40 -/- -/-

SE
EAL 6+ 0.95 110/70 50/20 20/15
EAL 5+ 0.9 100/60 30/10 15/10
EAL 4+ 0.8 100/50 20/10 10/10

UR

HWC, FW 0.6 50/30 -/- 15/10
HWC, TZ 0.5 50/30 -/- 10/10
HWC, MS 0.7 60/40 -/- 20/20
SWC, TZ 0.4 80/40 -/- 10/10
SWC, f. 0.2 50/35 -/- -/-

(SWC), trusted execution environment (TEE), trust zone (TZ),
hardware firewall (FW), and microcontroller separation (MS).
The SWC comes with side-channel protection (scp) or is
purely functional (f). The HWC and SWC only characterize
the security mechanisms offered by the hardware components
and do not concern the implementation of the tasks mapped
on the hardware component.

The functionality of the use-case described in here com-
prises a task graph with 57 nodes, resembling an authenti-
cation, session exchange, and ranging phase. The potential
attacker who attacks the system is thought to be capable
of sniffing and intercepting the communication between the
devices, sniffing the communication within the single devices,
tampering with the devices’ memory, and intruding the soft-
ware stack of the devices to a certain degree. The attacker
has computational resources to brute-force weak cryptographic
algorithms using small secret keys. The attacks comprise the
secret key disclosure, faking secure authentication, hijacking
the session, and compromising the ranging messages. The
overall attack scenario consists of 64 attack nodes. Both the
BAG and the risk tree have the same attack nodes. Table III
lists the security relevant tasks with their SA and WCETs.

The purpose of the use case is to show the framework’s
feasibility and capability of finding solutions based on the
given constraints and the optimization goal. Hence, we con-
figured the framework to find the most secure solution, the
solution with the best overall performance, the fastest yet
secure solution, and the secure solution with the least power
consumption. The attack goals’ thresholds were uniformly set
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TABLE III: WCETs of security relevant tasks given in µs.

Device Task Name SA AP SE UR
Node create challenge c,a 80 100 -
Anchor check challenge c,a 70 90 100
Node & Anchor derive session key c,a,i - 140 80
Node & Anchor derive rng key c,a - 120 60
Anchor start rng session c,a - 150 100
Node & Anchor create sec. nonce c,a - 150 80
Node & Anchor create ranging message c,a - 90 50
Anchor calculate distance c,a - 250 140
Node & Anchor create chall. open c,a 30 80 50
Node & Anchor check chall. open c,a 20 90 50

Fig. 2: Solution space identified by the framework using the
BAG based method.

to 0.005 for the BAG based security constraint calculation, and
to 2, 000$ for the RISKEE based one. The combined BAG and
RISKEE method uses the same thresholds.

The system presented in the use case targets secure access to
a vehicle, supporting a secure keyless entry system. It allows
access to the car only to authorized persons who are nearby.
The distance between the vehicle hosting the anchor system,
and the authorized person holding the tracked node, is acquired
by executing a ranging protocol based on the exchanging of
UWB packets. The system generates a timely limited session
key to secure the ranging process. This session key is derived
from a master key stored at each device and exchanged after
every ranging session. Disclosing the session key enables the
attacker to gain access to the car for a short period, whereas
revealing the master key means timely unlimited access to one
or many cars, depending on the key distribution strategy.

The impact of disclosing the session key was set to
250, 000$ and for the master key to 30, 000, 000$. We set these
values to evaluate the risk induced by the value of the session
and master keys. We assumed that the master key is less prone
to disclosure, as, naturally, it should be more challenging to
access. Hence, we set the frequency with which a potential
attacker attempts to discover the master key to 10 times per
year, for the session key to 50 times per year. The risk tree used
for the use case resembles these impact and frequency values.
The vulnerabilities of all attacks in the risk tree equal the asp

Fig. 3: Solution space identified by the framework using the
RISKEE based method.

Fig. 4: Solution space identified by the framework using the
combined method of RISKEE and BAG.

of the identical attack steps in the BAG. Hence, the differences
between the RISKEE and BAG based methods stem from the
characterization of the attack impact and frequency.

The framework calculates, additionally to the security con-
straints (how many attack goals are reached), the average
attack probability (APavg =

∑G
i=0 aspi

G ) and the average

mean risk value (MRVavg =
∑G

i=0 mrvi

G ), where G is the
number of all attack goals, and mrv is the goal’s mean risk
value. The mean risk value is one parameter returned by the
RISKEE. The framework uses this parameter to assess the
risk of the attacker reaching the attack goal. The framework
calculates these values to characterize the security soundness
of a solution. Table IV shows the solution with the lowest
security vulnerability (considering the APavg and MRVavg)
and the system setup with the best performance. It shows that
the framework can identify the optimal solutions.

Figures 2, 3, and 4 depict the solution space identified
using the BAG based, the RISKEE based, and the com-
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bined approach. All three approaches found overall 947.072
solutions that fulfill the basic security functionalities. Each
solution represents a valid mapping of tasks to hardware
components regarding the SAct and SM . The BAG based
computation resulted in 576.000 solutions found to meet all
attack goal thresholds. The RISKEE based method found 384
solutions that do not exceed any attack goal threshold. The
BAG- and RISKEE-based calculation approach largely differ
in the number of secure solutions. The BAG-based approach
reduces the number of solutions by 39.18%, the RISKEE-
based approach by 99.96%. The additional attributes of the
RISKEE method allow a narrowing of the solution space. The
vulnerabilities in RISKEE and the ap in the BAG are identical.
Hence, the reduction of secure solutions only stems from the
frequency and the impact of the attacks. The master key’s
disclosure mainly influences the number of secure solutions.

The impact of a successful key disclosure also influences
the fastest and least power consuming secure solutions, as
described in Table V and VI. Due to the high impact of
the secret key disclosure, the RISKEE based method selects
hardware components with a higher amf than the BAG based
approach. Especially the selection of the SE with the highest
EAL (EAL6+) is of importance, as it stores the master key, and
hosts the task deriving the session key. Thus, the framework
must select SEs with high-security levels. Otherwise, the high
impact of the key disclosure attacks would cause their attached
security goals to exceed their thresholds.

The combined approach, which uses the BAG based cal-
culation together with RISKEE, produced the same amount
of secure solutions as the RISKEE based approach. The
combined approach first calculates the asp of each goal using
the BAG method. Only if this calculation produces an asp
not exceeding the goal’s threshold, the combined approach
recalculates the goal’s mean risk using the RISKEE method.
Hence, by delivering the same amount of secure solutions
as the RISKEE based approach, it shows that all solutions
found by the RISKEE method are also contained in the secure
solutions found by the BAG approach. The combined method
is capable of producing the same set of secure solutions.
However, for the insecure solutions, it can occur that the
combined approach yields more broken goals than the BAG
or RISKEE based method alone, as some goals may exceed
their thresholds in the BAG but not in the RISKEE based
calculation, and vice versa.

Table IV shows the fastest and most secure solutions found
by the framework. The thresholds of the attack goals do
not constrain the fastest solution. However, the solution still
considers the feasibility of the SAct when mapping the tasks
to the hardware components. The most secure solution selects
the task mapping and system partitioning with the lowest
APavg and MRVavg , respectively.

Table V describes the fastest secure solution found by the
BAG and RISKEE method. Table VI the most power-efficient
secure solutions, given their average attack probability and
average mean risk. One can see that for both the secure solu-
tions with optimal performance and power consumption, the

TABLE IV: Most secure and fastest solution found based on
APavg , and MRVavg , with the delay normalized to system
with lowest delay.

HWC Options (most secure) Options (fastest)
AP (node & anchor) HWC, TEE SWC f.
SE (node & anchor) EAL 6+ EAL 4+
UR (node & anchor) HWC, MS SWC f.
APavg / MRVavg 0.0007 / 117.45$ 0.005 / 3905.37$
norm delay ~1.73 1.0

TABLE V: Fastest secure solutions found based on APavg,
MRVavg , and the delay normalized to system with lowest
delay.

HWC fastest secure (BAG) fastest secure (RISKEE)
AP (node & anchor) HWC, TEE HWC, TEE
SE (node) EAL 4+ EAL 6+
SE (anchor) EAL 4+ EAL 6+
UR HWC, TZ HWC, FW
APavg / MRVavg 0.0017 126.74$
norm. delay ~1.074 ~1.16

RISKEE based solution chooses options with higher security
attack mitigation capabilities than the BAG based approach,
for both the SE and the AP of the anchor and node device. The
more secure SE is chosen because of the high impact a possible
disclosure of the session key or the master key causes. Said
impact increases the influence of a successful key exposure on
the average mean risk of the overall system dramatically. A
similar result can be seen when considering the most power-
efficient and secure solutions, regarding their average APavg

and MRVavg , respectively. Also, for this optimization criteria,
the BAG based method chose less secure options for the SE
and the node’s AP, compared to the RISKEE based method.

Figures 5b and 5a show the numbers of found solutions
ordered by their APavg and MRVavg , respectively. One
should notice that the BAG based method produced more
secure solutions, considering their number. The majority of the
found solutions (43.08%) have an APavg between 0.0007 and
0.0026. Only 0.38% are found to have an APavg exceeding
0.006. Considering the RISKEE based approach, the histogram
shows four peaks (placed at the MRVavg of 656$, 1845$,
3444$, and 4223$). These peaks show how the RISKEE based
approach delivers more pointedly results compared to the
BAG based method. The RISKEE based method also delivers
fewer secure solutions. Only 28% of the solutions induce an
MRVavg of less than 1658$, whereas 39.48% come with
an MRVavg higher than 1658$ and lower than 3196$. Only
4.58% of the found solutions are regarded as highly risky,
coming with an MRVavg of more than 4735$. The combined
approach mixes both risk values in $ and attack probabilities
in %. Hence, a histogram over the solutions found by the
combined approach gives no further insight.

We show how we use the framework for designing secure
systems. We model the security constraints both with the BAG
based and the RISKEE based approach. With the modeled use
case, we show how the impact and frequency added by the
RISKEE method influences the calculation of the security con-
straints, defining the attack consequences more precisely. This
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(a) BAG based solutions found by the framework categorized
according to their average attack success probability. Stepsize of
4.99 ∗ 10−5

(b) RISKEE based solutions found by the framework categorized
according to their average mean risk. Stepsize of 41$

Fig. 5: Solutions found for the secure ranging use case
modeled using BAGs or RISKEE.
TABLE VI: Most power efficient and secure solutions found
based on APavg , MRVavg , and power consumption (power
cons) normalized to solution with lowest syspwr

HWC most power eff. secure (BAG) most power eff. secure (RISKEE)
AP (node) HWC, TEE HWC TEE
AP (anchor) HWC, TEE HWC TEE
SE (node) EAL 4+ EAL 6+
SE (anchor) EAL 4+ EAL 6+
UR (node) HWC, TZ HWC, MS
UR (anchor) HWC, TZ HWC, MS
avg ap / rv 0.0013 126.17$
power cons ~1.0415 ~1.068

more accurate definition comes, however, with the drawback
of higher computation time. Hence, the framework introduces
the combined approach of BAG and RISKEE. Section V shows
the performance of the different methods.

V. TIMING EVALUATION

The framework was executed on a system providing 16 GB
of RAM and an Intel® Core™ i7-4600U CPU with 2.10GHz.

TABLE VII: Computational overhead for BAG, RISKEE and
combined approach for the different variants.

Variants BAG RISKEE Combo
Var. I 910.253s 1656.605s 1218.024s
Var. II 27.241s 297.445s 262.56s
Var. III 15.357s 112.092s 80.649s

We executed the use case using the BAG, the RISKEE, and
the combined approach of BAG and RISKEE (Combo). We
compared the execution time with and without using the
permutation limitation (pl), as explained in Section III. Table
VII and VIII list the execution times (with and without pl)
for the use case presented in here. We split the use case into
three variants. The first variant (Var. I) is the full execution of
the whole use case. The second variant (Var. II) consists of
the authentication and session establishing phase, leaving out
the ranging phase. The third variant (Var. III) consists only of
the authentication phase. As the variants use different phases,
they also come with different numbers of found solutions.
These solutions also include insecure mappings, as those
also influence the computation time of the framework. Var.
I consists of 947072 solutions, Var. II of 19728 solutions, and
Var. III of 580 solutions. The timings presented in the tables
reflect the actual CPU times (spent in user mode and kernel).

TABLE VIII: Computational overhead for BAG, RISKEE and
combined approach for the different variants. With permuta-
tion limitation (pl)

Variants BAG (pl) RISKEE (pl) Combo (pl)
Var. I 453.326s 1072.002s 744.09s
Var. II 26.165s 214.594s 179.992s
Var. III 13.824s 51.529s 45.966s

The timings listed in Table VII and VIII show how the
different approaches scale. The framework’s execution time
contains a dynamic part which only depends on the compu-
tation time of finding the solutions. It further also contains
a static performance overhead consisting of a ramp-up and
clean up phase. Hence, the execution time spent per solution
decreases with the increase in calculated solutions.The frame-
work comes with an worst-case execution time of 27min37s
considering the complete use case solutions.

As can be seen in Table VII, the chosen approach for
calculating the security constraints has a great impact on the
overall execution time needed for finding the task mappings
and system partitioning. The greatest difference between the
execution time lies between the BAG and RISKEE based ap-
proach. The additional execution time needed for the RISKEE
method compared to the BAG approach comes with ~82%
for Var. I. For this variant, the combined BAG and RISKEE
approach comes with a speedup of 26.47%, compared to the
RISKEE based approach. Figure 6 depicts the calculation
times. The usage of the break criteria also increases the
execution speed of the security constraint calculation. The
permutation limitation speeds up the calculation using the
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Fig. 6: Execution times for the different methods calculating
the use case variants.

BAG method by 50.2%, the RISKEE method by 35.29%,
and the combined method by 38.91%, when calculating the
security constraints for Var. I. The execution time greatly
depends on the attack scenarios modeled for the use case.

VI. LIMITATIONS AND CONCLUSION

The main limitation of the approach presented here is its
dependency on accurate estimations of potential attacks and
the effectiveness of their countermeasures. To estimate attacks
accurately, one should follow state-of-the-art estimation tech-
niques, such as [16], [18], [19]. These methods are usable
when capturing the attack success probabilities of known
systems. Especially the CVSS presents a good base as it covers
attack complexity and impact metrics from which one can
draw an estimation of the attacker’s motivation. Attacks on
known systems can be used to estimate the potential of new
attacks, as many of them share the same base. However, for
completely new attacks the approach presented here is not
applicable. Furthermore, considering the estimation for the
countermeasures, no method has yet been published on how
to rate a system’s ability to withstand security attacks. Our
assumptions made for the use case stem from CC certifica-
tions. Here, we linked the attack’s complexity from the CVSS
to the mitigation capability of the CC regarding an attacker’s
strength. Methods on how to estimate a system’s vulnerability
to completely new attacks is out of this paper’s scope.

The main purpose of our approach is to provide a design
framework for integrating a system’s attack susceptibility
with its traditional requirements on performance, power con-
sumption, etc. The framework offers the system designers to
model security constraints as BAGS or risk trees, in an early
design phase. It automatically calculates the task mappings
and system partitioning to arrive at secure system solutions,
given its inputs. It is capable of providing the designer with
secure solutions adhering to various other system constraints,
such as performance, power consumption, etc. Using a secure
access system use case, we showed the feasibility and the

scalability of our approach. By introducing a combined cal-
culation method, which first calculates attack goals using the
BAG approach and then verifies them using the risk trees, we
were able to speed up the overall calculation time.
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