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Abstract

The applicability of materials in electronic devices depends mostly on their charge trans-
port properties. The description of charge transport on a microscopic level requires a
quantum mechanical treatment. In general transport mechanisms can be divided into
two limiting regimes, namely band- and hopping transport. For the latter, a great variety
of models has been developed in recent years. However, the description requires differ-
ent parameters, whereby electronic couplings play a major role. Due to the importance
of those couplings this thesis is dedicated to their calculation by quantum mechani-
cal methods. The different approaches are discussed, implemented and benchmarked.
These include the simple Electronic Splitting in Dimers method and the well-known
Fragment Orbital approach, representing cluster-based approaches. Beyond that, this
work presents also the development of two new methodologies. The first one, called Block
Decomposition, allows to accurately estimate electronic couplings with reduced compu-
tational effort. Furthermore, different validation steps are shown to demonstrate the
functionality of the above-mentioned implementations. Notably, cluster-based method-
ologies just serve as approximation for electronic couplings in periodic structures. There-
fore, an alternative approach is pursued with the application of tight-binding fits. The
use of suitable tight-binding functions to fit electronic band structures provides an alter-
native way for estimating electronic couplings. This concept includes the 3D chemical
environment of the molecules in contrast to simple dimer approaches. The algorithms
developed in this work are tested on quinacridone and pentacene, where the results of
the tight-binding fits are also compared to the outcome of cluster-based methods.
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Kurzfassung

Die Einsatzmoglichkeit von Materialien in elektronischen Bauteilen ist grofsteils durch
deren Eigenschaften gegeben. Einen wesentlichen Faktor spielt dabei die Fahigkeit einer
Substanz Ladung transportieren zu konnen. Diese Transporteigenschaft beruht auf
mikroskopischen Prozessen, welche in weiterer Folge in Band- und Hopping-transport
unterteilt werden konnen. Fiir beide Mechanismen ist die elektronische Struktur eines
Materials ausschlaggebend. Das Verhalten von Bandtransport ist mafsgeblich durch
die Dispersion der elektronischen Bander bestimmt. Im Gegensatz dazu, wird fir die
Beschreibung von Hopping-Transport, die elektronische Kopplung zwischen den einzel-
nen Gitterplatzen bendtigt. Diese Arbeit widmet sich verschiedenen Methoden und An-
satzen zur Bestimmung dieses wichtigen Parameters. Zu diesem Zweck, werden zuerst
bereits etablierte Konzepte, wie die einfache Electronic Splitting in Dimers Methode
und der Fragment Orbital Ansatz, getestet. Aufbauend auf Uberlegungen zu diesen
Methoden wird die Entwicklung eines neuen Konzepts, genannt Block Decomposition,
gezeigt. Zur Validierung dieser implementierten Ansétze, wurden sie auf verschiedenen
organischen Materialien angewendet. Das Ziel dieser Arbeit ist allerdings die akkurate
Beschreibung von elektronischen Kopplungen in molekularen Kristallen. Die obengenan-
nten Methoden sind in vielen Féllen ausreichend um diese Kopplungen anzunéhern, je-
doch inkludieren sie nicht die periodische Umgebung der Materialien. Aus diesem Grund
wird ein alternativer Ansatz gezeigt, welcher auf dem Tight-Binding Konzept beruht.
Die wesentliche Idee besteht dabei aus der Herleitung einer geeigneten Modelfunktion,
welche in weiterer Folge an die mittels Dichtefunktionaltheorie berechnete elektronische
Bandstruktur gefittet wird. Durch dieses Vorgehen kénnen elektronische Kopplungen fiir
die periodischen Struktur extrahiert werden. Die Zuverléssigkeit dieses Konzept wird an
zwei organischen Molekiilkristallen, Quinacridone und Pentacene, getestet. Ferner, wer-
den die Resultate der Tight-Binding Methode mit den Ergebnissen der oben genannten
clusterbasierten Methoden verglichen.
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1 Introduction and Motivation

The rapid development of new materials and the ever-growing interest in their respective
properties are a big field of contemporary research. In former days, the estimation of
material properties was more or less exclusively carried out by experiments. However,
in the last decades a huge improvement in computational methods led to the possibility
of analysing materials even before they are synthesized. This includes nearly every kind
of property which can be estimated by using quantum mechanical models. Further, the
application of such methodologies is not restricted to one kind of materials. For sure,
different chemical environments require different models to describe them, but for almost
every system a suitable approach is available. In this work, the materials of interest are
organic semiconductors, which nowadays are found in quite many applications. These
include organic field effect transistors (OFET’s), organic light emitting diodes (OLED’s)
or even solar cells. All of them represent opto-electronic applications and, therefore, the
question arises, how suitable a specific material is, for this purpose. That can be an-
swered by studying the electronic properties of materials, particularly the capability to
transport charge. Charge transport, constitutes the core topic of this thesis. Due to
the importance of this property, a lot of research is dedicated to it. The selection of
approaches reaches from quantum mechanic calculations up to stochastic methods. This
work focusses on the former, which are also known as ab-initio calculations. Therefore,
a short introduction into density functional theory (DFT) is given at the beginning of
this work. The estimation of charge transport properties affords models beyond such
calculations. That means results of the quantum mechanical treatment are plugged into
different models to finally calculate the desired quantities. In general, there are two
limiting processes for charge transport, namely band- and hopping transport. For the
former, the electronic structure of a system determines mostly the behaviour of prop-
agating charges. In the hopping regime quite different mechanisms are relevant. They
can be described by a variety of models. However, many of those models have in com-
mon that they depend on electronic couplings. These electronic couplings are essential
for an accurate estimation of charge transport properties. Therefore, the present the-
sis is dedicated to the estimation of such couplings. This includes the discussion and
implementation of already existing approaches but also the development of new method-
ologies. The available approaches, discussed in this work, are the Electronic Splitting in
Dimers (ESD) and the Fragment Orbital method. Those are representatives of so-called
cluster-based methodologies, which estimate the electronic coupling by using clusters of
molecules. Furthermore, a new approach inspired by the above-mentioned methods is
developed, which is called Block Decomposition. For the sake of validation, a test set of
different organic molecules is evaluated to benchmark features and functionality of the
different methods. Beyond cluster approaches, the aim of this thesis is to provide accu-
rate electronic couplings in molecular crystals. The use of cluster-based methodologies
to approximate those couplings for the periodic case is often justified. Nevertheless, the
call for an alternative approach led to a quite different idea. A tight-binding function as
fundamental model is used to perform a fit to electronic structures of certain materials.



This methodology allows to reproduce the electronic band structure by an analytical
function and, further, to extract electronic couplings. The derivation of an analytical
function also provides the possibility to calculate the effective mass as ingredient for
band transport, which is also shown within this work. Notably, a new methodology is
just as good as its results. Therefore, two organic materials are studied to validate the
suitability of this approach. Those materials are the quinacridone a-phase and pen-
tacene. Moreover, the cluster-based approaches are used to benchmark all the obtained
methodologies, including tight-binding fits, against each other.

2 Fundamentals

2.1 Electronic Structure

The present chapter gives a brief introduction to the basics of electronic structure the-
ory. The starting point is the Schrédinger equation, where the focus lies on numerical
approaches to solve it. Therefore, the commonly used concept of density functional
theory (DFT) will be discussed. That includes a short explanation of the derivation
based on the Kohn-Sham formalism. Furthermore, the application and theory of rele-
vant exchange-energy functionals are shown. The use of atom-centred (localized) basis
functions is also part of this chapter. The density functional theory part of this chapter
is mainly based on the book by Richard M. Martin, Electronic Structure [1].

2.1.1 Many-Particle Systems

Computational physics nowadays represents a major part of research in materials. The
aim of this field is to calculate microscopic properties on a quantum mechanic level for
a specific system. That reaches from single atoms via molecules up to complex periodic
structures. The starting point of nearly every quantum mechanic calculation is the
Hamiltonian operator. For systems including more than one electron, a many-particle
operator as stated in Eq. (2.1) is required. The first two parts represent the kinetic
energy of the electrons and the nuclei. The mass of electrons is given by m., whereas
h represents the reduced Planck’s constant. The mass of nuclei is stated by m,. The
Coulomb interaction between nuclei and electrons is given by the third sum. The charge
of the nuclei is given by the number Z, times the elementary charge e. The value
€o represents the electric constant. It follows the electron-electron interaction and the
Coulomb repulsion between the nuclei.

. h? h? Z,e* 7 e 7. Zpe?
H=-) —Vv2-) —vy2-) ¢ a a
- 2m. ' ; 2m, ¢ ;47‘(’60|I‘i—ra’+; 4reg|r; —rj]+az<b 4meg|ra — Iy
(2.1)
The Born-Oppenheimer approximation [2,3] can be used to decouple the electronic part

from nuclear motion. A very simplified explanation for this would be that electrons
move by orders of magnitude faster than nuclei, which justifies the decoupling. That



results in the electronic Hamiltonian as shown in Eq. (2.2), whereby atomic units were
used to simplify the expression.

2 ZZb
Heee = — Z ~V: Z|r_r| Zm Z‘r (2.2)

1<) a_rb‘

The corresponding time-independent Schrédinger equation for the electronic part is
stated in Eq. (2.3). The ground state of the system is given by the many-electron wave
function Wy(ry...rn), with the corresponding energy Fy. One of the main tasks and also
one of the most challenging ones in computational physics is to solve this equation. The
difficulty lies in the electron-electron interaction, which is not solvable analytically.

H W) = Ey |Ty) (2.3)

Nevertheless, there are several approaches to tackle this problem. Most famous are
the Hartree-Fock (HF) method and density functional theory (DFT). Since the DFT-
method builds the foundation for later shown concepts, a short introduction of its main
ingredients is provided in the next chapter.

2.1.2 Density Functional Theory (DFT)

In general, there are two different strategies to solve the electronic Schrédinger equation.
The first one would be wave function based approaches, which can be related to the
Hartree-Fock method. This strategy is often used, but unfortunately the computational
costs are rather high for bigger systems. At this point, density functional theory becomes
of great interest. Hohenberg and Kohn [4] stated two theorems which form the basis
of the DFT formalism. As a first step, one starts with the electronic Hamiltonian from
above, which is simplified by taking identifiers of letters for the single contributions.
The corresponding equation is shown in Eq. (2.4), whereby the kinetic energy of the
electrons is given by Ty,. The external potential arising from the positively charged nuclei
is expressed by Vm and the electron-electron interactions are given by Ve,e. Another
important expression is found in Eq. (2.5), which defines the electron density n(r). The
total number of electrons in the system is given by N. The electron density will be the
point of interest for further considerations.

}AI = Tk + ‘A/ext + ‘76—6 (24)
n(r) = N/drl o drnPoT (ry...rN) Po(ry...IN) (2.5)
Enx = Tin] + Ejuln] + /drVext(r)n(r) + Epr (2.6)

The main advantage of using the electron density is found in its respective depen-
dencies. The density depends on just three variables instead of 3N for wave functions.
The definitions from above can now be used to understand the theorems of Hohenberg



and Kohn. The first theorem states that for an interacting ensemble of particles in an
external potential \A/ext, the potential is determined uniquely by the ground state elec-
tron density. The second theorem states, that an universal functional E[n(r)] can be
defined. For any external potential Vm, the minimum of this functional and therefore
the corresponding electron density n(r), which minimizes the energy, is the exact ground
state density. The total energy can be expressed by splitting the Hamiltonian and using
functionals as shown in Eq. (2.6). The contributions are kinetic energy, electron-electron
interactions, external potential, and nuclei-nuclei interaction. For a more detailed de-
scription and the proof of those theorems see [1,4]. In other words, by finding the right
density it is possible to calculate the ground state of the system. Those theorems are the
basis for the functionality of density functional theory, but, unfortunately, the universal
functional is not known yet. Therefore, people are trying to approximate the energy
by finding appropriate expressions for the universal functional. A quite interesting ap-
proach to do so is the concept developed by Kohn and Sham [5]. Of course, one of the
main advantages regarding DFT is the reduction of the dimension by using the den-
sity. Nevertheless, the Kohn-Sham (KS) formalism introduces single-electron functions
¥; (so-called KS-orbitals) again to establish a systematic way to solve the Schrodinger
equation in a self-consistent way. The main idea of the KS-formalism is to define an
auxiliary system which can be solved more easily. It is assumed that the ground state
of an interacting system can be solved by mapping the problem to a non-interacting
system. The following derivation of the KS-formalism is taken from the book of Richard
M. Martin, Electronic Structure [1]. First of all, definitions of several physical quantities
in relation to KS-orbitals are presented. The electron density, shown in Eq. (2.7), is
given by the sum over all occupied KS-orbitals.

n(r) = 37 i) 2.7

The kinetic energy can be calculated by applying the gradient to the orbitals and in-
tegrating over the whole space, which is stated in Eq. (2.8). This kinetic energy corre-
sponds to non-interacting particles, which is the above-mentioned auxiliary system. The
Coulomb interaction between particles in terms of energy is derived by Eq. (2.9). The
division by two is required to avoid double counting.

Tin) = 5 3 [ @iV 2.5)

1 n(r)n(r’)
E artree =3 d3 d3 R 2.9
o] = 5 [ vt S 2.9
With the definitions from above, it is possible to specify the total energy in the KS-
formalism. The corresponding equation, describing the non-interacting reference system,

is stated in Eq. (2.10).

Exs = Tyln] + / Ay (O)(E) + Eppartrecln] + Ers + Eyel] (2.10)



The kinetic energy T} presents the first term in this equation. The external potential
Vezt must be multiplied by the electron density and integrated over space to obtain
the corresponding potential energy arising from the interaction between nuclei and elec-
trons. It follows the Hartree energy Epuriee as functional of the density, as shown in
the definition in Eq. (2.9). The nuclei-nuclei interaction is represented by E;;, which
is within the Born-Oppenheimer approximation just a constant. The last term is the
so-called exchange-correlation energy F,., which also depends on the electron density.
The exchange-correlation energy is used to express all quantum mechanical effects which
are not included in the first three contributions. For example that would be exchange-
energies and correlation phenomena. Furthermore, the error occurring from the non-
interacting kinetic energy is also included here. Due to that, the main problem of this
concept becomes evidently, namely the functional E,.[n| is unknown. As a consequence
one has to approximate this contribution, whereby a great variety of different mod-
els is nowadays available. An overview of important exchange-correlation functionals
and their respective approximations is given in Ch. 2.1.3. The definitions and expres-
sions from above are now used to formulate a solvable problem, which is similar to the
time-independent Schrodinger equation. Therefore, the so-called Kohn-Sham differential
equation is stated in Eq. (2.11). The Kohn-Sham potential is shown in Eq. (2.12). The
potential is calculated by taking the first derivative of the energy Exg with respect to
the electron density.

(=57 Vies)) 006) = cnto) 2.11)

VKS(r> - ‘/e:ct(r> + VHartree(r) + V;cc(r) (212)

In summary, it can be said, that to solve the electronic structure of any system by
applying the KS-formalism one has to consider the following steps. First, an appropriate
basis set is required to construct the KS-orbitals. How this can be realized and what pos-
sibilities are available is shown in Chap. 2.1.4. After that, the differential KS-equations
have to be solved in a self-consistent way by minimizing the total energy Fxg.

2.1.3 Functionals

One of the main challenges in DFT is to approximate the exchange-correlation func-
tional in an appropriate way for a given system. For example, one can consider isolated
molecules on one side and periodic structures on the other side. It is obvious that the
electron density for both systems will be quite different. For the former, the density will
be localized whereby for the latter the density can be delocalized. Therefore, a common
approximation, which accurately works for both systems is hard to find. Nevertheless,
there are several approximations for the exchange-correlation energy which do their job
in a quite satisfying way. This chapter gives a short overview of the most common func-
tionals, starting with the local density approximation. It is followed by the generalized
gradient approximation and finally hybrid functionals are discussed. For further details
on functionals, the original works of their developers are recommended. The following



brief introduction into functionals is based on the book of Richard M. Martin [1], Elec-
tronic Structure. In general, the exchange-correlation part in the Kohn-Sham potential
can be stated as shown in Eq. (2.13). Le. it is the derivative of the exchange-correlation
energy F,. with respect to the electron density n(r). Note that the case of different spin
channels is not discussed in this overview due to the fact that it is not relevant for this
work.

Vz’t:(r) =

(2.13)

e Local density approximation (LDA): The LDA approximation is based on the idea,
that a delocalized density can be approximated by using a uniformly distributed
electron density. This is motivated by a material which has quite freely moving
electrons like a metal. Hence, the electron density of a homogenous electron gas
and its exchange-correlation energy €™ are used for approximating such systems.
In order to justify the application of this functional, the electron density of the
calculated system has to be delocalized. The definition of the exchange-correlation
energy for the Kohn-Sham formalism is stated in Eq. (2.14).

ELPAf) = / dPn(x)ehom (n(x)) (2.14)

e Generalized gradient approximation (GGA): For systems with electron densities
differing from an actual homogenous electron gas, other approximations have to
be made. An example of such a model is the so-called generalized gradient ap-
proximation (GGA). The basic idea is to extend the electron density, in contrast
to the LDA approximation, by also including the gradient of the density. Two
very common examples of GGA functionals are PW91 [6] and PBE [7]. Both were
invented by Perdew and his coworkers. The general expression for GGA exchange-
correlation energies is given in Eq. (2.15).

FGGAR,] = / () (n(r), | Vnl, .. (2.15)

xc

e Hybrid functionals: Another class of exchange-correlation approximations are so-
called hybrid functionals. Those are "mixtures" of GGA functionals with Hartree-
Fock exchange energy. In the present case, the advantage is the inclusion of non-
local exchange, which originates from Hartree-Fock. The disadvantage would be
the increase in computational effort since the Hartree-Fock exchange part has to
be solved at every iteration additionally to the other KS-parts. Nevertheless, those
functionals provide an accurate way to estimate the electronic structure of a wide
variety of different materials. The selection of different hybrid functionals is almost
infinite. An often used functional is the PBEO [7], in which the authors suggested
a combination of 1/4 Hartree-Fock exchange and 3/4 of PBE [8] exchange. The



correlation energy is entirely taken from the PBE functional. The corresponding
mathematical description is given in Eq. (2.16).

1 3
Exc =B+ 1B + EPP (2.16)

2.1.4 Atom-Centred Basis Functions

In Chap. 2.1.2, the Kohn-Sham formalism was discussed, which uses so-called single
electron functions {¢;} to solve the electronic part of the Schrédinger equation. The
{1;}’s are typically constructed as linear combinations of so-called basis functions. There
are two conceptually different types of such basis functions. One flavour of basis sets
builds at plane waves. Such basis sets are often found in periodic calculations but can also
be used in the cluster case. The second possibility is to use atom-centred (localized) basis
functions. In this work, the former case is not discussed because all further calculations
are performed with the latter approach. The following discussion is based on the work
of Blum et al. [9], which is also the groundwork of the DFT-package called FHI-aims.
This package was used throughout the entire thesis when systems had to be solved with
DFT. The single electron wave functions of the KS-formalism can be expressed by linear
combinations of localized basis functions. The corresponding expression is stated in
Eq. (2.17). Furthermore, one can derive the Schrédinger equation in matrix notation
by using these localized basis functions. The result is stated in Eq. (2.18), whereby the
matrix entries of Hamiltonian and overlap are given in Eq. (2.19) and (2.20).

(1) = Z cip;(r — ;) (2.17)

Z hijcjl =€ Z SijCjl (2-18)
by = [ (o = o~ x0) (2.19)

55 = / (e — 12) | (x — 13)) (2.20)

The further procedure is analogous to the above-mentioned general solution of the
KS-formalism. Therefore, the Schréodinger equation has to be solved in a self-consistent
way. It is obvious that at every iteration step, the matrix entries of the Hamiltonian have
to be integrated again. For larger systems, including a high number of basis functions,
this becomes computational very expensive. Nevertheless, the big advantage of such
localized basis functions is the opportunity to use the individual contributions of the
formalism for further calculations. This is also the basis for all cluster-based approaches
for obtaining electronic couplings as shown later in this work.



2.1.5 Periodic Systems

The present chapter provides a short introduction to the adaption of the DFT formalism
to periodic structures. As mentioned above, for the periodic case one can also consider
plane wave basis sets. Nevertheless, atom centred basis functions are used in this work.
The mathematical expressions of this chapter are taken from the work of Blum et al. [9].
The adaption affords a new basis, which can describe the translational properties of a
lattice structure. Following Bloch’s-theorem [10,11], explained in Ch. 3.4, one can use a
linear combination of atom-centred basis functions to create Bloch-type basis functions.
These new basis functions x;x(r) are given in Eq. (2.21), whereby the ¢;’s are the
atom-centred basis functions from the previous chapter. The translation operator T(N)
represents the shift to another unit cell according to the vector N. The exponential factor
is the corresponding phase factor for every unit cell. With the new basis, one can now
evaluate the Hamiltonian matrix analogous to the procedure for the non-periodic case.
The entries of the corresponding matrix are given by Eq. (2.22). The main difference
compared to the non-periodic case is the k-dependence of the Hamiltonian and the
phase factors. The former implies that the Schrodinger equation has to be solved at
different k-points with the requirement of convergence. Furthermore, for every k-point,
the corresponding Kohn-Sham orbitals can be estimated, which results in an electronic
band structure.

Xix(r) =D e Mg (r — Rag — T(N)) (2.21)
N
hij(K) = (Xiae(0) [P Xjac(r)) = > e TEOTTO (65, |6 1) (2.22)
M,N

)

2.2 Electronic Couplings

The present chapter gives a brief introduction into the definition and explanation of
electronic couplings. The field of application of such couplings will be explained in the
discussion of charge transport in the next chapter. As a first step, one can state the most
general definition of electronic coupling as shown in Eq. (2.23). The shape is in principle
of a quantum mechanical matrix element. The indices A, B represent the localization
site of single electron wave functions ;. Note that at this point of view, every kind of
wave function could be considered. However, this work deals with electronic couplings in
molecular crystals and clusters of molecules and therefore single electron wave functions
derived with DFT are used. Furthermore, the Hamiltonian has to be a single particle
operator, e.g the KS-Hamiltonian, to be consistent with the type of wave function. The
indices 7, 7 identify the wave functions with its corresponding energy states. For example,
in the picture of electronic states in a molecule, those indexes could refer to the HOMO
(highest occupied molecular orbital) or to the HOMO-1.

thp = (il —ra)|H[¢;(r —rp)) (2.23)




To summarize, electronic couplings are in general Hamiltonian matrix elements. The
wave functions can be of equal type and localized at the same site. The corresponding
values are called on-site couplings or on-site energies. If they are of different type or/and
localized at different sites one speaks of transfer integrals or electronic couplings. No-
tably, the t 4p’s represent values in units of energy. An alternative interpretation can be
stated from hopping transport as explained in the next chapter. Many models within
that regime of transport describe propagating charges by transfer rates. The electronic
coupling is found in those models by its squared value. That leads to an interpretation
of the coupling as the probability for charge to move from one site to another.

2.3 Charge Transport

A particularly relevant process for the applicability of materials in electronic devices
is charge transport. In general, charge transport is the capability of a material to
transport charge by applying an external electric field. The macroscopic observable is
the electrical conductivity ¢ which is the inverse of the resistivity. Another important
quantity is the electrical mobility u, which represents the ability of charges to move in
a material. Notably, the mobility is direct proportional to the conductivity. In order to
characterize materials by its electrical properties, the estimation of those parameters is of
great interest. The theoretical study of charge transport is tackled on a microscopic level
since fundamentally different materials, e.g. inorganic and organic structures, will show
deviating behaviour. In general, there are two limiting processes for charge transport,
namely band- and hopping transport. The main difference between those processes
is found in the localization of charge carriers. That means, if charge carriers are de-
localized, one speaks of band transport. On the other hand, if the carriers are localized
at lattice sites, the prevailing mechanism will be hopping transport. In this chapter, an
introduction into the main concepts of both mechanisms is provided. For further details
regarding charge transport in organic systems, the reviews of Coropceanu et al. [12] and
Oberhofer et al. [13] are recommended.

2.3.1 Band Transport

For many systems, especially inorganic materials, the prevailing microscopic mechanism
is band transport. Nevertheless, also for organic materials that process plays an impor-
tant role, particularly at low temperatures. For that purpose, this chapter provides an
introduction into the semi-classical description of band transport. The following section
is based on the book by R. Gross and A. Marx, Festkorperphysik [14]. In Ch. 2.1, the
time-independent Schrodinger equation for periodic systems has been discussed. The
solution to this equation is an electronic band structure E(k), which describes the en-
ergy of crystal electrons. However, the treatment of transport phenomena requires the
inclusion of the time-dependence of the Schrédinger equation. As a consequence, the
complexity of finding a solution heavily increases. Because of that, a semi-classical de-
scription of transport is used. For that purpose, external forces are treated classically,
whereas the electronic band structure is calculated quantum mechanically without time-



dependence. The idea of the semi-classical model is to construct wave packages W, (r,t)
for the electrons. Furthermore, those localized wave packages are linear superimposi-
tions of de-localized Bloch waves W, 1(r) in an interval of k + 4. The mathematical
expression for such a wave package is presented in Eq. (2.24). The index n refers to
the n'"-band of the electronic band structure E, (k). The function u(r) is part of the
Bloch wave, whereas a(k) represents a k-depended coefficient. The wave package has a
specified momentum and describes the movement of electrons in a particle model. Fur-
thermore, the propagation speed of the wave package is given by the group velocity as
stated in Eq. (2.25).

k4
o, t) = S alk)u(r)e (kr==5) (2.24)
108, (k
v, = 1 k) (2.25)

The equations of motions can be derived by using Newton’s second law. The first
equation is already given by the group velocity as shown in Eq. (2.25). The second
equation connects the external forces with the crystal momentum. The corresponding
equation is stated in Eq. (2.26). The external electric field is represented by E(r,t),
whereas a possible present magnetic field is given by B(r,t).

h% = —e[B(r,t) + va(k) x B(r,1)] (2.26)

The derivative of the group velocity v,(k) with respect to the time ¢ leads to an
acceleration as stated in Eq. (2.27). The last term in this equation can be replaced by
Eq. (2.26). That results in an expression for the acceleration of a particle analogously
to Newton’s second law. The corresponding equation is given in Eq. (2.28), where
the external force is represented by Fj. The proportionality between acceleration and
external force is given by the inverse effective mass tensor [(m*)~!(k)];;, as stated in
Eq. (2.29).

dop(k)  1d (OE,(k)\ 1= 0*E(k)dk;
e hdt( ok ) h; Ok;0k; dt (2.27)
dop(k) 1 = 8B (K)
at ﬁj_ Ok;0k; £ (2.28)
N1y — L Ea(k)

From that, one can see that the effective mass tensor represents an important ingredient
for the description of band transport. The effective mass depends on the curvature of
the electronic band structure £, (k). Therefore, a large dispersion of a band will lead
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to a small effective mass, which at the same time indicates a larger acceleration. An-
other important parameter is the probability of occupancy. For electrons, which are
fermions, the Fermi-Dirac statistic represents the distribution of occupied/unoccupied
energy states. That means, states according to the electronic band structure FE, (k)
are filled by electrons up to the Fermi-energy. The remaining energy states above the
Fermi-energy remain unoccupied. The knowledge about the occupancy is relevant, since
transport requires charge carriers as well as empty states in the same band. That re-
quirement allows that charge carriers can occupy empty states and are able to propagate
through the structure. Nevertheless, there is also a chance for transport in fully occupied
bands if excitations of electrons into other bands create empty states. The mathematical
expression of the Fermi-Dirac distribution is presented in Eq. (2.30). The temperature
is represented by 7', whereas p is the total chemical potential.

1

En(k)—p
e FsT +1

However, the semi-classical model from above does not include scattering processes
at this stage. That would lead to a constant velocity of the particles if an external
electric field is applied. Owing to that, scattering processes play a major role due
to the fact that the conductivity is limited by them. Notably, in an exact periodic
lattice, scattering does not occur. Nevertheless, in reality, structures include vacancies,
dislocations and impurities, which lead to scattering. Furthermore, vibrations of the
lattice, so-called phonons, scatter with electrons in the structure. Finally, there is also
scattering between electrons, which are not included in the one-particle model from
above. However, the former processes are the prevailing ones and therefore the latter are
often neglected. Notably, the description of scattering events is often pursued employing
perturbation theory. To summarize, band transport is a constant interplay between
acceleration of electrons induced by an external field and deceleration by scattering
events. A mathematical description of this process can be found in the Boltzmann
transport equation (BTE). In general, the BTE describes changes in the probability of
occupancy induced by an external field and scattering events. Therefore, the statistical
behaviour apart from the equilibrium is studied. The Boltzmann equation, which is a
differential equation of order 1, is presented in Eq. (2.31). It relates the time-dependence
of the distribution function f(r,k,¢) to the following three ingredients: The spatial
dependence of the distribution function f, which is included by calculating V,.f. The
corresponding expression is also called diffusion term, due to occupation gradients in
real space. The contributions from external fields, like an electric field E or a magnetic
field B, define the second term in Eq. (2.31). The transport limiting scattering events,
as described above, are expressed by the last term.

flE.(k), T] = (2.30)

Of (r,k,t)

ot

= VVof — S(E+v x B)Vyf + (M) (2.31)
h at scattering

The solution of the BTE is quite complex due to the scattering term within this equa-
tion. The scattering term transforms the differential equation into an integro-differential
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equation which requires sophisticated methods to solve it. These often build of density
matrices or Green’s functions. Their description, goes beyond the scope of this intro-
duction into band transport. To summarize, band transport can be treated by using a
semi-classical model. That leads to a description of propagating charges in a particle
picture, whereby scattering events have to be included with perturbation theory. Fur-
thermore, charge transport can be treated in a statistical way, which can be described
by the Boltzmann theory.

2.3.2 Hopping Transport

In comparison to band transport, hopping occurs if electrons are localized at individual
sites. These sites can comprise molecules, parts of molecules or even clusters of them.
Therefore, hopping describes the movement of electrons /holes by discrete jumps from one
site to another. In order to describe such processes, different models have been developed.
A rather old but very useful approach has been derived from the Marcus Theory [15,16],
which was originally developed to explain rates in electron-transfer reactions. The basic
concept of his theory is discussed in more detail in the next subchapter. Another model,
which includes also the influence of thermal fluctuations on charge transport, would
be the transient-localization model [17,18]. Those models are just two representatives
amongst many others, but most of them have in common that also in these methods the
electronic coupling (see Ch. 2.2) between sites plays a decisive rule.

2.3.2.1 Marcus Theory

In general, Marcus theory [15,16,19,20| deals with transfer rates for describing discrete
jumps of electrons in a chemical system. For this purpose, one can consider electrons
localized at an electron donor (initial state) and their respective possibility to jump from
there to an electron acceptor (final state). The originally developed model described so-
called outer electron transfers. Those are processes, which are characterized by charge
transfer between a donor and an acceptor, assuming only small structural changes. Fur-
thermore, the donor and acceptor are separated from each other. In contrast, inner
electron transfer occurs if there is a chemical bridge between donor and acceptor. In
fact, both flavours of transfer can be found in the basic equation of Marcus Theory [21]
as stated in Eq. (2.32).

2

kpr = — |tAB|2

(A + AG)?
5 —) (2.32)

(ArkpTNE ¥ ( HepTA

The calculation of the transfer rate kg requires three main parameters amongst other
physical constants and the temperature 7', which are described further below. To un-
derstand the functionality of this model, a schematic energy surface of an electron
transfer process is presented in Fig. 2.1. The solid lines represent adiabatic energy
surfaces, whereas the dashed lines are the corresponding diabatic ones. If the elec-
tronic coupling t4p5 is weak, the transfer process will be diabatic. On the other hand, a
stronger coupling implies that the transfer is adiabatic. The electronic coupling between
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Fig. 2.1: Marcus Theory: A schematic energy surface for electron transfer. The graph
shows the reorganization energy A, the change in Gibbs free energy AG° and
the electronic coupling t45. The initial state is presented on the left side,
whereas the final state is on the right side. The vertical axis represents the
energy. The horizontal axis is the reaction coordinate of electron transfer.

molecules/fragments is explained in Ch. 2.2. Furthermore, the initial state with charge
localized on the electron donor, is represented by the situation on the left side in Fig. 2.1.
If charge is transferred adiabatically to the electron acceptor, the system will stay on
the lower adiabatic curve. The final state, representing charge localized on the electron
acceptor, is found at the right valley of the potential energy surface. From that, one can
calculate the difference in free energy between the initial and final state. That change
in Gibbs free energy AG® is another important parameter for Marcus theory. Finally,
structural changes induced by the transfer process are included in the reorganization
energy A. This energy takes inner- and outer sphere transfer processes into account. In
general, it gives value to the energy needed to reorganize the structure by moving from
the initial to the final state. The sum of reorganization energy and the difference in
Gibbs free energy can be interpreted as the activation energy for the transfer process.

The relation between transfer rates and hopping mobilities is given by a direct pro-
portionality u o< kgp. For further details on this topic, the work of Oberhofer and
Blumberger [22]| is recommended. A detailed description of Marcus theory and other
hopping models can be found in Atkins’ book of Physical Chemistry [23].
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3 Calculating the Electronic Coupling: Established
Techniques and New Approaches

The present chapter constitutes the main part of this thesis. It includes the descrip-
tion, theory, and implementation of different approaches to estimate electronic cou-
plings. First of all, one can distinguish between cluster-based methodologies and ap-
proaches based on periodic calculations. For the former, there is a selection of estab-
lished methods. They include the Electronic Splitting in Dimers [24] (ESD) method,
Block Diagonalization [25,26|, Generalized Mulliken-Hush theory [27-29], the Fragment
Orbital [30] (FO-DFT) approach and Constrained Density Functional Theory [31, 32]
(CDFT), amongst others. In this work, the Electronic Splitting in Dimers method and
the Fragment Orbital approach will be discussed. For the latter, which represents a more
sophisticated method, an implementation as a post-processing tool is realized. Further-
more, different considerations lead to the development of a new methodology, called
Block Decomposition. The corresponding theory and implementation of this approach
is also part of this chapter. The above-mentioned methods are based on extracting
electronic couplings from cluster calculations. For the sake of including the chemical en-
vironment of periodic structures, an alternative approach is found in tight-binding fits.
The idea and theory behind that method constitutes the fourth part of this chapter.

3.1 Electronic Splitting in Dimers

The Electronic Splitting in Dimers [24, 33, 34| (ESD) method is one of the simplest
approaches to estimate electronic couplings. The system considered in this approach is
a dimer. Furthermore, that dimer is assumed to be symmetric and it can be divided
into two identical fragments A and B. An illustrative picture of such a system is shown
in Fig. 3.1. As a next step, the concept behind this approach is discussed: The aim
is to calculate the electronic coupling between the two fragments building the dimer.
For example, one can consider charge g localized at fragment A, which represents the
initial state A9B. Then, there is a probability for this charge to move to the second
fragment B by some kind of transport process. The configuration with charge localized
at fragment B constitutes the final state AB9. The corresponding probability for such
a process can be found in the electronic coupling between the two fragments.

For a further investigation and derivation of the splitting method, a short discussion
of adiabatic- and diabatic states is necessary. The dimer system from above also here
serves as an object of interest. First of all, the diabatic basis will be discussed. Therefore,
one can derive a potential energy surface for both molecules. In the present case, just
one state (E4, Ep) for each fragment is considered. For example, the HOMO states
of the individual molecules. These states are treated in the so-called diabatic basis.
The illustration in Fig. 3.2 shows those separated energy surfaces as dotted lines. The
electron transfer coordinate represents the nuclear coordinate of the system. Both lines
indicate a crossing, which implies a vanishing coupling in the corresponding Hamiltonian
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Charge q

Fragment Fragment
A B

Fig. 3.1: Schematic illustration of charge transport in a dimer. First, charge is localized
at fragment A, which represents the initial state. After transfer through the
spatial splitting, charge is localized at fragment B, presenting the final state.

matrix for the diabatic basis as stated in Eq. (3.1).

Ey 0
1
( 0 EB> (3.1)
The diabatic system describes two individual molecules, whereby the coupling between
the representative states is zero. However, for characterizing the combined system, the
interaction between those states is relevant. An illustrative way to add the interaction

would be to treat it like a perturbation of the separated system. Therefore, a new
quantity tap, representing the interaction/coupling, is added to the Hamiltonian (see

Eq. (3.2)).
(v 5) (o %)~ (G ) o

The new Hamiltonian matrix, including the interaction, can be solved. This results in
two eigenstates Iy _. Solving the obtained eigenvalue problem, i.e. diagonalizing the
matrix, corresponds to a transformation into an adiabatic basis. The new states are given
by the solid lines in Fig. 3.2. It appears that the two states avoid a crossing, whereby
they split by a certain amount of energy. Furthermore, one can take the difference
between the adiabatic states, which is shown in Eq. (3.4). That means the splitting
AFE, _ is given by the difference of the energies F4,Fp and the coupling ¢45.

(EA tAB)_>E _ Ea+Ep
=4 B

1
+ -V (Fa— Ep)? — (2tap)? 3.3
A ) B = P S B - B - Chan)? (33)

AE, =FE, —E_ =\/(Ex— Ep)?— (tap)? (3.4)
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Energy

Electron transfer coordinate

Fig. 3.2: Schematic potential energy surface of the symmetric ethylene dimer. The
dotted lines represent diabatic states of the single molecules. The solid lines
represent the corresponding adiabatic states of the dimer. Furthermore, the
initial state considering charge on fragment A is indicated by AYB, whereas
the final state is given by AB?. The transition state is given by the crossing
of the diabatic lines. At this point, the adiabatic states split by two times the
electronic coupling tap.

The diabatic quantities F/4 p represent so-called on-site energies. They correspond to
the energy of localized electrons on the molecules. The assumption from the beginning,
namely the symmetry of the dimer, becomes relevant now. Due to the fact that both
molecules experience the same symmetric environment, the on-site energies are equal.
That results in a simple relation between coupling and adiabatic energies expressed by
Eq. (3.5). From that, one can derive the Electronic Splitting in Dimers method. The idea
is to use the energy splitting at the transition point (see Fig. 3.2), i.e. the point where
the diabatic states cross. That means, at the transition point the splitting is assumed to
be two times the electronic coupling ¢ ,g. This assumption is just valid if the geometries
at the transition point are used to calculate the adiabatic energies £/, and F_. However,
it turned out that the adiabatic energies obtained by using a neutral dimer are a good
approximation [12|. Therefore, the electronic coupling 45 of symmetric dimers can be
estimated by taking half of the difference AE, _ of adiabatic energies.

E,—-FE_ AE,
2 2

For a real application of the ESD method, one can rewrite Eq. (3.5) by identifying A and

B with actual orbital energies of the dimer. For example, the estimation of hole/electron

couplings employs the following procedure. The electronic coupling, describing the elec-
tron case, is calculated by assuming F, and E_ are the LUMO/LUMO-1 energies. For

tap = (3.5)
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hole couplings, one would have to use the HOMO and HOMO-1 energies of the corre-
sponding DFT-calculation on the dimer. The final result for the ESD-method is then
given in Eq. (3.6).

Epoteletectron] — Ernomo-1rumo) ;EHOMO[LUMO—H] (3.6)
To summarize, the Electronic Splitting in Dimers method is a fast approach, but with
the requirement of symmetry. If the precondition of symmetry is not given, the on-site
energies are no longer equal and then Eq. (3.6) cannot be used to estimate the coupling.
The symmetry of systems indicates a big issue regarding the estimation of electronic
couplings. For that purpose, the next chapter discusses the effects of polarization. i.e.
symmetry breaking on dimers.

3.1.1 Polarization effects

Previous work on polarization effects regarding electronic couplings and other quantities
of cluster systems was undertaken by Valeev et al. [35]. The research on this topic
highlighted the importance of on-site energies which should be included by estimating
couplings. The most relevant result that sums up the main issues with symmetry, on-
site energies, and couplings is illustrated in Fig. 3.3. The underlying system of the
discussion is an ethylene dimer. The first case, given on the left side of the illustration,
shows a face-to-face configuration. Therefore, the system is symmetric and the on-
site energies are equal. That means the electronic coupling t45 can be calculated by
taking the half of the splitting AF, _. The latter is defined by the difference in orbital
energies, as discussed in the previous chapter. The second case, stated at the right side
shows a face-to-edge configuration, in which the system has not inversion symmetry.
The rotation of one molecule relative to the second one needs a detailed description of
the influenced quantities. The electronic splitting AE, _ remains almost constant for
the different configurations. The electronic coupling t4p starts equal to the splitting,
whereas by entering the non-symmetric face-to-edge configuration it vanishes. That
indicates that the energy splitting does not entirely arise from the electronic coupling
at non-symmetric configurations. Furthermore, the explanation of this can be found
in Eq. (3.4), which shows the mathematical relation between splitting AF, _, on-site
energies /4 p and electronic coupling t45. The on-site energies describe the energy
originating from localized electrons on the single molecules. In the symmetric case, as
already mentioned in the previous chapter, the on-site terms are equal. The rotation of
one molecule causes polarization of the system and induces a shift in on-site energies.
Therefore, the corresponding energy splitting at the face-to-edge configuration is entirely
caused by the difference in the on-site energies associated with the two molecules forming
the dimer. It is not caused by the electronic coupling. At intermediate configurations
the mathematical relation, presented in Eq. (3.4), gives the contributions to the energy
splitting. At this point, the collapse of the ESD method becomes obvious. That means by
inconsiderably taking half of the splitting at every configuration, one would overestimate
the electronic coupling. In the next chapters, two different methodologies are discussed,
which allow the estimation of electronic couplings in non-symmetric cluster systems.
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Fig. 3.3: Polarization effects due to symmetry breaking by the rotation of one ethylene
molecule relative to the other. The left side shows the face-to-face configura-
tion, whereas the right side illustrates the non-symmetric face-to-edge system.
The green line represents the energy splitting AF, . The blue line shows the
difference in on-site energies and the red line the electronic coupling t4p.
Adapted with permission from Valeev et al. [35]. Copyright (2019) American
Chemical Society.
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3.2 Fragment Orbital

The Fragment Orbital [36] approach, based on density functional theory, is one of the
most commonly used methodologies for estimating electronic couplings. That approach
includes also the estimation of couplings at non-symmetric configurations by taking the
shift in on-site energies into account. In the next subchapter, the theory of Fragment
Orbital DFT based on recent research [35] is discussed. To date, a certain number of
implementations of this approach are available. However, an own implementation was
customized for experimenting with different ideas and as foundation for developing a
new theory.

3.2.1 Theory

The Fragment Orbital approach is based on the idea of using molecular orbitals of the
single fragments to describe the final dimer system. That means, one orbital from each
fragment contributes to the description of the combined system. The purpose is not to
calculate the corresponding solution of this theoretical two state system but to extract
the coupling between the states of the combined system. For example, the HOMOs of the
isolated fragments can be used to calculate the coupling between HOMO and HOMO-1
of the combined system. That corresponds to the estimation of effective hole couplings.
For the calculation of electron couplings, the LUMOs of the isolated fragments have to
be used. Therefore, the starting point is a dimer, whereby it can consist of two equal or
different molecules. The main advantage of this approach is, that it is not restricted to
systems with inversion centres. For further progress, the dimer system is decomposed
into its fragments, namely molecule A and B. As a first step, the electronic structure of
both fragments has to be evaluated separately. This means that the time-independent
Schrodinger equation has to be solved. This is realized here by using density functional
theory (DFT) with an atom-centred basis. As a result, one gets eigenstates, eigenvalues,
matrices and many more quantities. The eigenstates represent single electron wave
functions as already discussed in Ch. 2.1. Therefore, for both molecules, a set of single
electron wave functions is available. For fragment A, those functions are represented by
the set {1;(r — R4)}. For fragment B, the set is given by the functions {¢;(r — Rp)}.
For the theoretical two state system, the single electron wave functions from above are
used to construct a matrix equation (Eq. (3.7)) for the combined (dimer) system. The
corresponding matrices are given in Eq. (3.8). The entries of the Hamiltonian- and
overlap matrix are derived by using all combinations of the two states as presented in
Eq. (3.9), (3.10) and (3.11). The nature of Hamiltonian will be discussed in the next
section. Nevertheless, the on-site energies are given by e; and the electronic couplings
are expressed by ¢;;. The issue at this point is the non-orthogonality of the two different
sets of single electron wave functions{;(r — Ra)}, {¢:(r — Rp)}.

HC - ESC =0 (3.7)

€A tAB 1 SAB
H— S — 3.8
(tAB 63) ’ (SAB 1 > (3:8)
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e; = (Yi(r — R)|H|ii(r — Ry)); i € {A, B} (3.9)

= (i(r = R)|H|;(r = Ry)); i,j € {A, B} (3.10)

Sij = (Wi(r = Ri)|v(r — Ry)) 5 4,5 € {A, B} (3.11)

For a physically appropriate description of the combined system, a transformation to an
orthogonal basis is essential. For that purpose, a Lowdin symmetry transformation is
used. For a detailed explanation and the application of this procedure, the original work
of P. Léwdin [37] is recommended. The basic idea of the orthogonalization is a linear
transformation of the eigenvectors C’' = S_%C, whereby S is the overlap matrix and C

the coefficient matrix. As a result the generalized eigenvalue problem from Eq. (3.7) is
transformed into a normal eigendecomposition (see Eq. (3.12)).

HC' = EC (3.12)
eff eff
e e t4
Hef = (tg;f eeff) (3.13)
B
1(€A+63)—2tABSAB:i:(6A—GB) 1—52
eff — = AB 3.14
€A,B 2 1_5313 ( )
tag — teqs +ep)S
t4 = 264 5 5)3a (3.15)

The entries of the new Hamiltonian matrix H¢// are given in Eq. (3.14) and (3.15).
That includes the electronic coupling teAfg and the on-site energies ei{ é, which are now
in an orthogonal basis. The expression given by Eq. (3.15) presents also the result of
the Fragment Orbital approach, namely the estimation of the effective coupling t;fg .
Furthermore, one can solve the matrix equation to obtain the corresponding energies

€12. The expression for those eigenvalues are given in Eq. (3.16).

L
€p= A T +€ \/ ST — el 2 — (2th)? (3.16)

The solution of the Hamiltonian matrix includes two eigenstates, a bonding and an anti-
bonding one. An illustration of corresponding orbitals, which illustrate the Fragment
Orbital method in an schematic way, can be found in Fig. 3.4. Notably, the derived
eigenvalues €; 2 should be similar to the orbital energies, e.g. HOMO and HOMO-1
energies, obtained by the DFT-calculation of the combined system. To summarize the
Fragment Orbital approach, the isolated fragments have to be calculated first. Taking
two of the derived single electron wave functions, e.g. the HOMOs, of each molecule
allow to describe the combined system in a two state system. The solution of this system
gives the HOMO and HOMO-1 of the dimer system and the electronic coupling between
those states is extracted.
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Fig. 3.4: The Fragment Orbital method explained by a schematic representation. First,
the single electron wave functions are used as a new basis, i.e. one orbital
for each molecule. Those orbitals are localized at their respective molecules.
Solving the corresponding eigenvalue problem results in two states, describing
the electronic structure of the dimer. The energetic higher lying anti-bonding

state and the energetic more favourable bonding state.
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3.2.2 Implementation

In this section, the implementation of the Fragment Orbital approach is discussed. First
of all, a suitable DFT-package to solve the Schrédinger equation is required. Owing to
the fact that the Fragment Orbital method involves the calculation of cluster structures,
the focus lies on codes which are based on atom-centred basis functions. Therefore
the FHI-aims [9] package was chosen since this code fulfils all requirements for the
implementation. The present implementation is realized as a post-processing tool. As a
first step of the implementation, one has to identify which quantities are of interest to
realize the Fragment Orbital method. The most important ingredients are the fragment
orbitals, i.e. single electron wave functions of the individual DFT-calculations. Those
are determined by vectors c, which are the LCAO-coefficients for the atom-centred
basis functions. For the sake of consistency within this chapter, molecular orbitals are
synonymous to single electron wave functions. The latter are given in Eq. (3.17), whereby
the coefficients c¢;; correspond to the ["-eigenvector of the time-independent Schrédinger
equation. The ¢;’s are the atom-centred basis functions. The sum over ¢ runs over the
included basis functions N. Other important quantities are the Hamiltonian- and the
overlap matrix in the atom-centred basis, which are needed for different purposes. Both
of them are directly accessible in the FHI-aims package. Therefore, one gets all these
quantities for fragment A, fragment B and for the combined (dimer) system as listed in
Tab. 3.1.

Tab. 3.1: List of quantities derived from DFT-calculations of fragments and combined
system. Dimension... represents the number of used basis functions for the
corresponding calculation.

‘ Quantity ‘ Fragment A ‘ Fragment B ‘ Combined System ‘
| Dimension | N | M | N+ M |
‘ Hamiltonian matrix ‘ Hy ‘ Hpg ‘ He ‘
‘ Overlap matrix ‘ Sa ‘ Sg ‘ Sc ‘
‘ Eigenvalues ‘ €4 ‘ €B ‘ €c ‘
‘ Eigenvectors ‘ e ‘ cB ‘ e ‘

As a next step, all quantities derived in the theory part have to be evaluated. The first
ones are the on-site energies e4 g and the coupling ¢4p in the non-orthogonal basis. For
that purpose, one starts with plugging the definition of single electron wave functions
(see Eq. (3.17)) of the isolated molecules (A,B) into the mathematical expression for the
electronic coupling (Eq. (3.18)). That equation can be rearranged into Eq. (3.19).

N
) = 3o = 317
=1
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tap = <¢f|ﬁks‘¢ﬁ> = <ZCfn 24(7“—7“1') ilks
i=1

Z cfm f(r — rj)> (3.18)

J=1

tap = Z Z(Cfn)TCfm (G2 (r = 13)| hass| 2 (r = 77)) (3.19)
hi; = <¢7;A(7“ - Ti)‘hkswf(?“ —75)) (3.20)

From that, one can see that the matrix entries h;; are given by atom-centred basis
functions ¢;(r). The corresponding mathematical expression of those values is stated
in Eq. (3.20). The single particle operator his is the KS-Hamiltonian of the combined
system. However, the sum over ¢ and j in Eq. (3.19) includes basis functions localized
at fragment A interacting with functions localized at fragment B. Those values are not
included in the isolated fragment calculations. An approximation for the h;; values can
be found in the combined system solution. The Hamiltonian matrix of the combined
system contains all possible combinations of basis functions (see Eq. (3.20)), i.e. also
between basis functions of fragment A and B. Nevertheless, the electronic coupling t 45
has to be evaluated in the non-orthogonal basis. Therefore, the single electron wave
functions of the isolated fragments are used in combination with the matrix elements
hi; of the combined system solution. The mathematical expression for the electronic
coupling can be simplified by using matrix notation. That is possible due to the fact
that the Hamiltonian matrix of the combined system H¢ can be decomposed into blocks.
A detailed description about how this works can be found in Ch. 3.3. The result is a
matrix consisting of four blocks as shown in Eq (3.21). The first block H,, includes all
matrix entries h;; of basis functions localized at fragment A, i.e. interactions just on
A. Analogously is the case for fragment B, where Hg can be identified with the corre-
sponding values. The remaining two blocks H,s and Hpg, contain the matrix elements
between the two fragments. The electronic coupling t4p in the non-orthogonal basis is
now expressed by using the H,z block. The coefficient vectors ¢4B of the isolated frag-
ments are multiplied from left and right to the block matrix which results in Eq. (3.22).
The index n represents the corresponding state, e.g. for the hole coupling the HOMOs
of the fragments. Note that the overlap S,p is calculated analogous to the electronic
coupling.

H, | H
He = « “5) 3.21
© (Hﬂa Hp (3:21)
tap = () HypcB (3.22)

For the on-site energies, one can derive the mathematical expression given in Eq. (3.23).
The procedure for deriving this equation is analogous to the above-discussed electronic
coupling. However, for the case of on-site energies, the single electron wave functions

IA7B are localized at the same site, either fragment A or B. Notably, the matrix entries
hi; including the atom-centred basis functions (b?’B are equally defined as shown for the
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electronic coupling (see Eq. (3.20)). Those values are of great interest for the estimation
of on-site energies. In principle, the h;; values can be obtained by the isolated fragment
calculations. However, if those values are used for the estimation of on-site energies,
polarization effects will not be included. Therefore, the combined system solution can
be used to include those effects. That means, the block matrices H, and Hg of the
combined Hamiltonian matrix H¢ are used to approximate the on-site energies in the
non-orthogonal basis. For example, the block matrix H, includes the values h;; of basis
functions localized at fragment A, which are influenced by the presence of fragment B. As
a result, the on-site energies of the fragments are calculated by using the coefficient vec-
tors ¢2B of single electron wave functions of the isolated calculations and the h;; values
of the combined system. The final expression for on-site energies in the non-orthogonal
basis is shown in Eq. (3.24).

N N
ean = Z Z(C%B)Tcﬁf <¢Z~A’B(T —7i)| s

i=1 j=1

6B (r — rj)> (3.23)

€AB = (CQ’B)THaﬁCﬁl’B (324)

Finally, all necessary inputs for the Fragment Orbital approach are calculated. The
last step is to use the Egs. (3.14) and (3.15) to perform the Lowdin symmetry transfor-
mation. As a result, the effective on-site energies ei{ f; and the electronic coupling tifg
are estimated.
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3.3 Block Decomposition

In the present chapter, the development of a new approach called Block Decomposition
(BD) is discussed. First of all, this methodology belongs to the category of cluster-
based approaches. That means, the electronic coupling between fragments in a cluster is
calculated. As a representative example for such a system, an ethylene dimer is chosen.
The structure of the dimer is presented in Fig. 3.5. It can be divided into two fragments
A, B. The development of Block Decomposition is inspired by the Fragment Orbital
approach and the Block Diagonalization [25] method. The latter allows to calculate
electronic couplings without the individual fragment calculations. A short explanation
of this methods follows next. First of all, the combined system (dimer) is solved with
DFT. As a result, the Hamiltonian matrix is accessible. This matrix is decomposed
into blocks, whereby the blocks are identified by their corresponding fragments. Then
the blocks are diagonalized individually, which results in a set of eigenvectors for each
block. Those eigenvectors have to be transformed into a common basis of the individual
eigenvectors. Finally, the electronic coupling between the fragments can be extracted.
However, the transformation into a common basis is not unique. That means, there is
a degree of freedom for determining the electronic coupling. At this stage, the idea to
search for an alternative way to extract the electronic coupling arose. As a first step,
different functional requirements to the new approach were considered, which are listed
below.

e The methodology should use results from density functional theory (DFT) to es-
timate the electronic coupling as a post-processing step.

e The estimation of the electronic coupling should be possible without the calculation
of the individual fragments.

e Their should be no restrictions regarding the structure of the cluster, particularly
that the system can have arbitrary symmetry.

e The accuracy of the estimation should match up with the Fragment Orbital and
other cluster-based approaches.

Taking all of those points into account, a theoretical concept is developed. The starting
point is the block decomposition similar to the Block Diagonalization method, which
explains the choice of the new approach’s name. From that, different theoretical steps are
undertaken to find an alternative way for estimating the electronic coupling. The theory
is explained in the next chapter, while the implementation can be found in Ch. 3.3.2.
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Fig. 3.5: Cluster (dimer) system consisting of two ethylene molecules A and B, repre-
senting the fragments. The basis functions localized on fragment A are indi-
cated by ¢#. For localization on fragment B, the functions gbf are present.
Ha ,Hg and Hap are representing block matrices of the entire Hamiltonian
matrix in the atom-centred basis.

3.3.1 Theory

This section deals with the theoretical concept of the Block Decomposition (BD) method.
Due to the complexity of the following mathematical derivation, an overview of the
main concept is presented first. In this outline, one can see that the concept can be
divided into six parts. All of those parts are explained in detail in the corresponding
sub-chapters further below. The fundamental basis of the BD approach is the DFT-
calculation (see Ch. 3.3.1.1) of the combined system. As a result of this calculation, the
Hamiltonian- and overlap matrix are obtained. Those matrices are then decomposed
into blocks (see Ch. 3.3.1.2). The decomposition allows to identify matrix entries of the
Hamiltonian /overlap matrix with the individual fragments of the cluster. Furthermore,
the matrices in block shape are used to rewrite the Schrédinger equation. This equation
is evaluated for two eigenvectors/eigenvalues of the DFT-calculation (see Ch. 3.3.1.3).
That results in different scalar values, which again can be identified with the indi-
vidual fragments of the cluster. So far, the formalism includes a separation of the
Schrodinger equation, which is indeed just an alternative representation of this equa-
tion. Nevertheless, the scalar values are used to construct a theoretical two-state system
(see Ch. 3.3.1.4). That means, one equation for each eigenvector from above is defined.
The theoretical construct is still correct and describes the relation between all energy
parts. As a next step, both equations are combined by summing them. That results in
the final theoretical two-state system. This construction is used to estimate the on-site
energies (see Ch. 3.3.1.5) of the individual fragments. The obtained on-site energies are
used to calculate the electronic coupling between the fragments (see Ch. 3.3.1.6), i.e.
the electronic coupling between two orbitals of the combined system is calculated. The
estimation is based on the energy splitting between those two orbitals. For example, the
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estimation of hole couplings is referred to the coupling between HOMO and HOMO-1
of the combined system.

3.3.1.1 DFT-Calculation of the Combined System

The first step is the DFT-calculation of the cluster system. That means, for example,
the above-mentioned ethylene dimer is solved by DFT using an atom-centred basis.
In general, by performing that calculation, the time-independent Schrédinger equation,
stated in Eq. 3.25, is solved. As a result, one is able to access all quantities of this
equation. That includes the Hamiltonian matrix H, the overlap matrix S, eigenvalues
€, and the eigenvector matrix C. The entries H;; of the Hamiltonian matrix are given
by all possible combinations of basis functions as stated in Eq. (3.26), whereby iLKS
represents the KS-Hamiltonian of the dimer. Analogously, the entries of the overlap
matrix are given by Eq. (3.27). In both equations, the atom-centred basis functions
are represented by ¢;(r). Furthermore, the dimension of both matrices is given by
the number of used basis functions. From that, one can see that the solution of the
time-independent Schrodinger equation includes the same number of eigenvalues and
eigenvectors as basis functions used.

HC — ¢SC (3.25)
Hyj = (¢s(r)|hics|é;(r)) (3.26)
Sij = (#i(r)|¢;(r)) (3.27)

3.3.1.2 Decomposition of the Hamiltonian Matrix

In the present section, the decomposition of the Hamiltonian- and overlap matrix into
blocks is discussed. First of all, the structure of those matrices has to be investigated. As
discussed in the previous chapter, the dimension of the Hamiltonian matrix is given by
the number of used basis functions. A certain number N of basis functions is localized
at fragment A, whereas another number M of functions is localized at fragment B. From
that, it is possible to sort the matrix entries in the Hamiltonian- and overlap matrix
according to the following considerations. For a better understanding, an illustrative
example of such a matrix is provided in Eq. (3.28). In that example, the same number
n of basis functions is used for each fragment. The matrix entries with indices from
11 up to mn, correspond to fragment A. Those entries represent the first block in the
Hamiltonian matrix, which is expressed by Ha. Consequently, the entries with an index
from (n + 1)(n + 1) up to (2n)(2n) can be identified with basis functions localized at
fragment B. That corresponds to the second block and is represented by Hg. The
remaining entries in the Hamiltonian matrix include matrix elements H;; with one basis
function from each of the fragments. Therefore, the right upper block is represented by
H g, whereas the left block on the bottom is expressed by Hga. Notably, those blocks
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are Hermitian Hag = Hpa'. A schematic representation of the localization of basis
function, on the sample of an ethylene dimer, is provided in Fig. 3.5.

Hy ... Hy, Hinyry o Hign
.. H
(nt1)1 m+Dn Hotymen - Hwgyen
Henyn o Hewm) Hewme) - Henyen

Furthermore, also the overlap matrix is decomposed by following the same procedure
as above. As a result, one is able to rewrite the Schrédinger equation by using the
block notation as stated in Eq. (3.29). In this equation, the eigenvectors are defined as
shown in Eq. (3.30). That means, the first n entries of the eigenvector correspond to
fragment A, whereas the remaining values are connected to fragment B. The index [ of
the eigenvector refers to the corresponding energy state (eigenvalue).

Hy | Has Call _ . SA | SaB Ca,l (3.29)
Hga | Hp CB, "\Sga | SB CBy '

C1,1

Cnl | _, (Cj"l) (3.30)

Cn+1,1

Con,l

As a next step, the block decomposition is used to separate the Hamiltonian- and
overlap matrix. That means, the matrices are expressed by sums of their correspond-
ing blocks. The mathematical expression for the Hamiltonian matrix is presented in
Eq. 3.31, whereas the overlap matrix can be found in Eq. (3.32). Those expressions are
plugged into the Schrédinger equation (see Eq. (3.25)), which results in an alternative
representation of this equation as stated in Eq. (3.33).

(B0 G- i) o
G5 B () e

) (e 67)] () -
10)- (1) - (9] () o
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Furthermore, the alternative representation of the time-independent Schrédinger equa-
tion, as stated in Eq. (3.33), was multiplied from the left with the eigenvector present on
the right side of this equation. From that, six different scalar values can be calculated.
Three of them are derived by evaluating the left side of Eq. (3.33), which are presented
in Eq. (3.34),(3.35) and (3.36).

o " Hy |0\ /¢
Exg = (Cag, Cry) ( OA 0) ( A’l) (3.34)

CB,l

- R 0| O C
Epy = (Cas, @py) <0 HB) <ggi) (3.35)

o o 0 H C
Eap) = (CA,Z, CB,Z) (HBA 0AB> (52’9 (3.36)

The overlap values S, Sp,, Sap,; are obtained by evaluating the right term in Eq. (3.33),
whereby the corresponding mathematical definitions are analogous to the Egs. (3.34),(3.35)
and (3.36). The relation between the six scalar values is given by the Schrodinger
equation, as stated in Eq. (3.37). That corresponds still to the solution of the DFT-
calculation, with eigenvalues of ¢;. Notably, due to the orthogonality and the normaliza-
tion of the eigenvectors, the sum of overlaps (Sa; + Sp; + Sap;) in Eq. (3.37) is equal
to one. The physically meaning of those scalar values will be discussed in Ch. 3.3.1.5.

Exy+ Epi+ Eapy = e(Say + Spi+ Say) (3.37)

3.3.1.3 Reduction of the System Size

In the previous chapter, a formalism to decompose the Hamiltonian- and overlap matrix
was derived. Furthermore, it has been shown that it is possible to calculate different
scalar values (E 4, S4,...) by evaluating the alternative representation (see Eq. (3.33)) of
the Schrédinger equation for a specific eigenvector. In consideration of the circumstance,
that the estimation of electronic couplings is based on calculating the electronic coupling
between two orbitals, a reduction of the system size is presented in this chapter. That
means, the coupling between HOMO and HOMO-1 of the combined system is used
to calculate the electronic coupling for holes. For the case of electrons, the LUMO
and LUMO+1 are relevant. In the further course of this chapter, the case of hole
couplings will be discussed. Therefore, the formalism of the previous chapter is used to
evaluate the rewritten Schrédinger equation (see Eq. (3.37)) for the HOMO and HOMO-1
eigenvectors of the combined system. That results in 12 different scalar values, which are
listed in Tab. 3.2. The corresponding mathematical expressions are given in Eq. (3.38)
and (3.39).

Ean+ Epn+ Eapn = eu(Sam + Spg + Sap,u) (3.38)
Esna+Epn+ Eapn-1=en—1(San—1+Spu_1+Sapn-1) (3.39)
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To summarize, the system size is reduced by taking just two eigenvectors of the com-
bined system. The obtained scalar values are the basis for the upcoming definition of a
theoretical two-state system as presented in the next chapter.

Tab. 3.2: List of calculated values by using the Block Decomposition formalism. The
two different orbitals are given by the HOMO and HOMO-1 of the combined
system solution. Fy; represents energy parts of fragment X in the I*" eigen-
state. Analogous the overlaps Sx ;. The relation between those values is given
in Eq. (3.37)

‘ ‘ Eas ‘ Eg, ‘ EaB} ‘ Say ‘ SB.1 ‘ SaB) ‘
| HOMO | Ean | Esu | Eapu | Sam | Seu | Sapn |

| HOMO-1 | Exp—1 | Ep-1 | Eapu—1 | Sam—1 | Spu-1 | Sapu-1 |

3.3.1.4 Theoretical Two-State System

In the present chapter, a theoretical two-state system is constructed. That system is
later used to obtain the on-site energies of the fragments in the combined system. The
idea is to reproduce Eq. (3.38) and Eq. (3.39) by suitable matrix representations. For
that purpose, one can define two matrix equations of the dimension 2 x 2 as stated in
Eq. (3.40) and (3.41) by introducing (1, 1) vectors.

B,y EapH (1) San Sap.H (1)
1, 1 , 2 — ey (1, 1 ! 2 3.40
( ) (EAf,H EB,H 1 H ( ) SAQB,H SB,H 1 ( )

Jop Eap,u-1 <1> Sum1 SaB,H-1 (1)
1, 1 ’ 2 =eg_1 (1, 1 ’ 2 3.41
( ) (EABz,H—l EB,Hfl 1 1 ( ) SABéH—l SB,Hfl 1 ( )

As a next step, both matrix equations (Egs. (3.40),(3.41)) are summed, which results
in Eq. (3.42). In that equation, the matrix Hy + Hy is defined as stated in Eq. (3.43).
Furthermore, the corresponding overlap matrices Sq o are presented in Eq. (3.44). The
vector c is defined by (1,1)7. That represents also the final result for the theoretical two-
state system. Important is the fact, that ey 1 are indeed the HOMO and HOMO-1
energies of the DFT-calculation. However, this system has no further physically meaning
at this stage.

CT(Hl -+ Hg)C = CT<€H81 -+ EHflsz)C (342)
Eam+ Eam Eap.H + Eap -1

H, + Hy; = ' ’ 2 2 3.43

1 2 (EA2B,H + EABéH_l EB7H + EB7H_1 ( )
IS SAB,H IS B SaB,H-1

S, = Sﬁéi 2 .Sy = S;‘éij 2 (3.44)
=3 SpH === Spu-1
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3.3.1.5 Estimation of On-Site Energies

The first part of this chapter discusses the solution of a general eigenvalue problem.
In general, the problem can be defined as stated in Eq. (3.45), whereby E represents
the identity matrix. For the discussion, an eigenvalue problem of the dimension 2 x 2,
which is presented in Eq. (3.46), is investigated. The entries of the matrices are given
by arbitrary on-site energies and an electronic coupling £ 4.

Ac = ¢Ec (3.45)

(te;l tef) <2) - ((1) ?) (2) (3.46)

The solution of the eigenvalue problem is found by diagonalizing the matrix A, i.e.
the left matrix in Eq. (3.46). That results in two eigenvalues as stated in Eq. (3.47).

€1 + es
2

Furthermore, one is able to calculate the difference of the eigenvalues, which is shown
in Eq. (3.48).

1
€12 = + 5\/(61 — 62)2 + (2t12)2 (347)

AE;3 =€ — € = \/(61 —e3)? + (2t12)? (3.48)

At this point, the results of the previous chapters get relevant. First of all, the eigen-
values € 5 are assumed to be the HOMO and HOMO-1 energies of the DFT-calculation,
ie. ¢, = ey and €5 = ey_1. Hence, the splitting AF5 can be expressed by using the
mathematical relations stated in Eq. (3.38) and (3.39). Note, that the sum of the over-
lap parts equals one in those equations. As a result, the corresponding equation for the
energy splitting AFy, is presented in Eq. (3.49).

AFyy = Eapg +Epu+ Eapy — Fan-1— Epa—1— Eap a1 (3.49)

The main idea of the Block Decomposition method is to use Eq. (3.48) to calculate the
electronic coupling t15 from the known energy splitting AFE > between two eigenvalues,
e.g. HOMO and HOMO-1. However, to be able to extract the electronic coupling,
it is necessary to determine the on-site energies e; . For that purpose, one can start
with considering the relations between energy splitting, on-site energies and electronic
coupling. An illustrative diagram of those values is provided in Fig. 3.6.

31



o
X

-+ (61 — €5)% + (2t1,)2

AE]_Z _____ -

Energy
Ry
+
N

-—/ (61 — €5)% + (2t,)2

Fig. 3.6: Illustration of energy splitting AFE}5 between e (HOMO) and e5_; (HOMO-
1). The position of centre is given by the half of the sum of on-site energies e; ».
Therefore, the energy of the orbitals are determined by adding/subtracting
\/ (e1 — e2)? + (2t12)%, whereby 15 represents the electronic coupling.

The diagram indicates, that the summation of the orbital energies ey y_; results
in a cancellation of the square-root terms. Therefore, a simple relation between the
orbital energies and on-site energies e; o is obtained, which is presented in Eq. (3.50).
Unfortunately, that relation does not uniquely determine the on-site energies, i.e. there
are infinite possibilities for the summation e; + e,.

€1+ =€g+eg_1 =e€1+ €9 (350)

Furthermore, this relation can be written in matrix notation as stated in Eq. (3.51),
whereby the vectors have to be defined as (1,1).

0 1
(1, 1) <%1 62) <1> =€ +ey=€g+e€eg_ (351)

For the next step, the theoretical two-state system, stated in Eq. (3.42), is required.
That system was constructed according to the shape of Eq. (3.51). However, there are
deviations of the theoretical construct compared to the above-shown relation, namely
the off-diagonal elements are non-zero. For tackling the deviations and to be able to
estimate physically right on-site energies, the matrix Hy 4+ Hy is of great interest. The
idea is to transform this matrix to identify the diagonal entries of the transformed matrix
as an approximation for the on-site energies of the fragments. This transformation is
based on the following considerations. Firstly, the diagonal elements of Hy + Hy (see
Eq. (3.43)) are given by E4 g+ E4 g1 and Ep g+ Ep g—1. These sums of scalar values
are assigned to fragment A and fragment B, respectively. However, those values just
include small contributions of the interaction between the fragments in the combined
system. Hence, the main amount of interaction is found in the off-diagonal elements in
Eq. (3.43), ie. EAf 4 EABz’H =L, Therefore, the off-diagonal and the diagonal elements
must be combined by a suitable transformation T to allocate the amount of interaction
to fragment A and fragment B. Furthermore, that allocation has to include the constraint
of physically reasonable on-site energies as outcome. An additional requirement for the
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transformation matrix is that it should have approximately the shape of an identity
matrix. From that, the transformation matrix T is defined by means of the overlap
matrices from Eq. (3.44) as stated in Eq. (3.52).

T =(S;+S2)" (3.52)

As a next step, the transformation matrix is applied to the theoretical two-state system.
That means, the matrix T is inserted between the vector ¢! and the matrix (H; + Hy)
in Eq. (3.42), which results in Eq. (3.53). The right term equals to ez + €5 due to the
overlap sum equals one.

CT(Sl + Sz)_l(Hl + H2)C = CT(GHsl + EH_lsz)C (353)

The left matrix in the transformed two-state system (see Eq. (3.53)) is defined as stated
in Eq. (3.54), whereby H = H; +H,. The values ¢; » represent the on-site energies of the
fragments derived by the transformation, whereas the off-diagonal elements are without a
physically meaning. Note that the issue with missing uniqueness of the relation stated in
Eq. (3.51) is solved by inserting the transformation matrix, i.e. allocating the interaction
to the fragments.

_ er 0
(Sl ‘|— Sz) 1(H1 —|— Hz) = TH - ((Sedl ,éfl;) (354)

Furthermore, the transformed two-state system is rewritten in matrix notation (see
Eq. (3.55)) in analogy to Eq. (3.51). The matrix in Eq. (3.55) includes off-diagonal
elements. i.e. 04 and dg4,, due to the imperfection of the transformation. Those values
are neglected for the estimation of the electronic coupling (see Ch. 3.3.1.6) due to the
fact that for the estimation of the electronic coupling only the difference between e; and
€5 1s relevant.

e 0, 1 ~ o~
(1, 1) ((56;2 g;) (1) :€1+€2+5d1+5d2 =€ +€g_1 (355)

The final on-site energies e; 5 derived by the transformation are explicitly given in
Eq. (3.56) and (3.57), whereas the off-diagonal elements are stated in Eq. (3.58) and (3.59).
For the sake of clarity, the factor ¢ is defined separately in Eq. (3.60).

Elfy  EJ5']
5 5 )_ (3.56)

_(SEB SEB_l

5 5 )

-1 _ _
& ==~ |(S5 + 8 (EL + B

_ 1 r B B SH SH_l EH EH—l b

Fo= - |(SH + SHT)(EE + BT - (FA2 4 2By ZdB L 2am ) (357)
C L -
1 B EH EH—l SH SH_l -

b = = |(SE + S5 D2+ =57) = (P + =) (B + By ™) (3.58)
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Elly  EXg' Sks +S§§1

2 2)_(2 2

1
5d2:;

(SA +847)( JEL + B4 (3.59)

H H-1
SAB SAB

= (54 +S3)SE +55) — (55 + =5

)2 (3.60)

3.3.1.6 The Final Result of Block Decomposition

In the previous chapter, the on-site energies e, were defined by using a theoretical
two-state system. Those values are explicitly expressed in the Eqgs. (3.56) and (3.57).
Furthermore, the electronic splitting AF5 between two eigenvalues, e.g. HOMO and
HOMO-1, is stated in Eq. (3.48). The mathematical relation of those values is given by
Eq. (3.48). To calculate the electronic coupling, this equation is rearranged as shown in
Eq. (3.61). That presents the final result for the Block Decomposition method.

tis = £/ (AE)? — (61 — 63)? (3.61)

Notably, the Block Decomposition method estimates the absolute value of the elec-
tronic coupling, i.e. the sign is not determined. However, there are applications where
the sign of the electronic couplings is important. For that purpose, the formalism has
to be adapted, which is done by using the decomposed coefficient vectors, stated in
Eq. (3.30). That adaption is still ongoing.

3.3.2 Implementation

The implementation of the Block Decomposition method is realized as post-processing
tool for the DF T-package FHI-aims. That package is used to perform the DFT-calculation
of the combined system. As a result, several quantities as described in the previous chap-
ters are accessible. The right order of basis functions is crucial, in order to be able to
decompose the Hamiltonian/overlap matrix into blocks. That is assured by sorting the
atoms in the geometry input file by fragments. As a next step, the block decomposi-
tion of those matrices is performed. The block representatives are used to calculate all
quantities which are listed in Tab. 3.2. That means, the HOMO and HOMO-1 are used
for hole couplings, whereas the LUMO and LUMO+1 for electron couplings. However,
there are a few exceptions to this choice of orbitals, which are discussed in Ch. 5.1.1.2.
As a next step, the on-site energies are calculated according to Egs. (3.56) and (3.57).
Furthermore, the electronic splitting is evaluated by using Eq. (3.48). Finally, the math-
ematical relation, as stated in Eq. (3.61), allows to estimate the electronic coupling t1s.
The source code, written in Python 2.7, is provided in the appendix.
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3.4 Tight-Binding Fit

In this chapter the tight-binding concept is discussed and the mathematical formalism
is derived step by step. That results in the derivation of two model functions, which
are later used for the fitting approach. For the following procedure, an overview of

the description of periodic systems and their respective electronic structures is given in
Ch. 2.1.

3.4.1 Theory

The tight-binding formalism starts with the definition of a wave function describing
the chemical environment in any unit cell of the lattice. That is based on a linear
combination of orbitals, whereby only the frontier orbitals are used. Regarding the
case of molecular crystals, this means the molecular HOMO or LUMO states and their
corresponding single electron wave functions ¢M© are the origin for a linear ansatz to
describe the frontier bands. This results in Eq. (3.62).

\Ilum’tcell<r) = Z Ci¢£\40<r - ri) (362)

i

The next step is to rewrite the wave function in an appropriate way to describe the
electronic structure considering the periodicity of the lattice. Therefore, Bloch’s-theorem
is used to construct a new function of the form given by Eq. (3.63). The concept of this
theorem is given by Eq. (3.64), whereby T represents a translation operator. This
operator shifts the wave function into another unit cell, indicated by the vector G.
The vector G = na; + mas + laz is given by a linear combination of lattice vectors a;,
including the integer numbers n, m, (. Finally, by applying the operator to the Bloch-like
function Uy one can see that the function remains unchanged but a phase factor has to
be included.

Uy (r) — \/LN S e G (r — G) = \/LN S Y O — 1 - G) (3.63)
G G [

T k(r) = U (r + G') = X'y (1) (3.64)

The k-dependent wave function is now used to evaluate the Schrédinger equation
as shown in Eq. (3.65). For doing so, one has to multiply a molecular orbital ¢M¢
from the left. Therefore, all functions which are used in the linear combination have
to be included. A general expression of the extended Schrédinger equation is stated
in Eq. (3.66). The first term represents the on-site energies. The next term includes
an important assumption made in the tight-binding concept, namely just the nearest
neighbours are included in the sum over m. Owing to this fact, a small deviation of J, is
added to the equation. On the right side, the eigenenergy e and the overlaps of the wave
functions are present. Due to the fact that only frontier orbitals are used in the ansatz,

35



the assumption of zero overlap between neighbouring orbitals is made. Therefore, also
here a small value indicated by 9, is added.

(o110

~

H|Wy) = e (") (3.65)

e (MO H Jis

On'O) ) e (DN H| o) €™ + 6, = eco (6)'C|607) + 6, (3.66)

The tight-binding principle is based on the above-mentioned assumptions. The next
task is to derive two suitable model functions for the application of the fitting method.
That starts with the final expression of the Schrodinger equation as stated in Eq. (3.66).
Therefore, for every included wave function in the unit cell, there is one such equation,
with the coefficients ¢,. Here, it has to be distinguished between the case of more wave
functions localized on one molecule or one wave function localized on different molecules.
A combination of them is also possible, but in this work the focus lies on the latter one.

One molecule per unit cell:

First of all, the model function for one molecule A, described with one molecular orbital
per unit cell p31€(r—r,), is discussed. For that purpose, the evaluated time-independent
Schrodinger equation (see Eq. (3.66)) is used to derive Eq. (3.67). Here the small devia-
tions are neglected and it is assumed that the wave functions corresponding to different
unit cells are orthogonal. Furthermore, the on-site term is included in the sum over the
neighbours, which means the null vector m = Gg is part of {Gn}. As a next step,
the electronic couplings, explicitly given in Eq. (3.68), are replaced with t,, to simplify
the expression to Eq. (3.69). The latter also represents the final result for the model
function.

> {eNO(r —ra)|H|oYO(r — ra — Gm)) €5Cm = (k) (3.67)
me{Gm}

tn = (MO —ra)[H|oYO(r — 1A — Gm)) (3.68)

e(k) = Z te™Cm =1y + Z t e Gm (3.69)

me{Gm} me{Gm},m#Go

Two molecules per unit cell:
The case of two molecules A, B per unit cell, described by one molecular orbital each
¢a(r —ra),¢p(r — rp), is investigated next. Again, the first step is to evaluate the
Schrodinger equation for both wave functions following Eq. (3.66). In the present case,
one gets two equations, corresponding to each molecular orbital. The linear system of
equations is shown in Eq. (3.70) and (3.71). The first terms in both equations include
the couplings between equivalent molecules, therefore A — A and B — B interactions.
The second term contains couplings between the different types of molecules in the unit
cell, indicated by A — B. In order to solve this system, the equations are rewritten as
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stated in Eq. (3.73) using matrix notation. For simplicity the electronic couplings are
defined via Eq. (3.72), whereby X, Y represent the localization site.

Iica Y thAe™Cmpcp > PG = che(k) (3.70)
mE{Gm} nE{Gn}
II:cp Z tBBekGm 4 ) Z tBAKGn — cpe(k) (3.71)
me{Gm} ne{Gn}
Y = (SNO(r — rx)|H|¢¥(r — vy — Gm)) (3.72)
AA ikGm AB ,ikGn
(Zme{em}tgA?kG Zne{cn}t%Be . ) (CA) . (CA) (3.73)
ZnE{Gn} tn et Zme{Gm} tm et m CB CB

The solution of the 2 x 2 eigenvalue problem is obtained by diagonalizing the matrix
on the left side of Eq. (3.73). This results in two eigenvalues €; 5, which also represent
the k-dependent model function for two molecules per unit cell as stated in Eq. (3.74).
The explicit expressions for the Hyy (k) values are given in Eq. (3.68).

61,2(k> _ HAA(k) ‘|2‘ HBB(k) + \/(HAA(k) _4]‘]33(1{))2 + HAB(k>HBA<k> (374)
Hxy (k) = Z tXY ikGm (3.75)
me{Gm}

For understanding the functionality and construction of the obtained model function,
an example of a 1D-system is shown next. The illustrative system of two molecules A,
B per unit cell, repeated in the direction a;, is presented in Fig. 3.7. First of all, the
symmetric terms AA, BB are constructed, whereby the resulting equation is stated in
Eq. (3.76). The first parameter tfﬁ describes the on-site energy of molecule A, where
the phase factor equals one. The coupling between molecule A at the middle unit cell
to molecule A localized at the right (+a;) is represented by t/i* and to the left (—ay)
by t44,. In the present case, those are equal for symmetry reasons t24 = t44 . The
couplings for molecule B can be derived analogously.

Hoan = t44 4 hAcion | 444, i (3.76)

o

For the couplings between different types A, B, one can write the expression stated in
Eq. (3.77). The first parameter t{'Z describes the coupling between A and B in the middle
unit cell. Due to that, the corresponding phase factor equals one. The next coupling
tAP originates from molecule A in the middle to molecule B at the right unit cell. In the
opposite direction, the coupling 2 can be stated. Important at this point is the fact
that those couplings are not the same. The couplings from molecule B in the middle
unit cell to molecules of type A can be derived analogous as shown in Eq. (3.78). From
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Fig. 3.7: Illustrative example of a system containing two molecules A, B per unit cell.
The periodicity is given by the vector a;. The graph shows the couplings
between the nearest and next nearest neighbours.

that, it is possible to identify equalities of couplings, namely 48 = tBA 4B — ¢BA
and t58 = B4
Hap =158 + tiPe@r A8 emika (3.77)
Hyp = t54 + tBAekar | 4B omikas (3.78)

The constructed expressions for Haa, Hgp, Hap and Hp, are now plugged into Eq. (3.74),
which results in Eq. (3.79). The latter represents the tight-binding model function for
the above-shown system. For simplification of this equation, one can rewrite the ex-
ponential terms by using Euler’s formula ¢ = cos(x) + isin(x). Further, one can for
example neglect next nearest neighbours, which results in Eq. (3.80). Note, that in gen-
eral all derived tight-binding functions have to fulfil the constraint of lattice periodicity
E(k) = E(k + P), whereby P represents a reciprocal lattice vector.

tAA + tAlAeikal + tAAlefikal + tBB + tBlBeikal + tBBlefikal
a —a a —a

c1a(k) = 5 -
(2 + tiftean A emtkar — BB BB eikar _ ¢ BB o—ikar )2
4
%
+ (tg8 + P e 4 ¢AB emikan) (3 BA | yBAgikar 4 4 BA omikar) (3.79)
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tofy + Qt\a1\003(ka1) + 57+ 2t|a1|cos(ka1)
2
(toff + 2t\a1|003<kal) Off 2t|a1|cos(ka1))2
4

6172(1{)

D=

+ (75643)2 + (25;413)2 + 2t()43t;413005(ka1) (3.80)

3.4.2 Implementation

The implementation of the tight-binding method is realized by a modular concept. The
coding language is Python, which includes several advantages for the fitting procedure.
First of all, a suitable fitting package called LMFit is integrated. That is used to con-
struct a universal fit module, which is explained in detail further below. Furthermore,
additional modules including read functions, plot routines and analysis tools are devel-
oped to provide a fully functioning package. The most relevant tools are listed below,
whereby the corresponding source codes are given in the appendix. The present imple-
mentation is written for data derived with FHI-aims, but can be easily adapted to other
DFT-packages.

e Fitting module: The most relevant module includes all functions regarding the
fitting process itself. The two main functions are construct parameters() and
tight_binding(). The first one initializes all necessary quantities for the fit, like
parameters, initial values and names of the fit parameters. The input for the
present function is simply a set of linear combinations of lattice vectors, which
represent the included neighbours for the fit. The second function from above
includes the main task of fitting the model function to appropriate DFT-data.
Therefore, two model functions, explained in Ch. 3.4, are implemented. Hence,
the number of fit parameters is not fixed and the functions are generated at every
call automatically. For the fit procedure, the package LMFit is used. That means
the minimize() function is used in combination with the above-mentioned functions
to fit the analytical function. The minimization is based on calculating the residual
of the model function with respect to the DFT-data by varying the fit parameters
according to a chosen algorithm. The LMfit-package provides different methods
for the purpose of fitting. For example, that would be Levenberg-Marquardt |38,
39|, Powell [40], Conjugate-Gradient [41] and Nelder-Mead [42]. Nevertheless, to
rate the quality of the fit, a statistical evaluation is needed. In this work, the
results are analysed by taking the mean-squared-error and the square root of it.
The corresponding mathematical expressions are given in Eq. (3.81) and (3.82),
whereby €, represents the value of the analytical function and €, states the DFT-
value. The total number of fitted data points is given by N.
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N
1
MSE = — Z e — éx)? (3.81)

N
1
RMSE = ||+ D (e — é)? (3.82)

=1

e Effective mass module: For the estimation of the effective mass, one has to
evaluate the second derivative of the analytical function e(k). The corresponding

expression for the model function, describing one molecule per unit cell, is shown
in Eq. (3.83).

826<k> Z ¢ tkGm — Z GG ikGm (3 83)
Ok;0k; ak: k; me = mGm,iGm,je :
me{Gm} me{Gm}

More complex is the case for two molecules per unit cell, which is demonstrated
in Eq. (3.84). The first and second derivations of this expression are given in

Eq. (3.85) and (3.86).

Pera(k)  HYy(k) + Hyy(k)
dk? 2
(3(Haa(k) — Hpp(K))(Hiu (k) — Hpy (k) + 2Hap(k) H) (k)
4 (L(Han(k) — Hpp(K))? + Hap(k)?)?
L(Haa(k) — Hpp(K) (H (k) = Hp (k) + S(Hu (k) — Hyp(k))?
2/ H(Haa(K) = Hpp(K))? + Hap(K)?
2HAB<k>H;;B<k> + 20} 5(k)?

2

+

(3.84)
zy (Haa(k) — Hpp(k))? + Hap(k)?
OH .
Hy (k) = %() = Y ity GO (3.85)
mE{Gm}
82HXY(k) XY ikG

HY (k) = =202 — XY G i G €K Cm 3.86
XY( ) 0]@(9/@ mgG: , m s ,]6 ( )

The result of taking the second derivative is the inverse effective mass tensor as
discussed in Ch. 2.3.
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e Analysis module: This module is written to analyse the band structure by de-
composing it. That means, the bands can be split according to the contributing
electronic couplings. For that purpose, two different functions are available, namely
crop() and add(). The former starts with the full analytical function from the fit
and neglects contributions of chosen directions/neighbours. The add() function
starts at the opposite end and builds the band from zero by adding desired cou-
plings. The input for both functions is given by the corresponding names of the
fit parameters, which should be included /neglected.

e Plotting module: This module allows to plot electronic band structures in an
appropriate way. Therefore, the k-paths are scaled by their lengths of chosen
reciprocal points. The input requires a selection of k-points and the corresponding
reciprocal lattice vectors.

4 Test Systems

This chapter presents different systems to test and benchmark the obtained methodolo-
gies of the previous chapters. For the validation of the Fragment Orbital implementa-
tion and Block Decomposition method, the so-called HAB11 database is shown. That
database was proposed by Kubas et al. [43] in their work about benchmarking differ-
ent density functional based methodologies. Therefore, the use of this database allows
a comparison of the Block Decomposition method with other cluster-based approaches.
For the tight-binding method, two organic semiconductors are used as test systems. The
first one is quinacridone in the a-phase. This allows performing several tests on a one
molecule per unit cell system. Pentacene is presented as second system. It includes two
molecules per unit cell and, therefore, it is used to test the second model function from

Ch. 3.4.

4.1 HAB11 Database

The HAB11 database including 11 different organic molecules is shown in Tab. 4.1. For
a detailed description of the database and relevant chemical properties of the molecules
see [43]. The choice of molecules is based on the idea of providing a wide spread on dif-
ferent bond types and chemical structures. The database listed in the above-mentioned
table gives the structures of the molecules, while for the subsequent tests dimers are
used.

4.2 Quinacridone

Quinacridone provides a great variety of different polymorphs. There are at least three
stable phases «, 3,7, but even more have been measured in the past [44]. Quinacridone
is widely used as a pigment, due to its red-violet appearance. The chemical structure
of a single molecule of quinacridone is shown in Fig. 4.2. For the purpose of fitting a
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Tab. 4.1: Chemical structures as well as the related names of molecules, which are
included in the HAB11 database. For benchmark calculations, symmetric
dimers are used. A schematic illustration for the construction of the corre-
sponding symmetric dimers is given in Fig. 5.1. A more detailed description
of the database can be found in the work of Kubas Et al. [43].

Name Structure Name Structure

Ethylene H,C==CH, Pyrrole Y\ /7

S

Acetylene HC=CH Thiophene i\ /7

N
Cyclopropene A Imidazole ( /7
N

Cyclobutadiene | | Benzene

Cyclopentadiene Phenol

OH

O
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Tab. 4.2: Lattice parameters of the quinacridone a-phase and of pentacene. Both sys-
tems are of the same triclinic P-1 crystal class. The quinacridone a-phase
includes one molecule per unit cell. The respective lattice parameters and the
3D-structure were taken from [44]|. Pentacene consists of two molecules per
unit cell. The corresponding parameters such as the 3D-structure are derived
from [47].

‘ Quinacridone ‘ Pentacene ‘

|

| Structure | triclinic P-1 | triclinic P-1 |
| a/A | 3.802 | 6275 |
| b/A | 6.612 | 774
| c/A | 14485 | 14442 |
| a/° | 100680 | 76752 |
| B/° | 94400 | 83011 |
|y /° | 102110 | 84524 |

tight-binding function to the electronic structure, the o polymorph turns out to be an
ideal test system. The chemical environment in each lattice direction is quite different
in the a-phase. That includes w-stacking, H-bonding and van der Waals interactions.
Furthermore, the a-phase contains just one molecule per unit cell, which allows testing
the simple tight-binding function discussed in Ch. 3.4. The lattice structure of the
quinacridone a-phase is illustrated in Fig. 4.1. The corresponding lattice vectors and
the geometry are taken from Paulus et al. [44]. Further, the values of the lattice vectors
and angles can be found in Tab. 4.2. The crystalline structure of the present phase is
triclinic, whereby the corresponding 1%*-Brillouin zone is shown in Fig. 4.3.

4.3 Pentacene

For the sake of testing the tight-binding model function describing two molecules per unit
cell, the well-known organic semiconductor pentacene is investigated. The structure of a
pentacene molecule is given by five benzene rings, as shown in Fig. 4.4. In the periodic
case, pentacene shows layers forming a herringbone structure, whereby different spacings
between the layers are related to different polymorphs [46]. In this work, the phase
measured by Holmes et al. [47] is studied. The corresponding lattice and the geometry
of the present system are illustrated in Fig. 4.5. The values for lattice vectors and
angles are tabulated in Tab. 4.2. Furthermore, this lattice shows a triclinic crystalline
structure consisting of two molecules per unit cell. The corresponding 1%!-Brillouin zone
is illustrated in Fig. 4.3.
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Fig. 4.1: The quinacridone a-phase and its corresponding triclinic crystal structure.
The lattice vectors spanning the primitive unit cell are given by aj, as, az.
Numerical values for the present structure are tabulated in Tab. 4.2.
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Fig. 4.2: Chemical structure of quinacridone. Molecular formula: CoyH19N>O5

Fig. 4.3: The 1%-Brillouin zone of the triclinic P-1 structures of quinacridone a-phase
and pentacene. The corresponding k-path of high-symmetry directions is given
by X—I'-Y|L-T'-Z|N—-I'-M|R—T". Reprinted from [45], Copyright (2019),

with permission from Elsevier.

Fig. 4.4: Chemical structure of pentacene. Molecular formula: CoH1y
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Fig. 4.5: Pentacene and its corresponding triclinic crystal structure. The structure con-
sists of two molecules per unit cell. The lattice vectors spanning the primitive
unit cell are given by aj,as,as. Numerical values for the present structure
are tabulated in Tab. 4.2.
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5 Modelling Results

5.1 Validation of Cluster-Based Methods

This chapter is about the validation of the previously discussed cluster-based methods.
A set of different dimers, namely the HAB11 database, are used to test the functionality
and limits of the approaches. The first part of this chapter is based on the latest research
from Kubas et al. [43]. They performed a Benchmark of Constrained Density Functional
Theory (CDFT), Fragment Orbital Density Functional Theory (FODFT) and Fragment
Orbital Density Functional Tight Binding (FODFTB) against high-level ab-initio cal-
culations. Particularly, they calculated the electronic couplings of a chosen test set by
varying the spacing of symmetric dimers. Therefore, their results and the respective
high-level ab-initio calculations are going to serve as a reference for the first part of this
chapter, which investigates such symmetric dimers. The second part discusses the non-
symmetric case, where dimers are rotated from a face-to-face into a (non-symmetric)
face-to-edge configuration. That investigation is related to the work of Valeev et al. [35].

5.1.1 Distance Variation

The simple case of different symmetric dimers forms the basis of the first validation
step. As a first step, the geometry of all molecules (HAB11 database) was optimized
using FHI-aims |9] and the PBE |7] functional. A list of relevant settings used in the
optimization calculations can be found in Tab. 5.1. Moreover, the 2"?-tier, tight settings
were used as basis set for all atoms in the structure.

Tab. 5.1: Main settings of DFT-calculations using FHI-aims for cluster and periodic
systems. The meaning of each Keyword can be found in the application
manual of the FHI-aims package, see [49].

‘ Keyword ‘ Setting ‘
‘ relativistic ‘ atomic_zora scalar ‘
‘ spin ‘ none ‘
‘ charge ‘ 0.0 ‘
‘ SC__accuracy __eev ‘ 1E-2 ‘
‘ sc__accuracy __etot ‘ 1E-5 ‘
‘ sc_accuracy _rho ‘ 1E-4 ‘
‘ sc__accuracy _forces ‘ S5E-4 ‘
‘ vdw _correction hirshfeld ‘ true. ‘
‘ compensate multipole errors ‘ true. ‘
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HO

Fig. 5.1: Schematic illustration of varying the distance in a dimer for the example of
phenol. Both molecules are aligned to enter a symmetric face-to-face config-
uration. The spacing is given by the parameter d.

Furthermore, the van der Waals correction according to [48] was applied. After re-
laxing the geometries, symmetric dimers were constructed as schematically shown in
Fig. (5.1). The corresponding alignment of molecules is called a face-to-face configura-
tion. For every molecule, four symmetric dimers with different spacings d of 3.5, 4.0,
4.5 and 5.0 A were built. The geometry input files were written with the right order of
atoms in it, which is important for the application of post-processing tools. That means,
the files start with all atoms of molecule A followed by the atoms of molecule B. The
next step included the single-point calculations with DFT, in order to solve the elec-
tronic structures. Again, the FHI-aims package was used with the same settings from
above (now without a geometry relaxation). Convergence was tested for the basis set
with respect to the change of electronic couplings derived by the procedures as described
below. The use of 2"-tier, tight settings turned out to be sufficient, due to the minimal
change (magnitude of sub-meV) in the electronic couplings when using a higher amount
of basis functions (e.g. including also 3"-tier functions). For showing the influence of
exact exchange-energy two calculations for every system were performed, one using the
PBE functional and a second one employing the hybrid functional PBEO [8]. The cor-
responding discussion is shown in the next sub-chapter. For the estimation of the hole
couplings, the post-processing tools implemented as discussed in Ch. 3 were applied to
the electronic structures obtained by the DFT-calculations. I.e. the molecular HOMO
orbitals of the fragments were used for the Fragment Orbital approach. For the Block
decomposition method, the HOMO and HOMO-1 of the combined system were picked.
The Electronic Splitting in Dimers (ESD) method was also applied to estimate the hole
couplings. In this case the splitting was taken from the HOMO and HOMO-1 states of
the corresponding DFT-calculations. A table including the obtained results for the abso-
lute values of hole couplings of the HAB11 database can be found in Tab. 5.2. The table
shows also high-level ab-initio results as reference data. The values for the hole couplings
are taken from Kubas et al. [43]. In their work they performed MRCI+Q [50,51] (multi
reference configuration interaction + Davidson correction [52]) and NEVPT2 [53, 54]
(n-electron valence perturbation theory) calculations, which allow a sophisticated esti-
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mation of electronic couplings. Nevertheless, these approaches are very computational
expensive and, therefore, not suitable for bigger systems. Furthermore, also results ob-
tained with the implementation of the Fragment Orbital approach in FHI-aims are listed
in Tab. 5.2. Those values are taken from the work of C. Schober et al. [55].
Discussion: The results for the absolute values of hole couplings, tabulated in
Tab. 5.2, are visualized in Fig. 5.2. The hole couplings obtained with the PBE func-
tional coincide between Electronic Splitting in Dimers (ESD), Fragment Orbital (FO)
and Block Decomposition (BD) method. That can be explained by the theoretical con-
struction of all three approaches. For example, the Block Decomposition method is
based on taking the energy splitting for the estimation of couplings. Therefore, for the
symmetric case and using the PBE functional, it is equal to the ESD approach.

6007 e ESD/PBE
+  ESD/PBE(

500 - » FO/PBE
> v FO/PBE0 *
= wod ° BD/PBE i
— BD/PBE( L ?
M ®
3 . ¥¥
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<
O
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Fig. 5.2: Absolute values of hole couplings |t4p| calculated with Electronic Splitting
in Dimers (ESD), Fragment Orbital (FO) and Block Decomposition (BD)
method. The graph shows the correlation between those methodologies com-
pared to high-level ab-initio reference data [43]. The couplings were derived
with PBE and the hybrid functional PBEO.
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The Fragment Orbital method uses single electron wave functions of the individual
molecules, derived with DF'T, as basis. Therefore, the coupling between the resulting or-
bitals spanning an orthogonal basis yield an energy splitting (nearly) equal to the other
methodologies. This is not valid for all cases, e.g. if the isolated fragments are no longer
a suitable basis for the combined system. The results obtained with the cluster-based
methods linearly underestimate the reference values derived with high-level ab-initio
calculations. To test the influence of non-local exchange energy, the hybrid functional
PBEO was used (see next sub-chapter for a detailed description). The ESD method
improves slightly compared to the reference values. The energy splitting determined by
the Block Decomposition method is now different (relative to the ESD results) due to
the fact of the theoretical definition as stated in Ch. 3.3. Therefore, the obtained results
are higher in absolute values and can match up with the high-level reference data. The
same behaviour occurs in the case of the Fragment Orbital method. Here, the hybrid
calculations of the isolated fragments show slightly different shaped HOMOs compared
to the PBE case. For all dimers in the HAB11 database, that results in a higher effec-
tive hole coupling. Note that, this behaviour of an increase is not observed for every
chemical system (e.g. certain directions in quinacridone a-phase). Summarizing, this
section supports the suitability of both methodologies applied to different symmetric
dimer systems. The results coincide at various distances as well as for different chem-
ical structures. Further by using hybrid functionals the Fragment Orbital and Block
Decomposition method can compete with high-level computations as shown above.
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Tab. 5.2: HAB11 database: Results for absolute values of hole couplings |t 45| of sym-
metric dimers at various distances. The table shows couplings derived with
Fragment Orbital (FO), Block Decomposition (BD) and the Electronic Split-
ting method (ESD). Dist. represents the spacing of the dimers in A. Ref.
are reference values from high-level ab-initio calculations [43](“MRCI+Q,
’NEVPT?2). AIMS are values derived with the FO implementation of FHI-
aims, taken from [43]. All couplings are given in meV.

Ethylene

Acetylene

Cyclo-
propene

Cyclo-
butadiene

Cyclo-
pentadiene

Furane

Pyrrole
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FO BD ESD

[Dist. | Ref. | AIMS | PBE | PBEO | PBE | PBEO | PBE | PBEO
35 519.2° 3812 386.1 4992 3804 491.2 3804 4318
4 2708 1934 1949 2713 1954 2674 1954 216.8
45 1376 974 980 1454 980 1446 980 1081
5 685 490 492 767 491 775 491 536
3.5  460.7° 340.1 3438 4483 3563 4419 3463 380.7
4 2318 1668 1681 2361 1685 233.1 168.5 1847
45 1148 818 821 1229 822 1224 822  89.2
5 566 401 402 630 401 638 401 429
3.5  536.6° 4367 4347 5285 4344 537.3 4344 4688
4 254 2008 1992 2628 199.2 268.1 199.2 2144
45 1184 927 918 1303 918 1337 918 979
5 540 431 427 645 427 667 427 449
3.5  462.7° 3399 3445 4553 346.9 449.8 347.0 385.2
42391 1703 1718 2474 1722 2447 1722 1914
45 1217 856 863 1335 863 1334 863 954
5 622 433 436 719 436 726 436 477
3.5 465.8" 3522 356.6 463.5 350.2 450.1 350.2 398.6
4 2344 1740 1753 2471 1758 2449 1758 1953
45 1143 860 864 1308 865 1305 865  95.6
5 534 426 428 691 428 694 428  46.8
3.5 440.3° 3287 3326 4326 3343 4294 3343 370
4 2149 1585 1597 2251 160.0 2238 160.0 177.1
45 1018 765 769 1165 77.0 1165 770 847
5 460 370 372 601 372 604 37.2 405
3.5 456.3" 3400 3464 452.6 349.0 447.6 349.0 386.5
4 2286 1675 169.6 2407 170.1 2381 170.2 1885
45 1113 826 835 1272 836 1266 83.6 920
5 522 410 413 671 413 672 413 450




Thiophene 3.5 449.0° 349.3 354.8 456.7 356.6 454  356.6 395.4
4 2189 168.7 1706 2375 1584 236.6 158.4 189.7
4.5 106.5 81.3 82.0 1224 821 1228 82.1 90.6
5 54.4 39.3 39.5 62.8 39.6 63.4 39.6 43.2

Imidazole 3.5 411.6° 3237 3274 4288 3294 4233 3294 3645
4 202.8 156.2 1574 223.6 1578 2208 1579 1745

4.5 99.1 75.7 76.0 1159 76.2 115.1 76.2 83.6

5 49.7 36.8 36.9 99.9 36.9 99.9 36.9 40.1

Benzene 3.5 4352 346.4 3515 450.8 353.3 447.6 353.3 393.5
4 214.3  165.8 1674 232 167.8 230.7 167.8 187.3

4.5 104 79.1 79.7 1185 797 1182  79.7 88.7

5 51.7 37.7 37.9 60.4 37.9 60.3 38.0 41.8

Phenol 3.5 375.0° 2733 2777 394.6 280.0 337 280.0 321.3
4 179.6  126.6 128.1 200 128.8  168.7 128.8 148.6

4.5 85.2 58.8 29.3  100.8  59.6 84.6 59.6 68.7

5 41.3 27.5 27.7 20.8 27.8 42.4 27.8 31.8

5.1.1.1 Influence of Hartree-Fock Exchange

For the symmetric dimers included in the HAB11 database, the use of hybrid functionals
increases the absolute value of the effective hole couplings, as shown above. In this sub-
chapter, a short discussion about the influence of non-local exchange-energy, so-called
Hartree-Fock exchange (HFX), for the case of a symmetric dimer is given. The stud-
ied system is phenol, which is also part of the HAB11 database. First, the behaviour
of the Fragment Orbital method is investigated. The influence of different amounts of
exchange-energy at various distances is illustrated in Fig. 5.3. The reference is given
by high-level ab-initio calculations as already discussed in the previous chapter. It can
be seen that for small spacings the amount of about 25 % is needed to keep up with
the reference values. At larger distances the necessary amount of HFX decreases, which
comes along with less interaction between the molecules. The dependence of the ab-
solute value of hole couplings on the amount of HFX is shown in Fig. 5.4 for different
distances. A linear dependence occurs for all four spacings in the dimer. The gradient
decreases by increasing the spacing between the molecules, which is in agreement with
the above-mentioned influence at larger distances. The Block decomposition method
shows a similar behaviour: The results for the absolute hole couplings in phenol at var-
ious distances with different amounts of HFX are shown in Fig. 5.5. In this case, the
amount of 37.5 % HFX at small distances is slightly higher as for the Fragment Orbital
approach. Furthermore, at larger distances, the influence decreases but not as much as
in the former case. Therefore, the amount of HFX needed to increase the absolute values
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of the effective hole couplings are slightly higher through all distances for Block decom-
position compared to the Fragment Orbital approach. A possible explanation for that
can be found by the isolated fragments used in the Fragment Orbital method. The use of
hybrid functionals enhances the delocalization of the HOMOs in the stacking direction
(observed for phenol). Therefore, in the combined system the electronic coupling is most
likely overestimated by using the isolated HOMOs as basis. Conversely, the Block De-
composition method is based on results of the combined system, whereby the behaviour
of de-/localization acts different. In this case, the bonding between molecules is in-
cluded, which results in less delocalization with the same amount of HFX. Nevertheless,
the dependence of absolute couplings as a function of HFX shows a similar behaviour for
the Block Decomposition method, as is shown in Fig. 5.6. Also in this case, the linear
proportionality is given, whereby the gradient is slightly smaller compared to Fragment
Orbital.

500 A !\ —&— Reference
N\ -a- FO/0.00%HFX
NN - FO/6.25%HFX
\
4004 m NN —a- FO/12.0%HFX
N ~a- FO/25.0%HFX
> N N —a— FO/37.5%HFX
23001 NN NN -a- FO/50.0%HFX
s ;
)
<
+200 1
100 -

3.50 3.75 4.00 4.25 4.50 4.75 5.00
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Fig. 5.3: Influence of Hartree Fock exchange-energy (HFX) on the absolute values of
hole couplings derived with the Fragment Orbital approach for the exam-
ple of phenol. The graph shows the evolution of the coupling with different
amounts of HFX at various distances. Reference are results from high-level
ab-initio calculations (NEVPT2), taken from [43].
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Fig. 5.4: Correlation between distance and amount of Hartree-Fock exchange-energy
(HFX). The graph shows absolute values of hole couplings of the symmetric
phenol dimer derived with Fragment Orbital. The four lines represent the
different distances between the molecules in the dimer.
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Fig. 5.5: Influence of Hartree Fock exchange-energy (HFX) on the absolute values of
hole couplings derived with the Block Decomposition approach for the ex-
ample of phenol. The graph shows the evolution of the coupling with different
amounts of HFX at various distances. Reference are results from high-level
ab-initio calculations (NEVPT2), taken from [43].
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Fig. 5.6: Correlation between distance and amount of Hartree-Fock exchange-energy
(HFX). The graph shows absolute values of hole couplings of the symmetric
phenol dimer derived with Block Decomposition. The four lines represent
the different distances between the molecules in the dimer.

5.1.1.2 Picking the Right Orbitals

In previous chapters (3.3, 3.2 and 5.1.1) the problem of picking the right orbitals for
describing electronic couplings within the Fragment Orbital and Block Decomposition
method was mentioned. The present discussion is based on two different dimer systems,
namely ethylene and acetylene. In Fig. 5.7 one can see the corresponding orbitals of
those systems derived with DFT. As already stated in Ch. 3.2, the Fragment Orbital
approach is based on using single electron wave functions of the isolated fragments for
the description of the combined system. For example, the hole couplings can be derived
by using the HOMO states of the molecules. Solving the corresponding Schrodinger
equation results in two states, a bonding and anti-bonding one. In Fig. 5.7 one can see
that for ethylene this would coincide with the HOMO and HOMO-1 of the respective
DFT calculation. Therefore, the Fragment Orbital approach describes the right coupling
for holes. For the Block Decomposition method, the HOMO and HOMO-1 lead to
the same result. However, the case of acetylene shows a quite different behaviour.
The visualization of the corresponding orbitals indicates that the HOMO and HOMO-3
belong together and represent the anti-bonding and bonding linear combination of the
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HOMOs of the molecules. In between, there are two different states, which are formed
by the HOMO-1 states of the molecules. Therefore, one has to keep in mind that
the Fragment Orbital approach estimates the coupling between HOMO and HOMO-3
when considering the HOMO states of the isolated molecules. Importantly, the Block
Decomposition method has to be applied also on those states to get the same result.
That means the Block Decomposition method allows to calculate any coupling between
states of the combined system. However, to obtain comparable results between both
methodologies, one has to be sure that the above-mentioned case is treated in the right
way.

Ethylene Acetylene

HOMO

HOMO-1

HOMO-2

HOMO-3

Fig. 5.7: Illustration of DF'T calculated molecular orbitals for ethylene and acetylene.
The HOMO and further three energetic below lying states are shown for both
systems. Owing to theoretical considerations of the Block Decomposition
concept, in the case of ethylene the HOMO and HOMO-1 form the two-state
system. For acetylene, the HOMO and HOMO-3 belong together.
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5.1.2 Rotation: Non-Symmetric Case

In Ch. 5.1.1, the suitability of the Fragment Orbital and Block Decomposition method
for symmetric dimers has been shown. Nevertheless, for many systems the assumption of
high symmetry does not apply. For such systems, the simple ESD approach does fail, as
already shown in Ch. 3.1.1. Therefore, the right estimation of electronic couplings in non-
symmetric systems relies on more sophisticated methodologies like Fragment Orbital and
Block Decomposition. This chapter shows the validation of both methodologies for the
example of ethylene. For that purpose, a symmetric dimer (face-to-face configuration)
was constructed, which was then rotated into a non-symmetric system (face-to-edge
configuration). A schematic illustration of the rotation is shown in Fig. 5.8. The distance
between the molecules was fixed for all configurations at 5 A.

—

Gj - Q

Fig. 5.8: Illustration of an ethylene dimer at two different configurations. On the
left side, the symmetric face-to-face configuration is presented. The non-
symmetric face-to-edge configuration is shown on the right side.

Furthermore, at various angles, the dimer was calculated with FHI-aims, whereby the
same settings as explained in Ch. 5.1.1 were used. Also, in this case, the calculations were
performed with PBE and the hybrid functional PBEO. From the derived DFT-data, the
absolute values of hole couplings were calculated using the implementations of Fragment
Orbital and Block Decomposition. The corresponding results are visualized in Fig. 5.9.
For the case of PBE, one can see an excellent agreement between both methodologies
throughout the entire variety of angles. The hybrid functional PBEO indicates larger
absolute values, whereas the slopes coincide also in this case. Except near the face-to-
edge configuration, where the coupling derived with Block Decomposition overestimates
the Fragment Orbital result. That issue is still under investigation at the time of writing
this thesis.
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Fig. 5.9: Ethylene Dimer: Absolute values of hole couplings |tap| at different config-
urations. A rotation of one molecule relative to the second one was applied
according to Fig 5.8. At zero degrees the system shows a (symmetric) face-
to-face configuration, whereas at 90 ° the (non-symmetric) face-to-edge con-
figuration is reached. The couplings were calculated with Fragment Orbital
(FO) and Block Decomposition (BD). For both approaches, the PBE and the
(hybrid) PBEO functional in FHI-aims were used.

5.1.3 Universal application

The validation of the Fragment Orbital and Block decomposition method showed the
suitability of both approaches. Obviously, the next step would be to use those method-
ologies for the estimation of couplings in bigger systems. Therefore, quinacridone in the
a-phase and pentacene were investigated. First, the periodic structures for both systems
were optimized using FHI-aims [9]. The settings for DFT of this step and for further
calculations were equal to the ones in Ch. 5.1.1. Except for an additional definition
of an appropriate k-grid. For the relaxation, a k-grid of the dimension 4 x 4 x 4 was
chosen. As a next step, the molecule geometries were extracted from the periodic struc-
tures. Those structures were then used to construct dimers, according to directions of
the periodic lattice. That is relevant for a comparison between cluster-based methods

99



and the tight-binding approach as shown later in Ch. 6. The DFT-calculations to solve
the electronic structures, again with the above-mentioned settings, were performed as a
next step. The convergence was tested using different basis sets. As a result, the 2"-tier,
tight settings turned out to be the best choice as basis set based on the relation between
computational effort and accuracy. The Fragment Orbital, Block decomposition and
Electronic Splitting in Dimers method were then applied to estimate the absolute values
of electronic couplings, for the hole and electron case. For the Fragment Orbital method,
the HOMOs of the isolated molecules were used to calculate the hole couplings. The
electron couplings were derived by using the corresponding LUMOs. The input for the
Block decomposition method was the HOMO and HOMO-1 states for the hole case and
the LUMO and LUMO-+1 for the electron couplings. Further, the whole procedure was
repeated with the hybrid functional PBEO [8], except for the geometry relaxation step.

e Quinacridone a-phase: The absolute values of electronic couplings for the a-phase
of quinacridone are shown in Fig. 5.10. The corresponding values of the hole and
electron couplings can be found in Tab. 6.1 and Tab. 6.2. The comparison of hole
couplings derived with Fragment Orbital (FO) and Block Decomposition (BD)
using the PBE functional results in a good agreement in every direction. The
couplings calculated by including Hartree-Fock exchange-energy (HFX) show de-
viations between FO and BD for certain directions. For example, in as, the Frag-
ment Orbital method suggests an increase, whereas Block decomposition shows
a decrease of the coupling in comparison to the PBE values. The opposite oc-
curs at the a; + as direction, where the Block Decomposition method shows the
higher value. Owing to that, it seems that just directions with a contribution of
ap show this issue. The a; + as direction includes hydrogen bondings, whereas
the ay shows electrostatic interactions. Therefore, the treatment of HFX in those
directions turns out to be very critical. As already discussed in Ch. 5.1.1.1, the
BD method and the FO approach strongly depend on the amount of HFX. That
means the usage of HFX has to be considered well since there is no reference value
for the coupling and it could lead to wrong results. Nevertheless, a trend of an
increase of the absolute values can be seen for most directions by including HFX
in comparison to PBE. The results for the absolute values of electron couplings
show a good agreement between FO and BD method, in the case of using the PBE
functional. The hybrid calculations with PBEO are slightly higher in absolute val-
ues, except for the a; direction. Here, the Fragment Orbital method yields a quite
small coupling by using LUMOs of the isolated molecules as a basis.

e Pentacene: The obtained results for electronic couplings in pentacene are visual-
ized in Fig. 5.11. For hole and electron couplings the graph shows a very good
agreement between Fragment Orbital and Block Decomposition using the PBE
functional. Furthermore, the results obtained by including Hartree-Fock exchange
(HFX) coincide between both approaches. The comparison of PBE and PBEO in-
dicates an increase in the absolute values of the couplings. That is consistent with
the observed behaviour in Ch. 5.1.1. Furthermore, the discussed issue of polar-
ization effects on the electronic splitting method (ESD) is visualized in Fig. 5.12.
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The unit cell of pentacene contains two molecules, which are aligned in a non-
symmetric way. The bar plot shows the over-estimation of electronic couplings by
using the ESD method at such configurations.
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Fig. 5.10: Absolute values of electronic couplings of the quinacridone a-phase estimated
with the Fragment Orbital (FO) and Block Decomposition (BD) method.
Furthermore, results for PBE and the hybrid functional PBEQ are presented.
The diagram shows the hole couplings in the top panel and the electron cou-
plings in the bottom panel. The directions are given by linear combinations
of lattice vectors a;j.
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Fig. 5.11: Absolute values of electronic couplings of pentacene estimated with the Frag-
ment Orbital (FO) and Block Decomposition (BD) method. Furthermore,
results for PBE and the hybrid functional PBEO are presented. The diagram
shows the hole couplings in the top panel and the electron couplings in the
bottom panel. The directions are given by linear combinations of lattice
vectors a;.
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The failure of the Electronic Splitting in Dimers (ESD) method at non-
symmetric configurations on the example of pentacene. The latter includes
two molecules per unit cell, which are aligned in a non-symmetric manner.
The ESD method overestimates the electronic couplings by a factor of two,
which follows the discussion of polarization in Ch. 3.1.1.
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5.2 Tight-Binding Fits

In this chapter, the application of the tight-binding fit approach for determining elec-
tronic couplings is shown. Two different systems, namely the quinacridone a-phase and
pentacene, are studied to investigate the suitability of this approach. The correspond-
ing structures have already been discussed in Ch. 4. First of all, the calculations of
both systems and the corresponding fits are discussed. The results include the obtained
fit parameters (electronic couplings) for the hole and electron case. Furthermore, the
estimation of effective masses on the example of quinacridone is presented. Finally, it
follows a discussion about the stability and limitations of the fitting procedure. Note
that the results shown below are for the purpose of investigating the functionality of
tight-binding fits. That means a detailed description of material properties is not the
aim within this work. However, many of the results obtained for quinacridone were used
in the publication, C. Winkler, F. Mayer, and E. Zojer. Analyzing the Electronic Cou-
pling in Molecular Crystals-The Instructive Case of a-Quinacridone. Advanced Theory
and Simulations, 1800204,2019, which focusses on material properties.

5.2.1 Results

The procedure to provide dense grids of energy points for fitting suitable functions should
be discussed first. Therefore, the calculations started with generating the corresponding
geometries (see Ch. 4). As a next step, the geometries were optimized using FHI-aims [9].
The main settings for the DFT-calculation are analogous to Ch. 5.1.1. Nevertheless,
the treatment of periodic structures requires a few more parameters. The first one is
the k-point grid, which has to be chosen right to obtain reliable electronic structures.
The convergence tests and the settings for the single point calculations are discussed
separately further below since they depend on the system. However, for the purpose
of geometry relaxation, it turned out to be sufficient to use a k-grid of 4 x 4 x 4 for
both systems. Furthermore, the structures were optimized using the PBE functional.
Another parameter for the DFT-calculation would be the k-path, which allows evaluating
the electronic structure at certain k-points. Analogously, one is able to evaluate the
electronic structure at an uniformly distributed extended k-grid. Note that the electron
density used in the DFT-calculation is computed on the original k-grid, not on the chosen
k-path or extended grid. Therefore, the original k-grid has to be chosen big enough to
justify such a procedure, i.e. convergence must be reached.

5.2.1.1 Quinacridone

For the purpose of fitting a suitable function to the band structure of the quinacridone
a-phase, a dense grid of energies has to be evaluated first. Therefore, the optimized
structure, as described above, was used to perform an appropriate DFT-calculation.
Again, the FHI-aims package with main settings already stated in Ch. 5.1.1 was used.
As basis set the 2"-tier, tight settings were used. That is justified by several convergence
tests, where deviations in the band structure served as the criterion. As a next step,
the convergence of the k-grid was investigated. That means, different grid sizes starting
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from 2 x 2 x 2 up to 8 x 8 x 8 were tested. It turned out that a 4 x 4 x 4 k-grid is
sufficient to fulfil the convergence criterion of stable band structures. That means a
further increase of the k-grid size does not change the bands dramatically (less than
2 meV in high symmetry directions). Nevertheless, the use of such a grid size results
in just 64 energy points. That number is not big enough to fit a function. In order
to solve this issue, two different strategies were considered. The first one, an increase
of the k-grid to obtain more data points. This approach has the disadvantage of high
computational costs. The second one, to use the converged electron density and evaluate
it at an extended k-grid, as described above. Both approaches were tested, whereby the
second one turned out to be the better choice. That is justified by the good agreement
in energies of both attempts. Therefore, the energy points for the fit were obtained by
using an extended k-grid of 16 x 16 x 16. Additionally, even larger grids were tested but
that is not required as discussed in Ch. 5.2.2.1. After finishing the DFT-calculations, the
data were used to fit a tight-binding function to it. The quinacridone a-phase contains
one molecule per unit cell, which means the model function specified in Eq. (3.69) has to
be used. For the neighbours in the tight-binding model, different linear combinations of
the lattice vectors a; were chosen. The fit was then performed using the implementation
discussed in Ch. 3.4.2. This was done for the valence and conduction band. The derived
results for the fit parameters are shown in Tab. 5.3. Those values also represent the
electronic couplings for the underlying system.
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Tab. 5.3: Results for fit parameters of the quinacridone a-phase. The corresponding
model function is stated in Eq. (3.69). Vectors...linear combinations of lattice
vectors, representing the neighbours in those directions. Valence...fit param-
eters for the valence band. Conduction...fit parameters for the conduction
band. All values given in meV.

Vector | Valence / meV | Conduction /meV

| |
| te | 852.67 | 2462.09 |
| ta | 4.78 | -18.39 |
| taz | -9.73 | 38.32 |
| tas | 0.40 | -0.47 |
| taiiaz | -9.89 | 5.13 |
| tai-as | -0.04 | -0.04 |
| tazias | -12.15 | -1.30 |
| tai-az-a3 | 5.19 | -1.03 |
| taitaz | -0.11 | -0.39 |
| toai-az | -0.03 | 0.09 |
| tzar | 2.00 | -13.17 |
| tar+az+as | 3.26 | -0.93 |
| taiaz | -0.62 | 1.28 |
| toar | 0.45 | 0.02 |
| tsar | 1.45 | -0.43 |

The fit was performed using the Levenberg-Marquardt [38,39] algorithm. For the sake
of comparison, other algorithms like Powell [40], Conjugate-Gradient [41] and Nelder-
Mead [42] were tested too. All of them were able to reproduce the same results, which
approves consistency. The statistical characterization of the fits are shown in Tab. 5.4.
The root mean squared error shows a maximal value of about 3 meV for the valence
band. That result satisfies the requirements for an accurate estimation of electronic
couplings.
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Tab. 5.4: Quinacridone a-phase: Statistical values characterizing the quality of the
tight-binding fit. VB...valence band, CB...conduction band, DG points...
number of points in dense grid, (R)MSE... (root) mean squared error of
fit, HS points... number of high symmetry points, (R)MSFEyg...(root) mean
squared error evaluated at high symmetry k-path

| | VB | CB |
DG points | 4096 | 4096 |
MSE / eV | 0.0479 | 0.0135 |
RMSE / eV | 0.0031 | 0.0016 |
HS points | 350 | 350 |
MSEns / €V | 0.0019 | 0.0004 |
| RMSEgns / €V | 0.0023 | 0.0010 |

Furthermore, an optical validation of the obtained fit was performed. That means the
band structure was computed with DFT in high symmetry directions. The same k-path
was then used to evaluate the tight-binding function at those points. The corresponding
result is shown in Fig. 5.13. The optical agreement indicates that the tight-binding
function reproduces the electronic structure.
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Fig. 5.13: Quinacridone a-phase: Electronic band structure along high symmetry direc-
tions. The graph shows the valence and conduction band derived with DFT.
The dashed lines represent the corresponding tight-binding fits. In this case,
the fit was performed using the one molecule per unit cell approach.

Nevertheless, to be more accurate, an enlarged graph of the valence band is shown
in Fig. 5.14. In this plot, one can see small deviations in certain areas. However, the

67



root mean squared error (see Tab. 5.4) with respect to high symmetry points turns out
to be in the region of 1 meV. Due to that, one can conclude that the tight-binding
fit accurately reproduces the band structure for the case of the quinacridone a-phase.
Furthermore, the number of fit parameters could be increased to enhance the agreement,
but that is not necessary to obtain correct electronic couplings. The latter is justified
by the stability of the fit, as shown in Ch. 5.2.2.1.
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Fig. 5.14: Detailed illustration of the valence band of the quinacridone a-phase. The

graph shows the valence band derived with DF'T and the corresponding tight-
binding fit.

The derived tight-binding function allows analysing the band structure in different
ways. For example, one can take a look at the high-symmetry direction I'-X of the con-
duction band (see Fig. 5.13), which processes parallel to the real space vector a;. There
is a peak near the middle, which indicates deviations from a cosine shape of the band.
From this, the question of how this can be understood arises. For the investigation, one
can use the in Ch. 3.4.2 explained analysis tool. The latter makes it possible to decom-
pose the bands in certain directions. An example for the above mentioned direction is
illustrated in Fig. 5.15. It turns out that the band in the I'-X direction has two main
contributions. First, the electronic coupling in a;, which gives a cosine shape to the
band. Secondly, there is a contribution from the next nearest neighbour in 2 -a;. The
corresponding coupling shows a doubled frequency and is responsible for the peak in the
middle of the band. A physical interpretation and more on this topic can be found in
our publication [56].

The knowledge of an analytical function for the valence and conduction band brings
several advantages. As already shown, by fitting this function the electronic couplings are
estimated. Further, a decomposition of bands is possible due to the nature of the model
function. Another advantage is that the effective mass (as the most important parameter
for band transport) can be determined in a straightforward manner at the desired k-
points. Note that for accurate effective masses the agreement between tight-binding
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Fig. 5.15: Conduction band of the quinacridone a-phase in the I'-X direction. This
direction is parallel to the real-space vector a;. The graph shows the entire
tight-binding function e(k) at this direction. Furthermore, the contributions
of couplings in a;, 2 - a;, a; + az and a; — ay to €(k) are shown.

function and DFT-data is crucial. Due to that, it might be advantageous to increase
the number of fit parameters. For the quinacridone a-phase, the above-shown fitted
function, however, satisfies these requirements. For hole transport, the maximum of the
valence band is of great interest. Analogously, the conduction band minimum presents
the point to study for electron transport. For the quinacridone a-phase, the valence band
minimum (VBM) is found at reciprocal point X, whereas the conduction band minima is
at Y. The implementation, shown in Ch. 3.4.2, was used to calculate the effective mass
tensor at those points. However, to present the results more descriptive, the tensor was
multiplied from both sides with direction vectors d. The corresponding mathematical
expression is stated in Eq. (5.1). That leads to scalar values for the effective mass,
which describe the motion of charge in direction d, when an external field is applied in
the same direction. The visualization of the obtained results as 3D-plots is shown in
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Fig. 5.16. The plot shows effective masses for the valence and conduction band at their
respective extrema. In the following section, a short interpretation of results derived for
band and hopping transport is given. For further details, see our publication [56].

il = a7 (G5 ) a 5.1)

The effective mass for the valence band shows rather small values for the directions ag,
as + ag and ay. That indicates preferable good transport for holes in those directions.
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Fig. 5.16: Effective mass of the quinacridone a-phase illustrated by a 3D-sphere plot.
The sphere is coloured according to values of the effective mass in every
direction. a.) shows the effective mass at the valence band maximum, which
is found at X. b.) the effective mass at the conduction band minima, which
isat Y.
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For the case of hopping transport, the respective hole couplings (see Tab. 5.3) are
decisive. The values of the couplings in a; + ag and as show consistently the same
behaviour as for band transport. However, the coupling in ag is rather low, which
indicates that hopping rates in this direction will be lower too. Owing to that, it seems
that a difference between band and hopping transport behaviour occurs. The explanation
can be found in the structure of the energy dispersion in this direction. The energy slope
(k) is given by the sum of couplings weighted with their corresponding phase factors.
As already mentioned, the coupling in ag is rather low, but there are other contributions
which increase the dispersion. For the present case this would be the coupling in as + ag
and a; — ag — ag. That shows the importance of a detailed investigation of the band
structure to accomplish an accurate description of transport phenomena.

5.2.1.2 Pentacene

For the purpose of testing the suitability of model functions describing two molecules
per unit cell, results on pentacene are shown. As mentioned at the beginning of this
chapter, the geometry was optimized by using FHI-aims. The estimation of the electronic
structure started with several convergence tests. First, the basis set was converged to
accomplish accurate results for the valence and conduction band. That means, different
basis set sizes were tested, whereby deviations in the band structure were measured. The
2"d_tier, tight settings turned out to be sufficient to obtain a converged band structure.
The use of more basis functions yields a massive increase in computational time, which
was not justified by the minor increase of accuracy for the present purpose. As a next
step, the convergence of the k-grid was investigated. Different grid sizes starting from
2x2x2up to 8 x8x 8 were set in the DFT-calculation. As convergence criterion, again,
deviations in the valence and conduction band energies were measured. As a result, the
4 x 4 x 4 k-grid turned out to fulfil the requirement of a change less than 1 meV in high
symmetry directions of those bands. With those settings, the single point calculation
was performed. As already discussed for quinacridone, the use of an extended grid allows
estimating a higher number of k-points. Therefore, an extended grid of 16 x 16 x 16
was chosen to evaluate 4096 energy points. The latter provides a dense enough grid
to fit a suitable function. For the present case of two molecules per unit cell, the
corresponding model function discussed in Ch. 3.4 has to be used. Due to the fact
that the couplings in symmetric directions A-A and B-B turned out to be almost (less
than 2 meV) the same, the function was modified by assuming Haa(k) = Hpp(k) —
tff? The additional fit parameter tfﬁ describes the on-site energy of molecule B. This
is justified by the structure of the unit cell, which indicates that the offsets (on-site
energies) of both molecules are not equal. Note that in the present case, the model
function is fitted to two energy bands. That would be either the VB (valence band)
and VB-1 or the CB (conduction band) and CB+1. The fitting was performed using
the implementation explained in Ch. 3.4.2. For the sake of fitting the model function,
different algorithms were tested to check for reproducibility of the obtained results.
That included the Levenberg-Marquardt [38, 39|, Powell [40]|, Conjugate-Gradient [41]
and Nelder-Mead [42] algorithm. All of them yielded the same global minima by fitting
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Fig. 5.17: Pentacene: Electronic band structure in high symmetry directions. The
graph shows the valence and conduction band derived with DFT. The dashed
lines represent the corresponding tight-binding fits. In the present case, the
fit was performed using the two molecules per unit cell approach, see Ch. 3.4.

the same parameters, which indicates consistency. The band structure derived with
DFT and the corresponding fits evaluated in high symmetry directions are given in
Fig. 5.17. The graph shows a good optical agreement between analytical function and
DFT-data, i.e. for the valence and conduction band. The corresponding statistical values
characterizing the fits are presented in Tab. 5.7. The root mean squared error justifies
the obtained results for the purpose of extracting electronic couplings. The results for
fit parameters using the Levenberg-Marquardt algorithm are shown in Tab. 5.5 and
Tab. 5.6. The former presents the couplings between molecules of the same type. The
second table includes couplings between molecules of type A and B. In these tables, the
neighbours can be found by the following rule. For example, the coupling from molecule
A in the zeroth unit cell to molecule B, which is localized in a unit cell shifted by a
vector ay, is given by the notation t’iﬁ. An illustration of important fit parameters and
their appearance in the lattice can be found in Fig. 5.18.
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Fig. 5.18: Pentacene: Illustration of important fit parameters and their respective di-
rections. The corresponding values derived by fitting an analytical function
to the band structure can be found in Tab. 5.5 and Tab. 5.6. Due to the
shape of the periodic structure, the assumptions of tﬁﬁ = tﬁ% and tﬁﬁ = t@‘l“l
are used in the fit.

With the knowledge of those couplings, it is possible to screen for preferable hopping
transport directions. For hole transport, the couplings belonging to the valence band
are of interest. For example, the coupling in a; direction indicates preferable hopping in
that direction. In contrast, the as direction shows an almost vanishing coupling, which
implies rather low transfer rates. However, the values for directions (a; + az)/2 and
(a; — az)/2 indicate even better hopping rates. Analogously, the behaviour of electrons
can be studied. In this case, the corresponding conduction band couplings are relevant.
Notably, there are also some problems, when employing the fitting method. First, the
stability of the two molecules per unit cell approach, which is discussed in detail in
Ch. 5.2.2.2. Further, for two molecules per unit cell, crossings in the band structure can
occur, that issue is investigated in Ch. 5.2.3.
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Tab. 5.5: Pentacene: Fit parameters between molecules of the same type, i.e. A-A
and B-B. The results were derived using the model function describing two
molecules per unit cell, see Eq. (3.74). Vector...linear combinations of lattice
vectors, identifying the neighbours. Valence...represents the fit parameters of
the valence band (VB) and VB-1. Conduction...represents the fit parameters
of the conduction band (CB) and CB+1. All values given in meV.

‘ Vector ‘ Valence / meV ‘ Conduction / meV ‘

| tad | 686211 | -5648.19 |
| tBP | -6856.33 | -5671.94 |
ot 29.40 | -37.24 |
othy -1.86 | -7.28 |
| thtaz | 2.09 | -2.05 |
| the | 1.78 | -1.70 |
| thtas | 0.34 | -0.03 |
| th%as | -0.04 | 0.02 |
|t a2 a3 | 0.02 | -0.03 |
| otha | -0.99 | 0.33 |
| thay | -0.08 | 0.05 |
| thay | 0.00 | 0.00 |
|t aa | 0.38 | -0.42 |
|t a2 ias) | -2.12 | -5.70 |

74



Tab. 5.6: Pentacene: Fit parameters between the different types of molecules A-B
and B-A. The results were derived using the model function describing two
molecules per unit cell (see Eq. (3.74)). Vector...linear combinations of lat-
tice vectors identifying the neighbours. Valence...fit parameters of the valence
band (VB) and VB-1. Conduction...fit parameters of the conduction band
(CB) and CB+1. All values given in meV.

‘ Vector ‘ Valence / meV ‘ Conduction / meV

| thE 46.32 | 79.58
| th | -0.60 | -86.59 |
| otRa -84.70 | 2.48 |
| thE | 0.89 | -80.92 |
| tha | -86.54 | 0.14 |
|t | 0.81 | 92.18 |
| thRag | 57.94 | 0.54 |
| thy | 0.04 | 3.87 |
| otRs 1.83 | 0.26 |
| tA s | 0.06 | 3.94 |
| tht s | 2.12 | 0.05 |
| th%as | -0.05 | 0.01 |
| th2ias | -0.47 | 0.02 |

tiar a2 a3 | -0.03 | 0.41 |

bt a2 a3 | 0.47 | 0.01 |
| they | 0.18 | 1.89 |
| thay | -2.39 | 0.03 |
| they | 0.03 | 0.55 |
| thay | -0.84 | 0.15 |
| they | 0.01 | 0.11 |
| this | -0.02 | 0.14 |
| thm a2 -0.20 | 0.79 |
| tha a2 -0.73 | 0.17 |
| tiaTiaztas) -0.29 | -13.07 |
| tPa aztas) -0.85 | 0.59 |
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Tab. 5.7: Pentacene: Statistical values characterizing the quality of the tight-binding
fit. VB...valence band, CB...conduction band, DG points...number of points
in dense grid, (R)MSE... (root) mean squared error of fit, HS points...
number of high symmetry points, (R)MSEpgs...(root) mean squared error
evaluated at high symmetry k-path

| VB [ CB |
| DG points | 8192 | 8192 |
| MSE / eV |0.3649 | 0.2312 |
| RMSE / eV | 0.0067 | 0.0053 |
|
|

HS points | 300 | 300 |
MSEgs / €V | 0.0102 | 0,0054 |
| RMSEgs / €V | 0.0058 | 0.0042 |

5.2.2 Stability of Tight-Binding Fits

The present chapter is about the stability of fitting tight-binding functions. It is divided
into two parts. As a first part, the stability of the model function describing one molecule
per unit cell is studied. For this purpose, a simple 1D-example is shown to demonstrate
stability by varying different parameters. The second part includes the two molecules
per unit cell approach and its corresponding behaviour.

5.2.2.1 One Molecule per Unit Cell

The model function for one molecule per unit cell is stated in Eq. (3.69) in Ch. 3.4. The
mathematical structure of this function can be identified as a Fourier series. For the sake
of illustrating the stability of fitting this function to data, an example of a 1D-series is
discussed. For this purpose, the model function stated in Eq. (5.2) representing a 1D-
Fourier series, is used. The fit parameters are represented by the t,, while the phase
factor is given by the cosine. The cosine functions can be used if there is an inversion
symmetry. The periodicity of this function is given by the parameter a in real space
and %’r in reciprocal space. However, to demonstrate stability, the function is fitted to a
rectangular curve of points. The point density is adjustable as shown further below.

E(k) = Ztncos(nk’a) (5.2)

The first test was performed to demonstrate the improvement of the model function with
respect to the rectangular shape when increasing the number of fit parameters. The cor-
responding graph is shown in Fig. 5.19. The illustration shows single contributions to
the model function on the left side, while on the right side the entire model function is
presented. As expected, the increase of fit parameters yields a better reproduction of
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the rectangular shape. Furthermore, the evolution of fit parameters and their respective
values was investigated. For that purpose, the number of parameters was steadily in-
creased to observe possible changes in their values. The obtained results are visualized
in Fig. 5.20. The graph starts with one fit parameter used to fit the rectangular shaped
curve. Then, a second parameter was added and so forth. It can be seen that the values
of the fit parameters are constant, which implies they are not influenced by the presence
of other parameters. This behaviour was also observed for the 3D tight-binding model
function for the example of the quinacridone a-phase [56]. Another aspect would be the
density of points of the rectangular shape, which are used in the fit. For the above-shown
results, the number of points was set to 4000. However, one can vary this number to
show the evolution of the absolute error of the fit parameters. The reference values for
the fit parameters to obtain the absolute errors were taken from a fit to 4000 points. An
example of fitting the rectangular shape by increasing the point density is illustrated in
Fig. 5.21. As a result, one can see that the absolute error decreases by increasing the
density of points. Nevertheless, also with a small number of points, the absolute error is
rather small. For a real application of the tight-binding fitting method, the number of
necessary energy points was tested analogously for the quinacridone a-phase. It turned
out to be sufficient to calculate about 200 points in the 1¥-Brillouin zone to guarantee
the reproduction of the band structure. However, an individual test of convergence is
recommended for employing the fitting method to a specific system.

5.2.2.2 Two Molecules per Unit Cell

In the present chapter, the stability of the model function for two molecules per unit
cell is discussed. The corresponding model function is given in Eq. (3.74) in Ch. 3.4.
For the sake of testing the stability, the situation for pentacene was investigated. The
first attempt included the repetition of the fitting procedure, whereby the number of fit
parameters was held constant. Furthermore, the initial values of the fit parameters were
generated randomly. That means, the fit was performed several times on the same data
with the same number of parameters. The graph in Fig. 5.22 shows the corresponding
results, whereby the assumption of Ha4(k) = Hpp(k) was made. The fit parameters
for couplings between molecules of the same type, e.g. Haa(k), are stable. This can
be related to the behaviour of the one molecule per unit cell approach (discussed in the
prior chapter). However, the fit parameters describing couplings between two different
types of molecules A, B indicate some kind of inconsistency. For the meaning of those
parameters see Fig. 5.18. In Fig. 5.22, one can see that by repeating the same fitting

procedure, some values change at a certain point. For the present attempt, the tﬁ‘f‘ and
tﬁﬁ swap their value. Further, the parameters té]j and tﬁ‘;‘ show the same behaviour.

It seems that the fit is not stable, but there is a simple explanation for this issue. The
t"iﬁ and tﬁiﬁ parameters have the same phase factor, which implies a degree of freedom
in the fit. For example, there is no restriction that t"iﬁ describes always the coupling
to the next nearest neighbour (see Fig. 5.18). Therefore, one has to figure out which
parameter describes the nearest neighbour coupling or the next nearest neighbour one.

In most cases, the larger value can be identified with the nearest neighbour, but a chance
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Fig. 5.19: The illustrative case of a 1D-Fourier series used to fit a rectangular function.
The rectangular curve consisting of 4000 individual data points is represented
by the blue line. The left side shows contributions to the Fourier series, which
are cosines with different periodicities of na. The number of used parameters
is increased from the top to the bottom. On the right side, the sum of those
contributions forming the Fourier series (red line) is shown.
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Fig. 5.20: Evolution of obtained values for the fit parameters ¢,, upon increasing the to-
tal number of parameters. The index n represents the periodicity of cos(nka).
The graph starts on the left side with one parameter used to fit the rectan-
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Fig. 5.21: Evolution of absolute error of fit parameters by increasing the point density.
The point density is given by the points used to form the rectangular shape
at which the fit of the 1D-Fourier series is performed. The fit parameters are
given by t,, whereby the index n also represents the periodicity of cos(nka).
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Fig. 5.22: Pentacene: The fitting procedure was repeated several times, which is in-
dicated by the number of repetitions. The parameters were randomly ini-
tialized for every iteration. The graphs shows relevant fit parameters to
demonstrate their behaviour.

for the reversed case will never vanish. The same arguments are valid for the parameters
t\é]?gl and tﬁ‘;‘. To conclude this section, the stability of the two molecules per unit cell
approach is given. Nevertheless, one has to keep in mind that the degree of freedom
leads to different interpretations of the obtained results.

5.2.3 Limitations

Tight-binding fits present an efficient way to calculate electronic couplings of periodic
structures. However, this methodology also includes limitations regarding the applica-
tion on certain systems. The first limitation is simply that one has to use an appropriate
model function. That means, if the system has a certain number of molecules in the
unit cell, the tight-binding formalism has to be used to derive a suitable function. In
this work, the case of one and two molecules are discussed, but there are also systems
including more molecules per unit cell. In that case, the model function becomes quite
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Fig. 5.23: The band structure of a-tetrathiafulvalene (TTF) indicates a crossing be-
tween CB (conduction band) and CB+1 at point Y. The model function for
two molecules per unit cell (see Ch. 3.4) does not allow such crossings due
to its mathematical structure.

complex and therefore an increase of instability is expected. The next issue is unique
to the two (or more) molecules per unit cell approach. The possibility of band crossings
arises. For example, the conduction band (CB) and the CB+1 can cross at a certain
point. The latter can be found in the band structure of a-tetrathiafulvalene (TTF) as
shown in Fig. 5.23. The lattice of a-TTF includes two molecules per unit cell and shows
a triclinic crystalline structure. For more details on the structure, the work of Ellern et
al. [57] is recommended. The band structure along high symmetry directions indicates a
crossing at reciprocal point Y. As shown in the appendix A.1, the tight-binding model
function from Ch. 3.4 does not allow such crossings due to its mathematical structure.
Therefore, the application of this function to systems including crossings is limited.
However, there would be possibilities to solve this issue. As first idea, one could write
out the corresponding eigenvectors of the DFT-calculations. Further, one would have
to project these eigenvectors on the basis functions of the molecules in the unit cell.
From this, one could identify whether there is a crossing or an avoided-crossing. If there
was a crossing, a simple virtual exchange of the bands at this point could be applied.
Finally, the newly arranged data points could be fitted with the model function from
above. Another idea would be to adapt the model function to be able to describe such
crossings, but one would also have to know whether there is really a crossing in the band
structure.
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6 Comparison of Methodologies

In the present chapter, a comparison between cluster-based methods and tight-binding
fits is presented. The results shown in this chapter were derived as explained in the
corresponding chapters. Therefore, for the cluster-based approaches, namely Electronic
splitting in Dimers, Fragment Orbital and Block Decomposition, see Ch. 5.1.3. The
tight-binding fits are discussed in Ch. 5.2. The studied systems are the quinacridone
a-phase and pentacene. The crystal structures and the chemical composition of those
materials can be found in Ch. 4. The following results were obtained using the imple-
mentations shown in Ch. 3.

6.1 Quinacridone

The electronic couplings for the quinacridone a-phase were estimated for the hole and
electron case. The absolute values of hole couplings are tabulated in Tab. 6.1, whereas
the absolute values of electron couplings are listed in Tab. 6.2. For the sake of a more
illustrative comparison, a bar plot of those couplings derived with PBE [7] is given in
Fig. 6.1. The values for both cases, namely holes and electrons, show a good agreement
in each direction. Small deviations occur for the tight-binding approach, but this is
justified by taking the environment of the system into account. The results obtained by
using the hybrid functional PBEO, as listed in the above-mentioned tables, indicate an
increase of the absolute couplings. Nevertheless, in some directions, the PBEO results
show inconsistent behaviour. For possible interpretations of this behaviour see Ch. 5.2.

Tab. 6.1: Quinacridone a-phase: Absolute values of hole couplings estimated with
cluster-based methods and a tight-binding (TB) fit. For cluster-based ap-
proaches, the Electronic splitting in Dimers (ESD), Fragment Orbital (FO)
and Block Decomposition (BD) method were used. The couplings were calcu-
lated using the PBE and PBEO functional. Direction... linear combinations of
lattice vectors, which represent the coupling in those directions. All couplings
are given in meV.

| ESD | FO | BD | TB |
| Direction | PBE | PBEO | PBE | PBEO | PBE | PBEO | PBE | PBEO |
| a1l | 49 | 54 | 54 | 173 | 49 | 207 | 48 | 48 |
| a2 | 61 | 75 | 66 | 109 | 61 | 22 | 97 | 119 |
| a3 | 02 | 03 | 02 | 04 | 02 | 04 | 04 | 03 |
| al+a2 \105\ 107 | 122 | 122 | 105 | 208 | 99 | 104 |
| a24a3 | 143 | 163 | 144 | 197 | 143 | 172 | 122 | 143 |
|a24a3-al | 3.0 | 33 | 30 | 50 | 30 | 48 | 52 | 58 |
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Fig. 6.1: Quinacridone a-phase:
tight-binding fit.

Hole couplings

al a2 a3l al4+a2 a2+a3 a2+a3-al

B ESD BEFO-DFT mBD #mTB-fit

Electron couplings

al a2 ald al+a2 a2+a3 a2+ta3-al

HESD BEFO-DFT mBD #mTB-fit

correspond to linear combinations of lattice vectors a;.
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The bar plot shows absolute values of hole and electron
couplings calculated with Electronic splitting in Dimers (ESD), Fragment Or-
bital (FO) and Block Decomposition (BD) method, representing cluster-based
approaches. For the periodic case, the results of a tight-binding fit (TB) are
shown. All couplings were obtained with the PBE functional. The couplings



Tab. 6.2: Quinacridone a-phase: Absolute values of electron couplings estimated with
cluster-based methods and a tight-binding (TB) fit. For cluster-based ap-
proaches, the Electronic splitting in Dimers (ESD), Fragment Orbital (FO)
and Block Decomposition (BD) method were used. The couplings were calcu-
lated using the PBE and PBEQ functional. Direction... linear combinations of
lattice vectors, which represent the coupling in those directions. All couplings
are given in meV.

| ESD | FO | BD | TB |
| Direction | PBE | PBEO | PBE | PBEO | PBE | PBEO | PBE | PBEO |
| a1l | 174 | 210 | 99 | 21 | 174 | 130 | 184 | 218 |
| a2 \439\ 50.0 | 421 | 544 \439 | 721 | 383\ 44.6 |
| a3 | 02 | 05 | 02 | 12 | 02 | 04 | 05 | 03 |
| al4a2 \168\ 186 | 16.1 | 284 \168\ 40.1 | 51 | 6.0 |
| a24a3 | 14 | 1.9 | 15 | 32 | 14 | 28 | 13 | 19 |
|a2+a3-al| 1.6 | 1.8 | 1.5 | 21 | 1.6 | 30 | 1.0 | 13 |

6.2 Pentacene

For the pentacene structure, the absolute values of couplings for holes and electrons
are tabulated in Tab. 6.3 and Tab. 6.4. The tables show results obtained with PBE
and the hybrid functional PBEO for cluster-based methods. For the tight-binding fits,
couplings were calculated using the PBE functional. In this case, the PBEO functional
was not used due to the computational effort. For the sake of comparison, the results are
visualized by a bar plot in Fig. 6.2. The graph shows the electronic couplings obtained
with the PBE functional in certain directions. The results of the different approaches
point a good agreement in all directions. Furthermore, the tight-binding fit shows just
small deviations, which indicates that the influence of the environment is not that big
for pentacene as for quinacridone.
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Tab. 6.3: Pentacene: Absolute values of hole couplings estimated with cluster-based
methods and a tight-binding (TB) fit. For cluster-based approaches, the
Electronic splitting in Dimers (ESD), Fragment Orbital (FO) and Block De-
composition (BD) method were used. The couplings were calculated using
the PBE and PBEO functional, except for the tight-binding fit. Direction...
linear combinations of lattice vectors, which represent the coupling in those
directions. All couplings are given in meV.

(al4-a2)/2 | 156.2 | 176.7 | 53.6 | 721 | 594 | 718 | 463 |
(a2-al)/2 | 182.7 | 203.4 | 84.9 | 116.7 | 88.1 | 117.6 | 846 |

| ESD | FO | BD | TB |
| Direction | PBE | PBEO | PBE | PBEO | PBE | PBEO | PBE |
| al | 355 | 425 | 36.0 | 44.8 | 355 | 445 | 294 |
| a2 | 04 | 05 | 04 | 09 | 04 | 08 | 19 |
| a3 | 13 | 14 | 13 | 20 | 13 | 23 | 21 |
|
|

Tab. 6.4: Pentacene: Absolute values of electron couplings estimated with cluster-
based methods and a tight-binding (TB) fit. For cluster-based approaches,
the Electronic splitting in Dimers (ESD), Fragment Orbital (FO) and Block
Decomposition (BD) method were used. The couplings were calculated using
the PBE and PBEO functional, except for the tight-binding fit. Direction...
linear combinations of lattice vectors, which represent the coupling in those
directions. All couplings are given in meV.

(al4-a2)/2 | 166.8 | 190.4 | 83.9 | 109.9 | 88.2 | 109.0 | 79.6 |
(a2-al)/2 | 179.2 | 200.4 | 80.9 | 1074 | 85.4 | 1101 | 80.9 |

| ESD | FO | BD | TB |
| Direction | PBE | PBEO | PBE | PBEO | PBE | PBEO | PBE |
| al | 427 | 512 | 432 | 541 | 427 | 533 | 372 |
| a2 11| 14 | 11 | 22 | 11 | 25 | 73 |
| a3 | 94 | 111 | 92 | 143 | 93 | 173 | 17 |
|
|
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Fig. 6.2: Pentacene: Comparison between cluster-based methods and a tight-binding
fit. The bar plot shows absolute values of hole and electron couplings obtained
with Electronic splitting in Dimers (ESD), Fragment Orbital (FO) and Block
Decomposition (BD) method, representing cluster-based approaches. For the
periodic case, the results of a tight-binding fit (TB) are shown. All couplings
were obtained with the PBE functional. The couplings correspond to linear
combinations of lattice vectors a;.

86



7 Conclusion

The aim to provide accurate methodologies to estimate electronic couplings in organic
systems has been achieved. Starting with the simplest approach, the so-called Electronic
Splitting in Dimers method, the issue of polarization effects was discussed. The solution
to this problem was found in the Fragment Orbital method, which is commonly used
for estimating couplings. Furthermore, these methodologies were implemented and vali-
dated for different test systems. However, several considerations led to the idea of a new
approach. Following the concept of decomposing matrices, a theoretical transformation
was developed to evaluate electronic couplings without the requirement of fragment cal-
culations. The suitability of this approach, which is called Block Decomposition, was
tested on several organic systems. For that purpose, the results of the Block Decompo-
sition approach were compared to those obtained using the well-established Fragment
Orbital method. As a result, the suitability of the Block Decomposition method for
different test systems was shown. Further, the behaviour of Fragment Orbital and Block
Decomposition when using different functionals in the DFT calculation was studied. It
turned out, that the use of hybrid functionals (e.g. PBEQ) introduces inconsistencies at
certain directions for quinacridone. Those inconsistencies occur for the Fragment Orbital
and Block Decomposition method. Due to the fact that accurate high-level computed
reference values were not available at the time of writing this thesis, a further investi-
gation is still ongoing. Nevertheless, the use of GGA functionals, e.g. PBE, allows to
accurately estimate electronic couplings.

The second part of this thesis showed the application of tight-binding fits to calculate
electronic couplings of periodic structures. The suitability was shown for two systems,
namely the quinacridone a-phase and pentacene. In general, the results for both systems
were verified by comparing them to cluster-based methods. However, small deviations
compared to the cluster-based results occur due to the inclusion of the environment.
That indicates the importance of going beyond cluster-based approaches for certain di-
rections. Nevertheless, there are still issues with the two molecules per unit cell approach.
The additional degree of freedom within the fit has to be handled carefully to prevent
wrong interpretations of results. Furthermore, if a system shows band-crossings, the
discussed model function reaches its limits. However, there are possibilities to overcome
this problem, which are mentioned in the corresponding sections.

Overall, the outcome of this thesis presents a tool-box including different implemen-
tations to accurately estimate electronic couplings. For the estimation of electronic
couplings, the application of at least two different approaches is recommended. This
allows to check the results and to exclude any errors in the calculation.
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A Appendix

A.1 Non-Crossing Property

A proof of the non-crossing property for the model function below is provided:

_ Haall) 4 Hopll9 a0~ Hon0OF 1y g ()

k) =
61,2( ) 9 A

The following relation has to be valid for all k-vectors to proof the non-crossing be-
haviour.

€1 (k) > 62(k> (AQ)

The next step is to plug the expressions for €; » into the equation above.

Hau(k) _g Hyp(k) | \/(HAA(k) —4HBB(k))2 Hap)2 >
Hy4(k) -|2r Hpp(k) \/(HAA(k) ;HBB(k)y + |Hap(k)|?> (A.3)

Furthermore, the first terms on each side can be reduced. Finally, the square root terms
remain on both sides. Since they have to be positive to garuantee real numbers for the
energy €(k), the left side will give the higher number in any case.

\/(HAA(k) —415T313(1<))2 &) > _\/(HAA(k) —41'{1315;(1{))2 +Hap®)2 (A4)

That short derivation justifies the assumption of non-crossing within the tight-binding
model function for two molecules per unit cell.
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A.2 Source Code: Fragment Orbital

1 won
2 Fragment Orbital Implementation
3 Created on 22.04.2019
4
5 @author: Florian Mayer
6 florian.mayer@student.tugraz.at
7 won
8 from read functions ESD import *
9 from scipy.sparse import coo matrix
10 import scipy.linalg as LA
11
12 def fragment orbital(main_path,state f0l,state f02,state d,pickstate):
13 o
14 USER INPUTS:
15 main path...path to folder containing:
16 /dimer 01
17 /frag 01
18 /frag 02
19 state fO0l...Fragment A state to be picked
20 state f02...Fragment B state to be picked
21 state d...Dimer state to be picked
22 pickstate...picks the corresponding dimer state for the 2 state system:
23 e.g. +1 picks the state d+l
24 -1 picks the state d-1
25 Example: Phenol
26 state £01=24 (HOMO)
27 state £02=24 (HOMO)
28 state d=49 (HOMO)
29 pickstate=-1 (HOMO-1)
30 e
31
32 e
33 Dimer data -> load dimer hamilton matrix, load dimer overlap matrix
34 e
35 dimer path=main path+'dimer 01/'
36 ham dimer=read hamiltonian(dimer path)
37 ovp dimer=read overlap(dimer path)
38 eigvec dimer=read eigenvectors(dimer_ path)
39 eigvals_dimer=get splitting(dimer path)
40
41 e
42 Fragment 1 data -> load frag0l eigenvectors, load fragOl output.aims2 data
43 e
44 frag0l path=main path+'frag 01/’
45 eigvals fO0l=get splitting(fragl0l path)
46 eigvec fOl=read eigenvectors(frag0l path)
47
48
49 equality="No'
50 o
51 Fragment 2 data -> if fragmentl!=fragment2 then load frag02 eigenvectors,
52 load frag02 output.aims2 data
53 e
54 frag02 path=main path+'frag 02/’
55 if equality=='No':
56 eigvals f02=get splitting(frag02_ path)
57 eigvec f02=read eigenvectors(frag02 path)
5 else:
59 eigvals fO02=eigvals fO01
60 eigvec fO2=eigvec f01
61
62
63 """Main Part: Estimation of Electronic Couplings"""
64
65
66 #First Task: Calculating the transfer integral in non-orthogonal basis
67 j_transfer=0
68 s 12=0
69 siz_ham=np.shape (ham_dimer)
70 siz_fOl=np.shape (eigvec_ £01)
71 siz f02=np.shape(eigvec_ £02)
72 n_basisl=siz_ f01[0] 94
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n_basis2=siz_ f02[0]

cnt=0

for il in range(siz_ham[0]):

if (ham dimer[il,1]>n basisl) and (ham dimer[il,0]<=n basisl):

f01 index=ham dimer[il,0].astype(int)-1
£02 index=ham dimer[il,1].astype(int)-1
f02 index=f02 index-n basisl
Jj _transfer=j transfer+eigvec f01[f0l index,state fOl]*eigvec f02[
f02_index,state f02]*ham dimer[il, 2]
s _12=s_12+eigvec_fO01[f0l index,state fOl]l*eigvec f02[f02 index,state f02
1*ovp dimer[il,2]
cnt=cnt+1l

i index=np.array(ovp dimer[:,0],dtype=int)
j_index=np.array(ovp_dimer[:,1],dtype=int)

#Reshaping of sparse matrices into full matrices

ovp_dimer full=coo matrix((ovp_dimer[:,2], (i_index-1,j index-1))).toarray()
he2 mat=np.transpose(np.triu(ovp dimer full,1))

ovp_dimer full=ovp dimer full+he2 mat

ham dimer full=coo matrix((ham dimer[:,2], (i_index-1,j index-1))).toarray()
he mat=np.transpose(np.triu(ham dimer full,1))
ham dimer full=ham dimer full+he mat

siz_full=ovp_dimer full.shape

#Different operations to extract the overlap and on-site energies
#in the non-orthogonal basis

block fl=np.zeros(siz_ full)
block sl=np.zeros(siz_full)
for nl in range(siz full[1]/2):
for n2 in range(siz_full[O]/Z):
block fl[nl,n2]=ham dimer full[nl,n2]
block sl[nl,n2]=ovp_dimer full[nl,n2]

block f2l=np.zeros(siz_full)
block s2l=np.zeros(siz_full)
for nl in range(siz full[1]/2,siz full[l]):
for n2 in range(siz full[0]/2):
block f21[nl,n2]=ham dimer full[nl,n2]
block s21[nl,n2]=ovp dimer full[nl,n2]

block sl2=np.zeros(siz_full)
block fl2=np.zeros(siz_full)
for nl in range(siz full[1]/2):
for n2 in range(siz_full[O]/2,siz_full[0]):
block sl12[nl,n2]=ovp_dimer full[nl,n2]
block f12[nl,n2]=ham dimer full[nl,n2]

block transl2 ovp=block s12[0:siz full[0]/2,siz full[1]/2:]
block trans2l ovp=block s2l[siz full[0]1/2:,0:siz full[1]1/2]

psi fl homo=eigvec f01[:,state f01]
psi f2 homo=eigvec f02[:,state £02]

block f2=np.zeros(siz_ full)
block s2=np.zeros(siz_full)
for nl in range(siz full[1]/2,siz full[l]):
for n2 in range(siz full[0]/2,siz full[0]):
block f2[nl,n2]=ham dimer full[nl,n2]
block s2[nl,n2]=ovp_dimer full[nl,n2]

block Hll=block f1[0:siz full[01/2,0:siz full[1]1/2]

block transl2=block f12[0:siz full[0]1/2,siz full[1]1/2:]
block_tran821=block_f21[O:Siz_fullgﬁj/Z,SiZ_full[1]/2:]
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169
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171
172
173
174
175
176
177
178
179
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block H22=block f2[siz full[0]/2:,siz full[1]/2:]
block Hl2=block transl2

e l=np.matmul (block H11l,psi f1l homo)
e l=np.matmul (np.transpose(psi_fl homo),e 1)
e l=e 1%*27.211

e 2=np.matmul (block H22,psi f2 homo)
e 2=np.matmul (np.transpose (psi_f2 homo),e 2)
e 2=e 2%*27.211

Jj transfer=j transfer*27.211

s 21 n=np.matmul (block trans2l ovp,psi f2 homo)
s 21 n=np.matmul (np.transpose(psi fl homo),s 21 n)
s 21=s 21 n

block Sll=block sl[0:siz full[0]/2,0:siz full[1]/2]
block _S22=block s2[siz full[0]1/2:,siz full[1]/2:]

s_fl=np.matmul (block S11,psi fl1 homo)
s _fl=np.matmul (np.transpose(psi_fl homo),s f1)
s_f2=np.matmul (block S22,psi fl homo)
s_f2=np.matmul (np.transpose(psi_fl homo),s f2)

#Performing Lowdins symmetry transformation:

e effl=0.5*((e l+e 2)-2*j transfer*s 12+(e l-e 2)*np.sqgrt(l-s 12**2))/(1l-s 12%**2)
e eff2=0.5%((e 1l+4e 2)-2*%j transfer*s 12-(e l-e 2)*np.sqrt(l-s 12**2))/(1l-s 12%*2)
#Calculating final result for electronic coupling

j_eff=(j transfer-0.5*%(e l+4e 2)*s 12)/(l-s_12%*2)

res_splitting=np.sqrt((e_effl-e eff2)**2+(2%]j eff)**2)
#Electronic splitting in Dimer method (using DFT-data)
ESD=eigvals dimer[state d]-eigvals dimer[state d-1]

t eff=] eff
results=np.array([[J_eff],[e effl],[e eff2],[res_splitting],[e 11,[e_2],[ESD]])
add_data=np.transpose (results)

"UMOUTPUT" M

print "-—------ "

print "Fragment Orbital method..."

print "Florian Mayer / TUGraz 2018"

print "-—------- "

print "Inputs:"

print "Fragment A state: "+str(state f01)+" | Fragment B state: "+str(state f02)
print "Dimer state I: "+str(state d)+" Dimer state I1: "+str(state d+pickstate)
print "-—------ "

print "Detailed Results / eV :"

print "e 1 (non-ortho) : "+str(e_1)

print "e 2 (non-ortho) : "+str(e_2)

print "e leff (ortho) : "+str(e_effl)

print "e 2eff (ortho) : "+str(e_eff2)

print "t 12 (non-ortho) : "+str(j_transfer)

print " 12 (splitting O ) : "+str(res_splitting)

print "ESD (splitting DFT) : "+str (ESD)

print "ESD/2 : "+str(ESD/2)

print "e l-e 2 (onsite spl) : "+str(e 1l-e 2)

print "ESD-E 12 (hybrid hf) : "+str(ESD-res splitting)

print " "

print "Electronic coupling t eff / meV"

print "t eff : "+str(t_ef£f*1000)

print "-—----- "

return t eff,add data
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A.3 Source Code: Block Decomposition

1 won
2 Block D bosition Implementatior
3 2 .2019
4
5 @author: Florian Mayer
6 florian.mayer@student.tugraz.at
7 won
8 from read functions ESD import *
9 from scipy.sparse import coo matrix
10 import scipy.linalg as LA
11
12 def block decomposition(main_path,state d,pickstate):
13 e
14 USER INPUTS:
15 main ...path to folder containing:
16 /dimer 01
17 - ..Dimer state to be pic
18 .picks tl ( 2 state system
19 icks
20 -1 picks the B
21 Example: Phenol
22 stat d=49 (HOMO
23 pickstate=-1 (HOMO-1)
24 e
25 state_d2=state_ d+pickstate
26 e
27 Dimer data -> load dimer hamilton matrix, load dimer overlap matrix
28 e
2 dimer path=main path+'dimer 01/’
30 ham dimer=read hamiltonian(dimer path)
31 ovp_dimer=read overlap(dimer path)
32 eigvec dimer=read eigenvectors(dimer path)
33 eigvals dimer=get splitting(dimer path)
34
35 """Main Part: Estimation of Electronic Couplings"""
36
37 o
38 Reshaping of sparse matrices into full matrices
39 e
40 i _index=np.array(ham dimer[:,0],dtype=int)
41 Jj_index=np.array(ham dimer[:,1],dtype=int)
42 ham dimer full=coo matrix((ham dimer[:,2], (i index-1,j index-1))).toarray()
43 he mat=np.transpose(np.triu(ham dimer full,1l))
44 ham dimer full=ham dimer full+he mat
45 ovp dimer full=coo matrix((ovp dimer[:,2], (i index-1,j index-1))).toarray()
46 he2 mat=np.transpose(np.triu(ovp dimer full,1))
47 ovp_dimer full=ovp dimer full+he2 mat
48
49 psi_dimer homo=eigvec dimer[:,state d]
50 psi_dimer homo ml=eigvec dimer[:,state d2]
51
52 state en=np.matmul (ham dimer full,psi dimer homo)
53 state _en=np.matmul (np.transpose(psi_dimer homo) ,state en)
5 state_en=state_en*27.211
55
5 #Block Decomposition of Matrices
57 siz_full=ham dimer full.shape
5 block fl=np.zeros(siz full)
59 block sl=np.zeros(siz full)
60 for nl in range(siz full[1]/2):
61 for n2 in range(siz full[0]/2):
62 block fl[nl,n2]=ham dimer full[nl,n2]
63 block sl[nl,n2]=ovp_dimer full[nl,n2]
64
65 onsite fl=np.matmul(block fl,psi dimer homo)
66 onsite fl=np.matmul (np.transpose(psi_dimer homo) ,onsite f1)
67 onsite fl=onsite f1*27.211
68
69 onsite sl=np.matmul (block sl,psi dimer homo)
70 onsite sl=np.matmul (np.transpose(psi_dimer homo) ,onsite_sl)
71
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onsite fl hl=np.matmul (block fl,psi dimer homo ml)
onsite fl hl=np.matmul (np.transpose(psi dimer homo ml) ,onsite fl hl)
onsite fl hl=onsite fl h1*27.211

onsite sl hl=np.matmul (block sl,psi dimer homo ml)
onsite sl hl=np.matmul (np.transpose(psi dimer homo ml) ,onsite sl hl)

block f2=np.zeros(siz full)
block s2=np.zeros(siz_full)
for nl in range(siz full[1]/2,siz_ full[1]):
for n2 in range(siz full[0]/2,siz full[0]):
block f2[nl,n2]=ham _dimer full[nl,n2]
block s2[nl,n2]=ovp dimer full[nl,n2]

onsite f2=np.matmul(block f2,psi dimer homo)
onsite f2=np.matmul (np.transpose(psi_dimer homo) ,onsite f2)
onsite f2=onsite f2%27.211

onsite s2=np.matmul (block s2,psi dimer homo)
onsite s2=np.matmul (np.transpose(psi_dimer homo) ,onsite s2)

onsite f2 hl=np.matmul (block f2,psi dimer homo ml)
onsite f2 hl=np.matmul (np.transpose(psi_dimer homo ml) ,onsite f2 hl)
onsite_f2 hl=onsite_f2 h1*27.211

onsite_s2_ hl=np.matmul (block s2,psi_dimer_ homo_ml)
onsite s2 hl=np.matmul (np.transpose(psi_dimer homo_ml),onsite s2 hl)

block fl2=np.zeros(siz full)
block sl2=np.zeros(siz_full)
for nl in range(siz full[1]/2):
for n2 in range(siz_full[O]/2,siz_full[0]):
block fl12[nl,n2]=ham dimer full[nl,n2]
block sl12[nl,n2]=ovp _dimer full[nl,n2]

block f2l=np.zeros(siz_ full)
block s2l=np.zeros(siz_full)
for nl in range(siz full[1]/2,siz full[1]):
for n2 in range(siz full[0]/2):
block f21[nl,n2]=ham dimer full[nl,n2]
block s21[nl,n2]=ovp dimer full[nl,n2]

block fab=block fl2+block f21
block sab=block sl2+block s21

trans_ fab=np.matmul (block fab,psi dimer homo)
trans fab=np.matmul (np.transpose(psi_dimer homo) ,trans_ fab)
trans fab=trans_ fab*27.211

trans fab2=np.matmul (block fab,psi dimer homo)
trans_ fab2=np.matmul (np.transpose(psi_dimer homo ml),trans_ fab2)
trans_fab2=trans_ fab2*27.211

trans_sab=np.matmul (block sab,psi dimer homo)
trans_sab=np.matmul (np.transpose(psi_dimer homo) ,trans_sab)

trans fab hl=np.matmul (block fab,psi dimer homo ml)
trans fab hl=np.matmul (np.transpose(psi dimer homo ml),trans fab hl)
trans fab hl=trans fab hl1*27.211

trans_sab_hl=np.matmul (block sab,psi _dimer homo ml)
trans_sab hl=np.matmul (np.transpose(psi dimer homo ml) ,trans_sab hl)

"""Electronic Splitting in Dimers method"""
ESD DFT=eigvals dimer[state d]-eigvals dimer[state d2]
t check=ESD DFT/2

LLRIRT] IR

Approximation of on-site energies
EA=onsite fl

EAH=onsite fl1 hl

EB=onsite_ f2 98
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EBH=onsite f2 hl
SA=onsite_ sl
SAH=onsite sl hl
SB=onsite s2
SBH=onsite s2 hl
EAB=trans_fab
EABH=trans_fab hl
SAB=trans_sab
SABH=trans_sab_hl

c=(SA+SAH) * (SB+SBH) - (SAB/2+SABH/2) **2

Gll=1/c* ( (SB+SBH) * (EA+EAH) - (SAB/2+SABH/2) * (EAB/2+EABH/2) )
G22=1/c* ( (SA+SAH) * (EB+EBH) - (SAB/2+SABH/2) * (EAB/2+EABH/2) )

t _eff=np.sqrt (ESD**2-(G11-G22)**2)/2

add data=np.array([Gll,G22,ESD,ESD DFT])
W nGUTPUT -
print "-—---—-—-—
print "Block decomposition method..."
print "Florian Mayer / TUGraz 2018"

print " "

print "Inputs:"

print "Dimer state I: "+str(state d)+" Dimer state II: "+str(state_ d+pickstate)
print "-—------ "

print "Detailed Results / eV :"

print "E 1 (onsite energy) : "+str(G1l1l)

print "E 2 (onsite energy) : "+str(G22)

print "E 12 (splitting BD ) : "+str (ESD)

print "E H (HOMO energy) : "+str(onsite fl+4onsite f2+trans_ fab)

print "E Hml (HOMOmebergy) : "+str(onsite fl hl+onsite f2 hl+trans_ fab hl)
print "S H (overlap HOMO) : "+str(onsite sl+4onsite s2+trans_sab)

print "S hml (overlap Hml ) : "+str(onsite sl hl+onsite s2 hl+trans_sab_hl)
print "ESD (splitting DFT) : "+str(ESD DFT)

print "ESD/2 : "+str(ESD_DFT/2)

print "E 1-F 2 (onsite spl) : "+str(G11-G22)

print "ESD-E 12 (hybrid hf) : "+str (ESD_DFT-ESD)

print "-—------ "

print "Electronic coupling t eff / meV"

print "t eff : "+str(t_eff*1000)

print "------- e "

return t eff,add data
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Tight Binding: Fitting Module
ted on 22.04.2019

@author: Florian Mayer

florian.mayer@student.tugraz.at

import numpy as np

import Imfit

from Imfit import Minimizer, Parameters, report fit
import scipy.linalg as LA

import cmath as cm

from readinitialdata import *

def construct parameters (mode,Raa,Rbb,Rab,rl,r2):

LIRIRT]

This function constructs the input for the tight binding/()
Inputs:

molecule per unit ce
er unit

linear

for cule A

for molecule B

for interactic

rl...not us

r2...not usec
wnn

import numpy as np
import cmath as cm

from Imfit import Minimizer, Parameters, report fit

if mode=='one':
Raa=Rbb

if Raa.size==3:
Raa=np.array([Raal)
if Rbb.size==3:
Rbb=np.array ([Rbb])
if Rab.size==3:
Rbb=np.array([Rab])
rl=np.array([rl])
r2=np.array([r2])

if mode[0O]=='two':

name store=[]

new parameters=Parameters ()

for j in range(Raa.shape[0]):
pa_name='t'+str(j)+' AA'
start val=np.random.rand(1)*0.005
new parameters.add(pa_name,value=start val,
name_ store.append(pa_name)

for j in range (Rbb.shape[0]):
pa_name='t'+str(j)+' BB’
start val=np.random.rand(1)*0.005
new parameters.add(pa_name,value=start val,
name_store.append(pa_name)

for j in range(Rab.shape[0]):
pa name='t'+str(j)+' AB'
start val=np.random.rand(1l)*0.005
new parameters.add(pa_name,value=start val,
name_store.append(pa_name)

if mode[0O]l=='one':

name_store=[]

new parameters=Parameters ()

for j in range(Raa.shape[0]):
pa_name='L'+str(j)+' AA'
start_val=np.random.rand(1)
new parameters.add(pa_name,value=start val,
name_store.append(pa_name)

for j in range (Rab.shape[0]):
pa_name='t'+str(j)+' AB' 100

4 Source Code: Tight-Binding Main Functions

nbinations of lattice

min=-10,
min=-10,
min=-15,
min=-15,

fit function

max=10)

max=10)

max=15)

max=15)
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101
102
103
104
105
106
107
108
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116
117
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124
125
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128
129
130

131
132
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134
135
136

def

start val=np.random.rand(1)
new_parameters.add(pa_name,value=start val, min=-15, max=15)
name_ store.append(pa name)
meta data=np.array([Raa.shape[0],Rbb.shape[0],Rab.shape[0],rl.shape[0],r2.shape[0
11
R=[Raa,Rbb,Rab,rl,r2]
R=np.concatenate([[Raa], [Rbb], [Rab],[rl],[r2]],axis=1)
R= np.squeeze (R)
return name_ store,new parameters,R,meta data

tight binding(pars,k,R,pa_names,meta,mode,S dat=None,data=None) :

[IRIRT]

parameters needed to fit the function(construct parameters delivers the

> shape of (n,3)
truct paramete

eter names ( S5 -
data, n d to build model function
nparable data in the shape of (n,1)

non

overlap c=mode[1]
parvals = pars.valuesdict()
t=np.zeros((len(pa_names), 1))
for j in range(len(pa_names)):
t[j]l=parvals[pa_names[]j]]
if mode[O]=="two':
#next step: build the model function for two molecules per unit cell
E k p=[]
E k m=[]
for i in range(k.shape[0]):
H11 k tot=[]
H22 k tot=[]
H12 k tot=[]
H21 k tot=[]
for j in range(metalO]):
fhere the H11 (k) term is constructed:
H11 k=t[jl*cm.exp(lj*np.dot(k[i,:]1,R[],:1))
H11 k tot.append(H11l k)
for j in range(metal[0],meta[0]4+metal[l]):
#here the H22 (k) term is constructed:
H22 k=t[j]l*cm.exp(lj*np.dot(k[i,:]1,R[],:]1))
H22 k tot.append(H22 k)
for j in range(metal[O]+meta[l] ,meta[0]+meta[l]l+metal2]):
#here the H12 (k) term is constructed:
H12 k=t[jl*cm.exp(lji*np.dot(k[i,:],R[],:]))
H12 k tot.append(H12 k)

Hll=sum(H11l k tot)
H22=sum(H22_ k tot)
H12=sum(H12_k tot)

#finally we put things together and calculate the entire function
if overlap c=='No':
E p=(H11+H22)/24np.sqrt ((H11-H22) **2/44np.abs (H12) **2)
E m=(H11+4H22)/2-np.sqrt ((H11-H22)**2/4+4np.abs (H12) **2)
#experimental, goes beyond tight-binding by including overlaps
elif overlap c=='Ves':
eig S=LA.inv(np.array([[S dat[0][i],S dat[2]1[411]1,[S dat[3]1[i]l,S dat[l
1[i111))
Sll=eig S[0,0]
Sl2=eig S[0,1]
S21=eig S[1,0]
S22=eig S[1,1]
H21=np.conj (H12)
E_p=(S11*H11+S12*H21+S21*H12+S22%H22) /2+np.sqrt (((S11*H11+S12%H21) - (
S21%H124S22%H22) ) **2 /44 (S11*H12+S12%H22) * (S21*H114S22*%H21))
E m=(S11*H11+S12*H21+S21*H124S22%H22) /2-np.sqrt (((S11*H11+S12%H21) - (
S21*H12+4S22%H22) ) **2 /44 (S11*H12+S12*H22) * (S21*H114+S22*H21))
_p.append (E_p)

E_k
E_k m.append(E_m) 101



140

141 if mode[0]=="one':

142 #build model function for one molecule per unit cell
143 E k _p=[]

144 E_k m=[]

145 if data is not None:

146 da_zw=data[0:data.size/2]

147 data=np.concatenate((da_zw,da_zw))

148 for i in range(k.shape[0]):

149 H11 k tot=[]

150 H12 k_tot=[]

151 for j in range(metal[0]):

152 #here we construct the H1l term:

153 #not used in actual fit

154 H11l k=t[j]l*cm.exp(lj*np.dot(k[i,:]1,R[],:]1))
155 H11 k tot.append(H11l k)

156 H11 k=0

157 for j in range(meta[O]+meta[l] ,meta[0]+meta[l]l+metal2]):
158 #here we construct the H12 term:

159 H12 k=t[j-meta[l]l]l*cm.exp(lj*np.dot(k[i,:]1,R[F,:1))
160 H12 k tot.append(H12 k)

161 T B

162 Hll=sum(H11 k tot)

163 H12=sum(H12_k tot)

164 #finally we put things together and calculate the entire function
165 E_p=1.0% (H12)

166 E_k p.append(E_p)

167 E k m.append(E_p)

168

169 cmp dat=np.array([E k p,E k m])

170 func val=np.squeeze (cmp_dat)

171 #print func val.shape

172 cmp_dat=cmp_dat.flatten()

173 cmp_dat=cmp_dat.view(np.float)

174

175 if data is None:

176 return np.real (func val)

177 else:

178 out=data-cmp_dat

179 return out.view(np.float)

180

181

182 def fit bandstructure two(k,data,Raa,Rbb,Rab,rl,r2,overlap corr):
183 win

184 Wrapper for Tight-Binding fit with two molecules per unit cell
185 k...vector of k-points

data of DFT calculation/suitable shape is generated by read

186

187 ..Directions of fit for molecule A

188 .Directions of fit 1le B

189 Ab...Directions of fit parameters for interactions 1 A and B

190 r 1,r 2 not u d yet

191 overlap corr="No"

192 e

193 mode=['two',overlap corr]

194 names,para_set,R,metas=construct parameters(mode,Raa,Rbb,Rab,rl, r2)

195 if overlap corr=='Ves':

196 path22=""

197 S dat2=read entire klist(path22,6,50,146)

198 minner = Minimizer (tight binding, para set, fcn args=(k,R,names,metas, mode,
S _dat2,data))

199 else:

200 S dat2=[]

201 minner = Minimizer(tight binding, para set, fcn_args=(k,R,names,metas, mode,
S dat2,data))

202 result = minner.minimize (method='"leastsqg')

203 report fit(result)

204 final = data + result.residual

) new_para=result.params

206 plot data=tight binding(new_para,k,R,names,metas, mode, S dat2,data=None)

return plot data,new_para

20
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218
219
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222
223

224
225
226
227
228
229

def fit bandstructure one(k,data,Raa,Rbb,Rab,rl,r2,overlap corr):

[IRIRT]

Wrapper for Tight-Binding fit with one molecule per unit cell

k...vector of k-points

data...reference data of DFT calculation/suitable shape is generated by read
functions

Raa...Directions of fit parameters for molecule A

Rbb...Directions of fit parameters for molecule B

RAb...Directions of fit parameters for interactions between A and B

r 1,r_2 not used yet

overlap corr="No"

mode=["'one', 'No']

S dat2=[]

names,para set,R,metas=construct parameters(mode,Raa,Rbb,Rab,rl,r2)
minner = Minimizer (tight binding, para set, fcn args=(k,R,names,metas, mode,
S_dat2,data))

result = minner.minimize (method='"leastsqg')

report fit(result)

final = data + result.residual

new_para=result.params

plot data=tight binding(new para,k,R,names,metas,mode,data=None)
return plot data,new_para
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@author: Florian Mayer
florian.mayer@student.tugraz.at
import numpy as np

from tight binding function v02

def analytical effective mass(p

LIRIRT]

Calculates the effective ma

modae="one
Output:
invers
parvals = pars.valuesdict()
t=np.zeros((len(pa_names),]
for j in range(len(pa_names
t[jl=parvals[pa_names[]

t=np.divide (t,27.211)
k=np.divide(k,1.889725)
R=np.multiply(R,1.889725)
if mode[0O]=='one':
fin dxdx=[]
fin dydy=[]
fin dzdz=[]
fin dxdy=[]
fin dxdz=[]
fin dydz=[]
for i in range (k.shapel
dxdx_tot=[]
dydy tot=[]
dzdz_tot=[]
dxdy tot=[]
dxdz tot=[]
dydz tot=[]

for j in range (meta
dxdx==(R[]J,0]**
dydy=-(R[J,1]**
dzdz==(R[],2]**
dxdy=-(R[J,0]*R
dxdz=-(R[Jj,0]*R
dydz==(R[],1]1*R

5 Source Code: Tight-Binding Effective Mass

[IRIRT]

import *
ars,k,R,pa names,meta,mode) :

ss for the one molecule per unit cell model function

ructure one ()

with fit ban -
uld be calculated

))
)):
11

01):

[0]+metal] ,meta[0]+meta[l]+metal2]):
2)*t[(J-meta[l])]l*cm.exp(lj*np.dot (k[i,:]1,R[],:]1))
2)*t[(J-meta[l])]l*cm.exp(lj*np.dot (k[i,:]1,R[],:]1))
2)*t[(J-meta[l])]l*cm.exp(lj*np.dot (k[i,:]1,R[],:]1))
[3,11)*t[(J-meta[l])]*cm.exp(1i*np.dot(k[i,:],R[],:]1))
[J,2])*t[(J-meta[l])]*cm.exp(lj*np.dot (k[i,:],R[],:1))
[J,2])*t[(J-meta[l])]l*cm.exp(1j*np.dot (k[i,:],R[],:]))

dxdx_tot.append (dxdx)
dydy tot.append (dydy)
dzdz_tot.append(dzdz)
dxdy tot.append (dxdy)
dxdz_tot.append (dxdz)
dydz tot.append(dydz)

fin dxdx.append(np.
fin dydy.append(np.
fin dzdz.append(np.
fin dxdy.append(np.
fin dxdz.append(np.
fin dydz.append(np.

sum (dxdx tot))
sum(dydy tot))
sum(dzdz_tot))
sum(dxdy tot))
sum(dxdz_tot))
sum(dydz_tot))

rec_eff=np.array([[fin dxdx,fin dxdy,fin dxdz],[fin_dxdy,fin dydy,fin dydz], [

fin dxdz,fin dydz,fin _dzdz]])
print np.squeeze(np.real (rec_eff))
return np.squeeze(np.real (rec_eff))
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