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Abstract 
 

E-Learning is one of the emerging research areas in the context of Knowledge 

Management. The recommendation methods in E-Learning domain are 

comparatively new and mostly derived from commercial recommender systems. 

One of the essential features that have been researched by the scientific 

community is how to provide relevant resources at the right time. The Technology 

Enhanced Learning community has been continuously developing innovative 

methods for learners to access the most relevant learning resources. 

 

This dissertation starts with background and related research efforts. Over 200 

recent and classical papers have been critically reviewed about E-Learning 

recommender systems and Twitter-based recommender systems in various 

domains. It establishes the need for specialized E-Learning system centered 

towards personalized learning. The next section explores a prototype of E-Learning 

system for domain specific recommendation using social bookmarking. A 

comprehensive study of the literature reveals a gap between the E-Learning 

recommender systems and Twitter-based recommendations. There are no existing 

E-Learning recommender systems which are utilizing the influence of social 

websites such as twitter. 

  



Learner and learning resources are two pivotal entities to consider for E-Learning 

recommender systems.  There are certain objects associated with learners for 

recommendation task, for example, the learner’s profile as well as context and 

history are commonly used in the literature. Similarly, for learning resource 

recommendations, the essential features used in the literature are metadata 

(Title, Author, Category, Keyword), content and extensive vocabulary (Synonyms, 

Growbag which is a DBLP dataset of co-occurrences terms). However, such 

learning resource features have not been employed and evaluated for Twitter-

based recommender systems.   

 

The aim is to evaluate how the metadata of resources should be combined. 

Similarly, another important question is which combination of metadata of resources 

provides the best results for a Twitter-based recommendation?  The metadata of 

resources are used as input for different recommendation techniques, namely 

lexical matching, semantic similarity, and extended vocabulary. Comprehensive 

experimentation and evaluation indicate the usefulness of twitter for providing 

technology-enhanced learning.  

  



 

 

 

 

 

Zusammenfassung 
  

E-Learning ist einer der aufstrebenden Forschungsbereiche im Kontext des 

Wissensmanagements. Die Empfehlungsmethoden in der E-Learning-Domäne sind 

vergleichsweise neu und meist von kommerziellen Empfehlungssystemen 

abgeleitet. Eines der wichtigen Merkmale, das von der wissenschaftlichen 

Gemeinschaft erforscht wurde, ist die Bereitstellung relevanter Ressourcen zur 

richtigen Zeit. Die Community des Technology Enhanced Learning hat 

kontinuierlich neue und notwendige Methoden entwickelt, mit denen Lernende 

auf die relevantesten Lernressourcen zugreifen können. 

 

Die Dissertation beginnt mit Hintergrund- und verwandten Forschungsarbeiten. 

Mehr als 200 neue und klassische Artikel wurden kritisch über E-Learning-

Empfehlungssysteme und Twitter-basierte Empfehlungssysteme in verschiedenen 

Bereichen geprüft. Das begründet die Notwendigkeit eines spezialisierten E-

Learning-Systems, das auf aktives und authentisches Lernen ausgerichtet ist. Der 

nächste Abschnitt untersucht den Prototyp des E-Learning-Systems für die 

domänenspezifische Ressourcenempfehlung unter Verwendung von Social 

Bookmarking. Eine umfassende Studie der Literatur zeigt eine Kluft zwischen dem 

E-Learning-Empfehlungssystem und der Twitter-basierten Empfehlung, nämlich 

dass keine existierenden E-Learning-Empfehlungssysteme die Macht von sozialen 

Webseiten wie Twitter nutzen. 

 

Lern- und Lernressourcen sind zwei zentrale Punkte, die für E-Learning-

Empfehlungssysteme zu berücksichtigen sind. Es gibt bestimmte Dinge, die mit 

Lernenden für eine Empfehlungsaufgabe verbunden sind, zum Beispiel das Profil 

des Lerners, der Kontext und die Geschichte sind die allgemeinen Optionen, die in 

der Literatur verwendet werden. In ähnlicher Weise sind für 

Lernressourcenempfehlungen die wesentlichen in der Literatur verwendeten 

Merkmale Metadaten (Titel, Autor, Kategorie, Schlüsselwort), Inhalt und 

erweiterter Wortschatz (Synonyme, Grow bag). Solche Lernressourcenmerkmale 

wurden jedoch nicht für Twitter-basierte Empfehlungssysteme verwendet und 

ausgewertet. Ziel ist es, zu bewerten, wie die Metadaten von 



Ressourcenmerkmalen kombiniert werden sollen. In ähnlicher Weise liefert die 

Kombination von Metadaten von Ressourcenmerkmalen das beste Ergebnis für 

Twitter-basierte Empfehlungen. Metadaten von Ressourcenmerkmalen werden als 

Eingabe für verschiedene Empfehlungsverfahren verwendet, nämlich lexikalisches 

Matching, semantische Ähnlichkeit und erweitertes Vokabular. Umfassende 

Ergebnisse zu Experimenten und Evaluierungen zeigen die Nützlichkeit von Twitter 

für technologisch verbessertes Lernen. 

 

  



 

 

Contents 

 

 

CHAPTER 1: Introduction .................................................................................................................... 1 

1.1 Research Challenges/Trends ................................................................................................... 1 

1.2 Motivations, Thesis Objectives, and Contributions ................................................................ 2 

1.2.1 Motivation ....................................................................................................................... 2 

1.2.2 The scope of the Thesis ................................................................................................... 2 

1.2.3 Research Questions......................................................................................................... 3 

1.2.4 Foundation of the thesis and contributions ................................................................... 3 

CHAPTER 2: Background and related research efforts ....................................................................... 6 

2.1 Overview of Contemporary E-Learning  Systems ................................................................... 6 

2.1.1 Course design and management: ................................................................................... 7 

2.1.2 Performance evaluation and feedback ........................................................................... 7 

2.1.3 Interactive communication ............................................................................................. 7 

2.1.4 Course evaluation ........................................................................................................... 7 

2.2 Limitation of traditional E-Learning ........................................................................................ 8 

2.3 Emerging trends ...................................................................................................................... 9 

2.3.1 Read Web to Read Write Web ........................................................................................ 9 

2.3.2 Pull technology to push technology .............................................................................. 10 

2.4 Recommendation approaches for e-learner ......................................................................... 11 

2.4.1 Content-based filtering ................................................................................................. 12 

2.4.2 Collaborative filtering ................................................................................................... 13 

2.4.3 Hybrid-based Model ..................................................................................................... 15 

2.4.4 Trust-based ................................................................................................................... 17 

2.4.5 Semantic model ............................................................................................................ 17 

CHAPTER 3: LMS - A need for a specialized system .......................................................................... 20 

3.1 General learning management system (LMS) ....................................................................... 21 

3.2 Adaptive and intelligent E-Learning ...................................................................................... 23 

3.3 Generalized LMS vs. Specialized LMS ................................................................................... 26 

3.4 A Need for specialized systems ............................................................................................. 28 



CHAPTER 4: Resource recommendation using Social  bookmarking ................................................ 29 

4.1 Recommendation method overview .................................................................................... 30 

4.1.1 Preprocessing ................................................................................................................ 31 

4.1.2 Keyword-tags matching ................................................................................................ 31 

4.1.3 Post processing ............................................................................................................. 32 

4.1.4 Ranking .......................................................................................................................... 32 

4.1.5 Case study ..................................................................................................................... 33 

CHAPTER 5: Can Twitter be useful for E-Learning recommendation? .............................................. 37 

5.1 Can Twitter be useful for E-Learning? .................................................................................. 38 

5.2 Recommendation parameters review .................................................................................. 39 

5.3 Recommendation parameters significance for E-Learning ................................................... 41 

5.4 Twitter-based E-Learning recommendation ......................................................................... 46 

CHAPTER 6: Semantic-based E-Learning Recommendation ............................................................. 47 

6.1 Proposed Model .................................................................................................................... 48 

6.1.1 Gold Set ......................................................................................................................... 48 

6.1.2 Input for tweet ranking ................................................................................................. 48 

6.1.3 Pre-processing ............................................................................................................... 49 

6.1.4 Extend unigrams semantically ...................................................................................... 49 

6.1.5 Lexical matching ............................................................................................................ 49 

6.1.6 Precision / Recall calculation ........................................................................................ 49 

6.2 Evaluation ............................................................................................................................. 49 

6.3 Results ................................................................................................................................... 51 

CHAPTER 7: Metadata evaluation for twitter based E-Learning recommendation.......................... 52 

7.1 Learning resource metadata model ......................................................................... 52 

7.1.1 Gold Set ......................................................................................................................... 53 

7.1.2 Pre-processing ............................................................................................................... 53 

7.2 Metadata with the Lexical Approach .................................................................................... 54 

7.3 Metadata with TF-IDF Vector Space Model .......................................................................... 56 

7.4 Metadata with Extended Vocabulary ................................................................................... 59 

CHAPTER 8: Metadata evaluation with n-grams. ............................................................................. 63 

8.1 Solo metadata evaluation using n-grams ............................................................................. 65 

8.1.1 Solo metadata evaluation with lexical .......................................................................... 65 

8.1.2 Solo metadata evaluation with cosine .......................................................................... 68 

8.1.3 Solo metadata  evaluation with an extended vocabulary ............................................ 71 



8.1.4 Overall solo metadata evaluation ................................................................................. 74 

8.2 Hybrid metadata evaluation using n-grams .......................................................................... 75 

8.2.1 Binary metadata evaluation with lexical ....................................................................... 75 

8.2.2 Binary metadata evaluation with cosine ...................................................................... 79 

8.2.3 Binary hybrid metadata evaluation overview ............................................................... 82 

8.3 Trio hybrid metadata evaluation using n-grams ................................................................... 83 

8.3.1 Trio hybrid metadata evaluation with lexical. .............................................................. 83 

8.3.2 Trio metadata evaluation with cosine. ......................................................................... 85 

8.3.3 Trio metadata evaluation overview .............................................................................. 87 

8.4 All metadata evaluation using n-grams ................................................................................ 87 

8.4.1 All metadata evaluation with lexical ............................................................................. 87 

8.4.2 All metadata evaluation with cosine ............................................................................. 88 

8.4.3 All metadata evaluation overview ................................................................................ 88 

CHAPTER 9: Conclusion and future work .......................................................................................... 89 

9.1 Contemporary E-Learning systems & recommendation approaches review ....................... 89 

9.2 Need for specialized E-Learning system ............................................................................... 90 

9.3 Domain specific recourse recommendation ......................................................................... 91 

9.4 Twitter-based E-Learning recommendation ......................................................................... 91 

Bibliography .......................................................................................................................................... 93 

List of Publications .............................................................................................................................. 104 

List of Figures ...................................................................................................................................... 105 

List of Tables ....................................................................................................................................... 107 

List of Equations .................................................................................................................................. 108 

Parameters Evaluation Forms ............................................................................................................. 109 

  



1 

 

 

 

 

 

 

 

 

 

1.1 Research Challenges/Trends 

 

New and innovative approaches have evolved continuously over the past decades 

to provide better recommendation strategies. However, most of this great success 

has been in the field of commercial recommender systems.  Such examples include 

Amazon.com, for recommending books, CDs, and various products and MovieLens, 

for recommending movies. There is a growing need to transfer this success into 

technology-enhanced learning in order to provide personalized learning 

environments for learners [Hoic et al. 2016].  

The recommendation methods in E-Learning domain are comparatively new and 

mostly derived from commercial recommender systems. However, E-Learning 

recommendation goals are different from commercial based recommendation and 

these goals are surely not measured in similar manner. The commercial 

recommender’s main goal is profitability whereas E-Learning recommendation 

focuses on improving the learning. In E-Learning context, targeted learner and 

their supported tasks should be thoroughly analyzed. This process should take 

place before the recommender system is deployed.  

New knowledge or further expansion on a concept would require diversified 

learning resources. Based on the learner interest and current learning task the 

system should be able to discover the most relevant information from internal and 

external sources [Henze et al. 2005]. The discovered information should be made 

available to learner's current context.  The discovery of most relevant information 

from the Web is not a trivial issue because of the unstructured information on the 

Web [Sharif et al. 2014].  

  

CHAPTER 1: Introduction 
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However, with the evolution of Web 2.0 (social web), the unstructured data on the 

Web is being structured by social community. There is a technology shift in virtual 

and social societies for example, a large number of social communities are now 

connected through the internet and learning using others' vocabulary and shared 

resources.  In this context, E-Learning can be viewed as the transfer of Knowledge 

in the context of Knowledge Management, where the social web can facilitate 

knowledge creation, organization and archiving.   

1.2 Motivations, Thesis Objectives, and Contributions   

 

1.2.1 Motivation   

 

Traditional E-Learning Management Systems (for example, Moodle and 

Blackboard) are limited in the amount of personalization which they can offer to 

the learner.  

Educational material and courses provided in the contemporary E-Learning 

systems have complicated structure. In general, online course material provides 

freedom to the learner to choose any navigational path in their learning context 

without depending on the structure set by the course designer.  

This unsolicited freedom may prove to be ineffective for the learner. Learners may 

not have enough knowledge and experience to follow an effective navigational 

path. Hence the learner is left to wander around a topic which may be irrelevant 

to the learner's learning context. 

 

1.2.2 The scope of the Thesis 

 

There are two entities or factors in the recommender systems: 

 Learner 

 Learning resources  

There are certain objects associated with learners for the recommendation task, 

for example, the learner’s profile as well as the context and history are commonly 

used in many domains. 
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 Similarly, for learning resource recommendations, the central features used in the 

literature are metadata (Title, Author, Category) content and extensive vocabulary 

(Synonyms, Grow bag). 

This research will endeavor to find the possible influence of social communities 

(available on the social web) on the E-Learning system. Focusing mainly on learner 

and learning resource metadata for Twitter-based learning recommendations.  

Learner parameters are evaluated using a user study whereas learning resources 

metadata are evaluated with different techniques using n-grams. 

1.2.3 Research Questions 

 

Following research questions are investigated and evaluated in this thesis: 

RQ1: How the recommender system can help the E-learner by finding the relevant 

knowledge from social bookmarking? (RQ1 is addressed in Chapter 4) 

RQ2a: What E-learner's parameters can be necessary for a recommendation? 

(RQ2a is addressed in Chapter 5) 

RQ2b: What is the importance of E-learner’s parameters? (RQ2b is addressed in 

Chapter 5) 

RQ3a: How resource metadata and contemporary recommendation approaches 

lead to an effective Twitter-based recommendation for E-learners? (RQ3a is 

addressed in Chapter 2 and 3) 

RQ3b: How the resource metadata should be combined? Which resource metadata 

combination provides the best result? (RQ3b is addressed in Chapter 6, 7 and 8) 

1.2.4 Foundation of the thesis and contributions  

 

The foundation of this thesis is based on numerous published works authored over 

a period. Figure 1.1 illustrates the relationship between the research questions 

and the published work. A comprehensive study of the literature reveals a gap 

between E-Learning recommender systems and Twitter-based recommendation 

such that no existing E-Learning recommender systems are utilizing Twitter. 
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 Similarly, literature review illustrates recommender systems can help the E-

learner to find the relevant knowledge from a social network. Twitter has great 

potential to take the learning beyond the realm of classroom and reduce the 

differences between classroom-based instruction and distance learning [Gao et al. 

2012]. 

Firstly, this thesis highlights the strengths and limitations of prominent approaches 

and presents challenging tasks which will be useful for the E-Learning research 

community to focus on future research. 

Secondly, it demonstrates the need for constructing specialized (domain specific) 

E-Learning systems which can help learners of some common domain and can also 

assist them according to their particular needs, context, profiles, histories, 

collaborations, etc. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure ‎1.1 Research question & published work 

Paper 1  A framework for resource recommendations for learners 

using social bookmarking. 

Learning Management Systems – A Need for specialized 

systems 

Semantic-based E-Learning Recommender System 

 

 

 

RQ2a: What E-learner's 

parameters can be necessary 

for a recommendation? 

 

RQ2b: What is the 

importance of these E-learner’s 

parameters? 

 

RQ3a: How resource features 

and contemporary 

recommendation approaches 

lead to an effective Twitter-

based recommendation for E-

learners?  

 
RQ3b: How the resource 

features should be combined? 

Which resource feature 

combination provides the best 

result?  

 

RQ 1: How can the 

recommender system help the 

E-learner by finding the 

relevant knowledge. 

Recommendation Approaches for E-Learners – A Survey 

 

Can Twitter be useful for E-Learning recommendation? 

 

Metadata features evaluation for Twitter-based   E-

Learning recommendation. 

 

Twitter recommendation: Unary metadata features 

evaluation with TF/IDF using n-grams.  

 

Paper 2 

Paper 6 

Paper 3 

Paper 4 

Paper 5 

Paper 7 
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Thirdly, thesis explores the potential of utilizing the Twitter for E-Learning 

recommendation and the parameters that should be considered when 

recommending E-Learning resources. 

Fourthly, this thesis proposes and implements Twitter-based semantic 

recommendation techniques to facilitate effective learning for e-learners.  

Fifthly, this thesis discusses the implementation of three distinct techniques to 

determine the effectiveness of resource metadata for Twitter-based E-Learning 

recommendation.  

Sixthly, this thesis presents extensive experimentation and evaluation of metadata 

for Twitter-based E-Learning recommendation.  In total, 102 different evaluations 

were conducted.   The detailed evaluations reveal the effectiveness of the 

resource metadata for Twitter-based E-Learning recommendation.  
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The rapid introduction of new technologies within the past few decades has 

brought about some innovative methods for sharing and distributing knowledge 

and information. These innovative methods had a significant effect on entire 

industries worldwide, and the education sector is not an exception. In recent times 

over 700 universities provide distance learning programs. E-Learning systems have 

been used by over 200 universities [Hameed et al. 2015]. These new 

advancements enable us to share and manipulate information instantaneously. E-

Learning technology supports the learner to access the variety of learning content 

any time from any place [Dwivedi et al. 2015]. This reality is shaping the new era 

of E-Learning. 

 

It is, therefore, necessary to carry out a critical review of the existing E-Learning 

systems in the context of this new era of Knowledge Management. E-Learning is 

viewed as a small part of Knowledge Management [Maurer et al. 2001] where 

teaching and learning refer to Knowledge Transfer. A discussion in this section will 

provide a stepping stone for our research. 

 

2.1 Overview of Contemporary E-Learning  Systems 

 

E-Learning aims at providing an alternative to classroom learning. E-Learning is 

often referred to as learning which is not restricted to a physical presence in the 

classroom, but rather a means of accessing the educational material with the help 

of a computer and internet or CD/DVD anytime anywhere in the world [Wrubel et 

al. 2009].  
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7 

 

The learning management system has become an inevitable part of the E-Learning 

environment, and thousands of universities and colleges across the globe are using 

such software including WebCT, Blackboard and Moodle1. WebCT and Blackboard 

merged in early 2006 [Cheung et al. 2006]. WebCT and Moodle are the most 

widely used web-based learning management systems. WebCT is the first online 

course management system for higher education.  

 

Moodle, on the other hand, is a free open source course management system 

which is widely used among web-based learning communities. There are over 1 

million registered users in 215 different countries1. The core features which are 

shared among these web-based learning systems are briefly described in the 

following section. 

2.1.1 Course design and management:  

 

Provides the facility for the instructor to create and manage the course materials 

and supervise student's activities on the course. Upcoming events and 

announcements can be placed on the schedule. 

2.1.2 Performance evaluation and feedback 

 

It provides student assessments through online tests and quizzes. Teacher’s 

remarks and explanations can be incorporated via a feedback mechanism. 

2.1.3 Interactive communication 

 

It provides communication and discussion tools for interactive participation among 

students and instructors. 

2.1.4 Course evaluation 

 

Course evaluation obtained from the students can be used to improve the delivery 

of the course. The features mentioned above conclude E-Learning systems as 

course management tools. However, learners also need more advanced 

functionalities. One such functionality is to obtain the most relevant resources for 

the resources being read in the environment of E-Learning tool.  

  

                                                           
 1http://E-Learningindustry.com/top-10-E-Learning-statistics-for-2014-you-need-to-know   

 

http://elearningindustry.com/top-10-e-learning-statistics-for-2014-you-need-to-know
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2.2 Limitation of traditional E-Learning   

 

Traditional E-Learning systems are seen more as course management tools to 

facilitate the instructor in the delivery of course content rather than catering for 

the individual learners need [Stojanovic et al. 2001]. This has led to critics 

questioning the effectiveness of E-Learning systems and whether they provide an 

alternative to the classroom learning experience [Lennon et al. 2003]. In order to 

demonstrate whether the current E-Learning systems facilitate an effective 

learning environment, let us explore the scenario from the learner’s perspective. 

Joseph is using a Learning Management System (LMS) for his "Computer 

Networking" course. He is currently learning about "Topologies" and feels that 

current online tutorial does not provide him a satisfactory understanding. In order 

to fully comprehend the topic, Joseph wants further clarifications on the topic. 

However, he could not find any further useful resources through his LMS tool. This 

however was relatively easier in classroom environment. He would ask the teacher 

and might be satisfied through further discussions, or he might receive further 

directions for his auxiliary explorations.  

 

In order to find answers to his questions, he decided to explore the Web. For this 

task, he had different options, such as exploring through Search Engines, Citation 

Indexes, Digital Libraries, and Social Bookmarking sites.  He tried to explore one of 

the best search engines, Google. On his query about "Topology," he received 28 

million hits. Similarly, Citation Indexes (Google Scholar, CiteSeer, ISI), Digital 

Libraries (IEEE, ACM, Springer) also returned many irrelevant results. This 

experience left Joseph in disarray.  

 

Joseph concluded it would take him countless hours to read through all of this 

content in order to fully comprehend the topic. He found this process to be 

daunting and extremely exhausting. Joseph felt helpless and wished his LMS 

system had recommended a few of the most relevant resources related to the task 

at hand rather than him having to go through millions of generic hits.  
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2.3 Emerging trends 

 

In the above sections, contemporary E-Learning tools have been reviewed. These 

traditional tools have been viewed as course management systems rather than 

alternatives to classroom learning. Whenever learners require further 

clarifications on the topic, they need to visit external sources such as Search 

Engines, Citation Indexes, and Digital Libraries, etc. However, the introduction of 

new technologies in the past decades has brought about some innovative 

methods to share and distribute knowledge and information.  

 

In recent times, over 700 universities provide distance learning programs. E-

Learning systems have been used by over 200 universities [Hameed et al. 2015]. 

The advent of Web 2.0 has enabled the social community to share many essential 

resources with the scientific community. This reality is shaping the new era of E-

Learning. [Dwivedi et al.2015]. The following sections describe some growing 

trends in the digital community. 

2.3.1 Read Web to Read Write Web 

 

Before the advent of Web 2.0, a Web user was primarily seen as a passive 

consumer of information by simply searching and reading through websites. 

However, the Web has changed from "the Read Web" to the "Read-Write Web," 

according to Tim Berners-Lee's original vision [Downes 2012]. Users are not merely 

the passive consumers of information but active participants which can edit, co-

create and collaborate in a more dynamic environment [Cooze et al. 2007]. Social 

networking software (blogs, wikis etc) has played an influential role in this 

paradigm shift to facilitate the collaborative environment for knowledge sharing. 

 

This has had a revolutionary effect on the education sector. There is a growing 

trend towards online systems which support contextual learning and support 

participation and interaction. This is different from simple instructor-led methods 

of teaching. Learners require the learning experience to be more collaborative and 

interactive with their peers rather than being isolated in a boxed room. Learners 

expect course content to be relevant to the real world [Beldarrain et al. 2006]. 
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 It can support educators in creating a vibrant, collaborative learning environment 

in their learning context [Lightner et al. 2007]. As a result, a more proactive 

learning environment takes place where resources are presented as and when 

required. 

2.3.2 Pull technology to push technology 

 

In a presentation at Stanford University, Yahoo’s VP and Research Fellow Andrei 

Broder highlighted a shift from pull technology to push technology. In a visionary 

statement, Andrei Broder stated: 

 

"The goal of Web Information retrieval will widen to include the supply of relevant 

information from multiple sources without requiring the user to make an explicit 

query. A prime example is the matching of ads to the content being read" [Broder 

et al. 2006].   

 

Andrei Broder’s idea provided the motivation to develop a system which could 

provide explicit and implicit information for the learner. He referred to this as 

push and pull syndrome. Using the concept of push technology, the system would 

recommend the appropriate resources based on the current context of learning 

without requiring the learner to request the information. It is accomplished by 

taking a complete account of the background knowledge and context of learners 

at all times. The learner profile is considered in order to personalize the 

presentation of information. 

 

In-depth profiling of individual learner is applied to determine the goals and 

objectives of the learner.  This is done by dually considering the learner's profile 

and learner's current activity. The system should be able to discover the most 

relevant information from internal and external sources based on the learner 

profile and current context [Henze et al. 2005]. This approach should help to 

reduce the effort required to produce the useful information. 

 

More recently, personalized and intelligent E-Learning systems offer personalized 

learning experience by constructing the learner model based on learner aims, likes 

and existing knowledge. The next section will discuss such recommendation 

approaches for e-learners. 
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2.4 Recommendation approaches for e-learner 

 

In the past few decades, the introduction of new technologies has brought about 

some innovative methods in web-based education. However, many of these online 

courses provide universal static solutions which do not cater to the individual 

needs of the learner. Recommending relevant content to the learner is a 

challenging task for any E-Learning management system.   

In web-based education, it is possible to store most of the learner’s learning 

patterns in large-scale data sets. Personalized learning profiles can be created with 

the help of data mining technique [Romero et al. 2007]. The aim is to provide 

personalized learning activities and tasks which best suit the individual learner's 

needs as a result enhance the overall learning experience. 

Similarly, tasks and activities are recommended to the learners who are related to 

previously completed tasks by the learners or their peers. Recommender systems 

provide an excellent opportunity for learners to have a personalized learning 

environment. Relevant and interesting resources are suggested to the learner 

from a large pool of resources. Suggestions could be based on learner’s usage 

history (learning resource previously visited or selected, and the ratings score 

provided to these resources) or the preferences and ratings of other learners 

about a particular resource. Often different techniques are combined to avoid the 

drawbacks of a single technique. Recommendations can also be in the form of an 

online task, tutorial or simple webpage. 

Contemporary Learning Management Systems (LMS) such as Blackboard or WebCT 

do not provide intelligent learning environments [Rashid et al. 2013]. These LMSs 

do not provide personalization and dynamic learning environment. As a result, the 

research community has started to raise questions on the usefulness of 

conventional E-Learning systems [Sharif et al. 2014]. 

The scientific community has been continuously addressing the issue of providing 

relevant resources at the right time [Saaya et al. 2013]. Various techniques have 

been discussed in the literature to illustrate the various recommendation 

methods.  The most widely used techniques are content-based filtering, 

collaborative-based filtering, trust-based, and semantic model. An E-Learning 

recommender system is classified based on these techniques mentioned above 

[Sharif et al. 2015].    
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The following section highlights the strengths and limitations of prominent 

approaches and presents challenging tasks which will be useful for the E-Learning 

research community to focus on future research. 

2.4.1 Content-based filtering  

 

Content-based filtering techniques are particularly useful for recommending those 

items which hold textual information, for example, articles, URLs, etc. Content-

based recommendation systems recommend similar learning object which the 

learner liked previously [Pazzani et al. 2007]. New and exciting learning objects are 

recommended to the learner by matching the learner’s profile features with the 

learning object features. A user profile presents information about the user's likes 

and requirements. This information can be acquired through surveys and 

questionnaires or temporal information. 

A learner's preference model is built by extracting feature information of learning 

object and learner profile. The similarity of each LO is calculated with learner's 

preference model, and the highest degrees of similar LO are recommended to the 

learner. 

The content similarity is usually calculated using a vector space model, by applying 

the TF-IDF weighting mechanism. Both learner profile and learning objects are 

represented as weighted term vectors. Learner interest in a particular learning 

object is acquired by calculating the cosine similarity. Sugiyama, K et al. technique 

recommend relevant research papers to the users by defining user interest model 

through their previous publication and papers they cited. Users' profiles are 

modeled by creating the term frequency for weighted term vectors. Terms are 

extracted from the user publication history [Sugiyama et al. 2010]. Likewise, 

resource documents are also defined as vectors by the Term Frequency-Inverse 

Document Frequency (TF-IDF) method. Relevance between the user profile and 

resource document is calculated by the cosine similarity method.  

Wu, D et al. proposed a fuzzy tree structure data model in order to represent the 

learner profile and activities. Learning activities matching to the learner profile 

were calculated using tree matching technique [Wu et al. 2014]. 
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 Kurilovas, E et al. present a novel method to recommend relevant learning path to 

various learner groups. When new learning objects are added in the learning path, 

the association of new and old learning objects needs to be updated. 

In order to provide dynamic learning path selection, swarm intelligence, and 

modified ant colony optimization algorithm was implemented. The approach 

successfully supports learners to reach personalized learning objects [Kurilovas et 

al. 2014]. 

Chandrasekaran, K et al. proposed an approach where users and papers are 

represented as a tree concept by utilizing the ACM Computing Classification 

System (ACCS). Vector space classifier is trained to associate ACCS concepts to 

documents and users’ interest. A comparison between the user profile and paper 

representation is calculated by tree edit distance. A similarity between two trees is 

calculated by the number of operations required to transform one tree into other 

[Chandrasekaran et al. 2008]. 

In Content-based recommendation systems, object information is represented in 

textual form, unlike structural data where feature information has a distinct value. 

Textual representation creates various problems when calculating the user profile 

model. Learner profile is extracted from the text as Key terms which do not 

necessarily depict user interest semantically. For example, a keyword can 

represent different meanings and similarly, different words can also have the 

same meaning. So, when the simple key term matching is performed, it is possible 

that essential terms with multiple meanings are found in the user profile and the 

learning object. As a result, the wrong learning object will be deemed relevant for 

this particular learner. Similarly, it is possible the relevant learning object can be 

overlooked if the profile does not hold a precise key term.  

2.4.2 Collaborative filtering 

 

Collaborative filtering (CF) term was invented by David Goldberg et al. The author 

inspiration was based on the knowledge that human influence can play a useful 

role in information retrieval processing [Goldberg et al. 1992]. Collaborative 

filtering techniques generate recommendations based on the user's rating matrix 

or analyzing items usage history.   
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The underlying assumption applied in CF is that if user A and B have similar ratings 

about a set of items, then their ratings should be the same on other items as well 

[Goldberg et al. 2010]. In order to make sound predictions and recommendations, 

an extensive collection of users rating dataset is required. 

Model-based CF constructs the model from the training data and provides the 

predicted ratings on new items. The method implies various techniques from 

machine learning and data mining. 

Collaborative filtering technique can be classified into Memory based and Model-

based methods [Ren et al. 2011]. In Memory based CF methods K Nearest 

Neighbors (kNN) is the most commonly used algorithm [Schafer et al. 2007]. The 

algorithm (kNN) involves neighborhood selection rating matrix and 

recommendations. Neighborhood selection is computed by the similarity between 

two users. Similarly, rating matrix, on the other hand, will take the weighted 

average ratings from the neighborhood and generate predicted ratings of an item 

for the active user. 

Users’ similarity is computed through various measures such as cosine similarity, 

dice coefficient, and Pearson correlation and jacquard [Bobadilla et al. 2012]. 

Model-based CF constructs the model from the training data and provides the 

predicted ratings on new items. The method implies various techniques from 

machine learning and data mining. Model-based algorithms such as clustering 

model, Bayesian, dependency networks, latent semantic models have been 

investigated to overcome the Memory-based CF limitations [Basu et al. 1998].  

Holenko Dlab, M et al. proposed a recommender system which consists of activity, 

student and group models, as well as a recommender module. The primary 

objective is to provide the methods for assessing the student’s and the group's 

activity level based on the data collected from Web 2.0. Recommender module 

provides a personalized recommendation based on student group and activity 

models. Collaborating filtering technique was used to find the similar users’ group 

[Dlab et al. 2014]. 

Wiki-Learnia is an E-Learning 3.0 solution which brings together social learning 

features with recommendation methods and mLearning technology [Waßmann et 

al. 2014]. It can be described as MOOC Meta search engine to extract the E-

Learning content.  
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Wiki-Learning is centered towards the learner and provides the opportunity for 

the learner to set personalized learning targets. Each learner can search and 

collaborate with other learners who share her learning targets thus build up a 

learning community. Sevarac et al. used Neuro-fuzzy inference in order to create 

pedagogical convention in E-Learning [Sevarac et al 2012]. 

2.4.3 Hybrid-based Model 

 

In a Hybrid based model, two or more techniques are combined in order to 

overcome the limitations of one technique. For example, collaborative filtering can 

be combined with content-based filtering [Chen et al. 2014]. Burke introduced 

seven different classifications of the hybrid recommendation systems [Burke et al. 

2002], which are as follows: 

(a) Weighted hybrid:  

In this technique, scores from different recommendation components are 

combined using a linear formula.  

(b) Switching hybrid 

Recommendation components are chosen as per the situation, and 

recommendation components performances may differ from situation to 

situation.    

(c) Mixed hybrid  

Multiple ranked lists from different recommendation components are merged and 

presented together. 

 

(d) Feature combination hybrid  

Recommendation component is provided with features extracted from different 

sources. 

(e) Feature augmentation hybrid 

It is like feature combination method; however, the recommendation component 

produces new features. These features are used as input for next recommendation 

components. 
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(f) Cascade hybrid recommendation  

An agent in the first stage generates a ranking of candidates while secondary 

recommender agent is used as a tiebreaker and provides more refined results. 

(g) Meta-level hybrid 

Two different recommendation components are combined where the first 

component produces a model which in turn is used as an input for the second 

component. 

Tang et al. proposed a hybrid recommendation approach using two pedagogy 

attributes: learner interest and background knowledge. The content-based 

technique was compared with hybrid recommendation approach, and empirical 

results showed hybrid collaborative filtering could reduce the computational cost 

[Tang et al. 2005]. In the process of providing a personalized learning experience, 

learner’s skill competency is often ignored. As a result, it leaves the learner 

disorientated. 

 

A new personalized E-Learning model was proposed which combines the item 

response hypothesis with collaborative filtering method [Chen et al. 2005]. 

Individual learning path is provided to the learner in order to support effective 

learning. Object features are used to build the Knowledge model, and Maximum 

Likelihood Estimation is used to predict learner skill level. Similarly, another hybrid 

recommender system for learning resources was proposed [Ghauth et al. 2010] 

which utilizes the k-nearest algorithm and Preference Matrix. Empirical studies 

provide promising results to cater to cold-starts and sparsity problems. 

 

One of the significant drawbacks with the hybrid recommendation is the time 

complexity. As the size of the data set increases, with time the recommender 

system also performs sluggishly. Similarly, the use of different data sets also 

affects the system performance, and as a result, the learner interest is diminished 

[Salehi et al. 2013]. 
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2.4.4 Trust-based 

 

E-Learning recommender systems are different from conventional recommender 

systems. More experienced learners can provide better recommendations than a 

beginner level learner [Helic 2007]. A trust-based recommender system assigns 

the trust level according to the ability of the user and the user's interaction with 

the system over a period [Yuan et al. 2010]. Another trust-based model was 

proposed [Pitsilis et al. 2008] which provides an association between current 

knowledge through similarity measure and common values required to ascertain 

trust. 

 

Well-known fuzzy logic applications, the fuzzy inference system, and fuzzy MCDM 

methods are used to supervise the quality and reliability of peer learners [Li et al. 

2009]. Victor, P et al. proposed a trust model based on fuzzy logic where trust 

scores are paired as trust and distrust [Victor et al. 2009]. 

 

Dwivedi, P et al. proposed a method where recommendations of learning 

resources are filtered at two levels in order to provide recommendations from 

most experienced and trustworthy learners.  The experimental results indicate 

trust and experience play a vital role in the accuracy of recommendations and this 

collaborative framework proves better than conventional Pearson collaborative 

filtering [Dwivedi et al. 2011]. 

2.4.5 Semantic model 

 

A semantic model can provide various advantages in personalized recommender 

systems. Learner’s interest in a particular domain can be dynamically 

contextualized [Kumar et al. 2015]. Next generation of recommenders should 

consider how the personalization process can take benefit from semantics as well 

as social data in order to improve the recommendations [Victor et al. 2010].  

 

Semantic web provides better prospects to improve the metadata associated with 

learning content. It also offers an excellent opportunity to expand the existing E-

Learning methods [Malik et al. 2009]. 
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Shen, L et al. proposed an ontology-based learning content recommendation 

model. Different learning objects are connected by exploiting the sequencing rules 

which are derived from knowledge-base and skill set gap analysis [Shen et al. 

2005]. ADL Shareable Content Object Reference Model (SCORM) provides and 

delivers XML-based interoperable specifications in order to exchange and 

sequence learning objects [Olivier et al. 2004]. 

 

The goal is to keep the learning content independent of a particular content 

provider technology. This will enable new and innovative learning experiences 

through existing learning objects. The original composition and skills are bonded 

together in a single context. Metadata and activities metaphors state this context 

and bond [Downes 2012].  

 

Neil Rubens et al. suggest using artificial intelligence knowledge such as semantic 

filtering and recommendation systems to be used in LMSs which are geared 

towards E-Learning  3.0 [Rubens et al. 2014]. 

 

An ontology-based knowledge framework was proposed by Yarandi, M et al. for an 

adaptive E-Learning system. Learning process incorporates learner's knowledge, 

skill set, and learning preferences.   The ontological based user profile is updated 

as the user progresses in her learning process. Learning content is annotated 

metadata from a domain and content ontology [Yarandi et al. 2013]. 

 

The proposed model based on Fuzzy Knowledge Management System takes into 

account the learners’ profiles, learning objects and pedagogy. The goal is to 

provide most suitable leaning content which match learner’s skill set and learning 

preferences. 

 

The knowledge base includes ontologies for course and concepts as well as the 

knowledge of learners' profiles and learning resources. Fuzzy logic techniques are 

used to present and disseminate the knowledge [Salahli et al. 2012]. 
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                                            Table ‎2:1 Analysis of Recommendation Approaches for e-Learners 

 

Analysis of Recommendation Approaches for e-Learners 

Name of 

Technique 

 

 

 

Short Description 

 
Advantages 

 

 

 

Disadvantages 

 

 

E-Learning Use 

 

 

Memory-Based Model-Based 

Content-based 

filtering 

 

Cluster analysis  

TF-IDF              

[ Sugiyama et 

al. 2010] 

 

Artificial neural network               

[ Sevarac et al. 2012] 

Decision Trees [ Wu et al. 2014] 

NaïveBayesian Classifier [ Basu 

et al. 1998] 

Clustering 

 

Domain knowledge is not 

required. 

Learn user preference. 

Adaptive quality of 

recommendations 

improves over time. 

New user problem 

Does not cater for changes 

in users interests. 

Lack of serendipity in 

discovering interesting items 

by chance, e.g. Wikipedia  

A learning model for each user 

  

Keep learner well-versed with 

learning goals 

Collaborative 

Filtering 

 

 

 

 

 

 

k-Nearest 

Neighbors          

[ Schafer et al. 

2007] 

cluster analysis 

[Hogo et al. 

2010] 

Graph theory    

[Sun et al. 

2014] 

Naïve Bayesian Classifier 

Probabilistic models[Basu et al. 

1998] 

 

 

 

Domain-independent 

 

Adaptive and provides 

personalized 

recommendations. 

 

 

 

 

 

 

 

 

 

 

Suffers from Cold Start 

problems, i.e. not enough 

user ratings to make 

accurate recommendations.  

 

Scalability becomes an issue 

when comparing millions of 

user ratings. 

 

Benefit from other learners’ 

experience 

 

Assign learners into groups 

based on similar learning goals 

 

Hybrid 

 

 

 

Combines two or more techniques to increase 

performance and avoid the drawbacks of each 

technique. 

 

Building a unified model 

 

More accurate 

recommendation. 

Avoids cold start 

problems. 

Scalability can become an 

issue as the data set grows 

over a period.  

 

Useful for beginner level 

learners as well as experienced 

learners.  

 

http://en.wikipedia.org/wiki/Cluster_analysis
http://en.wikipedia.org/wiki/Cluster_analysis
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E-Learning is considered a multibillion-dollar industry today with rapid growth. There 

are many generalized E-Learning systems available which offer the same architecture 

and services for all domains of sciences. Due to a considerable expansion in the E-

Learning industry, there is a need to provide subject specialized E-Learning systems to 

meet the individual needs of the learner rather than a generic E-Learning system 

across all discipline. The specialized E-Learning systems should be centered towards 

personalized learning.  

 

The recent era has seen a massive proliferation in the E-Learning industry. “The Global 

E-Learning market is accounted for $165.21 billion in 2015 and is expected to reach 

$275.10 billion by 2022 growing at a CAGR of 7.5% during the forecast period.” 1 

 

As a result, traditional learning management systems (LMS) are faced with the 

challenge to provide not only a genuine alternative to brick and motor classroom 

environment but a more enriching learning experience. The scientists have started to 

question the effectiveness of traditional E-Learning systems. Although E-Learning 

systems have brought about great success stories, it has been investigated whether 

the E-Learning has been successful in bringing about the long-anticipated paradigm 

shift [Lennon et al. 2004].  

 

In the next section, general E-Learning systems have been critically examined and how 

they have fallen short in fulfilling the need of diversity of learners. In section 3.2 

scientific community contribution was investigated. Similarly, possible facet was 

identified which can enhance the learning process. Section 3.4 highlights the need to 

utilize the scientific community contribution to create a specialized E-Learning system.  

  

CHAPTER 3: LMS - A need for a specialized system  

 
1
 https://www.reuters.com  

 

http://www.orbisresearch.com/reports/index/e-learning-global-market-outlook-2016-2022
http://www.orbisresearch.com/reports/index/e-learning-global-market-outlook-2016-2022
https://www.reuters.com/
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3.1 General learning management system (LMS) 

 

In a traditional classroom, environment instructor can obtain feedback on student 

learning experiences in one-to-one interactions with students. The instructor can 

assess the learner needs by various means, for example learner's previous learning 

experience can provide useful information about her learning style. This feedback 

mechanism enables the instructor to recommend appropriate learning resources and 

tasks to support the individual’s learning experience [Sheard et al. 2001]. With the 

evolution of the Web, researcher focused on developing E-Learning system, i.e. 

learning electronically without physically appearing in the classroom [Kurbel 2001]. 

 

There are varieties of LMS available in the market which support online learning by 

creating course material, designing student assessment such as quizzes, assignments, 

etc and provide online forums, blogs for peer learning. Examples of the most popular 

commercial LMS are blackboard/ WebCT, JoomlaLMS similarly free LMS are Moodle, 

Sakai, Docebo. 
1   

 

These LMS are seen mainly as a mean to teach the masses adequately. In traditional 

LMS educational material is planned and designed by educational institutions and the 

instructors whereas the learner is expected to interact with the predefined 

pedagogical process. A generic solution is used across the different domain of 

education such as computers science, mathematical, and biological sciences. 

 

Educators select the content for learning. In other words, knowledge is presented to 

the learner without considering the individual need of the learner [Stojanovic et al. 

2001]. A universal solution is applied across culturally and linguistically distinct 

learners. Hence we can refer them as general LMS. 

 

Let’s look at an example of Moodle an open source Course Management System. 

Moodle is offering over 1.8 million courses, used by 1.7 million teachers in 270 

different countries 2.  

  

 
1 http://lms.findthebest.com/compare/83-228/Blackboard-Learning-System-vs-JoomlaLMS   

2
 http://E-Learningindustry.com/top-10-E-Learning-statistics-for-2014-you-need-to-know   

 

 

 

http://www.sakaiproject.org/
http://www.docebo.org/doceboCms/
http://lms.findthebest.com/compare/83-228/Blackboard-Learning-System-vs-JoomlaLMS
http://elearningindustry.com/top-10-e-learning-statistics-for-2014-you-need-to-know
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It is widely used by different universities, colleges, and training institute to provide 

online course content through the web. Moodle offers instructors, students, and 

educational institution features such as file downloading, assignment submission, 

online quizzes, online calendar, online news, and announcements, discussion forum, 

Wiki and grading. [1] Moodle has mainly been seen as a course management tool 

facilitating the instructor to create and manage online courses. Although Moodle has 

some great success stories to share, providing a useful personalized learning 

experience across discipline remain in question. 

 

In E-Learning environments, a learner can discover the relevant knowledge by a 

search query or by following the navigational pattern set by the education provider. 

The relevance of content is left on the knowledge of the learner to extract according 

to her learning needs. The learner is often bewildered with the amount of information 

which is presented to the learner. The content needs to be presented in a supervise 

manner. The relevance of content to learning context is taken into consideration 

rather than learner selecting irrelevant content [Fischer 2012]. 

 

Learning management system should be more centered towards individual learner's 

need rather than facilitating the teacher as a course management tool. Technology 

should be seen as assisting individual learning experience rather than manipulating 

the static learning content. Many of these generic LMS provide a static approach 

across the different level of the learner assuming all learners are at equal intelligence 

quotient. Hence a generic pedagogy is adapted to meet the needs of many learners 

without considering their learning diversity.  

 

In a classroom learning environment, the teacher can recommend relevant resources 

from diversified references. However, in a generalized LMS environment, a learner 

may come across a situation when the learner has some ambiguity about a particular 

concept within the LMS. There are two possibilities: 

 

  

 

1
 http://barrysampson.com/2009/04/08/open-source-lms-10-alternatives-to-moodle/  

 

  

 

 

 

http://barrysampson.com/2009/04/08/open-source-lms-10-alternatives-to-moodle/
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The learner can independently go outside E-Learning realm, i.e. web (external 

environment) The E-Learning system can provide recommendations from the outer 

world.  

 

In current E-Learning systems, the choice is left on the learner, as most of these 

learners are ‘digital natives’ they seek the help by going the outside E-Learning realm, 

i.e. web. When further information is presented to the learner about a particular topic 

learner was bewildered with the wealth of information which is offered in her 

learning context.  The learner is faced with the challenge to find the most relevant 

information according to her current learning context, which is a tedious task to ask.  

 

As a result, the learner is left in disarray and disengages in the learning process. 

Learner simply desired a recommendation on few of the most relevant material which 

suit her current learning context. This could have been easily possible in a physical 

classroom environment by merely requesting the instructor. 

 

However, in the research practices; there are many proposed and somehow 

evaluated systems in closed settings perhaps in a specific domain which can provide 

recommendations from the outer world. In the next section, some of those 

specialized systems will be reviewed. 

3.2 Adaptive and intelligent E-Learning  

 

The emergence of web2.0 brought about innovation in the field of E-Learning. 

“The Web 2.0 revolution has peddled the promise of bringing more truth to more 

people, more depth of information, more global perspective and more unbiased 

opinion from dispassionate observers” *Stove 2007]. 

 

Today’s technology-oriented user who has the experience of social network where he 

can independently create, publish and redistribute content. The user finds traditional 

LMS structure inflexible as compared to the user-centered approach of Web 2.0 

services [Craig 2007]. 
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The scientific community is actively engaged to make the learning experience more 

and more productive and fruitful across distinct needs of the learner. There is a 

paradigm shift from teacher centered to learner-centered education [Lee et al. 2009]. 

 

One of the essential features which have been researched by the scientific community 

is to provide relevant resources at the right time [Saaya al 2013]. However, a 

recommendation in E-Learning is somehow different from other domains. For 

example, one has to keep in mind the learning context, is it a new concept or 

continuation of the existing knowledge and may necessitate a different type of 

learning resources [Manouselis et al. 2012].   

 

Okazaki et al. employed a lexical database to discover the lexical relationship between 

terms which appear in a sentence. Lexical database usage provided data 

enhancement [Okazaki et al. 2003]. Li et al. presented a sentence similarity 

measurement based on a lexical database and word ordering [Li et al. 2006]. 

 

Chen et al. proposed a technique to recommend URLs on Twitter as a means to better 

direct user interest from the information pool. Twitter recommendation technique 

considered three independent elements into consideration content source, topic 

interest and social voting [Chen et al. 2010]. 

 

A small-scale variety of recommender systems are successfully recommending 

appropriate content in specific subject learning domain. Kumaran, V.et al 

recommender system uses learner information and domain knowledge (computer 

science,) to represent in the semantic net. Authors proved the method provided 

accurate course content recommendation [Kumaran et al. 2013].  
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However, this has been evaluated for one typical course. Such feature incorporation 

in a generalized system is a challenging task. There is an emergence of adaptive and 

intelligent systems where a learner can create his learning environment which best 

suit his learning need rather than technology provide his learning context. Learner 

past learning experience and current context can be used to provide personalize and 

adaptive learning experience. 

 

These adaptive and intelligent systems are the joint venture of intelligent tutoring and 

hypermedia systems (AHS). Some examples of domain-specific ITS are SQL-Tutor, 

German Tutor, ActiveMath, VC-Prolog-Tutor, similar examples of AHS are AHA!, 

InterBook, KBS-Hyperboo WebCOBALT [Brusilovsky et al. 2003]. 

 

Adaptive and intelligent E-Learning system can be obtained by modeling a domain 

(using, for example ontology structure) pedagogical dataset (set of designed problems 

and their solution), data about user interaction and learner model, i.e. likes and 

dislikes [Romero et al. 2009]. 

  

A learning experience does not take place in isolation. An intelligent learning 

management system would keep track of the prior knowledge of the learner to 

suggest the knowledge according to the learner context.  

 

Various Data mining techniques are used to mine user profile in a particular domain 

context. For example, Koutheaïr et al. recommend a system which mines users' web 

usage and learning materials during content and profiling phase in order to predict 

what to recommend to an active learner [Khribi et al. 2007]. However, such a feature 

can generate relevant recommendations if used in a specific E-Learning environment.  

 

The personalized E-Learning content recommender system for example proposed by 

Lu et al. applied fuzzy matching law to determine relations between students learning 

need and list of learning content [Lu 2004]. They tested the system on a specific 

domain. The identification of learning needs and subsequently mapping the learning 

needs to the learning content is quite difficult in the generalized E-Learning systems.   
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Tane et al. applied text clustering and mining rules to arrange documents as per their 

topic and likeness [Tane et al. 2004]. Dwivedi et al. used a weighted hybrid scheme to 

recommend relevant learning content to the learner by modeling learning style and 

the knowledge with the collaborating filtering techniques. A learner with the same 

learning style and greater knowledge has greater weight in a recommendation 

[Dwivedi et al. 2013]. Such system when integrated with generalized E-Learning 

system may not produce good results because the learning style of students from the 

different domain may be similar and their collaboration data (co-downloads, co-

views, click streams, etc) may be misleading.    

 

Some website may not be accessible through search engines however a direct link can 

point to these useful resources. However these independent, unconnected (via search 

engine) web content belongs to the broader web [Wright 2009]. Social networking 

sites such as Facebook and Twitter can provide access to these buried resources.  

  

Maloney states "social networking sites such as MySpace and Facebook have shown, 

among other aspects, that students will invest time and energy in building 

relationships around shared interests and knowledge communities”[ Maloney 2007]. 

 

Wiki-Learnia is an example of such system where with the help of different semantic 

filtering mechanisms relevant knowledge from external sources such as Facebook, 

Twitter and YouTube is extracted, acquired and distributed. An E-Learning hub is 

designed which involve different repositories and filters, collects and allocates the 

information on a specific learning domain [Waßmann et al. 2014]. 

 

3.3 Generalized LMS vs. Specialized LMS  

 

The research indicates there is a considerable gap between the general LMS and the 

need for ‘Digital Native' learner. These general LMS were designed by ‘Digital 

immigrants' who have failed to cater the ever-growing demand of ‘Digital Native' 

learner [ Prensky  2001].   
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General LMS are primarily seen as course management tools. The course designer and 

instructors have a fixed navigational pattern in mind when designing the online 

course and the material.  It is assumed all the learners will follow the same logical 

path which is set in design. However, a learner could follow different navigational 

paths prompting a series of learning activities [Zaíane 2002]. 

 

As we have investigated in general LMS section, the danger of providing unsolicited 

freedom of knowledge discovery can easily deviate the learner from his/her learning 

pattern, and learner can waste time in unnecessary activities. 

 

Instead, a specific E-Learning system should be provided to the learner who will make 

the global information available in the local social context of the learner. It should 

enable the learner the elasticity to discover, organize, share information in a locally 

meaningful fashion which is globally accessible [Boyd 2006]. 

 

A general E-Learning system provides a generic profile for all learners. The same 

content is presented to diversified skill learner. However, a specialized system can 

dynamically build a learner profile and deliver the appropriate content at the right 

time to support individual learning. Dynamically profile can be build by considering 

learner recent navigational history and similarity and dissimilarity among the content 

of the learning resources [Khribi et al. 2008]. Learner profile features are evaluated 

against learning objects features based on the result and new promising learning 

objects are recommended to the learner.   

 

Existing recommender systems have the limitation of domain dependency, cold start, 

overspecialization, and sparsity [Marin et al. 2014]. The research community has 

provided a significant contribution towards active and authentic learning. A variety of 

recommender agents are successfully recommending appropriate content in limited 

knowledge settings, perhaps specific to one course. There is a dire need of specialized 

E-Learning system which can model the entire knowledge domain (for example, 

computer science) by using techniques investigated in the section3.  
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The quality of a recommendation can be enhanced in various domains by combining 

different recommendation techniques. However, it should not be seen as a generic 

solution to overcome these limitations. Users who have similar preferences in one 

domain may not share the same in other domains. 

 

Similarly, specialized E-Learning system should also provide a comprehensive 

pedagogical dataset model and different learner model. In this manner, specialized E-

Learning systems can provide a more accurate recommendation according to the 

personalize need of the learner. 

 

Specialized E-Learning systems can be semantically more affluent and provide better 

diagnostic analysis than data from general LMS [Merceron et al. 2004]. Specialized E-

Learning system would model entire knowledge domain hence searching the relevant 

information would be more enhanced than general E-Learning system. 

 

3.4 A Need for specialized systems 

 

In this chapter, we investigated the functionalities of generalized LMS. Contemporary 

E-Learning systems are viewed as course management tools rather than facilitating 

learning needs. However, there have been many attempts by the scientific 

community, in a localized domain. These efforts prove to be quite impressive features 

and can be considered as real needs of the learners. Finally, it is highlighted the need 

for constructing a specialized (domain specific) E-Learning system. Such a system can 

help learners in their perspective domain learning and can assist them according to 

their particular needs, context, profiles, history, and collaborations.    
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In this chapter, we will explore how social bookmarking can be utilized to provide 

domain-specific recourse recommendation. 

 

Current Search Engines, Citation Indexes, etc heavily rely on the index of the keyword 

and returns all the pages where the searched keyword is matched. Yes, based on 

some ranking criteria while using certain factors. Many techniques have been used in 

the literature to extract useful knowledge from unstructured text such as search 

engines and Wikipedia. Some approaches use Machine Learning [Milne et al. 2008] 

techniques. The automated approaches solve the problem with some error margin 

and have inherited problems. However, the engagement of the social community to 

provide structure is of great importance. Therefore, the research community is 

striving for giving a structure to the Web using the paradigm of Social Web and 

Semantic Web. 

  

Social bookmarking sites such as CiteULike, Bibsonomy, and Delicious have engaged 

social community from the World to provide useful Keyword (tags) to resources. In 

this way, on the one hand, resources are given structure, and on the other hand, 

social community shares exciting, up-to-date, and essential material. Social 

Bookmarking systems have become quite successful in a short period. One such 

system is known as “CiteULike” which has more than 6 millions research resources, 

and thousands of resources are shared on a daily basis.  

  

CHAPTER 4: Resource recommendation using Social  
bookmarking 
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Users of CiteULike annotate resources with useful Keyword termed as tags to give a 

structure to these resources which can be exploited for the discovery of useful 

resources. Therefore, there is a need to automatically extract useful resources from 

social sites and recommend the most relevant ones to the learner. 

In the following sections, we propose and implement a method to find the most 

relevant resources from CiteULike to recommend the e-Learner.  

 

4.1 Recommendation method overview 

 

Whenever a user shares a resource, the metadata is also provided such as Title, 

Keyword, Author, etc. This metadata reflects the main dimensions, topics, techniques 

related to the resource. This metadata along with resources are stored in the 

database as shown in Figure 4.1.   

 

 

Figure ‎4.1 Recommendation method with social bookmarking 
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The proposed method extracts this metadata to find the relevant resources for the 

focused resource. Subsequently, the metadata are further enriched from the Wordnet 

database by incorporating synonyms set of each metadata. This enriched metadata 

set is searched within the database of CiteULike using direct match, partial match and 

synonym match. All of the matched resources become candidate relevant resources 

for the focused resource. Furthermore, the ranking is achieved by comparing a set of 

all metadata of the resource with the set of tags (tag-cloud) of each resource from 

CiteULike. The resources are ranked based on the maximum matching of metadata 

set and tag cloud set. The architecture of the proposed method is given in Figure 4.1. 

All of the discovered resources are made available within the learning context of the 

learner. Therefore learners do not need to query; instead, the learners are receiving 

all of the relevant, up-to-date, and essential resources about their current learning 

context.  

4.1.1  Preprocessing  

 

The data of CiteULike is pre-processed to remove noisy tags. It was found there are 

many irrelevant and useless tags which have been provided by users of CiteULike such 

as ABC, XYZ, computer, etc. It was also observed in our previous research that some 

tags represent the future context of use rather than the content of the paper. Some 

heuristics were made to remove the noisy tags, for example, the tags having a length 

of more than 30 or up to 3 were marked and removed after manual verification. 

Furthermore, the tags which are not a standard dictionary words were removed. 

4.1.2   Keyword-tags matching 

 

A number of techniques are employed for the matching of Keyword of a resource 

from E-Learning system with tags from CiteULike. Initially, a direct match was 

performed. However, manual inspection shows  the partial match may be helpful. 

Therefore, a partial match was also performed with some heuristics. A typical 

example of a partial match could be the match of a keyword such as "wiki" with other 

tags such as "wikification," "semantic wikis" and "biological wikis."  
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This match was found to be of great importance because when a learner is reading a 

resource where the keyword was "wiki," the system can recommend resources.  The 

recommended resources are not only deal with wikis but also related concepts such 

as wikification and biological wikis can be discovered. This means the system could 

make serendipitous discoveries for learners as well. However, the partial match 

resulted in some noisy tags as well which need to be removed. 

Furthermore, synonyms from Wordnet were utilized to match Keyword and tags. This 

is because sometimes, a learner may annotate a resource with a keyword k1; 

however, the social community may have used a synonym or set of synonyms for the 

keyword k1. In order to achieve this, Wordnet 3.0 dictionary was used as this is the 

latest dictionary covering many new concepts which were not available in previous 

versions. 

4.1.3 Post processing 

 

After the matching has been done, it is the time to post-process the matched tags. As 

indicated in the previous step, during the process of a partial match and synonym 

match, there are times when noisy tags are found. The manual inspection helped to 

make heuristics to remove such tags. 

4.1.4 Ranking 

 

Once the match of Keyword and tags has been found, now the resources need to be 

ranked for learners. In the process of matching, the system has acquired all those 

resources from CiteULike where at least one tag is matched with a keyword of the 

particular resource from the E-Learning system. The ranking is based on a number of 

weights such as direct match weight, partial match weight, and synonym match 

weight. Suppose for a resource RIi from E-Learning system, the candidate relevant 

resources from CiteULike are RC1 to RCn. The RCK will be ranked on the top based on a 

maximum match between Keyword of Rli and tags of RCk. The ranked lists of 

resources are further pushed to the user's context within the E-Learning environment.   
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4.1.5 Case study 

 

This section explains the working of the prototype with an example. Suppose a user of 

the E-Learning system has shared a resource in the E-Learning system. The title of the 

resource is "The Transformation of the Web: How Emerging Communities Shape the 

Information we consume." On sharing this resource, the user has provided a list of 

Keyword such as wiki, blogs, web transformations, Web 2.0, and social Web as shown 

in Figure 4.2. The system matches the Keyword with tags from CiteULike based on 

Direct Match, Partial Match, and Synonym Match.  

 

 

Figure ‎4.2 CiteULike interface for the focused resource 
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Figure ‎4.3  E-Learning System 

 

For the keyword "wiki," the system identifies more than 200 papers from CiteULike. 

Similarly for the keyword "blogs," the system identified 200 papers, for the keyword, 

"web transformation," the system identified three papers, for the keyword "Web 2.0", 

the system identified more than 800 papers, and for the keyword "social web," the 

system identified 142 papers. Therefore, the total number of candidate relevant 

papers from CiteULike (RC1 to RCn) is 1345. This was just a direct match. Similarly, 

based on a partial match and synonym match, the system identified more than 5000 

candidate relevant papers. 

Subsequently, a ranking is achieved for all 5000 candidate relevant papers from 

CiteULike. For this purpose, all Keyword of the focused paper from E-Learning system 

are matched with all tags (tag cloud) of each candidate papers from CiteULike. The 

ranked list of resources from CiteULike is shown in Figure 4.4. 
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All of these ranked lists of resources are saved in the database of the E-Learning 

system. Whenever a learner is now reading the paper with the title: "The 

Transformation of the Web: How Emerging Communities Shape the Information We 

Consume," the user is shown ranked list of papers from CiteULike. It is obvious to see 

the ranked lists of resources are quite relevant with the paper being read in the local 

context of the user.  

Additionally, these resources are giving versatile and important papers from many 

domains. This presents a breadth and depth knowledge related to the domain and 

topics of the focused paper. For example, the keyword "wiki" got a match with tags 

such as "wikification" and "semantic wikis."   

 

Figure ‎4.4  Ranked list of resource 

 

Papers such as: “Learning to link with Wikipedia" etc. are the resources which cannot 

be found without a partial match. This is giving an additional knowledge to the 

learning about the evolution of the field. A paper with the title "HIV/AIDS Stories on 

the World Wide Web and transformation perspective" is making aware the learner 

about the diffusion of the focused paper into BioScience. 

  

http://www.citeulike.org/user/dbarashev/article/3849424
http://www.citeulike.org/article/243428
http://www.citeulike.org/article/243428


36 

 

Therefore, this list is providing enough knowledge to the learner for further 

exploration. Any of the discovered ranked papers can be clicked, and the learner is 

redirected to the CiteULike page. For example, following the link for the paper title, 

"Learning to link with Wikipedia", and the user is redirected to the screen. The user 

can read the abstract and other related information for the paper. All of the tags are 

also shown to the learner where the user is free to explore further. 

Therefore, such recommendations may enhance the overall efficiency of the learner. 

The learner does not need to visit any external site. The learner does not lose her 

focus from the E-Learning system; rather the most relevant resources are pushed to 

the learner's local context. 

  

http://www.citeulike.org/user/dbarashev/article/3849424
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The concept of big data is already present in the E-Learning domain.  Social networks 

are facilitating the sharing of an enormous amount of learning resources through 

tweets, blogs, and Wikis, etc. Twitter provides an opportunity to share various 

learning material along with the short and precise text. Micro-blogging community is 

ever expanding. Discovery of the most relevant learning material becomes essential 

to solve the information overload problem. There is a potential need to provide 

twitter-based learning recommendation for the learner without directly inferring the 

tool. E-Learning recommender systems have been successfully supporting the 

individual learning process.   

 

However, there is a gap between the E-Learning recommender system and Twitter-

based recommendation such that no existing E-Learning recommender systems are 

utilizing the twitter. Furthermore, some Web pages may not be reachable via search 

engines however a direct link can point to these valuable resources. This independent 

web content belongs to the broader web [Wright 2009]. Social networking site such as 

Twitter can grant access to these obscured resources.  

 

Personalize learning activities, and related tasks can be recommended to the learner 

according to the individual need of learner as a result overall learning experience can 

be enhanced. In order to achieve the best results, it is important to consider students 

learning style [Islam et al. 2015]. In literature, personalized recommender systems 

employ the characteristics of items, profiles of users and history of users and items 

interaction in order to recommend the related items. In this chapter, we shall 

investigate if the twitter can be useful for E-Learning recommendation and what are 

the parameters which should be considered when recommending E-Learning 

resources. 

  

CHAPTER 5: Can Twitter be useful for E-Learning 
recommendation? 
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In the following section an overview of the literature survey is provided to discover 

twitter significance for E-Learning recommendation. Similarly, what are the current 

parameters used for twitter based recommendation? Furthermore, we shall 

empirically analyze if these parameters can be important for twitter based E-Learning 

recommendation. 

5.1 Can Twitter be useful for E-Learning? 

 

Twitter is a micro-blogging website which has monthly 320 million active users 

monthly with 500 million tweets sent per day.1  Twitter users can exchange text 

messages of 140 characters limits. People post queries and reply, share ideas and 

resources/URLs and work together on problems of practice. Twitter is a popular social 

media among student and teacher. Twitter is more open to the public than Facebook 

and provides a fast way to exchange the ideas among peers [Ebner et al. 2010]. 

Twitter can provide instantaneous communication with the learning community.  

 

In traditional LMS one has to log in and find the appropriate blog before posting a 

query and waiting for someone to reply. However, in the meantime interest levels 

may diminish. Twitter character limitation focuses the attention of questioner hence 

queries are precise. Similarly, the learner receives a precise answer to her query. 

Dunlap et al. investigated the research papers about smart learning education since 

2007 by using five major search sites and highlighted the trends in smart learning. 

Twitter effectiveness in the educational environment was measured by experiment. 

Traditional learning method was compared with twitter assisted learning environment 

[Dunlap et al. 2009]. 

 

Twitter utilization experiment result indicates students who used twitters in their 

learning environment had better grades than those who did not use twitter. Almost 

all students with excellent grade used twitter [Ha et al. 2011]. Acar et al. analyzed 

twitter effectiveness in learning English as a foreign language course. Japanese 

students' tweets were analyzed, and it was discovered students were active using the 

twitter to assist in the language course [Acar et al. 2012]. 

  

                                                           
1
 https://www.statista.com/topics/737/twitter/ 

 

https://www.statista.com/topics/737/twitter/
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Junco et al. evaluated student participation and collaboration in two different classes 

and its impact on learning outcomes. The class where Twitter was required to be used 

outperform than the class where it was optional. Twitter usage indicated improved 

learning outcome [Junco 2013].  

Kassens carried out a study to conceive the role of Twitter for out of class learning. 

The author proves that student who receives daily tweets about course content 

remember course topics better in exam situation [Kassens, 2012]. An empirical study 

was conducted to measure the role of Twitter in the learning environment. Twitter 

utilization results demonstrate that it provides a useful mean for sharing information 

and collaboration among students. Students with more number of followers and 

following had better grades than those students who were not actively tweeting [Ha 

et al. 2014].  

Chris Evan's study of Twitter usage among university students and teachers indicates 

positive association among them. Student's involvement in university activities was 

similarly encouraging [Evans 2014]. Additionally, user case study carried out by the 

author proves that Twitter can positively impact teaching, learning and students 

experience. Also, the results show 79% of students were using Facebook while 57% 

students were using Twitter before the beginning of the courses. It proves student 

already find social networks such as Twitter a helpful tool in their learning 

environment [Reed 2013]. 

Literature survey proves the importance of using Twitter in E-Learning domain. 

However, most of the potential benefits highlighted in the research are using Twitter 

as an independent tool or incorporated within existing LMS. Considering the great 

significance of the Twitter, there is growing need to provide recommendation to the 

learner without explicitly inferring the tool. The next section will discuss learner's 

parameters which should be considered when providing a recommendation from the 

twitter. 

5.2 Recommendation parameters review  

 

Kwak et al. acquired 41.7 million user profiles, 1.47 billion social contacts, 4262 

trending topics, and 106 million tweets through twitter public API. In order to find out 

the influential users in twitter three different methods were compared namely 

number of followers, page-rank, and many retweets. 
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First two ranking methods were found to be similar whereas ranking by retweets as 

different. Similarly, Twitter follower graph depicts a tilted division of followers and a 

low number of shared ties among its users. It proves twitter as information sharing 

network rather than social network [Kwak et al. 2010]. Another approach was 

designed and implemented to recommend news articles based on popularity and user 

profile by using the Twitter public timeline. Similarly, a hybrid news recommendation 

model was implemented by combining both approaches.  In the end, all three 

methods were evaluated, and the results were provided [Jonnalagedda et al. 2013].  

 

In order to find the most popular articles, user's pre-processed tweets were used as a 

query in the SOLR. Cosine similarity method is used to determine how well tweet 

contents match with the news articles. As a result, each news article is assigned a 

weight. Thus the most popular article has the highest weight across all the tweets. 

Hybrid recommendation was employed with two different methods. In the first 

method weights of popularity and user profiles were merged by multiplying with each 

other.  

 

In the second method, it uses an adjustable parameter (a) to measure the significance 

of recommendation based on popularity as well as user profiles methods. Hannon et 

al. proposed Twittomender system which recommends new users to follow on 

Twitter. Authors employed eight different recommendation approaches with the 

combination of four content-based, three collaborative and one by combining the 

seven approaches [Hannon et al. 2011]. Garcia et al. evaluated two features namely 

popularity and activity which could be useful for recommending followers. 

 

The authors have investigated to measure the impact of these features to persuade 

users to follow other users [Garcia et al. 2010]. Phelan et al. presented a method for 

news recommendation by exploiting real-time Twitter data in order to rank and 

recommend articles from a collection of RSS feeds [Phelan et al. 2009]. Magnuson et 

al. proposed twitter based event recommender system which discovers the twitter 

activity related to previous events in order to steer geographic recommendations 

based on item-based collaborative filtering [Magnuson et al. 2015]. 
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A personalized recommender system was proposed based on Twitter user’s timelines. 

Tweets are ranked as per the user's interests. User's interest is derived from user 

social features, interactions and the content history of user's tweets. User interest is 

dynamically model as time-variant in different topics in order to facilitate the change 

of interests over time [Elmongui et al. 2015]. 

User's short-term interest from Twitter and long-term interest from YouTube is 

integrated. User's short-term interest is extracted from users' tweets, and related 

videos are obtained from YouTube. Similarly, users' Long-term interest is based on the 

information extracted from YouTube. Videos are recommended to the user based on 

the ranking criteria consist of users profile in YouTube, time factor and quality factor 

[Deng et al. 2015]. The literature survey indicates the parameters (profile, current 

context, and history) are used for Twitter-based recommendations. 

 

5.3 Recommendation parameters significance for E-Learning  

 

Literature survey in the previous section proves that user profile, history, and current 

context are valuable parameters to consider when providing a recommendation from 

Twitter. However will these parameters also useful for E-Learning recommendation. 

 

The user study will provide the answers for the following questions from real life 

learners: 

 

 Do any of these parameters play any significance for E-Learning 

recommendation?  

 Which of these parameters should be given more importance while ranking for 

a recommendation? 

As per our knowledge, this is the first comprehensive effort to evaluate the 

effectiveness of these parameters for E-Learning recommendation. Different 

university level learners were selected for this study. Learners were from diversified 

background bachelors to Ph.D. level.  
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Figure ‎5.1 Learners status 

 

The number of student’s current status is highlighted in Figure 5.1. Out of 108 

volunteers, 69% are undergraduate students, 23% are graduate students and 7% 

Ph.D., students. 

The evaluation form is provided to each learner (Appendix1) The evaluation form 

contains information related to learner's educational background learning scenario, 

keyword based on parameters (profile, current context, and history) and tweets. 

 

Learner reads the learning scenarios in the evaluation form and evaluates keyword 

relevance with tweets. For each learning scenario, nine tweets are provided to the 

learner related to all three user parameters Context, profile, and history. 

 

 

 

Figure ‎5.2 Profile Parameter 
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Learner reads the tweet and marks tweet relevant, average or irrelevant as per 

learners’ parameter. Learners do the same steps for all tweets. 

 

 

 

 

 

 

 

 

Figure ‎5.3 Current context parameter 

 

 

Figure ‎5.4 History Parameter 

 

 

 Table ‎5:1 Current context result 
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More keywords from a category matched with tweets will return greater number 

which is divided with the total number of tweets. This score then multiple with 

weight. Finally, we will sum up values from the local context, history, and profile. 

 

Table ‎5:2 Parameter History Result  

 

 

 

 

 

 

 

 

  

 

 

Each parameters weight is determined using the following formula: 

 

Context = Context / (Context + History + profile) 

Profile =  Profile / (Context + History + profile) 

History =  History / (Context + History + profile) 

 

This formula will provide us score for each parameter. These scores will be sorted in 

descending order. The Figure given below shows the final results of the parameters 

profile local context, and history.  

 

 

 

 

 

History 

Value  Frequency Percentage % 

Relevant  82 38.49 

Average  80 37.55 

Irrelevant  48 22.53 
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Table ‎5:3 Parameter Profile result 

 

 

 

 

 

 

 

 

Table ‎5:4 Total tweets and users 

 

  

 

 

 

 

 

The final results indicate these parameters (profile, current context, and history) have 

great significance for E-Learning recommendation and all three parameters should be 

given equal importance when ranking twitter based E-Learning recommendations. 

  

Profile 

Value  Frequency Percentage % 

Relevant  99 46.47 

Average  69 32.39 

Irrelevant  41 19.24 

Tweets & Users 
 
Total Users 
 

 
108 
 

 
Total Tweets 

213 
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5.4 Twitter-based E-Learning recommendation  

 

The social community is engaged in the sharing of a high number of essential and 

recent resources with each other. Social networking site Twitter has great potential to 

take the learning beyond the boundaries of the classroom and diminish the difference 

between classroom and distance learning. 

However, contemporary E-Learning recommender systems have not exploited the 

strength of Twitter to recommend E-Learning resources. This chapter highlighted the 

significance of using Twitter for E-Learning recommendations. Similarly, it reveals 

various domains have been utilizing user parameters (profile, current context, and 

history) in order to provide twitter-based recommendations. However, such 

parameters have not been applied for Twitter-based E-Learning recommendation. A 

user study was carried out to evaluate the effect these parameters for E-Learning 

recommendation. It was identified that all of the above three parameters are equally 

important to consider while providing E-Learning recommendation from Twitter. 
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This chapter will present a semantic-based recommendation technique for e-learner. 

This is a novel alternative to conventional recommendation techniques where social 

network tool twitter is utilized. Relevant tweets are recommended to the learner as 

per the current learning topic of the learner. 

The influence of the internet in education takes the learners and teacher interaction 

into a new realm which was previously not available. A large amount of information 

illustrating teacher and learner interactions is continuously produced and ubiquitously 

available. A wide range of learning contents is available by the press of a button. 

However, this vast wealth of information can also be problematic if not organized in a 

structured learning path.   

More recently personalized and intelligent E-Learning systems offer personalized 

learning experience by constructing the learner model based on learner aims, likes 

and existing knowledge. A learner should be able to create, manage and organize the 

knowledge according to her personal knowledge management capabilities. Learner 

past learning experience and current context can be used to provide personalize and 

adaptive learning experience.   

The current context consists of current topic viewing and keywords related to this 

topic. Based on the current context key terms, tweets will be fetched from Twitter 

and stored in a local database. Similarly, key terms will be extracted from learner's 

profile, history, and current context and stored in the database. Pre-processing will be 

performed on the extracted key terms to obtain unigrams which will be extended 

with the help of Growbag database. These extended keywords help us to perform 

semantic-based matching. 

  

CHAPTER 6: Semantic-based E-Learning Recommendation 
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Lexical matching will be performed on tweets against extended key terms. Selected 

tweets are sorted in descending order concerning their occurrence frequency. Tweets 

are ranked by using the relevancy similarity. Tweets with high score finally 

recommended to e-learner. 

6.1   Proposed Model 

 

In this section, semantic model is described in detail and how the semantic model can 

provide the useful recommendation for the e-learner. The aim is to provide the 

learner personalize learning activities and tasks which suit best its individual needs. As 

a result overall learning experience is enhanced. Similarly, recommend related tasks 

and activities based on previously completed tasks by the learner or their peers. 

 

6.1.1 Gold Set  

 

A gold set was nonexistent in order to evaluate the effectiveness of the technique. 

Therefore a user study was carried out to design the gold set. We started with the 

ACM Computing Classification System 2012. 60 Domain Experts selected based on 

ACM CCS 2012. The proposed technique works on research papers, so we collected 

five research papers from each expert. The Proposed technique uses tweets for a 

recommendation; therefore, we requested ten tweets per paper from domain 

experts. 

 

In total 220 research papers and 2957 tweets will be our gold set and will be treated 

as a benchmark. Collected research papers and tweets will be saved in a local 

database. After performing calculations, an evaluation will be performed concerning 

this dataset. 

6.1.2 Input for tweet ranking 

 

Two different types of input were provided to the proposed technique for 

recommendations for example, Paper's Metadata and tweets. Paper's metadata 

consists of research paper title, keywords and ACM CCS 2012 category from which it 

belongs. Besides metadata, complete tweets collection will also be provided. 
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6.1.3 Pre-processing  

 

Before performing any lexical matching, some pre-processing is required to make it 

ready for use [Pang et al. 2015]. With the help of natural language processing, pre-

processing will be performed on metadata content [Dai et al. 2015].  

During pre-processing, word tokenization, normalization and stemming are 

performed. Non-alphanumeric characters were removed from starting and ending of 

a string to make it meaningful. Stop words were also removed during this process. 

Pre-processing phase resulted in the form of Unigrams. 

6.1.4 Extend unigrams semantically 

 

The unigrams have been extended with the help of two different databases. One is 

computer science domain-specific database known as Growbag [Arenas et al. 2014] 

and the second database is synonym-based database called Wordnet [Abdullah et al. 

2015]. Each unigram is compared to these databases to obtain domain specific and 

synonym-based meanings of the words. These extended terms help us to perform 

semantic-based matching [Ley 2009]. 

6.1.5 Lexical matching 

 

Each tweet is analyzed against extended key terms using Lexical matching. Selected 

tweets are sorted in descending order concerning their occurrence frequency. 

Proposed technique performs lexical matching on extended terms [Pang et al. 2015].  

6.1.6 Precision / Recall calculation  

 

Finally, precision and recall are calculated on returned rows. Matched tweets are 

compared with the tweets given by domain experts. On the basis of matched results, 

precision and recall score is received [Egghe  2015]. 

6.2 Evaluation  

 

After receiving the results the evaluation was performed to find out the accuracy of 

the technique. Gold set was used for this purpose. The ranked tweets were compared 

from each metadata category with the tweets given by experts. The more tweets 

belong to the gold set reflects the better performance of the algorithm. 

The architectural diagram of this proposed technique is illustrated in Figure 6.1.  
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Figure ‎6.1 Architectural diagram of the proposed model 
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6.3   Results 

 

Below find a graphical representation of the precision/recall score calculated in the 

previous step. The result is sorted in ascending order based on recall scores. 

 

Figure ‎6.2 Precision / Recall score of returned records 

 

 

The graph shows the recall is performing relatively better than precision. One reason 

is when we extended terms from Growbag and Wordnet database we received ten 

times more terms. As result retrieved rows increased many times. Hence precision 

went down. Recall and Precision are inversely related. An Empirical study of retrieval 

performance indicates when Precision declines Recall increases [Buckland et al. 1994]. 

 

Another important point from the graph is Growbag extended terms performed 

relatively better than Wordnet. This could be due to expert’s tweets had more 

computer science specific terms. On the other hand, Wordnet extended terms are 

with respect to English dictionary. These terms were not commonly found in expert's 

tweets.  

  

Category 
(Wordnet)

Category 
(Growbag)

Keyword 
(Wordnet)

Title 
(Wordnet)

Keyword 
(Growbag)

Title 
(Growbag)

0.001 0.016 0.008 0.011 0.027 0.028

0.207

0.283

0.363
0.420

0.590

0.677

Precision Recall
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Research community has been continuously working on innovative methods for 

learners to access the most relevant learning resources. There are two essential units 

to consider for E-Learning recommendation which are Learner and learning resources.  

The essential features used in the literature for learning resource recommendations, 

are metadata (Title, Author, Category, keyword) content and extensive vocabulary 

(Synonyms, Grow bag).   The aim of this chapter is to provide evaluation of the 

resource metadata for twitter based recommendation. This entails how the metadata 

of resource should be combined. Similarly, what combination of metadata provides 

the best result for a Twitter-based recommendation? 

Metadata of resource are used as input for different recommendation techniques, 

namely lexical matching, semantic similarity, and extended vocabulary. In the next 

section, an overview of learning resource metadata model is provided. Similarly 

evaluation of metadata for twitter based E-Learning recommendation has been 

discussed. 

7.1 Learning resource metadata model 

 

The aim is to identify the effectiveness of individual and group metadata features for 

E-Learning recommendation. Three recommendation techniques namely lexical, 

cosine similarity and extended vocabulary were applied to metadata (Title, Author, 

Keyword, and Category). 

  

CHAPTER 7: Metadata evaluation for twitter based E-
Learning recommendation. 

Appendix A 
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Each technique recommended the relevant tweets based on metadata. The 

recommendation techniques results were evaluated against the gold set. The next 

section will elaborate on how the gold set was formulated, and subsequent sections 

will discuss the recommendation techniques in detail. 

7.1.1 Gold Set 

 

A gold set was devised in order to evaluate the significance of metadata resource 

against each recommendation technique. There was no benchmark available in the 

literature for this evaluation. A comprehensive gold set was devised by extracting all 

the topics from the ACM classification system and selecting domain experts who have 

published papers in the relevant topic area. Total 60 domain experts participated in 

this study, and they were active authors who have published papers in the relevant 

topics of ACM classification. Each domain expert was requested to provide five 

research papers and ten tweets related to metadata of each paper. In total 220 

research papers and 2957 related tweets were collected as gold set. 

7.1.2 Pre-processing  

 

Preprocessing plays a pivotal role for acquiring healthy results. At this stage lexical 

noise present in the form of the unique character is removed. Word Vector Tool was 

utilized in this regard [Rousu et al. 2006]. The details are as follows: 

 

 Metadata (Title, Author, Keyword, and Category) of domain experts' research 

papers were extracted. 

 Comma based split is performed on the above metadata to obtain individual 

entities, for example the name of each author from Author metadata. 

 Term normalization was used to change all characters to lower-case and 

equivalent terms were normalized, for example, customize /customize. 

 Greedy tokenizer was used which smartly handles digits and returns unigram. 

 Stop words have been removed based on a standard list of words. Similarly, 

non-alphanumeric characters were removed from the start and end of a string 

to make it meaningful. 
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 The Porter stemming algorithm is applied to these tokens to obtain root words 

[Porter et al. 1980]. Porter stemming algorithms removes the suffixes and also 

stems the term. 

 These stemmed words are pruned with a frequency lower than 3 in the 

collection. 

In this manner, preprocessed metadata items will be used in all three (lexical, 

cosine and extended vocabulary) recommendation techniques. 

 

7.2 Metadata with the Lexical Approach 

 

Metadata of fifteen different combinations were used as an input query. Metadata 

combinations were split into four sections namely, solo metadata, binary metadata, 

trio metadata, and all metadata. 

 

  

Figure ‎7.1 Metadata Combination for Unigram, Bigram, Trigram 

 

All of these combinations were implemented with unigram, bigram, and trigram. An 

illustration of metadata combinations with n-gram is provided in Figure 7.1. Metadata 

with the Lexical approach is explained in Figure 7.2. The results of this technique will 

be discussed in the evaluation section. 
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Figure ‎7.2 Metadata with the lexical approach 
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The algorithm takes domain expert’s research papers metadata and its combination 

(Title, Author, Keyword, and Category) as an input query. Relevant tweets are 

computed as per the input query, and output is provided in the form of 

recommended tweets for the user. Algorithm steps are as follow:   

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure ‎7.3 Metadata with lexical Approach 

7.3 Metadata with TF-IDF Vector Space Model 

 

In this section, metadata was implemented with TF-IDF vector space model. Term 

frequency-inverse document frequency (TF-IDF) is a renowned technique in the field 

of information retrieval or text mining. 

 

1. Extract metadata (Title, Keyword, and Category) from research papers provided by 

domain experts.  

2. Split metadata items (E.g., Comma based separation in keywords, category 

data) 

3. Term normalization, changing all characters to lowercase, removal of 

accents 

4. Stop word removal 

5. Tokenization 

6. Stemming 

7. Prune in the collection of words with a frequency lower than 3 for each 

word from metadata 

8. Obtain tweets related to metadata of each paper from gold set. 

9. Fetch tweets related to the metadata using the lexical matching method. 

10. Calculate  ( 𝑝𝑟𝑖𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 )         using output from step 8 & 9 

11. Calculate  (𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
)    using output from step 8 & 9 

12. Calculate ( 𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑅𝑒𝑐𝑎 𝑙𝑙
 )  using output from step 8 & 9 

13. Repeat the steps 8 -12 for all 15 possible metadata combinations with 

unigram, bigram and trigram. 

 

Algorithm:  Metadata with lexical Approach 

http://en.wikipedia.org/wiki/Tf%E2%80%93idf
http://en.wikipedia.org/wiki/Tf%E2%80%93idf
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Figure ‎7.4 Metadata with TF-IDF Vector Space Model 
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This technique evaluates the significance of a word in a document. In the field of 

digital libraries, 83% of text-based recommender systems use TF-IDF term-weighting 

schemes [Beel et al. 2016]. 

After performing the preprocessing steps metadata query and tweets datasets were 

transformed into "bags of words," and were indexed. TF-IDF weighting factor was 

employed to measure how valuable a term (word) is to a tweet in a collection of 

tweets dataset. Python was used to create the language model for unigram, bigram, 

and trigram for 45 Metadata combinations. These Metadata combinations were split 

into four section solo metadata, binary metadata, trio metadata, and all metadata. 

Tweets are ranked based on matching score with each metadata combination.    

 

 

 

𝑠𝑐𝑜𝑟𝑒  𝑞, 𝑡 =  t f 

𝑡∈𝑞

  𝑡, 𝑡 . log
𝑁

𝑡𝑓𝑡
  

 

 

Equation ‎7:1 

          

 

Here, q is the metadata query, t is tweets, tf (t; t) is the term frequency of metadata 

query-term in tweets, N the total number of tweets (total data set), and tft the tweets 

frequency of query-term t in the collection. This is a commonly used scoring method. 

Both tweets and metadata query documents may be viewed as a set of vectors in a 

vector space.  

In this vector space model, how do we measure the similarity between tweet and 

metadata query documents? A tweet with similar content to metadata query can 

have a significant vector difference because one is relatively longer than the other. 

Therefore the relative distribution of terms may be the same in both documents; 

however one may be far more significant than other in complete term frequencies. 
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In order to overcome the document length limitation, cosine similarity is used. Cosine 

similarity is the standard way of measuring the similarity between the query vector 

and tweet vector representations v   q  and v  (t). 

 

 

 

 

𝑠𝑐𝑜𝑟𝑒  𝑞, 𝑡 =
𝑣  𝑞 .𝑣 (𝑡)

| 𝑣  𝑞 | |𝑣 (𝑡)| 
. 

Equation ‎7:2 

           

 

Vector space model (VSM) was used to compute the similarity between metadata 

query and tweets. Retrieval model assigns a score of relevance to tweets (t) from an 

index, given a metadata combination query (q). Both metadata query and each tweet 

were represented as weighted term vectors. As a result, a score is assigned to a 

(query, tweet) pair. The resulting scores can then be used to select the top scoring 

tweets for a query. 

These tweets are matched against the gold set in order to check how well this 

technique performed. The same procedure was performed for all n-grams. The results 

will be discussed in the evaluation section. 

 

7.4 Metadata with Extended Vocabulary 

 

When short words are used to retrieve the relevant object, it often returns a large set 

of results. Filtering out relevant information from such vast results can be a laborious 

task. Growbag is an automatic classifier which filters out large result according to the 

objects' semantics content. Lightweight concept graphs are created by applying 

Keyword co-occurrences patterns algorithm. It uses DBLP dataset. 
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Figure ‎7.5 Extended Vocabulary Conceptual Model 
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There was substantial variation in experts' tweets to describe the same concept.  

Some computer science concepts co-occur with other similar concepts. For example, 

"recommendation" is sometimes referred to as "personalization." Additionally, 

different experts have used synonyms to describe the same concept. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure ‎7.6  Extended Vocabulary Approach 

Input: The algorithm takes domain expert’s research papers metadata and its combination 

(Title, Author, Keyword, and Category) as an input query. 

 

Output: Relevant tweets are computed as per the input query, and output is provided in 

the form of recommended tweets for the user. Algorithm steps are as follow:  

 

1. Extract metadata (Title, Keyword, and Category) from research papers provided by domain 

experts.  

2. Split metadata items (E.g., Comma based separation in keywords, category data) 

3. Term normalization, changing all characters to lowercase, removal of accents 

4. Stop word removal 

5. Tokenization 

6. Stemming 

7. Prune in the collection of words with a frequency lower than 3 for each word from 

metadata 

8. Extend each word using Wordnet and Grow bag 

9. Fetch tweets based on extended words by applying lexical matching. 

10. Compare the retrieve results with the gold set. 

11. Calculate  ( 𝑝𝑟𝑖𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 )         using output from step 8 & 9 

12. Calculate  (𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
)    using output from step 8 & 9 

13. Calculate ( 𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑅𝑒𝑐𝑎𝑙𝑙
 )  using output from step 8 & 9 

14. Repeat the steps 8 -12 for all 15 possible metadata combinations with unigram, 

bigram and trigram. 

Algorithm:  Metadata with Extended Vocabulary  
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For example, in the English language, a word can have multiple meanings, on the 

other hand, a word may mean exactly or nearly the same as another word. If we only 

match the word syntactical, it is quite possible we miss out some key terms which 

may semantically mean the same. There are many semantic similarity approaches 

used in literature for E-Learning recommendation [Chan et al. 2014].  

However, these approaches have not been utilized for Twitter-based E-Learning 

recommendation. Wordnet and Growbag database were used to extend the terms in 

order to obtain the semantic meaning of the object.   

 

 

Figure ‎7.7  Different input for Extended Vocabulary 

 

Wordnet is an English language lexical database. [Miller et al. 1990] It combines 

English words into sets of synonyms. Whereas Growbag automatically generates 

categorization from a collection of digital objects annotates with Keyword. [Diederich 

et al. 2007] After pre-processing, each word query is extended with Wordnet & 

Growbag datasets; as a result, one-to-many words are fetched. The dataset is 

computed by applying the lexical matching to find the co-occurrence of extended 

words in tweets.  

 

The approach provided the top-K recommendations based on the similarity between 

query word and the tweets dataset. Extended vocabulary recommendation approach 

validity is checked against the gold set, and results will be discussed in the evaluation 

section. As the author name is not required to be extended semantically, therefore 

author metadata was eliminated for the semantic-based recommendation approach. 
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Comprehensive experiments evaluations established the usefulness of twitter based 

E-learning recommendations. Metadata (title, category, keyword, and author) was 

extracted from the papers provided by experts. In order to evaluate the significance 

of metadata for a quality recommendation, different approaches were employed. The 

evaluation discussion will be based on two hypotheses: 

 

a) Which individual metadata (title, category, keyword, and author) 

outperforms in terms of F1 measure. 

 

b) How the metadata should be combined for the best quality 

recommendation based on the F1 measure. 

 

Both hypotheses (a, b) were evaluated with unigram, bigram, and trigram. The 

unigram method builds an assumption that each word occurs autonomously. It helps 

to measure the significance of the particular word. On the other hand, bigram and 

trigram consider local context. When DBLP and CiteSeer dataset was analyzed, it was 

observed keyword remains meaningful up to three words. Therefore, it was decided 

to evaluate metadata with unigram, bigram, and trigram. 

The way different n-grams were created is demonstrated in Figure ‎8.2. The paper title 

"Web Evolution: From Read Web to Semantic Web." is used as an example for 

illustration. After employing the same method with rest of metadata lexical matching 

was performed with expert’s tweets. 

CHAPTER 8: Metadata evaluation with n-grams. 
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Figure ‎8.1 Example of Unigram, Bigram & Trigram 

 

 

Each approach provided ranked tweets according to metadata (title, category, 

keyword, and author) using n-grams. Subsequently ranked tweets provided by each 

algorithm were compared with gold set in order to discover precision and recall for 

each metadata. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

Equation ‎8:1 

       

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Equation ‎8:2 

          

             

    

    
   

Equation ‎8:3 

          

F1 Score is also used, as it is defined as a harmonic mean of precision and recall. It 
provides a good trade-off between precision and recall metrics [Guo et al. 2018].   

In the next section hypotheses (a) which individual metadata (title, category, 
keyword, and author) outperforms in terms of F1 measure will be discussed. 
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𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
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8.1  Solo metadata evaluation using n-grams 

 

In this section metadata title, author, category, keyword were independently 

evaluated in order to discover their effectiveness and contribution for twitter-based 

recommendation. Each metadata was evaluated with n-grams using three different 

techniques. As a result, 42 different evaluations were performed for hypotheses (a). 

In the following subsection solo metadata evaluation with three different approaches 

will be discussed. 

8.1.1 Solo metadata evaluation with lexical 

 

This section discusses on solo metadata evaluation with a lexical approach. In this 

evaluation title with unigram was found to be the best performing metadata. Its 

precision is 0.37, recall 0.88, and F1 score as 0.53 whereas author was worst 

performing with precision 0.2, recall 0.10, and F1 score as 0.4. The title has also 

performed best with bigram and trigram as well. When title unigram was created, the 

generic word ratio was higher than other metadata unigram. Co-occurrence of such 

generic unigram increased the possibility of finding the word in expert's tweets. 

Consequently, the title recalls also performed better than other metadata. 

 

Whereas inversely speaking precision for title, keyword, and category is low. This is 

because domain experts provided tweets related to metadata of each paper. Some 

words in title, keyword, and category were overlapping. Therefore when lexical 

matching was performed for particular metadata related tweets, tweets related to 

other metadata were also retrieved. As a result title, keyword and category precision 

have been affected. 

 

Let’s take an example of title to illustrate precision. In Figure ‎8.4 two different domain 

experts provided two separate papers. However some words are common in both 

research papers' title. If the tweets are fetched related to the first paper title, some 

tweets related to the second paper title will also be retrieved. When this result is 

compared with the gold set, it treats the tweets related to the second paper title as 

irrelevant. As a result precision for the 1st paper title will go down. 
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Figure ‎8.2 Example for Title precision 

 

 

 

Figure ‎8.3 Title metadata evaluation with lexical using N-grams 

 

 

Figure ‎8.4 Keyword metadata evaluation with lexical using N-grams 
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Figure ‎8.5 Category metadata evaluation with lexical using N-grams 

                                                                        

It was observe with author metadata that author name ambiguity leads to irrelevant 

results. There are various formats of research papers, and author name has not been 

used uniformly. People sometimes use their full names, for example, “Atta ur Rehman 

Khan," and other time abbreviates, for example, A.R. Khan. In some cases, initials 

refer to the same name, but in reality, they are two separate individuals for example, 

in dataset “K. Latif” refers to both “Khalid Latif”  and “Kamran Latif." 

 

A variety of techniques are used in literature for name disambiguation such as 

classification or clustering. These techniques offer a thorough study or profile of the 

person. Therefore, it is essential to examine the metadata and the text in order to 

make an educated guess to identify author uniquely [Torvik et al. 2009]. 

 

However such information was missing due to the limitation of text in tweets. 

Therefore, the absence of such information in tweets makes author name 

disambiguation process quite challenging. 
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8.1.2 Solo metadata evaluation with cosine 

 

Each solo metadata was evaluated with unigram, bigram, and trigram. In this section, 

12 different evaluations were performed. The content similarity is calculated using 

the vector space model by applying the TF-IDF weighting mechanism. 

 

This approach required some hefty processing. This is due to the fact we got 220 

papers and 2957 tweets. In total there are 220 x 2957 = 650,540 similarity checks for 

each metadata (Title, keyword, category, and author). On a standard machine, title 

metadata took 5 hours. In order to demonstrate how precision and recall were 

calculated let us take an example of metadata title. 

 

 

 

 

 

 

 

 

 

 

 

Figure ‎8.6 Precision and Recall calculation 

 

A relevant tweet here refers to the tweets provided by domain experts concerning all 

metadata.  A dataset of such tweets is referred as gold set. 

a) Calculate the similarity score for PaperTitle_220 concerning all tweets (2957 

tweets)  

b) Remove the results with similarity score zeros (left with 466 tweets) 

c) Sort the results in descending order. 

d) Select top 15% results based on cosine similarity score. (Got top 69 tweets) 

e) Calculate precision  = relevant tweets /tweets retrieved 

Precision = 7/69     = 0.1014 

f)    Calculate recall = relevant tweets /total relevant tweets (8 ) 

g) Recall= 7/8 = 0.87 
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   Figure ‎8.7 Title metadata evaluation with cosine using N-grams 

 

Figure ‎8.8 Keyword metadata evaluation with cosine using N-grams 

 

 

Figure ‎8.9 Category metadata evaluation with cosine using N-grams 
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Figure ‎8.10 Author metadata evaluation with cosine using N-grams 

 

F1 score plays an important role to measure the accuracy of the technique. It takes 

both precision and recall into consideration when computing the score. Based on F1 

score title with bigram performed best with an F1 score as 0.35.  However, the title 

with unigram precision is 0.10, and recall 0.75. This is due to the fact different paper 

titles may share some common words as a result irrelevant tweets are also assigned 

cosine similarity score.  As a result, the precision went down, and recall went up. The 

second best-performing metadata was the keyword with recall 0.12, precision 0.24, 

and F1 Score 0.17. 

 

On the hand, author with trigram was worst performing with F1 Score as 0.2. When 

author unigram is matched with tweets dataset, it was observe the ratio of author 

names to appear in tweets is relatively low. Hence it had an adverse effect on an 

author's precision and recall. The next section provides discussion on solo metadata 

evaluation with an extended vocabulary.  
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8.1.3 Solo metadata  evaluation with an extended vocabulary  

 

In this section, solo metadata was evaluated with an extended vocabulary. N-grams 

were extended using Wordnet and Growbag databases. Wordnet is an English 

language lexical database consist of 115 424 synsets, which are set of synonyms. It 

also maintains the relations among synonym sets and their members. Growbag, on 

the other hand, is a classification system used in the realm of Computer Science. It is 

based on DBLP dataset of co-occurrence terms. Once the paper was tokenized, each 

term was extended using the Wordnet and Growbag databases. The ratio of each 

term extension concerning N-gram can be viewed in table 8:1 and table 8:2. 

 

Our evaluation result for solo metadata with extended vocabulary shows title unigram 

performed best in Growbag. Title recall was 0.48, and precision 0.1, whereas in 

Wordnet title unigram recall was 0.27 and precision remained zero.   

 

 

                                                     Figure ‎8.11  Title with Wordnet 

 

 

    

Figure ‎8.12  Title with Growbag 
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Figure ‎8.13 Keyword with Growbag 

 

 

Figure ‎8.14 Keyword with Wordnet 

 

 

Figure ‎8.15 Category with Wordnet 
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Figure ‎8.16  Category with Growbag 

 

    

 Evaluation result indicates unigram solo metadata performed better with Growbag as 

compare to Wordnet. This is due to fact Growbag provides computer science domain 

specific co-occurrence dataset whereas Wordnet provides comprehensive English 

language synonyms dataset. When unigram solo metadata were queried for extension 

in Growbag more comprehensive results were retrieved than Wordnet as illustrated 

in table 8:1.  

 

However, on the hand, it also extracted irrelevant information which affected the 

precision to decline. 

 

 

 

 

 

 

  

Category          Bigram Category           Trigram Category           Unigram

0.000 0.000 0.0040.000 0.000

0.407

0 0 0.008

Table ‎8:1 Wordnet Extension 

Wordnet  Extension Unigram 
 Presence (%) 
 

Bigram 
Presence (%) 

Trigram 
Presence (%) 

Title  28.05 0 0 

Keyword 24.62 0 0 

Category 8.35 0 0 
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Overall unigram solo metadata performed best. However, solo metadata with bigram 

and trigram did not do well with Growbag and Wordnet. This is due to fact Wordnet, 

and Growbag datasets did not provide a valuable extension for bigram and trigram. As 

Table 8:2 indicates the presence of bigram and trigram extension were significantly 

low in Wordnet and Growbag datasets. Bigram and Trigram are useful to extract 

phrases and sub-phrases in a sentence. However, information in Wordnet and 

Growbag dataset is not represented in this manner. 

 

8.1.4 Overall solo metadata evaluation  

 

Overall solo metadata evaluation can be concluded as Title and Keyword has 

independent significance for twitter based recommendation. On the other hand, 

Author metadata demonstrates the least significance for a quality recommendation. 

  

Table ‎8:2 Growbag Extension 

Growbag Extension Unigram  
Presence (%) 
 

Bigram 
Presence (%) 

Trigram 
Presence (%) 

Title  254.30 1.1 0.02 

keyword 294.36 0.95 0.064 

Category 122.41 0.05 0 
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Table ‎8:3 Overall solo metadata evaluation 

Best in each 
Approach 

Best 
Metadata  

Best        
N-gram 

Precision Recall F1 
score 

 

Lexical 

 

Title 

 

Unigram 

 

0.37 

 

0.88 

 

0.52 

Cosine Title 

 

Bigram  0.39 0.31 0.34 

Extended 

Vocabulary 

with Growbag 

Title  

 

Unigram 0.014 0.484 0.026 

 

8.2  Hybrid metadata evaluation using n-grams 

 

This section of evaluation provides a discussion on how Metadata should be 

combined for the best quality recommendation. The evaluation discussion will be in 

three parts binary, trio, and all metadata evaluation. In this section, 66 different 

evaluations were performed. In the following subsection binary metadata evaluation 

with three different approaches will be discussed.  

 

8.2.1 Binary metadata evaluation with lexical 

 

In this section, binary metadata were evaluated with a lexical approach using n-grams. 

Binary metadata possible pair combination is illustrated in Table 8:4.  

 

Table ‎8:4 Binary metadata combination 

 

 

 

 

  

1 Title & Category 

2 Title & Keyword   
3 Title & Author 

4 Keyword & Category   
5 Author & Category 

6 Author & Keyword 



76 

 

All of the above pairs were evaluated with unigram, bigram and trigram and 

altogether 18 different evaluations were performed. Binary metadata combination 

title and keyword performed best with bigram. Their recall was 0.63 precision 0.44 

and F1 score 0.52. The title and keyword unigram recall were 0.75 whereas the 

precision was 0.16 and F1 score 0.26. This is well below the bigram precision and F1 

score. This illustrates many irrelevant records were retrieved along with the relevant 

record. 

 

 

 

Figure ‎8.17 Title & Category evaluation with lexical using N-grams 

 

 

 

Figure ‎8.18 Title & Keyword evaluation with lexical using N-grams 
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Figure ‎8.19 Title & Author evaluation with lexical using N-grams 

 

 

 

Figure ‎8.20 Keyword & Category evaluation with lexical using N-grams 

 

 

 

Figure ‎8.21 Author & Category evaluation with lexical using N-grams 
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Figure ‎8.22 Author & Keyword evaluation with lexical using N-grams 

 

It was observed the title and keyword metadata share some generic words. The ratio 

of such generic words is further increased when words are tokenized into unigram. 

Let us take an example of a paper titled "Web Evolution: From Read Web to Semantic 

Web."  One of the unigrams in this title is "web."  Now, this is a broad term that can 

be web technology, web interface, semantic web and so forth. On the other hand, 

when bigram is used it narrows it down to more meaningful information. In the above 

scenario bigram "semantic web" is more precise than unigram "web." It was this 

reason unigram fetched more records however it fetched irrelevant records as well. 

Our decisive factor is F1-Score as it provides a good trade-off between precision and 

recall metrics. F1-Score of title and keyword indicates it outperformed from the rest 

of the results. 

 

It was observed both metadata did complement each other. Both title and keyword 

performed best in solo features evaluation as well. However, keyword are often 

derived from the title, so due to this partial repetition, both features combination 

reduced its result. 
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8.2.2 Binary metadata evaluation with cosine 

 

Binary metadata combinations in Table 8:4 were evaluated with cosine approach. All 

of the pairs were evaluated with unigram, bigram and trigram and altogether 18 

different evaluations were performed. 

The evaluation results indicate binary metadata combination title & keyword 

performed best with bigram. The title & keyword precision was 0.43 recall 0.16, and 

the F1 score was 0.24. 

The title & keyword metadata also performed best in solo metadata features 

evaluation. This is an indication if these individual features are combined together it 

will complement each other. On the other hand, author & category were the worst 

performing combination with trigram. 

 

However title & keyword precision and recall are relatively low with cosine approach. 

This is because both approaches use a matching process; however, the matching 

process itself is different. The lexical approach applies direct match where the value is 

either true or false, whereas cosine approach calculates the result based on similarity 

score. Each tweet is assigned a score based on its relevance to the user query. 

 

Consequently, numbers of irrelevant records retrieved with cosine approach are 

higher than the lexical approach. As a result precision and recall have decreased with 

cosine approach. 
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Figure ‎8.23 Title & Keyword metadata evaluation with cosine using N-grams. 

 

 

Figure ‎8.24 Title& Author metadata evaluation with cosine using N-grams. 

 

Figure ‎8.25 Author & Category metadata evaluation with cosine using N-grams. 
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Figure ‎8.26 Title & Category evaluation with cosine using N-grams. 

 

 

Figure ‎8.27 Author& Keyword metadata evaluation with cosine using N-grams. 

 

 

Figure ‎8.28 Keyword& Category metadata evaluation with cosine using N-grams. 
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8.2.3 Binary hybrid metadata evaluation overview 

 

The binary metadata combination of title & keyword with bigram performed best in 

both lexical, and cosine approaches. The precision in both approaches is almost 

similar however the recall for lexical is relatively higher than cosine. This is an 

indication the lexical approach retrieved more relevant record than cosine. 

 

In the cosine approach, each tweet is assigned a score based on its similarity with the 

query. As a result, numbers of irrelevant records are relatively higher than the lexical 

approach. As the lexical approach will only return records if there is a match, i.e., a 

match is found. Therefore recall for the lexical approach is comparatively higher than 

cosine. 

The overall binary metadata evaluation results indicate Title & Keyword with bigram 

combination will provide the most significant contributions for a quality 

recommendation. On the other hand, author & keyword combination will be the least 

significant for a quality recommendation. 

 

 

 

 

 

 

  

Table ‎8:5 Binary Metadata overview 

Approach Best Metadata  Precision Recall F1 Score 

Lexical 
Title + Keyword 
Bigram 0.44 0.63 0.52 

Cosine 

Title + Keyword  

Bigram 0.43 0.16 0.24 
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8.3 Trio hybrid metadata evaluation using n-grams 

 

In this section trio, hybrid metadata evaluation will be discussed with lexical and 

cosine approach. Both approaches results are provided in the subsequent 

subsections.  

8.3.1 Trio hybrid metadata evaluation with lexical.  

 

In this section trio, metadata were evaluated with a lexical approach using n-grams. 

The trio metadata possible combinations are illustrated in Table 8:6.  

 

Table ‎8:6 Trio Metadata  Combination 

 

 

 

 

 

 

 

 

Figure ‎8.29 Lexical evaluation of Author, Keyword & Category using N-grams 
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Figure ‎8.30 Lexical evaluation of Title, Keyword& Category using  N-grams 

 

 

 

Figure ‎8.31 Lexical evaluation of Title, Author & Category using N-grams 

 

 

Figure ‎8.32 Lexical evaluation of Title, Author & keyword using N-grams 
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All of the above combinations were evaluated with unigram, bigram, and trigram. 

Altogether 12 different evaluations were carried out. The evaluation results indicate 

Title+Author+keyword combination performed best with bigram. All three of the 

metadata individual recall was also good; however, on the other hand, the precision 

has gone down. This is due to the fact a high ration irrelevant records were fetched 

alongside relevant records for each feature. As a result when irrelevant records of all 

three features were combined precision went down.  

8.3.2 Trio metadata evaluation with cosine. 

 

Trio metadata combinations in Table 8:6 were evaluated with cosine approach. All of 

the combinations were evaluated with unigram, bigram, and trigram.  Altogether 12 

different evaluations were performed. The evaluation results indicate trio metadata 

combination Title + Keyword+ Category performed best with unigram. The precision 

was 0.15, recall 0.53; F1 score was 0.23.   

In this approach unigram model performed best in trio metadata evaluation whereas 

trigram remained the worst with F1 as low as 0.3.  Unigram treats each word as it 

appears autonomously. As a result, the likelihood of a word sequence becomes the 

product of the likelihood of the individual words.   

 

Figure ‎8.33 Cosine evaluation of Author, Keyword& Category using N-grams 

With bigram and trigram, the likelihood of a new word relies on the likelihood of the 

earlier words. 
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Figure ‎8.34 Cosine evaluation of Title, Author & Category using N-grams 

 

 

Figure ‎8.35 Cosine evaluation of Title, Author & Keyword using N-grams 

 

 

Figure ‎8.36 Cosine evaluation of Title, Keyword& Category using N-grams 
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8.3.3 Trio metadata evaluation overview 

 

In trio metadata evaluation four different combinations were evaluated with unigram, 

bigram, and trigram. With lexical and cosine approached 24 different evaluations 

were performed. In lexical approach Title + Keyword +Category   performed best with 

bigram whereas in cosine approach Title + Keyword+ Category performed best with 

unigram. Overall in both approaches Title + Keyword, +Category   performed best with 

bigram. The precision was 0.42, recall 0.64 and F1 Score 0.51. 

 

Table ‎8:7 Trio Metadata Combination 

 

 

 

 

 

 

 

 

 

8.4 All metadata evaluation using n-grams 

 

In this section, all metadata evaluation using n-grams will be discussed with lexical 

and cosine approach. Each approach result is provided in the subsequent subsections. 

8.4.1 All metadata evaluation with lexical 

 

In this section, all 15 different metadata combinations were evaluated with a lexical 

approach. All of the combinations were evaluated with unigram, bigram and trigram 

and altogether three different evaluations were performed. All metadata combination 

with bigram performed best with precision 0.43, recall 0.65 and F1 Score 0.51. 

Approach Best Metadata  Precision Recall F1 

Score 

Lexical 

Title + Keyword+ 

Category 

Bigram 0.42 0.64 0.51 

Cosine 

Title + Keyword+ 

Category 

Unigram  0.15 0.53 0.23 
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Figure ‎8.37 All metadata evaluation with lexical 

8.4.2 All metadata evaluation with cosine 

 

All 15 different metadata combinations were evaluated with a lexical approach. All 

metadata evaluation was carried out with unigram, bigram, and trigram. In this 

section all metadata combination with unigram performed best with precision 0.14, 

recall 0.50 and F1 Score 0.21. 

 

Figure ‎8.38 All metadata evaluation with cosine 

 

8.4.3 All metadata evaluation overview 

 

With all the metadata combination bigram with lexical approach performed best.  

The precision was 0.43, recall 0.65 and F1 Score 0.51. 
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The dissertation investigated the various aspects of E-Learning recommendation. The 

work demonstrates its significance in the field of technology-enhanced learning. The 

thesis contributions can be structured into the following areas: 

 

1. Contemporary E-Learning systems & recommendation approaches review. 

2. A need for specialized E-Learning system.  

3. Domain-specific recourse recommendation. 

4. Twitter-based E-Learning recommendation. 
 

9.1 Contemporary E-Learning systems & recommendation approaches 

review 

 

Firstly, the thesis investigated the functionalities of contemporary E-Learning systems. 

It was essential to have an imperative analysis of the existing E-Learning systems in 

the context of a new era of knowledge management. Conventional E-Learning 

systems are viewed as course management tools rather than facilitating the individual 

learning need. As a result research community questions the usefulness of the E-

Learning system.  

Over 200 recent and classical papers have been critically reviewed about E-Learning 

recommender systems and Twitter-based recommender systems in various domains. 

Literature study reveals no existing E-Learning recommender systems are utilizing the 

twitter. 

  

CHAPTER 9: Conclusion and future work 
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It was highlighted recommendation techniques in E-Learning domain are 

comparatively new. Moreover, many of these recommendation techniques are 

derived from commercial recommender systems.   

The thesis highlights the strength and limitations of prominent approaches and 

presented challenging tasks which will be useful for the E-Learning research 

community to focus for future research. Discussion in this section provided the 

stepping stone for the research. 

9.2 Need for specialized E-Learning system  

The thesis establishes the need for constructing a specialized (domain specific) E-

Learning system. Such systems can help learners in a particular domain and assist 

them according to their particular needs, context, profiles, histories, and 

collaborations.  A specialized E-Learning system will be centered towards active and 

authentic learning rather than providing a universal fit for all solution. 

 

The research community has been continually developing new and imperative 

methods for active and authentic learning. However such efforts of the scientific 

community have been on a restricted level. These efforts have proven to be quite 

inspiring features which can be incorporated towards specialized (domain specific) E-

Learning system. 

 

 A specialized E-Learning system would support global information to be available in 

the local social context of the learner. It should enable the learner the elasticity to 

discover, organize, share information in a locally meaningful fashion which is globally 

accessible.  

  



91 

 

9.3 Domain specific recourse recommendation  

The thesis also explored how social bookmarking and semantic method can be utilized 

to provide domain-specific recourse recommendation. Thesis described remedies for 

the problems which arise from the traditional E-Learning system.  Such as static 

learning resources provided to all the learners though learners’ individual needs may 

significantly be different from each other. Thesis contributed by devising two distinct 

techniques in order to proactively discover the most relevant knowledge resources 

from the social Web.   

9.4 Twitter-based E-Learning recommendation 

 

Thesis discovers the potential of twitter-based E-Learning recommendation. It also 

establishes learner and learning resources are two pivotal entities to consider for 

twitter-based E-Learning recommendation. A significant contribution of the thesis has 

been the evaluation of the learner parameters and learning resource metadata 

evaluation. 

Literature study reveals the parameters associated with the user for recommendation 

task are profile, context, and history. However, such parameters for the learner have 

not been applied for Twitter-based E-Learning recommendation.  A user study was 

carried out to evaluate the effectiveness of these parameters for E-Learning 

recommendation. It was identified all of the above three parameters are equally 

important to consider while providing E-Learning recommendation from Twitter.  

Similarly, for learning resource, the metadata associated with resource 

recommendation are title, author, category, keyword, content, and extended 

vocabulary (Synonyms, Grow bag).   

  



92 

 

The aim was to evaluate how the metadata of resource metadata should be 

combined. Similarly, which combination of metadata of resource metadata provides 

the best result for a twitter-based recommendation?    

Extensive experimentation and evaluations were conducted to determine the 

effectiveness of resource metadata for twitter based E-Learning recommendation. 

Three distinct recommendation techniques were used for evaluation. Recourse 

metadata were evaluated individually as well as with different combination using 

unigram, bigram, and trigram. In total 102 different evaluations were conducted.   

Each technique recommended the relevant tweets based on recourse Metadata. The 

detailed evaluation reveals the effectiveness of the resource metadata for twitter 

based E-Learning recommendation. 
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