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Abstract

The evaluation of ergonomics for workplaces has a long history. Many
methods and tools have been developed to make the ergonomic evaluation
process more effective and efficient. Virtual reality plays a big role in these
developments, as the use of virtual prototypes can help to save time and
money. Also, immersive applications have been developed as they allow
to experience the virtual prototype in a more realistic way. In previous
work, the ergonomic evaluation process has been the focus. This thesis
focuses on the analysis process and aims to improve it. The goal is to
exploit the potential of immersive technologies also for the representation
of the evaluation results. To perform the analysis in the same immersive
environment where the evaluation was carried out can speed up the whole
evaluation process even more, give the user a better understanding of the
spatial context and make the result more comprehensible.

An immersive VR application was developed that offers an ergonomic evalu-
ation and analysis process in the same virtual environment. The ergonomic
evaluation provides real-time results and the analysis can be started imme-
diately after the evaluation. The immersive analysis gives the user a good
first overview of the session and its ergonomic quality. It comprehensibly
conveys where, when and how often ergonomic problems are identified and
provides information why postures are rated as problematic.

A test scenario was created to simulate an ergonomic test and collect move-
ment data. An exemplary analysis session shows how the implemented
analysis tools can be used and their results can be interpreted to make good
design decisions.
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1 Introduction

Humans can influence a production system positively thanks to their flex-
ibility, innovation, or problem-solving skills, but they are also at risk to
develop so-called work-related musculoskeletal disorders (MSDs) as a result
of overloading physical work (Berlin and Adams, 2017). MSDs affect almost
all occupations and sectors and do not only bear physical consequences
for the worker such as discomfort, pain, recurring injuries and the inability
to work, they also bear economic consequences for the business due to
productivity losses, compensation and replacement of personnel (Berlin and
Adams, 2017; Gómez-Galán et al., 2017).

According to Gómez-Galán et al. (2017) MSDs are the most common labour
medical problems among workers in the European union and also in the
U.S.A. MSDs were proven to be a problem by causing great losses of working
hours. The prevention of MSDs is therefore very important and should be
in the interest of companies and governments.

MSDs can be prevented by considering ergonomic principles at the design of
workplaces, but these considerations can be difficult and time-consuming. A
proactive approach towards ergonomics would be ideal, where ergonomics
are considered in the early design phase of a workplace. Unfortunately very
often a reactive approach is chosen, where ergonomic issues and risks stay
unaddressed until a problem occurs (Berlin and Adams, 2017). Sometimes
this approach is paired with a healthcare service offering that takes care of
the symptoms but not the root cause of the problems (Berlin and Adams,
2017).

Many applications have already been developed to make the evaluation
process less difficult and time-consuming. Very popular applications make
use of virtual reality and simulation techniques, where the workplace is
created virtually and work tasks are simulated. This kind of applications
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1 Introduction

already gained maturity and acceptance in the industry (Jayaram et al.,
2006). The problem with purely simulated evaluations is, that the subjective
experience later on the real world workplace may differ from the objective
result obtained by the simulation (Pang et al., 2018).

Immersive virtual environments have the potential to combine the advan-
tages of a virtual and a physical prototype: money and time can be saved
thanks to a virtual model of the workplace and the model can be experi-
enced in a more realistic way than by just seeing it through a computer
screen. At the same time, immersive technologies also offer the possibility
to train future operators of the workplace. Immersive evaluation methods
have not yet gained the maturity and acceptance as the simulation methods
but as immersive technologies, like head-mounted displays, become more
and more popular and accessible, it is beneficial to analyse and exploit their
potential.

As can be seen in previous research, immersive assessment of ergonomics
can be beneficial and useful (Aromaa and Väänänen, 2016). Existing er-
gonomic evaluation systems usually display the result in a traditional
two-dimensional way, even when an immersive system is already used
for the evaluation. This thesis aims to improve the analysis process by a)
giving real-time feedback to the user and by b) exploiting the potential of
immersive technologies also for the representation of the evaluation results.
Real-time feedback can help to detect ergonomic related problems already
during the evaluation. Furthermore, the possibility of analysis in the same
immersive environment where the evaluation was carried out may speed up
the whole evaluation process even more, give the user a better understand-
ing of the spatial context and make the result more comprehensible. To save
even more time and resources, another aim is to ensure that the evaluation
can be carried out by a single person and no further assistance, e.g.by an
ergonomic expert, is needed.

The following chapter will give an overview of relevant theory and related
work, later the concept and implementation of the application will be
described. In the end of this document the results and practicality of the
application will be discussed, followed by an outlook on future work.
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2 Background and Related Work

The scope of this thesis spans over several areas, that are Ergonomics, Virtual
Reality and Immersive Analytics. This chapter is going to give an overview
of relevant theory and related work.

2.1 Ergonomics

Nowadays many people associate with the word ergonomic the comfort of
office chairs or the correct height of computer screens, also advertisements
use this term to promote products like computer mice, backpacks or gar-
dening tools (Berlin and Adams, 2017). In fact, ergonomics is a very wide
term.

The word ergonomics has its roots in the two greek words ergon (=work)
and nomos (=natural laws), so the rough translation is “the science of
work” (Berlin and Adams, 2017; IEA 2020). The International Ergonomics
association IEA (IEA 2020) defines ergonomics (or human factors) as ”the
scientific discipline concerned with the understanding of interactions among humans
and other elements of a system, and the profession that applies theory, principles,
data, and methods to design in order to optimize human well-being and overall
system performance”.

When the discipline of ergonomics first arose, it exclusively concerned itself
with physical work (Berlin and Adams, 2017). As decades passed by, the
discipline widened its scope continually as it was realized that many more
aspects can affect the workplace. Today ergonomics not only relates to
the physical activities or demands of the job, it can also signify how well
instructions and interfaces are understood by the human mind or include

3



2 Background and Related Work

Figure 2.1: Ergonomics or human factors (E/HF) include physical, cognitive and organiza-
tional factors. The figure was taken and adapted from IEA (2020).

aspects of the environment and teamwork (Berlin and Adams, 2017; IEA
2020).

As Berlin and Adams (2017) state, almost any aspect of work that involves
human activity can be approached from an ergonomic perspective. The
IEA (2020) classifies these aspects into 3 categories: physical, cognitive, and
organizational ergonomics. While physical ergonomics consider, e.g. the
human anatomy and physiology, cognitive ergonomics can include human-
computer interaction or communication and teamwork. The organizational
side of ergonomics concerns itself, for instance with socio-technical systems
and the environment (IEA 2020). Figure 2.1 visualizes the three aspects of
ergonomics.

In general, all sides of ergonomics, physical, cognitive and organizational,
are regarded as equally important and all of them should be considered for
the design of inclusive workplaces (Berlin and Adams, 2017). However, this
thesis will only consider the physical side of ergonomics and the following
section will give an overview of different methods that help to evaluate the
physical load.

4



2 Background and Related Work

2.1.1 Evaluation Methods for Physical Load

Over the years many different methods were developed to help to measure
the comfort/discomfort of work-spaces and work-tasks (David, 2005). Ac-
cording to Berlin and Adams (2017) these methods can be categorized in
three broad categories:

• Posture-based analysis
• Biomechanics-based analysis
• Analysis based on a combination of environmental factors

As the name suggests, posture-based methods evaluate and grade the pose
of the body. Usually the further away the body posture is from the neutral
standing position, the worse the grade for the working posture is. These
methods use a point-based system to rate the different body parts, typically
the score is higher the worse the posture is. As Berlin and Adams (2017)
state, posture-based evaluation methods often find application as screening
tools to obtain a first estimation of risk. In practice, the designers make
adjustments if high-risk areas are identified in order to improve the rating
and lower the risk but if further evaluations still indicate a high risk, the
advice is to do a more in-depth analysis or investigate the problem in more
detail by using another analysis method. Some popular examples of posture-
based evaluation methods are RULA (Rapid Upper limb Assessment), REBA
(Rapid Entire Body Assessment), OWAS (Ovako Working Posture Analysing
System) and HARM (Hand Arm Risk-assessment Method) (Berlin and
Adams, 2017).

In contrast to posture-based methods, biomechanics-based evaluation meth-
ods do not focus on the human body, instead they usually concentrate on
work tasks where a load is moved from one place to another by pushing,
pulling, carrying, lowering or lifting. This kind of evaluation typically pro-
vides a more strictly defined and more numerical result than posture-based
analysis methods, but they also tend to be more time-consuming (Berlin and
Adams, 2017). Some popular examples of biomechanics-based methods are
the NIOSH Lifting Equation and Liberty Mutual manual materials handling
tables (Berlin and Adams, 2017).
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2 Background and Related Work

The last category combines all methods that use multiple aspects in the
analysis. These aspects can be, e.g. the posture, speed of work or work-
ing conditions. Popular examples for multi-aspect methods are KIM (Key
Indicator Method), JSI (Job Strain Index), EAWS (Ergonomic Assessment
Worksheet) or RAMP (Risk Assessment and Management tool for manual
handling Proactively) (Berlin and Adams, 2017).

The enormous amount of different evaluation methods can overwhelm and
make it difficult to find the most suitable one. As a guideline, Berlin and
Adams (2017) and Takala et al. (2010) suggest that the selection should be
based on a) the characteristic of the task, for example, is there much carrying
and lifting involved b) the objective of the methods or the nature of the
problem, e.g. is there already an assumption where problems might occur c)
what resources are available to collect and analyse the data, e.g. is it possible
to measure joint angles, involved weights and forces and d) the individual(s)
who will use the method, e.g. how much does the measurements of the
person influence the result.

This thesis focuses primarily on the analysis and not specifically on the task
evaluation. Therefore it was not possible to follow the mentioned guideline
completely. The only reference point were the available resources for data
collection. Consequently, the goal was to choose a method that can be
applied to many scenarios, that is observable by a computer system and still
offers meaningful results. The decision fell on the Ovako Working posture
Analysis System (OWAS) and the next section is going to describe this
posture-based method in more detail.

2.1.2 Ovako Working posture Analysis System (OWAS)

The OWAS Method was published 1977 by the finnish company OVAKO OY,
a producer of steel bars and profiles (Gómez-Galán et al., 2017; Gudehus,
2008). First it was just used internally by the company, but over the years
it evolved to a widely used and tested method of MSD evaluation (Takala
et al., 2010; Gómez-Galán et al., 2017). According to Gómez-Galán et al.
(2017) the OWAS method mainly found application in the three sectors:
industry, health and agriculture and livestock.
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2 Background and Related Work

When the OWAS method was developed, the aim was to create a method
that is simple enough to be used by ergonomically untrained people and
gives answers that are unambiguous, even if that leads to over-simplification
(Karhu, Kansi, and Kuorinka, 1977). Traditionally this method requires
an observer who fills out a pre-defined scoring sheet while watching a
worker, who performs a task (Grooten and Johansson, 2018). Thanks to its
characteristics it is also perfectly suitable to be observed by a computer
system.

The OWAS method is an old method and there exist many extensions and
adaptations. The following description of the OWAS method is based on
the explanations of Gudehus (2008), Karhu, Kansi, and Kuorinka (1977),
Grzybowska (2010) and Groborz, Tokarski, and Roman-Liu (2011).

As a posture-based method, OWAS focuses on the human body and its
position. In more detail this method considers various positions of the back
(4 possibilities), arms (3 possibilities) and the legs (7 possibilities). It also
takes the weight of lifted objects into account (3 possibilities). Consequently,
there are 84 possibilities in total considering solely the posture. Including
the weight, the possible combinations sum up to 252. Figure 2.2 illustrates
the distinct possibilities for all the four sections (body parts + weight). Each
of the sections gets a grade which results in a four-digit code for the entire
body posture. With the help of a table (see Figure 2.3) and the grade of each
section, the final class (also called action category) for the body posture is
determined. In total, there are four classes (Karhu, Kansi, and Kuorinka,
1977; Grzybowska, 2010):

• Class 1: Regular and normal poses that do not need any special
attention. No need for changes at the workstation as the load is optimal
or acceptable.

• Class 2: Potentially hazardous poses that may have negative effects.
Consideration during the next regular check of working methods is
suggested.

• Class 3: Clearly hazardous influence of pose and fairly large static
load. Actions should be taken in the near future.

• Class 4: Considerably hazardous pose and large static load. Actions
should be taken immediately.

7
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Figure 2.2: List of poses and weight that are classified by OWAS (the Ovako Working
Posture Analysing System). Each category gets a grade, therefore, the entire
body posture can be described by a four-digit code. The example on the right
side of the figure results in the code 2151. Figure taken and adapted from Karhu,
Kansi, and Kuorinka (1977) and Grzybowska (2010).
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Figure 2.3: With the grade of each body part and the load, a final class for the posture can
be determined (table based on Mahachandra, Prastawa, and Susilo (2018))

These classes help to prioritize where adaptions to the workstations should
be made to lower the risk of MSDs (Roman-Liu, 2014). Groborz, Tokarski,
and Roman-Liu (2011) suggest to further evaluate the risks according to
the time that is spent in each category. This thesis will make use of their
three-level risk evaluation system, as represented in table 2.1.

In addition, another extension is used: the risk or Lundqvist index I
(Lundqvist, 1988). This index is determined with the help of the percentage
of observations on each class and is calculated as follows:

I = 100(a + 2b + 3c + 4d) (2.1)

where a, b, c and d represent the percentage of observation on the OWAS
classes 1, 2, 3 and 4.

The risk index will always result in a number between 100 and 400, where
100 (100% class 1 observations) indicates the lowest and 400 (100% class 4

observations) the maximum possible workload/risk. Although Wahyudi,
Dania, and Silalahi (2015) give examples where researchers categorized
their risk index result as high risk or medium risk, in general the risk index

9



2 Background and Related Work

OWAS Category Working Time (%) Risk/Workload

1 <70 low

>70 medium

2 <50 low

50 - 70 medium

>70 high

3 or 4 <30 medium

>30 high

Table 2.1: Three-level risk evaluation system as described by Groborz, Tokarski, and
Roman-Liu (2011). The risk for each OWAS category is determined by their
relative share on the total time.

does not clearly define the level of risk. Nevertheless, the index can be very
helpful to get a first overview and it also helps to make different OWAS
analyses easily comparable (Gudehus, 2008). As Gudehus (2008) points out,
it is important to interpret the result in the right way, e.g. a result of 200

does not mean the work load is double as high as for an index of 100. The
right interpretation would be that a result of 200 indicates more workload
than a result of 100.

The OWAS method is simple to apply and useful to detect MSD risks
(Gómez-Galán et al., 2017; Battini, Persona, and Sgarbossa, 2014). There is
no specialized training needed to be able to use this method, and this means
people from different fields, e.g. health, engineering or industry can apply
this method. A further advantage of the OWAS method is that it is very well
documented and unlike other methods OWAS is associated with MSDs in
cross-sectional studies (Takala et al., 2010). There are also limitations to this
method (Gómez-Galán et al., 2017; Takala et al., 2010): the left and right side
of the upper limbs are not differentiated and the neck, elbows and wrists are
not considered in the evaluation (there exist some adaptions that optionally
consider the position of the head (Stoffert, 1985)). Another downside is that

10
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repetition or duration of the sequential postures is not considered. Takala
et al. (2010) also point out that the posture coding is crude for the shoulders
and according to Battini, Persona, and Sgarbossa (2014) some postures are
missing in the evaluation like lying on the floor or crawl. Gómez-Galán et al.
(2017) also suggest combining the OWAS method with other methods to get
more meaningful results.

This method was chosen as the advantages outweigh the disadvantages.
First, it supports one important goal of this work: the user does not need
specialized training or another supporting person, like an ergonomist, to un-
derstand the results of the ergonomic evaluation and to use the implemented
application. Furthermore, almost all positions can be unambiguously deter-
mined with the available body tracking system that, for example, does not
allow a very precise shoulder tracking anyway.

2.2 Virtual Reality (VR)

This section will give a brief overview of Virtual Reality (VR), its definition,
relevant hardware and different approaches for motion capturing. It will
also mention the use of VR in the industry and its potential for decision
making.

Jerald (2016) defines Virtual Reality as ’a computer-generated digital environ-
ment that can be experienced and interacted with as if that environment were real’.
When thinking about VR, most people probably have an image in their
mind about someone with an eye-covering device on the head, performing
strange actions as they interact with a world that nobody but them can see.
It is important to note here that VR systems can also include visualization
systems that do not offer a sense of immersion to the user (Grajewski et
al., 2013). Mujber, Szecsi, and Hashmi (2004) categorize VR systems into
non-immersive (e.g. standard monitor), semi-immersive (e.g. large screen
monitor, multiple televison projection systems) and fully immersive systems
(e.g. head mounted display, CAVE). All the hardware mentioned below
refers to fully immersive VR systems as they are used for this thesis.
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Figure 2.4: The pictures show a HMD (left) and a hand held-controller (middle) (HTC Vive
2020). A glove from Manus Gloves (2021) is shown on the right.

The eyes-covering device mentioned before is called a head-mounted display
(HMD). These displays were getting more and more popular and affordable
in recent times e.g. Oculus (2020), Sony Playstation VR (2020) and the HTC
Vive (2020). According to Jerald (2016) HMDs are able to provide the greatest
amount of immersion compared to other forms of visual displays like world-
fixed (e.g. CAVEs) and hand-held displays (e.g. smartphones, tablets), when
they are implemented well.

Input devices are required to interact with the virtual world and in VR
they can take many forms (Jerald, 2016). At the moment, the most common
input device are tracked hand-held controllers, and they are used by the
common VR headsets mentioned before. According to Jerald (2016) they
are currently the best option for a majority of interactive VR applications
and they are also easy to use and have a natural, direct mapping to hand
motion. Another kind of input devices are hand-worn devices that include
for example gloves, muscle-tension sensors and rings (Jerald, 2016). Figure
2.4 shows some examples of VR hardware.

HMDs and tracked hand-held controllers can track the position of the head
and hands of the user, while full-body tracking requires more complex solu-
tions. Besides providing necessary data, e.g. for an ergonomic evaluation,
full-body tracking can also have a significant positive effect on the illusion of
self-embodiment and social presence in the immersive virtual environment
(Jerald, 2016). A typical approach is to use a motion capture suit as it finds
application in the film industry. Other solutions include electro-magnetic
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sensors, retro-reflective markers, and inertial sensors (Jerald, 2016). Depth
cameras can also be applied to track the full body. Ray and Teizer (2012)
for instance, use the Microsoft Kinect to automate posture estimation and
classification for ergonomic purposes, but as Jerald (2016) states it can be
challenging to capture the entire body unless multiple cameras are used.

2.2.1 VR Applications

VR (non-immersive to fully immersive) is a very versatile technology and
finds application in many fields, from industry to education/training and
entertainment (Choi, Jung, and Noh, 2015; Mujber, Szecsi, and Hashmi,
2004). Mujber, Szecsi, and Hashmi (2004) even state that there are hundreds
if not thousands of diverse scenarios where VR has been applied.

Alone in manufacturing, VR has a lot of application possibilities, e.g. in
design, prototyping, machining, assembly, inspection, planning, training
and simulation (Mujber, Szecsi, and Hashmi, 2004). Mujber, Szecsi, and
Hashmi (2004) underline the great potential of decreasing the time to market
and product costs and to increase profitability and worker safety. Whole
manufacturing processes and designs can be defined, modelled and verified
before they are implemented physically. Mujber, Szecsi, and Hashmi (2004)
also point out it is not only the visualization of the problems but also
the possibility to interact with the environment to solve the problems that
makes VR so effective. VR can be a great tool to improve decision-making
capabilities and therefore improve the quality of new products and decrease
their development time (Mujber, Szecsi, and Hashmi, 2004).

According to Grajewski et al. (2013) a thoroughly explorable virtual build-
ing was the first registered use of an immersive virtual environment for
industrial design. The virtual environment made it possible to detect design
errors and correct them before the building was physically constructed. In
the last years VR technologies have become more available and affordable
and their use increased accordingly (Choi, Jung, and Noh, 2015; Aromaa
and Väänänen, 2016). Today the walk-through or ‘fly-over’ of engineering or
architectural designs are very popular uses of immersive display technolo-
gies (Chandler et al., 2015). Choi, Jung, and Noh (2015) also underline the
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potential of immersive VR for manufacturing companies and that nowadays
it is undisputed that investments in VR are valuable.

This thesis focuses on VR and its use for ergonomic evaluation, the next
section will give more detailed information about related work in this
field.

2.3 VR and Ergonomics

As mentioned in chapter 1, ergonomic evaluation in the early design phase
of a workplace is in great interest of companies and governments. This
section will give an overview of how VR can support an early evaluation
and give examples of existing evaluation applications.

To support the ideal proactive evaluation process in the early design phase
of a workplace, a prototype is required. Obviously, there is the possibility of
a physical prototype which provides the same or a very similar experience
for the operator as the actual end product. Unfortunately, the downside of
this kind of prototype is that the production cycle is long, manufacturing
is expensive, and modifications can be difficult to implement (Pang et al.,
2018).

On the other side are virtual prototypes that allow a much faster and
easier creation and change implementation (Pang et al., 2018; Aromaa
and Väänänen, 2016). Commonly, these virtual prototypes are combined
with simulated human models, which makes it possible to reduce errors
of subjective judgment and to receive uniform evaluation results (Pang
et al., 2018). The uniform results make it easier to compare the results
of different design models to get an optimized design (Pang et al., 2018).
Virtual prototypes are confirmed to be a powerful solution to overcome the
shortcomings of conventional prototyping methods (Aromaa and Väänänen,
2016; Pontonnier, Dumont, and Duval, 2014; Grajewski et al., 2013).

There are many commercial software applications available that make use of
virtual models for the ergonomic evaluation process and these applications
already gained maturity and acceptance in the industry (Jayaram et al., 2006).
Examples of such applications are DELMIA (2020), JACK (2020) and Ramsis
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Figure 2.5: Examples of commercial software applications that evaluate ergonomics on
virtual models are DELMIA (2020), JACK (2020) and Ramsis (2020) (from left to
right).

(2020) (Figure 2.5). Already in 2000, Hanson (2000) compared this kind of
software and showed that these applications had an excellent potential to
evaluate ergonomics in the early design phase.

As Pang et al. (2018) point out, these kinds of virtual prototypes also
have disadvantages: for example, the design plan can only be looked at
through the computer screen and it is not possible to support the operator
to make an accurate subjective evaluation. Therefore, there exists the risk
that the objective evaluation results obtained from the virtual analysis are
not consistent with the subjective experience that would be gained with the
physical model.

Using immersive VR technology has the potential to combine the advantages
of physical and virtual prototypes and to avoid their shortcomings (Pang
et al., 2018). The operator can experience the prototype model in a more
realistic way and this supports the subjective evaluation. Also, the virtual
model reduces costs and effort. Another advantage mentioned by Pang
et al. (2018) is that different sensors can be integrated to the immersive VR
technology and the evaluation can be done automatically.

The idea to use immersive VR for an early ergonomic analysis is not new.
Already in 1999, Wilson (1999) analysed the potential value of virtual en-
vironments for ergonomic analysis, but the technology was limited and
therefore such applications were restricted. Later in 2004 Whitman et al.
(2004) also evaluated the usefulness of immersive VR for ergonomic analysis
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Figure 2.6: Already in 2004 Whitman et al. (2004) evaluated the usefulness of immersive
VR for ergonomic assessments. The picture on the left shows the test person
suited up for the evaluation. The right picture shows one of the virtual test
scenarios.

(Figure 2.6) but again due to technical limitations (monographic HMD, high
latency) the results showed that their data collected in VR was only partly
comparable to the data gained from their real world experiment. Over the
years the technology advanced and HMDs overcame their limiting factors of
the past. Nowadays HMDs are still the preferred immersive VR technology
for this kind of applications (Jayaram et al., 2006; Pontonnier, Dumont,
and Duval, 2014; Pang et al., 2018; Grajewski et al., 2013). In 2016 Aromaa
and Väänänen (2016) confirmed that virtual environment (VE) prototypes
are suitable to support ergonomics evaluation during the design, and also
state that VE prototypes have advantages over Augmented Reality (AR)
prototypes.

In previous work usually a fully virtual model was used (Jayaram et al.,
2006), other researchers took a hybrid approach and combined a virtual and
a physical prototype (Pang et al., 2018; Grajewski et al., 2013). The mentioned
examples use different ways to evaluate the data: while Pontonnier, Dumont,
and Duval (2014) still rely on an ergonomist for the evaluation, Jayaram
et al. (2006) examine two different approaches, one where they included
an external evaluation software and another where they implemented their
own evaluation system into the existing VR application. Pang et al. (2018)
also did the evaluation calculation on their own, but the calculations were
very domain specific (Figure 2.7). All mentioned examples do not give
real-time feedback to the user of the VR system and present the result of
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Figure 2.7: Pang et al. (2018) evaluated cockpit operation efficiency with VR.

the evaluation (if at all) in traditional two-dimensional ways.

A commercial software that makes use of VR technology is Nawo (2020).
They offer a solution that makes use of immersive VR and motion tracking
to do an ergonomic evaluation. Similar to the mentioned examples NAWO
only offers traditional analysis possibilities.

As mentioned in the introduction in chapter 1, the integration of data
visualisation and analytics into the immersive ergonomic evaluation process
is a core feature of this thesis. The concept of using immersive VR systems
to support data understanding and decision making is called Immersive
Analytics (IA) and the next section is going to describe this research area in
more detail.

2.4 Immersive Analytics

Immersive Analytics is a multi-disciplinary research initiative and involves
researchers from different fields, such as data visualisation, visual analytics,
virtual reality, computer graphics, and human-computer interaction (Dwyer
et al., 2018; Chandler et al., 2015). Dwyer et al. (2018) define it as ’the use
of engaging, embodied analysis tools to support data understanding and decision
making’. The aim of IA is to remove barriers between people, their data and
the tools that are used for analysis and decision making. The vision is also
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to support the possibility for data understanding and decision making by
everyone and everywhere (Dwyer et al., 2018).

The idea is to move away from traditional desktop applications and instead
use immersive techniques, e. g. tabletop interfaces or CAVEs (Chandler
et al., 2015). This thesis focuses on VR but as Dwyer et al. (2018) state, IA is
not tied to any specific kind of technology and can include any immersive
environment.

It is still an ongoing discussion if immersive analytics techniques actually
offer a benefit over traditional 2D desktop visualisations (Dwyer et al., 2018).
Studies show that it cannot generally be said that 3D representations are
better than 2D representations, nor the other way round - it depends on
the task (Marriott et al., 2018). Marriott et al. (2018) mentions studies that
show that 3D representations can be more suitable to show 3D shapes,
terrain, structures, multidimensional data or networks while 2D representa-
tion show to be more useful for precise manipulation, accurate data value
measurement or comparison.

To measure the effectiveness and to decide what is ‘better’, data visualisation
researchers traditionally focus on task performance, accuracy and speed
(Dwyer et al., 2018). Dwyer et al. (2018) point out that there are also other
factors that can be equally important, like emotional engagement or recall.
According to Marriott et al. (2018), studies showed that users preferred 3D
representations even though they did not improve task performance. Im-
mersion can create feelings of presence (sense of “being there”) and increase
engagement in the user (Büschel et al., 2018). According to Makowski et al.
(2017) presence and emotional engagement can improve recall. Therefore
IA researchers argue that effectiveness should be understood in a wider
sense by also including other factors of the users experience (Marriott et al.,
2018). If these new factors are considered when measuring the effective-
ness, the question of when IA applications offer a benefit over traditional
visualisations may be answered more accurately.

The discussion on whether to use 2D, 3D or a combination of the two is
just one of many research questions IA is dealing with. The new kinds of
devices and environments require very different models and techniques
for interaction and visualisation than traditional visual analytics (Chandler
et al., 2015). Chandler et al. (2015) also emphasize the fact that IA has the
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Figure 2.8: Isenberg et al. (2018) virtually reconstructed the ancient Angkor Wat complex.
To visualize how the complex might have operated almost a millennium ago,
additional data is visualized.

significant possibility to address not only our vision but all our senses.
Sound and touch can also be powerful ways to understand the world. Using
audio and haptic presentation devices could give blind or visually impaired
people access to information, which would be a huge social benefit. An
example of such an application is GRAVVITAS (Goncu and Marriott, 2011),
which makes use of touchscreen devices and sonic and haptic feedback to
enable blind people to interact with information.

Various types of data can be visualized for immersive analytics. According
to Fonnet and Prie (2021) these data can be categorized into five categories:
spatial, temporal, spatio-temporal, multi-dimensional and graphs and trees.
Fonnet and Prie (2021) provided an overview of how these data is typically
represented in IA applications. They mention that spatio-temporal data can,
for example, be visualized with a heatmap or by lines to represent trajecto-
ries. 3D Scatterplots are suited to visualize temporal or multi-dimensional
data. 3D Models or 3D Glyphs can, for example, convey spatial information
and textures can be used to represent spatial or multi-dimensional data. As
mentioned before, IA can address all senses. Sound and haptics can also
be used to represent data. Surface force feedback or a simple tone can, for
example, convey spatial data (Fonnet and Prie, 2021).

As mentioned in section 2.2.1, immersive displays allow walk-through or
‘fly-over’ of, for example, architectural or engineering designs, but this
technology can be used for more than just visualisation. An example is
a research project of the Monash University, where the ancient Angkor
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Wat complex was virtually reconstructed (Figure 2.8). Additionally, it also
showed the activity in and around the site to visualize how the complex
might have operated almost a millennium ago (Isenberg et al., 2018). IA
for built environments is just a small application example, according to
Czauderna et al. (2018) a key application area for IA is life and health
sciences, like medicine, pharmacology or biology. In fact, it can be said that
IA has the potential to improve all areas of our lives (Dwyer et al., 2018)
and as immersive technologies become more and more common, it makes
sense to use the great potential they offer also for analytical purposes.

The following chapters will show the concept of the application and how it
is implemented, the analysis specifically will be discussed in section 4.4.
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This chapter will provide information about the application concept. It
will point out the goals and the requirements that the application needs to
fulfill.

3.1 Goals

The main goal of this thesis is to introduce an improved analysis process
for immersive ergonomic evaluations. Therefore, an immersive application
was developed that gives the user real-time feedback about the ergonomic
results and exploits the potential of immersive technologies also for the rep-
resentation of the evaluation results. Real-time feedback can help to detect
ergonomic related problems already during the evaluation. Furthermore,
the possibility of analysis in the same immersive environment where the
evaluation was carried out may speed up the whole evaluation process even
more, give the user a better understanding of the spatial context and make
the result more comprehensible. More precisely, the intended immersive
analysis aims to first, give the user a good first impression (overview) of the
session and its ergonomic quality. Second, to comprehensibly convey where,
when and how often an ergonomic problem was identified and third, to
provide information why postures are rated as problematic.

Although this thesis focuses on the analysis, the implementation of the
application also included the ergonomic evaluation itself. The developed
application aims to be a standalone solution to evaluate ergonomics of
workplaces in the early design phase, where data integration is tightly
coupled and no additional solutions are needed. Besides achieving the main
goal of an improved analysis process, the application as a whole aims to
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be versatile and easy to integrate into the workplace design process. This
means the application can be used for a variety of scenarios, requires no
additional solution (evaluation and analysis process are combined in one
application) and can be used alone and by anybody (no special education
or specialist needed). It should also offer an automated evaluation that can
provide meaningful results in real-time and use hardware that is easy to
use, accessible and affordable.

3.2 System Overview

This section provides an overview of the application. It will explain what
the supported workflow looks like and how the system was designed to
implement all requirements.

3.2.1 Workflow Overview

The developed application aims to be a standalone solution to evaluate
ergonomics of workplaces in the early design phase. This means the solution
covers not only the analysis but also the ergonomic evaluation and the
creation/modification of the virtual workplace. Figure 3.1 visualizes the
ideal workflow that is provided by the application.

The used game engine provides the workplace creation and modification
and therefore offers the possibility to rebuild any scenario. An ergonomic
evaluation happens automatically and in real-time and requires no specialist
to understand the result. The real-time feedback can motivate the user to
perform immediate adjustments to the workplace. Otherwise, a more thor-
ough analysis can be carried out directly after the evaluation. This analysis
takes place in the same immersive environment where the evaluation was
carried out. This analysis can again encourage the user to perform modifica-
tions on the workplace and start the ergonomic evaluation once more. If the
user is satisfied with the outcome of the analysis, the workplace design is
finished.
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Figure 3.1: The ergonomic evaluation process supported by the application: At the begin-
ning, the virtual workplace is created. Then, the user performs the task while
an ergonomic assessment is running. Real-time feedback of the evaluation can
immediately encourage the user to perform modification on the workplace. Last,
the completed evaluation can be analysed in more detail. This is done in the
same immersive environment. This analysis can again encourage the user to
perform modification on the workplace and start the ergonomic evaluation once
more. If the user is satisfied with the outcome of the analysis, the workplace
design is finished.

In the following, this entire process of evaluation and analysis will be called
a session. The part of the task execution and ergonomic evaluation will be
called an evaluation session. The execution of the analysis will be referred
to as the analysis process.

3.2.2 Requirements

To provide an application that supports the workflow mentioned above,
more factors had to be considered than just the evaluation and analysis. Also
other aspects, like user interactions, that build the base for the application,
had to be implemented. In more detail, the application required:

A virtual representation of the user in the VE The user representation
determines how the user looks in the virtual environment and how the user
can interact with the virtual world. A virtual avatar, that moves according
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to the user in the real world, can increase the feeling of presence (Jerald,
2016). This feeling of presence is desired as it encourages the user to move
naturally as he or she would in real life. This natural movement is essential
for a meaningful ergonomic evaluation.

Interaction possibilities with the VE and a locomotion system Further-
more, interaction possibilities need to be implemented. They are required
to enable the user to perform tasks in the virtual environment at all. These
interactions have again an impact on the meaningfulness of the evaluation
results. The more realistic and intuitive these interactions feel, the more
natural are the user’s movements. Interaction possibilities are also needed
later to control the visualizations of the analysis. Also, the provided space to
perform VR applications is usually limited. If the user is restricted in his or
her movement in the real-world, the possible application cases in the virtual
environment are limited. Therefore, a locomotion system was implemented
that enables the user to move unrestricted.

An automated ergonomic evaluation, that gives real-time feedback The
application requires an ergonomic evaluation method that is able to provide
meaningful results with the available motion tracking system and can also
provide results in real-time. A method that is able to achieve these require-
ments is the OWAS method. The OWAS method evaluates the physical load.
It is also a posture based method, which means the method assesses the
pose of the entire body in specific time intervals. Traditionally, this method
usually requires an observer who fills out a pre-defined scoring sheet while
looking at the worker directly or at a video. Thanks to the characteristics
of OWAS, its simplicity and unambiguity, it is also perfectly suitable to be
observed by a computer system.

An analysis that is able to extract relevant information of the ergonomic
evaluation The analysis and its visualisation are the heart of the applica-
tion. The analysis needs to be able to provide information that can give the
user a good first overview of the evaluation session. Furthermore, it should
reliably detect ergonomically problematic sequences and provide enough
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information that explain the assessment comprehensibly. The user should
have the possibility of viewing further detail information if required. In gen-
eral, the data provided by the analysis should focus to give the user enough
information so that he or she can make a decision but while avoiding to
overwhelm the user with unnecessary information.

A meaningful and comprehensible analysis visualization The visualization
aims to present the provided data in a meaningful and comprehensible way.
It should intuitively drag the user’s attention to problematic areas and
convey why they are problematic. The right visualizations should be chosen
to represent different kinds of data optimally, e.g. spatial or temporal data.
The potential of the virtual environment should be used and exploited to
represent the results of the analysis. Furthermore, tools need to be provided
to enable the user to control the visualization and to gain more information
if necessary.

3.2.3 System Design

The application needs to consider all the mentioned requirements. Figure
3.2 shows a rough overview of the implemented system that considers all
these requirements.

The user representation determines how the user looks and how the user
can interact with the virtual world. This virtual representation imitates
the movement of the user. The ergonomic evaluation uses this movement
imitation as a base for its calculations. The results of the ergonomic eval-
uation are presented to the user in real-time and are saved to a file. The
file management ensures that the results are stored correctly and loads the
required file when an analysis is started. The analysis component processes
the loaded file and provides the data for the analysis visualization. The
analysis visualization presents the provided data in a meaningful and com-
prehensible way. The application manager is the brain of the application and
ensures the communication between the different parts of the application.
User interfaces enable the user to interact with the system, e.g. to control
the analysis visualization.
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Figure 3.2: A rough overview of the system: A virtual representation of the user determines
what the user looks like in the virtual environment and how the user can
interact with the virtual world. This virtual avatar imitates the movement of the
user of the real world and builds the base for the ergonomic evaluation. The
evaluation offers real-time results that are presented to the user and also saved
for a later analysis. After the evaluation is completed, the evaluation session can
be loaded and analysed. The user can control the visualization of the analysis.
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This chapter is going to describe the implementation of the application in
more detail. It will explain the provided functions and visualizations.

4.1 User Representation

The user representation determines not only how the user looks but also
how the user can interact with the VE. A convincing virtual avatar, that
moves according to the user in the real world, is essential to increase the
user’s feeling of presence. Additionally, the virtual avatar can be used
as a base for the ergonomic evaluation. Currently, the application offers
one full-body avatar as shown in Figure 4.1. This avatar is provided from
Renderpeople (2021). The next sections will describe in more detail how the
avatar was animated and how interactions are enabled.

4.1.1 Avatar Animation

To animate a full-body mesh, some reference points from the real world are
required. Many tracking points enable a precise tracking, but it can also
make the usage more complicated. For this application, the goal was to
find a balance between precise tracking and laborious usage. To obtain a
realistic full-body tracking with as less reference points as possible inverse
kinematics (IK) is used. IK allows to animate the whole body without a
full-body tracking. It it necessary to provide the orientation and position of
few body parts and the data for the rest of the body can then be estimated
by IK calculations. To enable a decent full-body animation with IK at least
the following body parts must be tracked: the head, the hands, the feet
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Figure 4.1: The application provides this avatar. It represents the user in the VE and
imitates the user’s movements. Although the avatar might differ from the user
in appearance, skin color and gender, research has shown that this does not
affect the user’s feeling of presence (Jerald, 2016). According to Jerald (2016) the
convincing imitation of the user’s movements is more important. If the visual
and actual physical motion does not correlate, the user’s feeling of presence is
damaged.

and the pelvis. Therefore, these six tracking points are considered in this
application. They can already provide a decent full-body tracking and the
setup is not too laborious and time-consuming for the user.

The six tracking points are assigned to the corresponding bones of the virtual
avatar’s skeleton. These bones then rotate and translate according to these
reference tracking points. Offsets are considered to make the result more
precise, e.g. the tracked reference point of the right wrist does not sit exactly
at the bone but some centimeter above it. The position and rotation of the
remaining bones of the skeleton are determined with inverse kinematics
(IK). The used game engine already provides support for IK. Only the
corresponding joint target locations needed to be evaluated, e.g. the elbow
for the wrists and the knees for the ankles. The order of the calculations
had to be considered to ensure a realistic animation, e.g. calculating the IK
for the head and torso before the arms. Figure 4.2 visualizes the concept of
the full-body animation.
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Figure 4.2: Six points on the user’s body are tracked: head, left wrist, right wrist, pelvis,
right ankle and left ankle. The pelvis determines the pivot position and rotation
of the avatar. All other tracking points determine the position and rotation of the
closest bones. The location and rotation of the remaining bones are calculated
with inverse kinematics (IK).

4.1.2 Avatar Calibration

For a realistic and accurate avatar animation and a less complicated setup,
two problems needed to be solved: Different user sizes and changing tracker
IDs. These problems will be explained in the next paragraphs.

Different user sizes For an as realistic avatar animation as possible, it
is important that the avatar’s size fits the user’s size. In extreme cases, a
size deviation of the user and the virtual avatar can lead to an inaccurate
animation and pose estimation. This means the ergonomic evaluation is not
meaningful. Additionally, the user’s feeling of immersion can be destroyed
when the virtual body does not move as expected. This can also change the
user’s behaviour, e.g. that the user does not move as he or she would in
real life due to the mismatching body sizes. It also distorts the ergonomic
evaluation result. That is why it is necessary to adjust the virtual avatar’s
size to the user’s size.

Changing tracker IDs The second problem is the changing tracker IDs. The
IDs of the trackers can vary in each session depending on the time they are
turned on and registered. This is a problem as they are specifically assigned
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Figure 4.3: At the beginning of each session, the user needs to calibrate the avatar. This
is necessary to adjust the avatar’s size to the user’s size and to set the right
ID for each tracker. The user can look into a mirror and observe the process.
The pictures show the avatar before (left picture) and after the calibration (right
picture).

to a bone, e.g. tracker 1 to the right wrist. If the IDs switch the avatar does
not move as expected, e.g. the tracker on the right wrist animates the right
ankle. A solution would be to check the IDs of the tracker every session and
put them manually to their right position. To reduce the effort and to make
the setup less laborious, tracker IDs are assigned automatically.

These two problems are tackled together by an avatar calibration. This
calibration considers the user’s body size and corrects the tracker IDs. The
calibration needs to be carried out at the beginning of each session. To
ensure precise calculations, the user needs to stand in a T-Pose. While the
user is in this position, the right IDs are evaluated and assigned to each
tracker. Also, the size of the virtual avatar is adjusted to the user’s size.
Figure 4.3 shows the avatar before and after a calibration.

4.2 Interaction and Locomotion System

For a realistic experience and to be able to perform tasks, users must be
able to interact with the virtual world. In this application, they need to be
able to perform at least the following actions:
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Start the avatar calibration The avatar calibration is a very important step
at the beginning of each session, to adjust the virtual avatar to the user’s
size and to correct the tracker IDs. During the calibration, the user needs
to stand in a T-Pose. Therefore, it would be ideal that the user can start the
calibration process while he or she is already in that position. In this case,
the calibration can start immediately after the activation.

Move around in the virtual world For VR applications, the movement area
in the real world is usually limited. To be able to still move around in the
virtual world unrestricted, other solutions are required. A typical solution to
enable movement in VR is teleportation. It is a fast and effective movement
option and avoids motion sickness (Jerald, 2016). To teleport, the user simply
selects a destination point in the world where he or she wishes to be and
then executes the teleportation to teleport to this place. Ideally, the selection
of the destination place and the execution of the teleportation can be carried
out in close succession.

Pick up and carry objects To make the ergonomic evaluation as meaning-
ful as possible, it is important that the user can actually carry out the tasks
in a realistic way. This makes it necessary to enable interaction possibilities
with the virtual scene. For this application it was sufficient to enable the
user to pick up and carry objects. This action already allows testing of most
scenarios.

Start and stop the ergonomic evaluation For a targeted and efficient
ergonomic evaluation, it is necessary that the user can control when the
ergonomic evaluation starts and stops. Also, that he or she can choose to
start a new evaluation to be able to perform multiple evaluations in one
session.

Load completed evaluations Completed evaluations can be analysed in
more detail. To do so, the user needs to be able to select and load the desired
session.
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Figure 4.4: The user needs to be able to perform at least the listed interactions. They are
either enabled by gestures or by the use of UIs.

Control the visualization of the analysis Once a session is loaded, the
system will offer different visualization options. Therefore, the user needs
to be able to control these visualizations to gain a better understanding of
the analysis.

Usually a HMD is used in combination with tracked hand held controllers to
enable interaction with the virtual environment. With controllers, actions can
simply be mapped to buttons. In this application, gloves are used to increase
the feeling of immersion and to enable a more realistic movement. Gloves do
not have buttons that can be mapped to actions. Therefore, another solution
was required. As the gloves allow a decent tracking of the hand and fingers,
it was decided to make use of gestures. Gestures can feel very intuitive
and natural but they can easily lead to fatigue (gorilla-arm effect) (Büschel
et al., 2018). Furthermore, Jerald (2016) recommends to limit the number of
gestures to keep interactions simple and learnable. To minimize the gestures
that the user needs to learn, users should be able to also interact with user
interfaces (UIs) like menus.

Gestures can be used much faster therefore they were used to enable ac-
tions that are performed more often and where a fast and uncomplicated
usage is advantageous, e.g. for actions that need to be performed during
the ergonomic evaluation. Using an UI is slower but it can provide more
information, therefore this option was used for actions that are not used that
often and outside the ergonomic evaluation or where additional information
is beneficial.

Figure 4.4 shows which interaction was mapped to which solution.
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4.2.1 Gestures

The criteria for the chosen gestures were that they are simple and easy to
learn and to recognize. They should also be unambiguous and unique. This
ensures that the system only recognizes the gestures when they are actually
performed and are not mistaken for any other gesture the user might use
during the evaluation. It was also considered how well the gesture fits the
task, e.g. for the teleportation a gesture is needed that makes it easy to select
a point on the floor.

The next paragraphs will further examine how the gestures were chosen for
each action.

Teleport To teleport the user needs to first, select a destination point and
then second, execute the teleportation. Therefore, there are two gestures
required to perform this action. For the destination selection, a gesture is
required that allows a comprehensible selection of a point on the floor. The
teleport execution requires a gesture that is similar to the first gesture. The
user should be able to perform the second gesture within a minimal time
frame after the first gesture and without much movement involved. This
allows the user to keep the destination point focused.

For the destination point selection, a gun gesture is used. Once this gesture
is recognized, the teleporter gets activated. The teleporter is a mesh that
visualizes the destination point and the distance from the user to it. It is
based on the VR example of Unreal Engine. As long as the user performs the
gun gesture, this teleporter is visible. To actually execute the teleportation,
the user needs to move from the gun gesture to the gun trigger gesture. To
do so, the user moves the thumb by about 90 degrees. If the gun trigger
gesture is recognized within a certain time frame after the gun gesture,
the teleportation is executed. Figure 4.5 shows how to activate and how to
execute the teleport.

Start avatar calibration The avatar calibration only happens once and
only at the beginning of a session. Ideally, the calibration can be activated
when the user is already in the required T-Pose. This requirement is already
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Figure 4.5: The picture on the left shows the user performing the gun gesture. This gesture
activates the teleporter. The teleporter visualizes the destination point and its
distance to the user. The user can control this destination point with the index
finger. The right picture shows the user performing the gun trigger gesture.
This gesture needs to be performed within a short time frame after the gun
gesture to execute the teleport. After the gun trigger gesture is performed, the
user teleports to the chosen destination point.

provided by any gesture, and no further additional gesture characteristics
are required for this action. Due to these reasons and to minimize the
gestures that the user needs to learn, the gun gesture is reused to enable
this action. To ensure that the calibration cannot be activated per accident
during the session, the calibration only starts the first time the gun gesture
is used.

Pick up and carry objects To enable these actions, it was decided to use a
gesture that is intuitive and can be easily connected to the task. Therefore, it
was decided to use a grab gesture. This gesture can be easily connected to
the action of picking up and carrying objects. As long as the user performs
the grab gesture, objects can be picked up and carried. The user can only
perform this action on objects that were specifically defined as pick up
objects. Figure 4.6 shows the user performing the grab gesture.

In total, there are three gestures that the user needs to learn to use the
application properly. Figure 4.7 visualizes these three chosen gestures.

4.2.2 User Interfaces

User Interfaces are enabling the remaining actions. The first two actions
(‘start/stop ergonomic evaluation’ and ‘load evaluation session’) can be

34



4 Implementation

Figure 4.6: The user can pick up objects by performing a grab gesture. As long as the user
uses this gesture, objects can be carried.

Figure 4.7: The user needs to learn three gestures to use the application properly. The
figure shows and explains these three gestures.
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performed quickly and do not require a lot of information. Therefore, it was
decided to use one single menu for both actions. The last action (control
analysis visualization) requires more information and detail. Therefore, it
was decided to use a separate control panel for this action.

The two used UIs will be described in the following.

Watch Menu

The first two actions (‘start/stop ergonomic evaluation’ and ‘load evaluation
session’) are covered by a single menu.

The user may start/stop and pause an ergonomic evaluation several times
during a session. Therefore, a solution was needed that makes it possible
to do this in a fast and uncomplicated way. The user may not load an
completed evaluation that often during a session, but this action can also be
performed in a fast way as it only requires the selection and confirmation of
the required evaluation session. Additionally, it also needs to be considered
how the menu will be opened as no controllers are used and additional
gestures need to be avoided.

Because of these considerations, it was decided to use a watch menu. A
menu on the wrist can be accessed easily and fast, e.g. by looking at it, and
therefore fits the criteria for our actions. It can bear the risk to tire the user
(gorilla arm) but as the actions do not require a lot of time, the advantages
(easy and fast to access) outweigh this disadvantage.

To remind the user that there exists a watch menu, a big blue watch is
placed on the avatar’s left wrist. This blue watch aims to catch the user’s
attention. As mentioned above, the original idea was that the menu opens
once the user looks at it. Unfortunately, this can lead to the problem that the
menu opens unintentionally and distracts the user while he or she performs
a task. Ideally, the user acts as much as possible as in real life to gain a
precise and meaningful ergonomic assessment. That is why it is important
to reduce such unnecessary distractions as much as possible. To prevent
the user to open the menu unintentionally there are in total two constraints
that need to be fulfilled to open the watch menu: First, the user is looking
at the menu and second, the menu is tilted towards the user’s face. The
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Figure 4.8: A blue watch on the left wrist of the avatar draws the attention of the user.
It should remind him or her of the watch menu. Only if two constraints are
fulfilled the watch menu opens. These constraints are: The user is looking at the
watch and the watch is facing the user. In the figures example, the user looks at
the menu, but the watch is not facing the user. Therefore, the menu does not
open. This prevents the menu to open unintentionally.

menu will disappear two seconds after these two constraints are not fulfilled
anymore. The two constraints are visualized in Figure 4.8. Figure 4.9 shows
and explains the different screens of the menu.

Analysis Panel

The UI to control the analysis visualizations is only needed when the
analysis is taking place. And then it is used in a high frequency. Therefore,
it was decided that this UI, called the analysis panel, does not need to
be hidden. The analysis panel appears when the user loads an evaluation
session and stays as long as the user analyses it. Also, this UI offers more
information, and the user requires more time to interact with it. Because of
that reason, the position of the analysis panel needed be considered more
thoroughly. It was decided to place the UI on a pleasant height for the user,
to avoid to tire the user. After an evaluation session is loaded for further
analysis, the analysis panel appears in front of him or her, about on pelvis
height and slightly tilted towards the user. The tool moves with the user and
is always positioned in front of him or her. Figure 4.10 shows the control
panel. It will be further described in the analysis section 4.4.
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Figure 4.9: The pictures in the first row show how a new evaluation session can be created
and started. On the title screen, the user needs to select ‘New Session’. This
creates a new evaluation session and the screen changes. By clicking on the play
button, the user can start the evaluation. Another click pauses the evaluation.
The arrow on top of the screen allows the user to stop the evaluation and to
return to the title screen. The second row shows how the user can load an
evaluation session. On the title screen, the user selects ‘Load Session’. The
screen changes and the new screen offers a list of completed evaluation sessions.
The user needs to select the desired evaluation and click on the ‘Load’ button.
The arrow on top of the screen allows the user to stop the analysis and return
to the title screen.
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Figure 4.10: After the user loaded an evaluation session, the analysis panel appears in front
of him or her. This panel allows the user to control the analysis visualization.
It is positioned around pelvis height and is slightly tilted towards the user. It
stays visible during the whole analysis process.

4.3 Ergonomic Evaluation

To evaluate the physical load of the user, the OWAS method is used. This
method is described in more detail in section 2.1.2. This section will de-
scribe how the OWAS method was applied in this application and mention
necessary adaptions. Furthermore, this section will show how the real-time
results are presented to the user and how the results are stored for the
following analysis.

4.3.1 OWAS

OWAS is a posture based method, this means the method assesses the
pose of the entire body in specific time intervals. Traditionally, this method
usually requires an observer who fills out a pre-defined scoring sheet while
looking at the worker directly or by looking at a video. Thanks to the
characteristics of OWAS, its simplicity and unambiguity, it is also perfectly
suitable to be observed by a computer system.
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In this application, the user’s virtual avatar is animated to simulate the
user’s movement from the real world. Therefore, the OWAS method can
use this virtual avatar as a base for the ergonomic calculations. The auto-
mated observation gives the possibility to evaluate the postures in a higher
frequency and improve the accuracy of the result. To guarantee a uniform
behaviour and to make results comparable, the frequency of observations
are limited. In this application the default frequency is set to 30 observa-
tions per second, but this value can be adjusted to fit different needs and
resources.

Posture Evaluation

Before the whole body posture is assigned to an OWAS class (see section
2.1.2), three separate body parts (back, lower limbs, upper limbs) and the
carried weight are evaluated. The virtual avatar forms the basis for the
calculations. Bone locations and rotations can simply be measured and
compared. The following will describe how this categorization is carried
out and point out adaptions that had to be made.

The back can be classified into four categories. The given motion capturing
resources do not allow a precise determination of the torso’s twist. Therefore,
the last two categories were adapted as it was also done, e.g. by Iqbal et al.
(2021). Instead of determining a twist of the torso, it is checked if the torso
is bend to the side.

OWAS considers three variations of upper limb positions. No adjustments
had to be performed for this body part.

There are seven classification possibilities for the legs. Because of the limited
space in the real world, the user cannot walk around much and needs to
teleport to move around in the virtual world. Therefore, the sixth category
for the legs (body moved by legs) is registered when an unnaturally big
change in the pelvis position is recorded. This ‘unnatural big change’ was
determined by trial, so that also a short teleportation is recognized but false
recognition are avoided. The current application does not consider sitting
positions, that is why the seventh category (both legs hanging free/sitting)
is not completely considered in the ergonomic evaluation. The application
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does recognize when both feet are off the floor. The current test scenarios do
not consider this position as well, but it is used to detect if the trackers are
positioned correctly. An example: if the pelvis tracker is rotated too much
towards the floor, due to a loose attachment of the pelvis tracker, the feet
of the virtual avatar get lifted from the ground and the detection of the
positions is not accurate anymore. To detect this error as soon as possible,
this possibility for the legs is recognized.

At last, the carried weight needs to be classified. Here, there are three
possibilities and none of them had to be adapted. When movable objects
are created for the scene, their weight needs to be defined by the user. The
weight will then be forwarded to the OWAS calculations.

After every body part and the weight is categorized, the final class for the
entire posture is determined. This information is simply looked up in a
table. This table is shown in section 2.1.2 (Figure 2.3).

Table 4.1 shows the OWAS grades for each body part and the grade with all
adaptions.

Time Related Risk Evaluation and Risk Index

As mentioned in section 2.1.2 a time related risk evaluation is carried out.
Also, the risk index is calculated. Both calculations can give the user im-
portant information about the evaluation already during the assessment.
Therefore, both calculations, the time related risk evaluation and the risk in-
dex, are determined together with the other observations in each evaluation
cycle and not only at the end of the evaluation.

The time related evaluation can assess almost every pose like in real life.
Most actions need the same time in the virtual as in the real world. Special
considerations are needed for the walking poses. In the virtual environment,
teleportation can be used to move from one place to another within an
instant. In the real world, the user would need more time to move around.
The application still aims to make the result as realistic as possible. Therefore,
calculations are performed to compensate this time difference. As described
by Carey (2005), walking speed ranges around 1.26 m/s and 1.52 m/s.
In this application it was decided to use an average value of 1.4 m/s.
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Body part OWAS grade Description

Back

1 Back straight

2 Back bend forward

3 Back bend to the side*

4 Back bend forward and to the side*

Arms

1 Both hands below shoulder level

2 One hand above shoulder level

3 Both hands above shoulder level

Legs

1 Load on two legs straight

2 Load on one leg straight

3 Load on two legs bend

4 Load on one leg bend

5 Load on one or both legs kneeling

6 Body moved by legs (walking)

7 Both legs hanging free*

Load

1 Less than 10 kg

2 Between 10 and 20 kg

3 Above 20 kg

* adapted

Table 4.1: The table shows the OWAS grades for each body part and the load. Some
adaptions were made to the original method to adjust to the available motion
capturing system, and the planned scenarios. The original classification for each
category is described by Karhu, Kansi, and Kuorinka (1977) and Grzybowska
(2010) and can be seen in Figure 2.2.
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Figure 4.11: The result panel shows the OWAS classes for each body part and the whole
body. Also, the risk index and the time related risk evaluation is shown. The
panel is placed at a central place in the scene and the user can look at it
whenever it is needed (left picture). The right picture shows the panel in more
detail.

Considering the teleportation distance and this walking speed, the estimated
time consumption is calculated. This makes the time related evaluation more
realistic.

4.3.2 Real-Time Result Visualization

To enable the user to detect possible ergonomic problems early on, the eval-
uation results are presented to the user in real-time. It had to be considered
how the result is presented to the user. One solution would be to attach the
result to the user’s view. In this case, the user can see the result permanently
while the evaluation is running. This solution allows the user to immediately
detect ergonomically problematic poses, but it can also distract the user
from the task. In the worst case, the constant reminder of the evaluation
also influences the user’s behaviour. Therefore, it was decided to use an
information panel instead. This panel is positioned in a central position in
the scene, and the user can look at it whenever it is needed. Figure 4.11

shows this panel and explains its content.
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Figure 4.12: This figure shows how the evaluation data is saved into a file. Once the file
is created, the scale value of the avatar is saved. Each evaluation cycle the
following information is saved: the timestamp of the observation, the location
and rotation data of all six tracking points and the OWAS result.

4.3.3 Result Storage

The results are not only visualized in real-time, but also saved to a file. This
file can be loaded later for a more thorough analysis.

The file is created once the user starts an evaluation. For simplicity, the
filename is by default defined by the day and time of execution.

The application saves every data that can be interesting later on in the
analysis. The first information that is saved is the scale value for the avatar.
It gives information about the user’s height. Then, each evaluation cycle
the following information is saved: the timestamp of the observation, the
tracking point information (location and rotation of each of the six tracking
points), The main OWAS results (body part grades and whole body grade)
and the additional calculations (time related result, risk index). This is
visualized in Figure 4.12.

The saved timestamps already consider the special case of the walking
postures. As mentioned in section 4.3.1 calculations are performed to com-
pensate the time difference of the teleportation in the VE and walking in
real life.

4.4 Analysis and Visualization

The main goal of this thesis is to introduce an improved analysis process
for immersive ergonomic evaluations.
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Figure 4.13: The analysis panels appears once the user loaded an evaluation session. This
picture shows the panel in more detail.

To achieve this goal, an immersive application was developed that not
only gives the user real-time feedback about the ergonomic results but
also exploits the potential of immersive technologies for the representation
of the ergonomic evaluation results. The analysis aims to first, give the
user a good first impression (overview) of the session and its ergonomic
quality. Second, to comprehensibly convey where, when and how often an
ergonomic problem was identified and third, to provide information why
poses are rated as problematic.

Section 4.3.2 already described how the real-time results are presented to the
user. This section will explain in more detail how the immersive technology
is exploited for the analysis.

The ergonomic evaluation can be analysed immediately after the evaluation
is performed. The user can stay in the same immersive environment without
any further adjustments. To analyse an evaluation, the user simply needs
to load the desired file, as described in section 4.2.2. Once a completed
evaluation is loaded, a panel appears in front of the user. This panel, called
the analysis panel, is shown in Figure 4.13. The analysis panel and its
functions will be described in the following.
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Figure 4.14: The analysis displays basic information, like the name and length of the loaded
evaluation. Furthermore, it provides an overview by displaying the OWAS risk
index, a timeline that represents the temporal sequence of OWAS poses and
the time related risk evaluation result.
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4.4.1 Overview

First, the analysis tool displays basic information, that is the name and
length of the loaded ergonomic evaluation. Second, the tool aims to give
an overview of the loaded evaluation. This overview should give the user a
good first impression (overview) of the session and its ergonomic quality.
Additionally, it should convey if an ergonomic problem was identified and
also how often and about how long this problem occurred.

This first overview is provided by the OWAS risk index and a timeline.
The risk index is simply a number, but in can already give the user a first
impression of the ergonomic quality of the evaluation. Additionally, the
user can immediately see if changes to the workplace were effective by
comparing the risk index of the evaluation before and after the change. The
risk index is more thoroughly described in section 2.1.2.

The timeline aims to give the user an overview of how the ergonomic quality
evolved over time. It also shows how often and about how long an ergonom-
ically risky position occurred. This is provided by giving information about
the temporal sequence of OWAS poses. The color green indicates posture
class one (lowest risk), yellow indicates posture class two, orange indicates
class three, and red indicates posture class four (highest risk). The red color
is interesting to the user as this pose category bears the highest risk to cause
MSDs.

Additionally, the timeline also visualizes how the time share of each pose
evolved over time. This is interesting for the time related risk evaluation.
The time share is visualized by the smaller gray-scale stripe on top of the
timeline. The white color indicates 0% and black 100%. The definite time
share of each pose category is more precisely visualized on the left, where
the final time share is shown for each pose separately. Additionally, a colored
bar on the right helps to identify the risk level according to the time related
risk evaluation.

Both the classical OWAS classification and the time related risk evaluation
help to identify possible problematic pose classes. The timeline helps fur-
thermore to identify how often and about how long the problematic poses
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occurred. Figure 4.14 shows where these overview tools are located on the
analysis panel.

4.4.2 Filter

After the user gains an overview of the loaded session, the user might
want to obtain more information. The timeline offers information about
the general pose category and how often and about how long these pose
category occurred. Further information about where the poses happened
and how the poses actually look like is missing. OWAS class four is of
special interest or any other class that indicates a high risk according to the
time related evaluation. Therefore, a pose related filter was included. This
filter aims to give the user information about where the pose class occurred,
and what the pose actually looks like.

This filter can also point out transitional poses. Transitional poses often
cannot be visualized by the timeline, because they occur in a brief time span
between two bigger pose sequences. These poses could easily be avoided,
e.g. by training and therefore it is important to detect them.

In addition to the pose class, also other aspects can be interesting to the
user. Sometimes a task involves a lot of carrying and lifting or walking. If
walking distances are known, especially where objects need to be carried,
they can be adapted and optimized. For these reasons, the analysis panel
offers two more filter options: a ‘walking’ and ‘carrying’ filter. The ’carrying’
filter offers an additional option to select the weight grade of the carried
load.

Figure 4.15 shows the filter tools on the analysis panel. The next two sec-
tion are going to describe how these pose and spatial related filters are
visualized.

4.4.3 Static Pose Avatar

This section is going to describe how the pose related filter is visualized.
As described in the previous section, the analysis tool offers the possibility
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Figure 4.15: The user can filter for OWAS pose categories or for areas that where used for
walking or carrying objects. There are two visualization possibilities for these
filters. The pose visualization is optimized to visualize the pose categories,
whereas the heatmap visualization is optimized to display the spatial-temporal
information of the ’walking’ and ’carrying’ filter.
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to filter by OWAS pose category. This filter should give the user informa-
tion about where these poses happened and how these poses are actually
composed. The following will describe how the poses are actually visual-
ized, how the right pose to present is chosen and which further details are
displayed.

Pose Creation

To point out the place where the poses occurred is simple. To actually
visualize the pose and give information about its composition is more
challenging. The user’s avatar is reused to visualize this information. The
avatar can simply be recreated as the evaluation file includes the avatar’s
scale factor. Additionally, the file contains the location and rotation of all six
tracking points for each evaluation cycle. With the help of this information
and the known rules of the avatar animation, the poses can be recreated
precisely.

A special treatment is required for ‘walking’ poses. As teleportation is used
as a locomotion system, no tracking point information is provided for this
pose. In special cases, this pose might need to be represented. To still be
able to represent a walking pose, a ‘fake’ pose can be created by considering
the direction of the teleportation. This pose can then be displayed between
the start and end point of the teleportation.

Pose Details

The pure recreation of the desired pose still does not give enough infor-
mation to the user, e.g. why the pose is now critical or not. To give the
user more details about this decision, not only the pose is represented but
also information about all separate OWAS grades is given. The total OWAS
class is determined by the grade of the back, upper limbs, lower limbs and
the carried weight. Knowledge of this information can make the overall
pose classification more comprehensible. This information is visualized by
coloring the corresponding parts of the pose avatar. In that way the grade
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for the body parts can be visualized easily. More challenging is the visual-
ization of the grade for the carried weight. To visualize the carried weight,
two spheres are added to the avatar’s mesh. The spheres are placed at the
avatar’s hands to symbolize the carried object. These spheres can then be
colored accordingly. To offer the complete results, also the result of the total
OWAS class is visualized. To represent the overall result, a visualization was
required that intuitively conveys that it concerns the whole body posture.
To convey this information, a circle on the floor is used that surrounds the
pose avatar. This prominent circle is easy to notice for the user and can
convey that it concerns the overall posture.

The body parts, the spheres and the circle are colored according to their
grades. To avoid confusion, the same color grading scheme is used as for the
OWAS classes in the timeline (green, yellow, orange, red). Usually the higher
the grade, the worse the grade is. Therefore green is chosen for low grades,
red for high grades and yellow and orange for the grades in-between. The
circle is colored according to the OWAS classes and corresponds with the
colors used in the timeline. Figure 4.16 shows how such an analysis pose
avatar looks like. The figure also explains the color grading.

Pose Clustering

The application visualizes information about the pose with the help of the
pose avatar, that was described before. To offer a meaningful filter, not all
postures of a certain type can be visualized. This would crowd the scene
and overwhelm the user. The application aims to give the user exactly as
much information as he or she needs to make a decision, but avoids to
overwhelm the user. Therefore, one representative pose is chosen for each
pose category sequence. The goal was to choose a pose that has a high
probability to represent the pose sequence in a meaningful way, e.g. if the
sequence contains the motion of picking something from the floor, the best
pose would be that shows the user the closest to the floor. The assumption
was made that the beginning of the sequence contains the transition into
the pose and the end of the sequence the transitioning out of the pose.
Therefore the pose in the temporal middle of the sequence is picked as a
representation of the whole sequence. An example is shown in figure 4.17.
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Figure 4.16: An avatar visualizes the pose filter. This avatar is a copy of the user’s avatar
and precisely reconstructs the user’s pose in the evaluation. The partial OWAS
results are visualized by coloring the corresponding body parts. The carried
object is symbolized by two spheres that are located at the user’s hands. The
circle on the floor, that surrounds the avatar, represents the grade for the
overall pose. The table on the right shows the color grading system.

Figure 4.17: From one pose class sequence, only one pose is chosen and visualized. It
was decided to use the pose in the temporal middle of the sequence as a
representation of the whole sequence. An example is shown in the figure. The
marked sequence of OWAS class 1 is represented by one pose, that is the one
in the middle of the sequence.
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Furthermore, it had to be considered that the same pose may appear at
the same place multiple times. For example, the user might return to a
shelf several times during a task and pick up a tool. This would lead to the
unwanted result that multiple similar poses are created and shown at the
same place. This, again, would unnecessarily crowd the scene and distract
the user. To avoid this scenario, poses are not created if a pose of the same
class already exists very close to it. This avoids that an area gets crowded
by similar poses.

Time Details

The user can identify problematic poses and filter for them. A representative
pose for each pose class sequence is reconstructed and then placed at the
location where it actually happened. The pose and the location give the user
information about where the pose category happened and what the pose
actually looks like. Furthermore, details about the OWAS classification is
provided. Thanks to the timeline, the user obtains information about the
problematic poses, when and about how long they occurred. Nevertheless,
the user cannot connect the information provided by the static pose avatar
and the timeline. To solve this problem, the pose avatar needs to offer more
details. This is done by reusing the timeline and placing it over the pose
avatar. A time indicator helps to connect the pose with the corresponding
sequence in the timeline. This makes it easy to connect the pose avatar and
timeline information. The additional information above the pose can crowd
the scene and overwhelm the user. Therefore, this information is hidden
and as soon as the user looks at the pose it is inserted. With this technique,
the user is provided with the necessary information as soon as he or she
needs it. If the same pose category occurred multiple times at the same
place, also multiple time indicators are used for the timeline. The timeline
also rotates according to the user’s position. This ensures that the timeline
is clearly visible to the user, no matter from what position the user looks at
the pose avatar. An example is shown in figure 4.18.
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Figure 4.18: The static pose gives the user information about the pose composition, but the
user cannot connect this information with the timeline and when this pose
occurred. Therefore, the timeline is also visualized above the static pose. This
timeline is hidden by default and is visible as soon as the user looks at the
pose. The timeline as rotates towards the user. This ensures that the timeline is
clearly visible wherever the user is located.

4.4.4 Heatmap

The pose avatar is a good visualization form to convey information about
the pose composition. It also gives spatial information, but is not very
accurate. As just one pose of a sequence is chosen and visualized, spatial
information can be missing. Also, the filter offers more options than just the
OWAS classes. The application also includes a ‘walking’ and ‘carrying’ filter.
These two filters do not need to provide information about the pose. The
interesting information is, where did the user walk and where did he or
she carry objects. Especially the carrying of heavy objects can be interesting.
Additionally, temporal details can be beneficial to identify how long or
rather how often an area was used by walking and/or carrying. Hence, to
improve the spatio-temporal information given by the filter, an additional
visualisation is needed.

A visualization that can convey spatio-temporal data is a heatmap. It can
visualize information for the carry and movement filter meaningfully and
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Figure 4.19: The heatmap visualizes spatial-temporal information. In this example, the
heatmap visualizes the area where the user carried objects. The darker the
blue, the longer the user stayed at this place.

also compensate the disadvantages of the pose avatar for the OWAS classes.
The heatmap is shown on the floor and can visualize where and about
how long/often the user was present at a certain place. Usually a heatmap
uses a color range from cool shades (e.g. blue) to warm shades (e.g. red).
The application already uses colors for the timeline and the coloring of the
avatar. Therefore, a color scale is chosen that does not interfere with the
already used colors to avoid misunderstandings. The only primary color
that is not used for the OWAS grades is blue. Therefore, it was decided to
use gradations of blue for the heatmap. The darker the color of blue, the
longer or the more often this area was passed by walking or carrying. An
example of the heatmap is shown in figure 4.19.

4.4.5 Pose Preview

The pose filters are a good technique to gain more knowledge about the
composition of the poses. Nevertheless, the filter action and the subsequent
connection with the timeline information takes time. To also introduce a
way that allows the user to gain a quick overview of the pose composition
in context with the timeline, the analysis panel provides another tool. This
tool is called the pose preview. Figure4.20 shows this tool on the analysis
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Figure 4.20: To allow the user to gain a fast overview of the session and its poses a pose
preview function was implemented. The user can move the time indicator at
the bottom of the timeline and the panel shows a mini-avatar of the pose. This
avatar is a miniature version of the static pose avatar.

panel. The time indicator on the bottom of the timeline can be moved on the
horizontal axis of the timeline. A mini avatar on the top right visualizes the
pose at the chosen time. This mini avatar is a miniature version of the static
pose avatar and represents the exact same poses as the pose filter. With
the help of this tool the user can get information about the poses without
spatial context to quickly gain an overview of the evaluation session.

4.4.6 Replay

The tools presented so far already enable the user to gain important infor-
mation about the evaluation session. The user can make out areas and poses
that need further investigation. Still, the static pose filter only visualizes a
moment in the pose sequence. Although the application aims to provide
the most representative pose of the sequence, more information about the
sequence can be beneficial and required to make a more determined deci-
sion. To enable the user to gain more details about the pose sequences, users
can use a replay function. This replay function allows the user to replay
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Figure 4.21: To investigate the evaluation session or parts of it in more detail, a replay
function is offered. The user can define the start and end time of the replay in
the timeline. The replay button starts and pauses the replay.

a certain time frame or even the whole ergonomic session, which enables
the user to experience the whole evaluation session without any gaps and
loss of information. Figure 4.21 shows this tool on the analysis panel. The
user can define the end and start time of the replay, for example, to look
more closely at problematic areas. The replay button starts and pauses the
replay. The time indicator at the bottom of the timeline moves accordingly
to the replay. This enables the user to keep track of the current status of the
replay.

The quality and smoothness of the replay will be determined by the evalua-
tions per second (eps) that the user specified for the ergonomic evaluation.
As described in section 4.3.1 the default value is set to 30 eps. The replay
will check the timestamp and replay the evaluation session in the right
speed.

The next section is going to describe how the replay is visualized.
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Figure 4.22: The replay visualization uses the same avatar as the pose visualization. In
contrast to the static pose avatar, the avatar for the replay is dynamic and can
represent motion sequences. In this example, the user started the replay to
look closer at a problematic area. The avatar on the right is in the beginning of
this sequence and about to pick something from the floor.

4.4.7 Dynamic Replay Avatar

To visualize the replay, a similar version of the static avatar is used (section
4.4.3). The dynamic replay avatar is animated and can visualize movement
sequences. This is in fact the only difference between these two avatars.
The dynamic replay avatar is created according to the same rules as the
static avatar: the user’s avatar is taken and scaled according to the saved
scale value, the saved tracking point data and the known animation rules
are applied to reconstruct the motion sequences precisely. Also the mesh is
colored according to the same rules as the static avatar. This means the user
can observe the individual results for each body part also during the replay.
Figure 4.22 shows the dynamic replay avatar.

4.5 Technical Details

This section will give more information about the technical details, like the
used soft- and hardware and system specifications.
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Figure 4.23: A user with the full setup: HTC Vive Pro, Manus Gloves and five Vive trackers,
placed on the pelvis, each wrist and each ankle.

4.5.1 Soft- and Hardware Resources

The application was implemented with the game engine Unreal Engine
from Epic Games (Unreal Engine 2021). The engine uses the programming
language C++ and a visual scripting system called Blueprints. As a VR
system, the HTC Vive Pro (HTC Vive 2020) is used. The full-body tracking
and avatar animation is enabled by five Vive trackers and intuitive user
interactions are provided by using Manus Gloves (Manus Gloves 2021).

The trackers are placed on the pelvis, each wrist and each ankle. Figure 4.23

shows a user with the full setup.

4.5.2 Timing of Algorithms and System Specification

The most demanding process of the application is the loading and processing
of an evaluation session for the analysis. The performance here depends on
the length and eps of the evaluation, these factors determine the number of
entries in the evaluation file. Furthermore, it also depends on the number
of poses that need to be created, and this can vary from session to session
regardless of the length of the evaluation. The algorithm has a linear run-
time that depends on the entries in the evaluation file and the number of
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poses. The eps of the evaluation can be adjusted before a session is started,
and it allows the user to affect the performance of the application and the
accuracy of the evaluation if necessary.

The application was developed and tested on a computer with an AMD FX-
8350 processor, 16GB RAM and an NVIDIA GeForce GTX 1080 Ti graphics
card. Evaluation sessions of a length between 1 minute and 3 minutes were
recorded and analysed and they did not affect the fps and visualisation
stability.
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To test the implementation, a sample scene was created that would allow to
perform a variety of scenarios. One example scenario is the box-scenario.
This scenario will be explained in the following. The sample scene was
created with assets from SilverTm (2021).

5.1 Scenario Description

The box-scenario was inspired by an Ikea shopping experience. It includes
boxes of different weight, that have to be moved and carried. Figure 5.1
shows the scene and the stations of the box-scenario.

Different workflows can be performed in this scenario. The workflow pre-
sented in this example is as follows: The user walks to a shelf and selects
two boxes, one at the lowest level and one at the top level. Then, the user
picks up these boxes and puts them on a board right next to the shelf. This
board represents a shopping cart. Then, the user sends the board towards a
table by pushing one of the red buttons on the board. The table represents a
checkout. The user follows the board to the table. There, the user picks up
the boxes from the board and puts them on the table. Then the scenario is
finished.

This scenario includes boxes of different weight, that are not placed op-
timally. One box is placed on the lower level of the shelf, one box at the
third level. It will be interesting how the ergonomic evaluation assesses this
positioning and if the weight affects the results. Furthermore, it is to be
clarified if the analysis and its visualization are able to convey all necessary
information to the user.
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Figure 5.1: The box-scenario includes a shelf filled with boxes, a movable board and a table.
The workflow is as follows: The user walks to the shelf, picks two boxes and
puts them on the board. The user sends the board to the table. The user follows
the board and puts the boxes from the board onto the table.
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5.2 Scenario Simulation and Data Collection

To obtain meaningful data for an example analysis process, some test
evaluations were performed. Two test users were chosen to go through the
ergonomic evaluation. They got an introduction into the system and the
test scenario. Also, support for the hardware setup was provided. For both
test subjects, it was the first time they used a VR technology. Therefore,
some more time was taken into account to let them get used to the system.
As soon as the users felt ready, they started the ergonomic evaluation and
performed the box-scenario as it was described before.

Both test users were close contacts of the thesis author and all Corona safety
measures were strictly followed.

5.3 Example Analysis Process

This section is going to describe an example analysis process that a user
might have. It shows how the analysis tools can be used and how their
results can be interpreted to make good design decisions. It this case, an
ergonomic evaluation was analysed that was not performed by the analyst.
One of the evaluation sessions from the two test users was used for the
following analysis process.

After the evaluation session of the box-scenario is loaded, the analysis panel
appears in front of the user. This panel is shown in Figure 5.2.

The evaluation session is named ‘Boxes2’. Evaluation sessions are named
automatically, but they can be renamed later, outside the VE, by changing
the file name. The displayed time shows that the loaded evaluation session
lasted exactly one minute.

5.3.1 Identify Risky Areas

Besides basic information about the loaded ergonomic evaluation, the anal-
ysis panel also displays information that aids in gaining an overview. The
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Figure 5.2: The user loaded an evaluation session of the box-scenario. This analysis panel
appears in front of the user.

risk index shows a value of 149 (out of 400). This is in general a good result.
A result close to 100 indicates that high-risk poses did not take over a lot of
time.

The timeline conveys that the session mainly consisted of OWAS class 1 and
class 2 pose sequences. This aligns with the risk index. There are also class
3 pose sequences visible, but only two in total. Class 4 poses are not visible
in the timeline.

The time related risk evaluation also does not show that a class 4 pose
occurred. Nevertheless, it might be that a class 4 pose was performed,
but just for too little time to be visible. According to the time related risk
evaluation, the poses of class 1 and 2 would not need further investigation
as they stay in a percentage range that still state a low risk. The class 3 pose
indicates a medium risk. This pose class occurred for little time, but the
class is in general a higher risk class.

Due to the obtained overview and the result that is presented on the analysis
panel, occurrences of pose class 3 need to be investigated more closely. It
seems that pose class 4 never occurred. Nevertheless, it is suggested to make
sure if this pose class was really never detected. It might be that a pose class
4 occurred for a very short time, e.g.as a transitional pose.
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The next sections show how more information about the pose class occur-
rences can be retrieved.

5.3.2 Investigate Pose Class 4 Occurrences

The timeline and the time related risk evaluation did not show the occur-
rence of a class 4 pose. Nevertheless, it still might be that a pose of this
class was performed, but did not consume enough time to be visible on the
analysis panel. To definitely find out if a class 4 pose occurred, the pose 4

filter is activated.

Although the timeline does not show the occurrence of a class 4 pose, the
filter shows that a high-risk pose was performed. Figure 5.3 shows a picture
of the filter. It seems that the pose occurred while the user was bending
down to pick up a box from the lowest level of the shelf. The static pose
avatar shows that the main issue is the posture of the back: it is bend
forward and to the side. The timeline on top of the static pose avatar shows
that the pose occurred just right before a pose 3 sequence.

The pose class filter gives information about the composition of the pose.
It is also known that the pose happened for a very short time. Still, it is
necessary to gain more context about the movement sequence to make a
more accurate assessment. To gain more insight about the whole movement
sequence, a replay is started. The replay (Figure 5.4) of the problematic
sequence shows that the user did not bend down right in front of the box.
First, the user shifted the weight to the right leg. This movement was not
enough to reach the box. Therefore, the test user also had to bend the torso
more to the right to grab the box. This would still have been okay, but then
the system detected for a split second that the loaded leg is bend. This was
then the decisive factor that the pose was classified as a high-risk pose. A
close look at the static pose avatar shows that the leg is not really bend much.
Because of the little time the pose was detected and the indistinct bend of
the leg, it can be decided to not attach much importance to the class 4 pose.
Nevertheless, the analysis process so far showed that there is in general
potential to improve this specific movement sequence. Further ergonomic
evaluations can be performed to make a more meaningful decision.
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Figure 5.3: The user filtered for pose class 4. The system visualizes a pose next to the
box shelf. The top picture gives an overview of the scene, while the lower left
picture shows the pose from the users view. The picture on the right enlarges
the timeline for a better visibility.

Figure 5.4: To gain more context information about the pose class 4 occurrence, a replay of
the specific sequence is started. The figure shows some frames of the replay.
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5.3.3 Investigate Pose Class 3 Occurrences

The analysis panel showed two occurrences of the third OWAS pose class.
The filter is used and it shows two poses. They are visualized in Figure 5.5.
The first occurrence of this pose class is situated at the shelf and shows a
pose that is bend down to the lowest level of the shelf. It also shows that
the user already picked up a box. The box has a weight that is classified
between 10 and 20 kg (load grade 2). Due to the position and pose of the
static avatar, it can already be assumed that the pose happened right after
the already investigated pose 4 class. The timeline confirms this assumption.
This time, the back is also bend forward and to the side. In combination
with the heavy carried weight, the system classified the pose as OWAS
class 3.

Another occurrence of pose class 3 is shown near the table. The static pose
avatar shows that the back is bend forward and a very heavy load is carried
(load grade 3). The pose probably happened while the user moved a box
from the board onto the table.

To gain more insights about the movement sequences, the replay function
is used again. The first occurrence of pose class 3 is investigated first. The
replay shows that the system detected class 3 right after the user picked
up the box. As soon as the user shifts the load from one straight leg to
both legs the assessed pose class changes to class 2. Figure 5.6 visualizes
the replay. Although it turned out that the previously investigated pose
class 4 occurrence could be ignored, the posture class 3 occurrence now
shows that the whole movement sequence is problematic and should be
reconsidered. This pose class could easily be avoided. The box could be
positioned somewhere else, e.g. at a higher level of the shelf. Another
solution would be to train the user to bend over in the right way, to distribute
the load on both legs and to avoid the stressful position for the back.

After investigating the first class 3 pose, the replay is used to learn more
about the second occurrence of the pose 3 class. Figure 5.7 shows frames
from the replay. The replay shows that the user starts to bend down to pick
up the box. When the user picks up the heavy box, pose class 3 is detected.
As soon as the back is straight, the pose class even changes to pose class 1.
It is clear that the pose class is caused by the heavy weight and the position
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Figure 5.5: The user filtered for pose class 3. The system visualizes two poses at different
locations. The top picture provides an overview of the scene. The bottom
pictures show the poses from the users view. The pictures in the middle enlarge
the timelines for a better visibility.
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Figure 5.6: To gain more context information about the first pose class 3 occurrence, the
replay tool is used. The figure shows some frames of the replay.

of the back. This posture probably cannot be avoided that easily. The box
on the board is positioned at a lower level and the board’s height cannot be
adjusted as it should represent a shopping cart. In this case, the user should
train to pick up heavy objects by bending the legs to keep a straight back.

5.3.4 Investigate Carried Load

The scenario includes a lot of carrying and lifting. Although the scenario
lets assume where loads were carried (e.g. at the shelf), the user cannot
make out clearly where loads were carried. Furthermore, the user has no
chance to easily identify the weight class of the carried objects. The OWAS
pose filters already provided information about two occurrences of heavy
lifting and carrying, but a general overview is not provided. To gain an
overview about the performed carrying and lifting, the user can use the
‘carrying’ filter with the heatmap visualization.

To find out more about where objects were carried in general, the main
‘carrying’ filter is used. It shows that objects were carried at the shelf and
then next to the table. The weight differentiated filters show that the user
moved objects of load class 2 and 3. Load class 1 never occurred. Figure
5.8 shows the visualization of the carried load filters. The heatmaps show
that grade 3 loads consumed a little more time than the grade 2 loads. This
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Figure 5.7: The replay tool is also used to investigate the second pose class 3 occurrence in
more detail. The figure shows some frames of the replay.

might be related to the positioning of the boxes. For example, to pick up a
box from a higher shelf might consume more time than to pick a box from
a lower shelf.

The second investigation of the pose class 3 sequence showed that a very
heavy load (load grade 3) caused a problematic assessment. A heavy box
was moved onto the table. No problematic pose was pointed out on the
shelf. To make sure that the heavy load really did not cause problematic
poses, more investigations are performed. The ‘carrying’ filter pointed out
where the heavy load was carried but is is not known when exactly the
load was carried. To find out in a fast and efficient way when the load was
carried, the pose preview tool is used. The time indicator at the bottom of
the timeline is moved and the visualized mini avatar is checked. A pose
is found where the mini avatar carries a heavy weight. With the help of
the replay tool, the movement sequence is then investigated in more detail.
The replay indeed shows that the heavy weight did not cause a problematic
pose. Only once, and only for a short time, the pose class changed to class
2. It seems that, as long as a straight back is maintained while carrying
very heavy loads, the ergonomic assessment does not point out a higher
risk. Figure 5.9 shows the use of the posture preview tool and visualizes the
replay.
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Figure 5.8: The ’carrying’ filter is used to find out more about where objects were carried.
The pictures of the visualized heatmap show the result for the general ’carrying’
filter, but also for loads of grade 2 and 3. The filter for grade 1 loads did not
show any results. To provide a better overview, the pictures were taken outside
the VE, in the Unreal Editor.
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Figure 5.9: The pose preview tool, shown in the top picture, helped to detect when the load
of grade 3 was carried. The replay of the sequence is visualized in the lower
picture.
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5.3.5 Further Investigations

The OWAS class 2 pose occurred often, especially in the beginning of the
session. The time related risk evaluation stated a low risk for this pose class,
but the classification was very close. Almost a medium risk level would
have been detected. The beginning of the scenario does not require any
demanding actions from the user. Therefore, it is interesting to find out
what exactly caused the class 2 pose sequences.

The filter for class 2 poses is used and four pose avatars appear in the room.
They are visualized in figure 5.10. Two of these poses are situated close to the
shelf. They show the user picking up boxes. The poses near the table show
the avatar with a slight bend back. The pose closer to the table probably
happened while the user was picking up boxes from the board. The other
pose might show the user in the beginning of the session looking at the
watch menu. A view on the timeline confirms this assumption. The timeline
above the right avatar also shows that this pose represents multiple pose
sequences at the beginning of the session. Figure 5.11 shares a closer look at
these poses. The assumption can be made that the bend back caused all these
pose 2 sequences. Maybe the pelvis tracker was not positioned correctly and
that caused the bend back. To be sure about this, the replay tool is used.
Figure 5.12 shows the essential frames of the replay. The replay shows that
the bend back indeed caused all pose 2 sequences at the beginning of the
session. The possibility of an incorrect attachment of the pelvis tracker can
be excluded. Instead, the user probably tested the ergonomic evaluation
by raising the legs one after another. These movements caused a slight
bend back. Also, the user maintained a bend back when performing the
teleportation. The system considers the time that is needed to move from
one place to another, and additionally it assumes that the bend back is
maintained during this movement process. This and the following down
bending to grab the first box caused the longest pose class 2 sequence.

The frequent occurrence of pose class 2 in the beginning of the session is
not worrying and no further actions are required.
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Figure 5.10: The filter for pose class 2 visualizes four pose avatars. The picture shows an
overview of the scene, where these pose avatars are displayed.

Figure 5.11: The pose class 2 filter visualized two poses near the table. The left pose shows
the user while picking up a box from the board. The right pose shows the user
in the beginning of the session. The timeline (enlarged in the right picture)
shows that this pose represents multiple pose sequences in the beginning of
the session.
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Figure 5.12: The replay shows that the bent back caused the pose class 2 occurrences. The
user probably tested the ergonomic evaluation and performed unnecessary
movements. The teleportation was also executed with a bent back.

5.3.6 Analysis Conclusion

After finishing the analysis process, adaptions to the virtual scene can be
made. Some areas were found that caused problematic postures. After
performing some adjustments on the virtual scene, a further ergonomic
evaluation can be carried out to check if the changes were effective.

According to the analysis results, the following conclusions were made: The
Box of load grade 2 on the lower level of the shelf caused the user to bend
down in a problematic way. The box could be positioned on a higher level
of the shelf to avoid this problem. The user could also be trained to bend
down in the right way.

A further problem was pointed out when the user was lifting a box of load
grade 3 from the board onto the table. The problem here was the position of
the back. Here, too, a training can be beneficial to teach the user to pick up
objects in the right way, e.g. by bending the legs and by keeping a straight
back.

The box above 20 kg on the third level of the shelf did not cause an er-
gonomic problem. Nevertheless, the virtual simulation in that regard may
not be realistic enough. Weight cannot be experienced in the VE, therefore
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the user’s behaviour in the real world could be different. For example,
the user would probably pick up a box of that weight with both hands.
Therefore, it could be suggested to position the box on a lower level of the
shelf.

The user can change the position of one or both boxes and start the er-
gonomic evaluation once more. This time the user can also try to bend
down in another way or to grab the heavy box with both hands. After-
wards, the analysis process can be started once more to see how the changes
affected the ergonomic assessment.
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The analysis of the example scenario showed that the system is able to point
out problematic postures in an uncomplicated and comprehensible way.
The system can convey where, when and how often problematic postures
occurred. Besides, it can provide a good overview of the evaluation session
and show how its ergonomic quality evolves over time.

The analysis panel provides tools that enable the user to find out more
about the problematic postures. The OWAS pose filters allow to investigate
the postures in more detail and enable the user to gain information about
the poses composition and answer the question why they were rated as
problematic.

Furthermore, the provided tools allow to investigate the evaluation session
more thoroughly. This enables the user to gain more information about
problematic pose sequences. Additionally, the user is also able to check other
pose sequences that do not indicate a high risk according to the ergonomic
evaluation. This allows the user to not only experience the results of the
objective assessment, but to also perform a subjective analysis. This enables
the user to also form their own opinion about the evaluation session. This
can be helpful, especially in the current state of the application, where only
one evaluation method is used.

The integration of the analysis process into the same VE turned out to
be convenient and time saving. An analysis can be started right after an
ergonomic evaluation was carried out. No adjustments need to be performed.
Also, after the analysis another ergonomic evaluation can be started to retry
the same scenario or to evaluate another one. More time could be saved
by also including the workplace modification process into the same VE.
Currently, only the position of pick-up objects can be changed in the scene.
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To perform bigger adjustments, e.g. to change the height of a shelf, a scene
modification mode could be added.

The application evaluation showed a satisfactory result. Nevertheless, poten-
tial for further improvements were detected. These improvement possibili-
ties will be discussed in the following and concern the interaction system,
the ergonomic evaluation, the used hardware and the analysis process.

In the current state of the application, it is possible to pick up objects with
one hand, no matter how heavy they are. Weight cannot be experienced
easily in VEs and therefore nothing forces the user to use both hands to
lift heavy objects. This case could be experienced in the example scenario,
where a more than 20 kg heave box was picked up with one hand. Future
improvements of the system should include constraints for pick up objects.
These constraints could state whether the object can be picked up by one
hand or if both hands are required. This would make the ergonomic as-
sessment more realistic. If two handed pick ups are enabled, also another
locomotion system is needed. If both hands are unavailable, the gun gesture
cannot be used to perform the teleportation. A possible solution would be
to implement walking in place as an additional locomotion possibility.

The carrying and lifting interaction can also be improved in other ways.
Currently, the user can use the grab gesture to pick up objects. Future im-
provements could include a more physical realistic behaviour of the pick up
objects without the need of gestures. In general, the interaction possibilities
with the scene could also be extended, e.g. by including possibilities to push
or pull objects.

Currently, the application only uses the OWAS method to evaluate er-
gonomics. OWAS is a quite rough evaluation method and it is suggested
to combine it with other methods. The analysis of the example scenario
showed that OWAS has a weakness regarding carried loads. The system did
not detect a problem when the user was picking up a more than 20 kg heavy
box from a top level of the shelf. Furthermore, the classification scheme
for the weight does not distinguish if the user is a man or a woman. A
combination with a biomechanics-based method, that also considers gender
differences, could show more precise results. In general, future improve-
ments could include more evaluation methods. The user could then choose
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the methods according to the characteristics of the scenario. This would
make the application more versatile.

The used hardware has proven itself. The trackers enabled a sufficient full-
body motion tracking and the finger tracking of the gloves was satisfactory.
Nevertheless, potential for improvement was detected. The full-body track-
ing was sufficient, but it could be more precise. Currently, the position of
the elbows and the shoulders cannot be clearly determined. Therefore, the
OWAS method had to be adapted, as the torsos twist could not be detected.
It has to be considered though, that more tracking points would lead to a
more laborious usage. Furthermore, the position of the trackers should be
checked precisely. The trackers have to be attached to the body manually.
If one tracker is placed wrongly, especially the pelvis tracker, the body
tracking is inaccurate. The finger tracking of the gloves was sufficient, but
showed weaknesses when used with smaller hands. At least one bigger
and one smaller glove size should be offered. Furthermore, the wire of the
headset was sometimes distracting and caused a break-in-presence (the
feeling of presence was destroyed (Jerald, 2016)). A headset without wire
could solve this problem.

The analysis process showed a good performance, but also here potential for
improvement was detected. The static pose representation is intuitive and
comprehensible. It also displays further information regarding the OWAS
classification. To represent the grade for each body part, the same colors
were used as for the OWAS classes. This was done to avoid confusion, but
it does not allow a precise assessment. Especially for the legs, were 4 colors
are used to represent 7 possibilities. Although the right grade can be guesses
by looking at the pose avatar, a more precise color grading can be beneficial.
To make the assessment even more clear, the analysis panel could provide a
tool that allows the user to look up the OWAS assessment rules during the
analysis process. Furthermore, instead of visualizing spheres to symbolize a
carried object, a precise imitation of the carried object could be visualized.
This would give the user more information and context about the loaded
evaluation session.

The analysis of the example scenario also showed a weakness of the pose
clustering. The pose preview tool was used to detect where the heavy box
was picked up at the shelf. The pose could be detected, but the replay
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showed that the pose classification changed only for a short time, when the
user was slightly bending the legs. If the user would not have done that,
the whole sequence would have consisted of class 1 postures. In that case,
the pose might not have been detected so easily. To avoid this, a solution
is needed that distinguishes more aspects of the pose than just the OWAS
class.

The heatmap helped to identify where objects were carried and to com-
pare the time consumption. The heatmap does provide a precise spatial
information. The information regarding the time is not precise and it does
not convey information when or exactly how often the carrying exactly
happened. This can be beneficial though, e.g. to check the sequence with
the replay tool. Sequences were objects were lifted could for example, be
marked in the timeline. The ‘carrying’ and ‘walking’ filter could include
more accurate information, like concrete numbers (e.g. distance traveled,
number of objects that were picked up, ...).

As mentioned before, future improvements could include more evaluation
methods. This would also require adaptions for the analysis process. The
analysis process could then also include the possibility to compare the
results of different evaluation methods. Also, a possibility to compare
different evaluation sessions could be implemented.

Besides including more ergonomic evaluation methods, the application
could also make use of more sensors. For example, the user’s eyes could
be tracked and the hearth rate could be measured to identify when the
user experiences stress. Furthermore, the noise of the workplace could be
simulated. Ergonomics is a very broad term and also includes other aspects
than just the physical load. Nevertheless, in the end it is sufficient that the
virtual workplace prototype offers just enough details and information to
make a good design decision. This is also stated by Aromaa and Väänänen
(2016).

Finally, a more thorough evaluation and testing of the approach is needed
to further improve the application.
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This work has shown how the potential of immersive technologies can be
exploited for the analysis of ergonomic evaluations. Although some areas
for improvement were detected, the overall performance of the implemented
application was satisfactory. The analysis system provides a good overview
of the evaluation session and answers questions about the location and du-
ration of problematic posture sequences. Furthermore, tools are offered to
investigate the evaluation session in more detail and give the user more in-
formation about the ergonomic assessment. The example evaluation showed
that the system provided enough information to enable the user to make
good design decisions.

The OWAS method was used to evaluate ergonomics, but the application
could be extended for other methods. The application offers a tight data
integration that enables an ergonomic assessment in real-time and a targeted
analysis in the VE. Furthermore, the analysis process can be started right
after the ergonomic assessment in the same VE. This can accelerate the
whole evaluation and analysis process.

The use of VR enables the user to perform a subjective evaluation of the
virtual workplace. Furthermore, this application also allows the user to
form their own opinion about the analysis. Even if the system does not
detect a problem, the user can identify areas and movement sequences that
could be improved. Especially, the replay tool has proven itself to be a very
effective tool to evaluate and reflect on certain movement sequences. This is
especially beneficial in the current state of the application, where only one
ergonomic evaluation method is offered.

Overall, this work showed that the immersive evaluation of ergonomics is
useful and offers advantages over traditional, non immersive, evaluation
processes. Especially the integration of ergonomic evaluation and analysis in
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the same VE has proven to be beneficial. This work showed how ergonomic
data can be presented in a meaningful way and how the potential of the
immersive environment can be exploited for an improved information
understanding. Further work and research can help to improve the process
even more.
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Gómez-Galán, Marta et al. (2017). “Musculoskeletal disorders: OWAS re-
view.” In: INDUSTRIAL HEALTH 55.4, pp. 314–337. issn: 0019-8366,
1880-8026. doi: 10.2486/indhealth.2016-0191.

Goncu, Cagatay and Kim Marriott (2011). “GraVVITAS: Generic Multi-touch
Presentation of Accessible Graphics.” In: Human-Computer Interaction –
INTERACT 2011. Ed. by Pedro Campos et al. Red. by David Hutchison
et al. Vol. 6946. Series Title: Lecture Notes in Computer Science. Berlin,
Heidelberg: Springer Berlin Heidelberg, pp. 30–48. isbn: 978-3-642-23773-
7 978-3-642-23774-4. doi: 10.1007/978-3-642-23774-4_5.

Grajewski, Damian et al. (2013). “Application of Virtual Reality Techniques
in Design of Ergonomic Manufacturing Workplaces.” In: Procedia Com-
puter Science 25, pp. 289–301. issn: 18770509. doi: 10.1016/j.procs.
2013.11.035.

Groborz, Anna, Tomasz Tokarski, and Danuta Roman-Liu (2011). “Analy-
sis of Postural Load During Tasks Related to Milking Cows—A Case
Study.” In: International Journal of Occupational Safety and Ergonomics 17.4,

84

https://doi.org/10.1007/978-3-030-01388-2_10
https://doi.org/10.1093/occmed/kqi082
https://doi.org/10.1093/occmed/kqi082
https://www.3ds.com/products-services/delmia/
https://doi.org/10.1007/978-3-030-01388-2_1
https://doi.org/10.1007/978-3-030-01388-2_1
https://doi.org/10.1109/TVCG.2019.2929033
https://doi.org/10.1109/TVCG.2019.2929033
https://doi.org/10.2486/indhealth.2016-0191
https://doi.org/10.1007/978-3-642-23774-4_5
https://doi.org/10.1016/j.procs.2013.11.035
https://doi.org/10.1016/j.procs.2013.11.035


Bibliography

pp. 423–432. issn: 1080-3548, 2376-9130. doi: 10.1080/10803548.2011.
11076905.

Grooten, Wilhelmus Johannes Andreas and Elin Johansson (2018). “Ob-
servational Methods for Assessing Ergonomic Risks for work-related
musculoskeletal disorders. A Scoping Review.” In: Revista Ciencias de
la Salud 16, p. 8. issn: 2145-4507, 1692-7273. doi: 10.12804/revistas.
urosario.edu.co/revsalud/a.6840.

Grzybowska, Katarzyna (2010). “An OWAS-based Analysis of Storekeeper
Workloads.” In: Logistics and Transport 10, pp. 57–64. issn: 1734-2015.

Gudehus, Thomas (2008). “Entwicklung eines Verfahrens zur ergonomischen
Bewertung von Montagetätigkeiten durch Motion-Capturing.” In: p. 219.

Hanson, Lars (2000). “Computerized Tools for Human Simulation and
Ergonomic Evaluation of car Interiors.” In: Proceedings of the Human
Factors and Ergonomics Society Annual Meeting 44.38, pp. 836–839. issn:
2169-5067, 1071-1813. doi: 10.1177/154193120004403842.

HTC Vive (2020). https://www.vive.com/us/. Accessed: 2020-12-16.
IEA (2020). https://iea.cc/what-is-ergonomics/. Accessed: 2020-11-15.
Iqbal, M et al. (2021). “Working posture analysis of wall building activities

in construction works using the OWAS method.” In: IOP Conference
Series: Materials Science and Engineering 1082.1, p. 012008. issn: 1757-8981,
1757-899X. doi: 10.1088/1757-899X/1082/1/012008.

Isenberg, Petra et al. (2018). “Immersive Visual Data Stories.” In: Immersive
Analytics. Ed. by Kim Marriott et al. Vol. 11190. Series Title: Lecture Notes
in Computer Science. Cham: Springer International Publishing, pp. 165–
184. isbn: 978-3-030-01387-5 978-3-030-01388-2. doi: 10.1007/978-3-
030-01388-2_6.

JACK (2020). https://www.simsol.co.uk/products/human- factors-
simulation/jack/. Accessed: 2020-12-14.

Jayaram, Uma et al. (2006). “Introducing quantitative analysis methods into
virtual environments for real-time and continuous ergonomic evalua-
tions.” In: Computers in Industry 57.3, pp. 283–296. issn: 01663615. doi:
10.1016/j.compind.2005.12.005.

Jerald, Jason (2016). The VR book: human-centered design for virtual reality. First
edition. ACM books 8. OCLC: 945367096. New York: acm, Association
for Computing Machinery. 599 pp. isbn: 978-1-970001-13-6 978-1-970001-
12-9 978-1-970001-15-0.

85

https://doi.org/10.1080/10803548.2011.11076905
https://doi.org/10.1080/10803548.2011.11076905
https://doi.org/10.12804/revistas.urosario.edu.co/revsalud/a.6840
https://doi.org/10.12804/revistas.urosario.edu.co/revsalud/a.6840
https://doi.org/10.1177/154193120004403842
https://www.vive.com/us/
https://iea.cc/what-is-ergonomics/
https://doi.org/10.1088/1757-899X/1082/1/012008
https://doi.org/10.1007/978-3-030-01388-2_6
https://doi.org/10.1007/978-3-030-01388-2_6
https://www.simsol.co.uk/products/human-factors-simulation/jack/
https://www.simsol.co.uk/products/human-factors-simulation/jack/
https://doi.org/10.1016/j.compind.2005.12.005


Bibliography

Karhu, Osmo, Pekka Kansi, and Iikka Kuorinka (1977). “Correcting working
postures in industry: A practical method for analysis.” In: Applied Er-
gonomics 8.4, pp. 199–201. issn: 00036870. doi: 10.1016/0003-6870(77)
90164-8.

Lundqvist, Peter (1988). Working environment in farm buildings: results of
studies in livestock buildings and greenhouses. Rapport. Avdelningen för
byggnadsfunktion och miljoe. Institutionen för lantbrukets byggnad-
steknik, LBT. Sveriges Lantbruksuniversitet 58. OCLC: 18734772. Lund:
Avd., Inst., Lantbruksuniv. 235 pp. isbn: 978-91-576-3372-9.

Mahachandra, Manik, Heru Prastawa, and Dhialma Yonathan Susilo (2018).
“Working posture analysis of sweet whey powder handling at CV Cita
Nasional warehouse using OVAKO Working Posture Analysis (OWAS).”
In: SHS Web of Conferences 49. Ed. by B. Purwanggono and D. Hatta
Fudholi, p. 02013. issn: 2261-2424. doi: 10.1051/shsconf/20184902013.

Makowski, Dominique et al. (2017). ““Being there” and remembering it:
Presence improves memory encoding.” In: Consciousness and Cognition
53, pp. 194–202. issn: 10538100. doi: 10.1016/j.concog.2017.06.015.

Manus Gloves (2021). https://www.manus-vr.com/. Accessed: 2021-04-26.
Marriott, Kim et al. (2018). “Immersive Analytics: Time to Reconsider the

Value of 3D for Information Visualisation.” In: Immersive Analytics. Ed. by
Kim Marriott et al. Vol. 11190. Series Title: Lecture Notes in Computer
Science. Cham: Springer International Publishing, pp. 25–55. isbn: 978-
3-030-01387-5 978-3-030-01388-2. doi: 10.1007/978-3-030-01388-2_2.

Mujber, T.S., T. Szecsi, and M.S.J. Hashmi (2004). “Virtual reality applications
in manufacturing process simulation.” In: Journal of Materials Processing
Technology 155-156, pp. 1834–1838. issn: 09240136. doi: 10.1016/j.
jmatprotec.2004.04.401.

Nawo (2020). https://nawo-solution.com/. Accessed: 2020-11-30.
Oculus (2020). https://www.oculus.com/. Accessed: 2020-12-16.
Pang, Jiazhen et al. (2018). “Subjective and Objective Comprehensive Evalu-

ation of Cockpit Operation Efficiency Based on Virtual Reality.” In: 2018
5th International Conference on Information Science and Control Engineer-
ing (ICISCE). 2018 5th International Conference on Information Science
and Control Engineering (ICISCE). Zhengzhou: IEEE, pp. 538–543. isbn:
978-1-5386-5500-9. doi: 10.1109/ICISCE.2018.00118.

Pontonnier, C., G. Dumont, and T. Duval (2014). “Ergonomics and Virtual
Reality: VISIONAIR Project Examples.” In: EuroVR.

86

https://doi.org/10.1016/0003-6870(77)90164-8
https://doi.org/10.1016/0003-6870(77)90164-8
https://doi.org/10.1051/shsconf/20184902013
https://doi.org/10.1016/j.concog.2017.06.015
https://www.manus-vr.com/
https://doi.org/10.1007/978-3-030-01388-2_2
https://doi.org/10.1016/j.jmatprotec.2004.04.401
https://doi.org/10.1016/j.jmatprotec.2004.04.401
https://nawo-solution.com/
https://www.oculus.com/
https://doi.org/10.1109/ICISCE.2018.00118


Bibliography

Ramsis (2020). https://www.human-solutions.com/en/products/ramsis-
general/index.html. Accessed: 2020-11-30.

Ray, Soumitry J. and Jochen Teizer (2012). “Real-time construction worker
posture analysis for ergonomics training.” In: Advanced Engineering
Informatics 26.2, pp. 439–455. issn: 14740346. doi: 10.1016/j.aei.2012.
02.011.

Renderpeople (2021). https://renderpeople.com/free-3d-people/. Ac-
cessed: 2021-04-25.

Roman-Liu, Danuta (2014). “Comparison of concepts in easy-to-use methods
for MSD risk assessment.” In: Applied Ergonomics 45.3, pp. 420–427. issn:
00036870. doi: 10.1016/j.apergo.2013.05.010.

SilverTm (2021). https://www.unrealengine.com/marketplace/en-US/
product/3e2a3cb997cf47b1ab782a67957bfed0. Accessed: 2021-04-28.

Sony Playstation VR (2020). https://www.playstation.com/en-us/ps-vr/.
Accessed: 2020-12-16.

Stoffert, Gerhard (1985). “Analyse und Einstufung von Körperhaltungen
bei der Arbeit nach der OWAS-Methode.” In: Zeitschrift für Arbeitswis-
senschaft 39 (11NF).

Takala, Esa-Pekka et al. (2010). “Systematic evaluation of observational
methods assessing biomechanical exposures at work.” In: Scandinavian
Journal of Work, Environment & Health 36.1, pp. 3–24. issn: 0355-3140,
1795-990X. doi: 10.5271/sjweh.2876.

Unreal Engine (2021). https://www.unrealengine.com/en-US/. Accessed:
2021-04-26.

Wahyudi, M. Arip, Wike A.P. Dania, and Rizky L.R. Silalahi (2015). “Work
Posture Analysis of Manual Material Handling Using OWAS Method.”
In: Agriculture and Agricultural Science Procedia 3, pp. 195–199. issn:
22107843. doi: 10.1016/j.aaspro.2015.01.038.

Whitman, L.E. et al. (2004). “Virtual Reality: Its Usefulness for Ergonomic
Analysis.” In: Proceedings of the 2004 Winter Simulation Conference, 2004.
2004 Winter Simulation Conference, 2004. Vol. 2. Washington, D.C.: IEEE,
pp. 665–670. isbn: 978-0-7803-8786-7. doi: 10.1109/WSC.2004.1371525.

Wilson, John R. (1999). “Virtual environments applications and applied
ergonomics.” In: Applied Ergonomics 30.1, pp. 3–9. issn: 00036870. doi:
10.1016/S0003-6870(98)00040-4.

87

https://www.human-solutions.com/en/products/ramsis-general/index.html
https://www.human-solutions.com/en/products/ramsis-general/index.html
https://doi.org/10.1016/j.aei.2012.02.011
https://doi.org/10.1016/j.aei.2012.02.011
https://renderpeople.com/free-3d-people/
https://doi.org/10.1016/j.apergo.2013.05.010
https://www.unrealengine.com/marketplace/en-US/product/3e2a3cb997cf47b1ab782a67957bfed0
https://www.unrealengine.com/marketplace/en-US/product/3e2a3cb997cf47b1ab782a67957bfed0
https://www.playstation.com/en-us/ps-vr/
https://doi.org/10.5271/sjweh.2876
https://www.unrealengine.com/en-US/
https://doi.org/10.1016/j.aaspro.2015.01.038
https://doi.org/10.1109/WSC.2004.1371525
https://doi.org/10.1016/S0003-6870(98)00040-4

	Abstract
	Introduction
	Background and Related Work
	Ergonomics
	Evaluation Methods for Physical Load
	Ovako Working posture Analysis System (OWAS)

	Virtual Reality (VR)
	VR Applications

	VR and Ergonomics
	Immersive Analytics

	Concept
	Goals
	System Overview
	Workflow Overview
	Requirements
	System Design


	Implementation
	User Representation
	Avatar Animation
	Avatar Calibration

	Interaction and Locomotion System
	Gestures
	User Interfaces

	Ergonomic Evaluation
	OWAS
	Real-Time Result Visualization
	Result Storage

	Analysis and Visualization
	Overview
	Filter
	Static Pose Avatar
	Heatmap
	Pose Preview
	Replay
	Dynamic Replay Avatar

	Technical Details
	Soft- and Hardware Resources
	Timing of Algorithms and System Specification


	Application Evaluation
	Scenario Description
	Scenario Simulation and Data Collection
	Example Analysis Process
	Identify Risky Areas
	Investigate Pose Class 4 Occurrences
	Investigate Pose Class 3 Occurrences
	Investigate Carried Load
	Further Investigations
	Analysis Conclusion


	Discussion and Future Work
	Conclusion
	Bibliography

