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#### Abstract

This thesis will take a thorough look at the generalized dynamic factor model. Under this model the observable vector process $\left\{X_{t}\right\}$ is split into two nonobservable vector processes $\left\{\chi_{t}\right\}$ and $\left\{\xi_{t}\right\}$, the common and the idiosyncratic component. The common component is driven by an underlying $q$-dimensional white noise vector process $\left\{u_{t}\right\}$ which is common to all components of $\left\{\chi_{t}\right\}$. Compared to other models in the area of dynamic factor models, this model allows for correlation of the idiosyncratic component across time and sections and is based on an infinite number of sections, making it suitable for analyzing high-dimensional vector processes. This thesis focuses on two main results, namely the characterization of the generalized dynamic factor model via the eigenvalues of the spectral density corresponding to the observable vector process and the consistent estimation of the common component in the population case as well as in the sample case.


## Contents

Abstract ..... iii
1 Introduction and Motivation ..... 1
2 Preliminaries ..... 3
2.1 Multivariate time series ..... 3
2.2 Principal components ..... 9
2.3 General definitions and theoretical results ..... 14
3 Introduction of the Generalized Dynamic Factor Model ..... 16
3.1 Setting and preparation ..... 16
3.2 Recovering the common component in the population case ..... 27
4 The Characterization Theorem ..... 37
5 Consistent Estimator for the Common Component ..... 52
5.1 Consistent estimator for the spectral density ..... 53
5.2 Proposition of estimator for the common component ..... 58
6 Estimation of the Common Component in Practice ..... 70
7 Appendix ..... 75
Bibliography ..... 78

## List of Acronyms and Symbols

| $\mathbb{N}=\{1,2, \ldots\}$ |  |
| :--- | :--- |
| $\bar{A}$ | complex conjugate of matrix $A \in \mathbb{C}^{q \times r}$ |
| $A^{\prime}$ | transpose of matrix $A \in \mathbb{C}^{q \times r}$ |
| $A_{i j}$ | entry in the $i$-th row and the $j$-th column of matrix $A \in \mathbb{C}^{q \times r}$ |
| $p_{i}$ or $(p)_{i}$ | $i$-th entry of vector $p \in \mathbb{C}^{q}$ |
| $\operatorname{Re}(X)$ | real part of $X \in \mathbb{C}$ |
| $\operatorname{Im}(X)$ | imaginary part of $X \in \mathbb{C}$ |
| $I_{q}$ | identity matrix of dimension $q \times q$ |
| $A>0$ | matrix $A$ is positive definite |
| $A \geq 0$ | matrix $A$ is semi-positive definite |
| $\mathcal{N}(\mu, \Gamma)$ | normal distribution with mean $\mu$ and covariance $\Gamma$ |
| $\mathcal{P}=(\Omega, \mathcal{F}, \mathrm{P})$ | probability space on $\Omega$ with $\sigma$-algebra $\mathcal{F}$ and probability |
|  | function P |
| $L_{2}(\mathcal{P}, \mathbb{C})$ | linear space of all complex-valued, zero-mean, measurable |
|  | and square-integrable with respect to the Lebesgue measure <br> random variables on $(\Omega, \mathcal{F}, \mathrm{P})$ |
| $\overline{\operatorname{Span}(Q)}$ | for $Q \subset L_{2}(\mathcal{P}, \mathbb{C})$ minimum closed linear subspace of $L_{2}(\mathcal{P}, \mathbb{C})$ <br>  <br> $x \perp y$ |
| containing $Q$ |  |
| $x$ and $y$ are orthogonal to one another |  |
| random variable $Z$ follows distribution $D$ |  |

## 1 Introduction and Motivation

Over the past few decades more and more data sets are being collected and therefore their analysis is becoming increasingly important. A dominant class of such data sets consists of the multivariate time series, i.e. information across time and sections, such as, for example, the returns of different shares. There are good tools and models to analyze the isolated univariate time series, however the components of the time series are intercorrelated and comprise information that would go to waste if the components of the time series would be investigated on their own. We now take a look at same concepts for modelling such structures and discuss their weaknesses. A very powerful model is the following.

The $n$-dimensional stationary zero-mean vector process $\left\{X_{t}\right\}$ follows a vector autoregressive model of order $p$, short $\operatorname{VAR}(p)$, if

$$
X_{t}=\sum_{j=1}^{p} \Phi_{j} X_{t-j}+\epsilon_{t}
$$

where $\Phi_{j}$ is an $(n \times n)$-matrix for $j \in\{1, \ldots, p\}$ and $\left\{\epsilon_{t}\right\}$ is an $n$-dimensional white noise vector process, i.e. $\mathrm{E}\left(\epsilon_{t}\right)=0, \operatorname{Var}\left(\epsilon_{t}\right)=\Gamma, \operatorname{Cov}\left(\epsilon_{t}, \epsilon_{t-j}\right)=0$ for any $t \in \mathbb{Z}$ and any $j \in \mathbb{Z} \backslash\{0\}$, [1, p.27]. There are good methods to analyze process $\left\{X_{t}\right\}$ under such a model, i.e. the $\Phi_{j}$ 's can be estimated via the YuleWalker equations. However, this approach becomes impractical for large $n$, since the parameters to estimate also grow quadratically with respect to $n$. A better suited approach would be the use of factors. Recall that a static
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$q$-factor model for an $n$-dimensional random variable $X$ with $\mathrm{E}(X)=0$ and $\operatorname{Var}(X)=\Gamma$, where $q<n$ holds if $X$ can be written as

$$
X=A Z+\epsilon,
$$

where $Z=\left(z_{1}, \ldots, z_{q}\right)^{\prime}$ is an unobservable $q$-dimensional zero-mean random vector with $\operatorname{Var}(Z)=I_{q}, A$ is a constant $(n \times q)$-matrix and $\epsilon$ is an $n$ dimensional zero-mean random variable with a diagonal covariance matrix such that $\mathrm{E}\left(Z \epsilon^{\prime}\right)=0$, $[2, \mathrm{p} .353 \mathrm{f}]$.
In 1977 Sargent and Sims introduced the so-called index model. This model can be seen as an extension of the factor model from the random variable case to the vector process case. Likewise, this model relies on an unobservable stationary common $q$-dimensional vector process $\left\{Z_{t}\right\}$ in the following way

$$
X_{t}=A(L) Z_{t}+\epsilon_{t},
$$

where $A(L)=\sum_{k=-\infty}^{\infty} A_{k} L^{k}$ is one-sided, i.e. $A_{k}=0$ for $k<0$ and where $z_{i t_{1}} \perp \epsilon_{j t_{2}}$ for any $t_{1}, t_{2} \in \mathbb{Z}$ and any $i, j \in\{1, \ldots, n\}$ as well as $\epsilon_{i t_{1}} \perp \epsilon_{j t_{2}}$ for any $t_{1}, t_{2} \in \mathbb{Z}, i, j \in\{1, \ldots, n\}$ with $i \neq j$ and $\epsilon_{i t_{1}} \perp \epsilon_{i t_{2}}$ for $i \in$ $\{1, \ldots, n\}, t_{1}, t_{2} \in \mathbb{Z}$ and $t_{1} \neq t_{2}$, according to [3]. The orthogonality of $\left\{\epsilon_{t}\right\}$ at any lead and lag is a serious restriction, which will be dropped in the generalized dynamic factor model; together with furthermore allowing for infinitely many sections this model "generalizes" the index model. The main goal of this thesis is to introduce and discuss results concerning the generalized dynamic factor model proposed by Forni, Lippi, Hallin and Reichlin in [4] and [5].

## 2 Preliminaries

The following chapter is a preparatory one. Fundamental definitions surfacing when it comes to time series analysis such as stationarity, covariance function, spectral density are recalled and their properties discussed. Then, the dynamic eigenvalues and their corresponding dynamic eigenvectors are introduced. Furthermore, the resulting dynamic principal components are defined and their use is motivated. Lastly, results and theorems with importance for subsequent chapters are given.

### 2.1 Multivariate time series

Definition 2.1. An $n$-variate stochastic process is a family of $n$-dimensional random vectors $\left\{X_{t}: t \in T\right\}$, where $X_{t}=\left(x_{1 t}, \ldots, x_{n t}\right)^{\prime}$ and $x_{i t}$ is defined on a common probability space $(\Omega, \mathcal{F}, \mathrm{P})$ for $i \in\{1, \ldots, n\}$ and $t \in T$. See [6, p.8].

Remark. A typical choice for $T$ are the integers $\mathbb{Z}$, in this thesis too. From now on only $\left\{X_{t}: t \in \mathbb{Z}\right\}$ is considered. The term ( $n$-variate stochastic) vector process will be used interchangeably with the term multivariate time series. Furthermore, $\left\{X_{t}: t \in T\right\}$ will be abbreviated as $\left\{X_{t}\right\}$. See [6, p. 8f].

Suppose now that second order moments for the vector process $\left\{X_{t}\right\}$ exist, i.e $\mathrm{E}\left(x_{i t}^{2}\right)<\infty$ for all $i \in\{1, \ldots, n\}, t \in \mathbb{Z}$. The second order properties are then specified by the mean vector

$$
\mu_{t}=\mathrm{E}\left(X_{t}\right)=\left(\mathrm{E}\left(x_{1 t}\right), \ldots, \mathrm{E}\left(x_{n t}\right)\right)^{\prime}=\left(\mu_{1 t}, \ldots, \mu_{n t}\right)^{\prime}
$$
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and the covariances

$$
\Gamma(t+h, t)=\mathrm{E}\left(\left(X_{t+h}-\mu_{t+h}\right)\left(\overline{X_{t}-\mu_{t}}\right)^{\prime}\right)=\Gamma_{i j}(t+h, t)_{i, j=1}^{n},
$$

see [6, p.402f].
Even though in practice real valued time series are primarily investigated, it makes sense to develop the theory more generally by including the complex numbers. In particular this makes sense when it comes to the Fourier transformation in which we inevitably have to leave the field of real numbers.

Definition 2.2. If second order moments exist for the stochastic vector process $\left\{X_{t}\right\}$, it is said to be (weakly) stationary if

- $\mathrm{E}\left(X_{t}\right)=m, \quad \forall t \in \mathbb{Z}$,
- $\Gamma(t+h, t)=\Gamma(s+h, s)=: \Gamma^{X}(h), \quad \forall s, t, h \in \mathbb{Z}$.

The latter function is also called covariance (matrix) function of process $\left\{X_{t}\right\}$, see [6, p.12,402f].

Definition 2.3. The $n$-dimensional vector process $\left\{Z_{t}: t \in \mathbb{Z}\right\}$ is said to be white noise with mean 0 and covariance matrix $\Gamma_{0}$ if $\left\{Z_{t}\right\}$ is stationary with mean 0 and covariance function

$$
\Gamma^{Z}(h)= \begin{cases}\Gamma_{0} & h=0 \\ 0 & h \neq 0\end{cases}
$$

See [6, p.404].
Definition 2.4. Let the covariance matrix function $\Gamma^{X}(h)$ of process $\left\{X_{t}\right\}$ be such that $\sum_{h=-\infty}^{\infty}\left|\Gamma_{i j}^{X}(h)\right|<\infty$ for all $i, j \in\{1, \ldots, n\}$, then $\Gamma^{X}(h)$ has a spectral density matrix function, or short spectral density, $\Sigma^{X}(\theta)$ which is given by

$$
\Sigma^{X}(\theta):=\frac{1}{2 \pi} \sum_{h=-\infty}^{\infty} e^{-i \theta h} \Gamma^{X}(h), \quad \theta \in[-\pi, \pi] .
$$

See [6, p.405].
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Remark. It is easy to see that $\Gamma^{X}(h)$ can be expressed in terms of $\Sigma^{X}(\theta)$ as

$$
\Gamma^{X}(h)=\int_{-\pi}^{\pi} e^{i \theta h} \Sigma^{X}(\theta) d \theta .
$$

For further information see [7, p.24].
Definition 2.5. Let $\left\{X_{t}^{1}\right\},\left\{X_{t}^{2}\right\}$ be two vector processes of dimensions $p_{1}$ and $p_{2}$. The processes $\left\{X_{t}^{1}\right\}$ and $\left\{X_{t}^{2}\right\}$ are said to be costationary if the combined process $\left\{\left(X_{t}^{1 \prime} X_{t}^{2 \prime}\right)^{\prime}\right\}$ is again stationary.

Remark. If processes $\left\{X_{t}^{1}\right\},\left\{X_{t}^{2}\right\}$ are costationary, $\left\{X_{t}^{1}\right\}$ and $\left\{X_{t}^{2}\right\}$ are stationary.

Definition 2.6. Let $\left\{X_{t}^{1}\right\}$ and $\left\{X_{t}^{2}\right\}$ be two vector processes with mean 0 and covariance functions $\Gamma^{1}(h)$ resp. $\Gamma^{2}(h)$ satisfying $\sum_{h=-\infty}^{\infty}\left|\Gamma_{i j}^{k}(h)\right|<\infty$ for $k \in\{1,2\}$ and $i, j \in\{1, \ldots, n\}$. Furthermore let $\left\{X_{t}^{1}\right\}$ and $\left\{X_{t}^{2}\right\}$ be costationary. Then the cross-spectrum $\Sigma^{X_{1} X_{2}}(\theta)$ between $\left\{X_{t}^{1}\right\}$ and $\left\{X_{t}^{2}\right\}$ is given by

$$
\Sigma^{X_{1} X_{2}}(\theta)=\frac{1}{2 \pi} \sum_{h=-\infty}^{\infty} e^{-i \theta h} \mathrm{E}\left(X_{t+h}^{1} \overline{X_{t}^{2}}\right)
$$

Definitions are prompted by and based on [8, p.657f].
An important class of transformations for time series form the so-called linear filters. They can be seen as some sort of extension of a linear map, which takes into consideration the dynamics of the time series.

Definition 2.7. Let sequence $\left(\psi_{j}\right)_{j \in \mathbb{Z}}$ consisting of $(k \times n)$-matrices be such that it transforms an $n$-dimensional input series $\left\{X_{t}\right\}$ into a $k$-dimensional output series $\left\{Y_{t}\right\}$ by

$$
Y_{t}=\sum_{j=-\infty}^{\infty} \psi_{j} X_{t-j}=: \psi(L) X_{t} .
$$

Then $\left\{Y_{t}\right\}$ is said to be obtained by filtering $\left\{X_{t}\right\}$ with $\left(\psi_{j}\right)_{j \in \mathbb{Z}}$. See [6, p.152ff].

## 2 Preliminaries

Remark. Under the assumption that $\left(\psi_{j}\right)_{j \in \mathbb{Z}}$ is absolutely summable and $\mathrm{E}\left(x_{i t}^{2}\right)<\infty$ for any $i \in\{1, \ldots, n\}, t \in \mathbb{Z}, Y_{t}$ is the mean square limit of $\sum_{j=-n}^{n} \psi_{j} X_{t-j}$ as $n$ goes to infinity. However, if $\left\{X_{t}\right\}$ is a white noise vector process, the assumption of the absolute summability of $\left(\psi_{j}\right)_{j \in \mathbb{Z}}$ can be replaced by the slightly weaker assumption of square summability of the matrices $\left(\psi_{j}\right)_{j \in \mathbb{Z}}$. Information on the univariate case which can be easily extended to the multivariate case can be found in [6, p.83f]. The therein discussed arguments can be modified for the square summability and the white noise case. An extremely important property concerning filters fulfilling the appropriate summability condition for convergence of the output series $\left\{Y_{t}\right\}$ is the fact that a stationary process is still stationary after filtering. Details can be found in [6, p. $83 f]$.

An important group of filters are the filters associated with a function.
Definition 2.8. Let $f(\theta)=\left(f_{1}(\theta), \ldots, f_{n}(\theta)\right) \in L_{2}^{n}([-\pi, \pi], \mathbb{C})$ be a row vector and consider its Fourier expansion

$$
f(\theta)=\sum_{k=-\infty}^{\infty} f_{k} e^{-i k \theta}
$$

with row vector $f_{k}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(\theta) e^{i k \theta} d \theta \in \mathbb{C}^{n}$. The square summable $(1 \times n)$ dimensional filter

$$
\underline{f}(L):=\sum_{k=-\infty}^{\infty} f_{k} L^{k}
$$

is the filter associated with function $f(\theta)$. Furthermore, we have for the complex conjugate $\overline{f(\theta)}$ ' the decompositon

$$
\overline{f(\theta)^{\prime}}=\sum_{k=-\infty}^{\infty} \overline{f_{k}^{\prime}} e^{i k \theta}
$$

The corresponding filter will be defined as

$$
\sum_{k=-\infty}^{\infty}{\overline{f_{k}^{\prime}}}^{\prime-k}=: \underline{\underline{f}(L)^{\prime}}
$$

See [4, p.5f].
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In the definition above we have derived a filter from a function. Conversely, we can construct a function from a filter.

Definition 2.9. Let $a(L)=\sum_{k=-\infty}^{\infty} a_{k} L^{k}$ be a square summable $(1 \times n)$ dimensional filter, we define

$$
a^{\circ}(\theta)=a\left(e^{-i \theta}\right)=\sum_{k=-\infty}^{\infty} a_{k} e^{-i k \theta}
$$

in $L_{2}^{n}([-\pi, \pi], \mathbb{C})$ to be the function associated with filter $a(L)$, see [4, p.5f].

These definitions can be easily carried over to matrix functions and filters consisting of matrices.

Before continuing we introduce the following notation for an $n$-dimensional vector $f(\theta)$,

$$
|f(\theta)|^{2}=\sum_{i=1}^{n}\left|f_{i}(\theta)\right|^{2}
$$

The following lemma will show that the square summability of an $n$-dimesional filter is in fact equivalent to the associated function being in $L_{2}^{n}([-\pi, \pi], \mathbb{C})$ as seen in [4, p.4f].

Lemma 2.1. With norm and inner product on $L_{2}^{n}([-\pi, \pi], \mathbb{C})$ given by

$$
\|f\|=\sqrt{\frac{1}{2 \pi} \int_{-\pi}^{\pi} \sum_{i=1}^{n}\left|f_{i}(\theta)\right|^{2} d \theta}, \quad\langle f, g\rangle=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \sum_{i=1}^{n} f_{i}(\theta) \overline{g_{i}(\theta)} d \theta
$$

it holds that

$$
\sum_{k=-\infty}^{\infty}\left|f_{k}\right|^{2}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \sum_{i=1}^{n}\left|f_{i}(\theta)\right|^{2} d \theta=\|f\|^{2}
$$

Proof. W.l.o.g assume $n=1$, then

$$
|f(\theta)|^{2}=\sum_{k=-\infty}^{\infty} f_{k} e^{-i k \theta} \sum_{l=-\infty}^{\infty} \bar{f}_{l} e^{i l \theta}
$$
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and hence

$$
\|f\|^{2}=\frac{1}{2 \pi} \int_{-\pi}^{\pi}|f(\theta)|^{2} d \theta=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \sum_{k=-\infty}^{\infty} f_{k} e^{-i k \theta} \sum_{l=-\infty}^{\infty} \bar{f}_{l} e^{i l \theta} d \theta=\sum_{k=-\infty}^{\infty}\left|f_{k}\right|^{2} .
$$

Next, we want to investigate the relationship between the spectral density of a process and the spectral density of a filtered version. As we have remarked above, depending on the process $\left\{X_{t}\right\}$ there can be a weaker summability condition applied in order for a stationary mean square limit to exist. This will also be taken in consideration in the next lemma, which is based on $[1$, p.5f].

Lemma 2.2. Let $\left\{X_{t}\right\}$ be an $n$-dimensional vector process with covariance function $\Gamma^{X}(h)$ and spectral density $\Sigma^{X}(\theta)$. Let $a(L)$ be a square summable $n$-dimensional filter with associated function $a^{\circ}(\theta)=a\left(e^{-i \theta}\right)$ in case $\left\{X_{t}\right\}$ is white noise and let $a(L)$ be absolutely summable otherwise. Define a new process $\left\{Z_{t}\right\}$ by $Z_{t}=a(L) X_{t}$. Then its spectral density matrix $\Sigma^{Z}(\theta)$ is given by

$$
\Sigma^{Z}(\theta)=a\left(e^{-i \theta}\right) \Sigma^{X}(\theta) a\left(e^{i \theta}\right)^{\prime}=a^{\circ}(\theta) \Sigma^{X}(\theta) \overline{a^{\circ}(\theta)^{\prime}}
$$

Proof. Let $\left(a_{k}\right)_{k \in \mathbb{Z}}$ be the coefficients of filter $a(L)$. Then for the covariance function $\Gamma^{Z}(h)$ of the process $\left\{Z_{t}\right\}$ it holds that

$$
\begin{aligned}
\Gamma^{Z}(h) & =\operatorname{Cov}\left(a(L) X_{t+h}, a(L) X_{t}\right)=\operatorname{Cov}\left(\sum_{k=-\infty}^{\infty} a_{k} X_{t+h-k}, \sum_{k=-\infty}^{\infty} a_{k} X_{t-k}\right) \\
& =\sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} a_{k} \operatorname{Cov}\left(X_{t+h-k}, X_{t-l}\right) \bar{a}_{l}^{\prime}=\sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} a_{k} \Gamma^{X}(h-k+l) \bar{a} l_{l}^{\prime} .
\end{aligned}
$$

By definition, it holds that

$$
\Sigma^{Z}(\theta)=\frac{1}{2 \pi} \sum_{h=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} a_{k} \Gamma^{X}(h-k+l) \bar{a}_{l}^{\prime} e^{-i h \theta}
$$
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which is by an index shift the same as

$$
\frac{1}{2 \pi} \sum_{h=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} a_{k} \Gamma^{X}(h) \bar{a}_{l}^{\prime} e^{-i(h+k-l) \theta}
$$

Finally we have that

$$
\frac{1}{2 \pi} \sum_{h=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} a_{k} e^{-i k \theta} \Gamma^{X}(h){\overline{a_{l}}}^{\prime} e^{i l \theta} e^{-i h \theta}=\frac{1}{2 \pi} \sum_{h=-\infty}^{\infty} a^{\circ}(\theta) \Gamma^{X}(h) \overline{a^{\circ}(\theta)^{\prime}} e^{-i h \theta}
$$

which is again by definition of the spectral density

$$
a^{\circ}(\theta) \Sigma^{X}(\theta) \overline{a^{\circ}(\theta)^{\prime}}
$$

Remark. Analogously it can be proven that for filters $a(L)$ and $b(L)$ the cross-spectrum between $a(L) X_{t}$ and $b(L) X_{t}$ is given by $a^{\circ}(\theta) \Sigma^{X}(\theta) \overline{b^{\circ}(\theta)^{\prime}}$.

### 2.2 Principal components

Linear filters are commonly used to transform a stationary time series into another stationary time series. In the following section we will investigate a specific filter which is linked with approximating a stationary time series by a filtered version of itself, namely the filter associated with its principal components.

Assume $\left\{X_{t}\right\}$ is a stationary $n$-dimensional vector process with $\mathrm{E}\left(X_{t}\right)=0$ and covariance function $\Gamma^{X}(h)$ having absolutely summable entries in order for the spectral density $\Sigma^{X}(\theta)$ to exist.
The objective here is to find a stationary $q$-dimensional time series $\left\{\xi_{t}\right\}$ with $q<n$ such that this time series contains "as much information as possible"
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about the original $\left\{X_{t}\right\}$, i.e. find sequences $\left(B_{j}\right)_{j \in \mathbb{Z}}$ and $\left(C_{j}\right)_{j \in \mathbb{Z}}$ of $(q \times n)$ resp. $(n \times q)$-matrices, generating the following series

$$
\xi_{t}=\sum_{j=-\infty}^{\infty} B_{j} X_{t-j}=B(L) X_{t}
$$

and

$$
X_{t}^{*}=\sum_{j=-\infty}^{\infty} C_{j} \xi_{t-j}=C(L) \xi_{t}=C(L) B(L) X_{t}
$$

such that

$$
\mathrm{E}\left|X_{t}-X_{t}^{*}\right|^{2}
$$

is minimized. Since the rank of the covariance matrix corresponding to vector process $\left\{X_{t}^{*}\right\}$ cannot exceed $q$, this filtering is also referred to as rank reduction of $\left\{X_{t}\right\}$. See also [7, p.337ff]. Before determining filters $B(L)$ and $C(L)$, we take a look at the static case, i.e. we consider a single $n$-dimensional random vector $X$. The following result is well known from multivariate statistics and is taken from [7, p.339f].

Theorem 2.1. Let $X$ be an $n$-dimensional random vector with mean 0 and covariance matrix $\Gamma$. Then

$$
\mathrm{E}|X-C B X|^{2}
$$

for $C$ resp. $B$ an $(n \times q)$ resp. $(q \times n)$-matrix is minimized by

$$
B=\left(p_{1}^{\prime}, \ldots, p_{q}^{\prime}\right)^{\prime}, \quad C=\bar{B}^{\prime}
$$

where $p_{1}, \ldots, p_{q}$ are the eigenvectors seen as row vectors to the corresponding eigenvalues $\lambda_{1}, \ldots, \lambda_{q}$ of covariance matrix $\Gamma$ in descending order. The vector $p_{j} X$ is called the $j$-th principal component of the random vector $X$.

An analogous result can be deduced for a time series, now taking into account the time dynamics. First, we introduce some essential definitions.
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Definition 2.10. Let $\left\{X_{t}\right\}$ be an $n$-dimensional zero-mean stationary process with covariance function $\Gamma^{X}(h)$ and spectral density $\Sigma^{X}(\theta)$. For $i \in\{1, \ldots, n\}$ define the function

$$
\lambda_{i}^{X}:[-\pi, \pi] \longrightarrow \mathbb{R},
$$

where $\lambda_{i}^{X}(\theta)$ is the $i$-th eigenvalue of $\Sigma^{X}(\theta), \theta \in[-\pi, \pi]$, in descending order. The functions $\lambda_{i}^{X}, i \in\{1, \ldots, n\}$ are called the dynamic eigenvalues of $\Sigma^{X}$. The $n$ functions $p_{i}:[-\pi, \pi] \rightarrow \mathbb{C}^{n}$ as row vectors for $i \in\{1, \ldots, n\}$ fullfilling

- $\left|p_{i}(\theta)\right|=1, \quad \forall \theta \in[-\pi, \pi]$,
- $p_{i}(\theta) \overline{p_{j}(\theta)^{\prime}}=0, \quad i \neq j, \forall \theta[-\pi, \pi]$,
- $p_{i}(\theta) \Sigma^{X}(\theta)=\lambda_{i}(\theta) p_{i}(\theta), \quad \forall \theta \in[-\pi, \pi]$.
are called the dynamic eigenvectors of $\Sigma^{X}$. See [5, p.542].
Remark. Note that the eigenvector $p_{j}(\theta)$ can and will be chosen such that $p_{j}(\theta)$ is continuous for $j \in\{1, \ldots, n\}$.

Theorem 2.2. Let $\left\{X_{t}\right\}$ be an $n$-dimensional zero mean stationary vector process having an absolutely summable covariance function $\Gamma^{X}(h)$ and spectral density $\Sigma^{X}(\theta)$. Then $\left(B_{j}\right)_{j \in \mathbb{Z}}$ and $\left(C_{j}\right)_{j \in \mathbb{Z}}$ which minimize

$$
\mathrm{E}\left|X_{t}-C(L) B(L) X_{t}\right|^{2}
$$

are given by

$$
\begin{aligned}
& B_{k}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} B^{\circ}(\theta) e^{i k \theta} d \theta \\
& C_{k}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} C^{\circ}(\theta) e^{i k \theta} d \theta
\end{aligned}
$$

where $B^{\circ}(\theta)=\left(p_{1}(\theta)^{\prime}, \ldots, p_{q}(\theta)^{\prime}\right)^{\prime}$ and $C^{\circ}(\theta)=\overline{B^{\circ}(\theta)^{\prime}}$ with $p_{i}(\theta)$ being the eigenvector corresponding to the $i$-th largest eigenvalue of $\Sigma^{X}(\theta)$. The theorem can be found in [7, p.344].
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Proof. We have

$$
\begin{aligned}
& \mathrm{E}\left|X_{t}-C(L) B(L) X_{t}\right|^{2}= \\
& \mathrm{E}\left(\left(\overline{X_{t}-C(L) B(L) X_{t}}\right)^{\prime}\left(X_{t}-C(L) B(L) X_{t}\right)\right)= \\
& \mathrm{E}\left(\operatorname{tr}\left(\left(\overline{I_{q}-C(L) B(L)}\right)^{\prime} \bar{X}_{t}^{\prime} X_{t}\left(I_{q}-C(L) B(L)\right)\right)\right)= \\
& \operatorname{tr}\left(\mathrm{E}\left(\left(I_{q}-C(L) B(L)\right) X_{t} \bar{X}_{t}^{\prime}\left(\overline{I_{q}-C(L) B(L)}\right)^{\prime}\right)\right)= \\
& \operatorname{tr}\left(\int_{-\pi}^{\pi}\left(I_{q}-C^{\circ}(\theta) B^{\circ}(\theta)\right) \Sigma^{X}(\theta)\left(\overline{I_{q}-C^{\circ}(\theta) B^{\circ}(\theta)}\right)^{\prime} d \theta\right)= \\
& \int_{-\pi}^{\pi} \operatorname{tr}\left(\left(I_{q}-C^{\circ}(\theta) B^{\circ}(\theta)\right) \Sigma^{X}(\theta)\left(\overline{I_{q}-C^{\circ}(\theta) B^{\circ}(\theta)}\right)^{\prime}\right) d \theta,
\end{aligned}
$$

which follows from basic properties of the trace and the fact that by the relationship between the spectral density and the covariance function for some process $A(L) X_{t}=Z_{t}$ we have

$$
\mathrm{E}\left(A(L) X_{t}{\overline{X_{t}^{\prime}}}^{\prime} \overline{A(L)^{\prime}}\right)=\Gamma^{Z}(0)=\int_{-\pi}^{\pi} \Sigma^{Z}(\theta) d \theta=\int_{-\pi}^{\pi} A^{\circ}(\theta) \Sigma^{X}(\theta) \overline{A^{\circ}(\theta)^{\prime}}
$$

with application of Lemma 2.2. Hence by the above observations it suffices to minimize $\operatorname{tr}\left(\left(I_{q}-A^{\circ}(\theta)\right) \Sigma^{X}(\theta)\left(\overline{I_{q}-A^{\circ}(\theta)}\right)^{\prime}\right)$ for fixed $\theta$, where $A^{\circ}(\theta)=$ $C^{\circ}(\theta) B^{\circ}(\theta)$ is a matrix of rank $q$. The integrand can be rewritten with convention $\left(\Sigma^{X}(\theta)\right)^{1 / 2}=\Sigma^{1 / 2}(\theta)$ as

$$
\operatorname{tr}\left(\left(\Sigma^{1 / 2}(\theta)-A^{\circ}(\theta) \Sigma^{1 / 2}(\theta)\right)\left(\overline{\Sigma^{1 / 2}(\theta)-A^{\circ}(\theta) \Sigma^{1 / 2}(\theta)}\right)^{\prime}\right)
$$

Define for fixed $\theta, M:=\Sigma^{1 / 2}(\theta)-A^{\circ}(\theta) \Sigma^{1 / 2}(\theta)$. Notice that the trace here is the sum of the eigenvalues of $M \bar{M}^{\prime}$. Thus minimizing the trace of $M \bar{M}^{\prime}$ involves minimizing its eigenvalues. Set $W=A^{\circ}(\theta) \Sigma^{1 / 2}(\theta)$ and denote by $\tilde{\lambda}_{i}(\theta)$ the $i$-th largest eigenvalue of $M \bar{M}^{\prime}$ and by $\lambda_{i}(\theta)$ the $i$-th largest eigenvalue of $\Sigma^{X}(\theta)$. Then by Courant-Fisher, Lemma 7.1 from the Appendix, it holds that

$$
\begin{aligned}
\tilde{\lambda}_{k} & =\inf _{\substack{D(k-1) \times n \\
\text { matrix }}} \sup _{\substack{D y=0 \\
y \in \mathbb{C}^{n}}} \frac{\bar{y}^{\prime} M \bar{M}^{\prime} y}{\bar{y}^{\prime} y} \geq \inf _{\begin{array}{c}
D(k-1) \times n \\
\text { matrix }
\end{array}} \sup _{\substack{D y=0 \\
\bar{W}^{\prime} y=0 \\
y \in \mathbb{C}^{n}}} \frac{\bar{y}^{\prime} M \bar{M}^{\prime} y}{\bar{y}^{\prime} y} \\
& \geq \inf _{\substack{D(k-1) \times n \\
\text { matrix }}} \sup _{\substack{D y=0 \\
\bar{W}^{\prime} y=0 \\
y \in \mathbb{C}^{n}}} \frac{\bar{y}^{\prime} \Sigma^{1 / 2}(\theta) \overline{\Sigma^{1 / 2}(\theta)^{\prime} y}}{\bar{y}^{\prime} y} \geq \inf _{\begin{array}{c}
(k+q-1) \times n \\
\text { matrix }
\end{array}}^{\sup _{\substack{D y=0 \\
y \in \mathbb{C}^{n}}} \frac{\bar{y}^{\prime} \Sigma^{X}(\theta) y}{\bar{y}^{\prime} y}=\lambda_{k+q} .}
\end{aligned}
$$
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If one can show that $A^{\circ}(\theta)$ can be chosen such that $\tilde{\lambda}_{k}$ equals $\lambda_{k+q}$ for $k \in$ $\{1, \ldots, n-q\}$, the trace is minimized. We propose

$$
A^{\circ}(\theta)=\sum_{j=1}^{q} \overline{p_{j}(\theta)^{\prime}} p_{j}(\theta)
$$

and since $\Sigma^{1 / 2}(\theta)$ can be written as

$$
\Sigma^{1 / 2}(\theta)=\sum_{j=1}^{n} \lambda_{j}^{1 / 2}(\theta) \overline{p_{j}(\theta)^{\prime}} p_{j}(\theta)
$$

it follows that $\left(\Sigma^{1 / 2}(\theta)-A^{\circ}(\theta) \Sigma^{1 / 2}(\theta)\right)$ equals

$$
\begin{aligned}
& \sum_{j=1}^{n} \lambda_{j}^{1 / 2}(\theta) \overline{p_{j}(\theta)^{\prime}} p_{j}(\theta)-\sum_{j=1}^{q} \overline{p_{j}(\theta)^{\prime}} p_{j}(\theta) \sum_{j=1}^{n} \lambda_{j}^{1 / 2}(\theta) \overline{p_{j}(\theta)^{\prime}} p_{j}(\theta)= \\
& \sum_{j=1}^{n} \lambda_{j}^{1 / 2}(\theta) \overline{p_{j}(\theta)^{\prime}} p_{j}(\theta)-\sum_{j=1}^{q} \lambda_{j}^{1 / 2}(\theta) \overline{p_{j}(\theta)^{\prime}} p_{j}(\theta)=\sum_{j=q+1}^{n} \lambda_{j}^{1 / 2}(\theta) \overline{p_{j}(\theta)^{\prime}} p_{j}(\theta) .
\end{aligned}
$$

And finally $\operatorname{tr}\left(M \bar{M}^{\prime}\right)$ equals

$$
\left.\overline{\left(\sum_{j=q+1}^{n} \lambda_{j}^{1 / 2}(\theta) \overline{p_{j}(\theta)^{\prime}} p_{j}(\theta)\right.}\right)^{\prime}\left(\sum_{j=q+1}^{n} \lambda_{j}^{1 / 2}(\theta) \overline{p_{j}(\theta)^{\prime}} p_{j}(\theta)\right)=\sum_{j=q+1}^{n} \lambda_{j}(\theta)
$$

which proves that the eigenvalues $\tilde{\lambda}_{k}$ have been minimized by function $A^{\circ}(\theta)=$ $\sum_{j=1}^{q} \overline{p_{j}(\theta)^{\prime}} p_{j}(\theta)$, where $B^{\circ}(\theta)=\left(p_{1}(\theta)^{\prime}, \ldots, p_{q}(\theta)^{\prime}\right)^{\prime}$ and $C^{\circ}(\theta)=\overline{B^{\circ}(\theta)^{\prime}}$. The proof is based on [7, p.399] and [7, p.455].

Definition 2.11. Let $\left\{X_{t}\right\}$ be an $n$-dimensional vector process having spectral density $\Sigma^{X}(\theta)$. Then $\left\{p_{j}(\theta): j \in\{1, \ldots, n\}\right\}$ forms the set of dynamic eigenvectors. And $\left\{\underline{p}_{j}(L) X_{t}: j \in\{1, \ldots, n\}\right\}$, where $\underline{p}_{j}(L)$ is the filter associated with the dynamic eigenvector $p_{j}(\theta)$, is called the set of dynamic principal components of $\left\{X_{t}\right\}$, according to [4, p.6].

Remark. In general the filters $\underline{p}_{j}(L)$ are two-sided, i.e. they depend on values that occur later in time, which poses a serious problem in practice. Further
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notice that the spectral density of the $j$-th principal component $W_{t}=\underline{p}_{j}(L) X_{t}$ is by Lemma 2.2,

$$
\Sigma^{W}(\theta)=p_{j}(\theta) \Sigma^{X}(\theta) \overline{p_{j}(\theta)^{\prime}}=\lambda_{j}^{X}(\theta) .
$$

Furthermore notice that for the vector process $\left\{Y_{t}\right\}$ consisting of all $n$ principal components, i.e.

$$
Y_{t}=\left(\begin{array}{c}
\underline{p}_{1}(L) X_{t} \\
\vdots \\
\underline{p}_{n}(L) X_{t}
\end{array}\right)=\left(\begin{array}{c}
\underline{p}_{1}(L) \\
\vdots \\
\underline{p}_{n}(L)
\end{array}\right) X_{t}
$$

the spectral density is given by

$$
\Sigma^{Y}(\theta)=\left(\begin{array}{c}
p_{1}(\theta) \\
\vdots \\
p_{n}(\theta)
\end{array}\right) \Sigma^{X}(\theta)\left(\overline{p_{1}(\theta)^{\prime}}, \ldots,\left(\overline{p_{n}(\theta)^{\prime}}\right)=\operatorname{diag}\left(\lambda_{1}^{X}(\theta), \ldots, \lambda_{n}^{X}(\theta)\right)\right.
$$

Since the spectral density is a diagonal matrix, so is the covariance matrix function for any lag $h$. This means that the principal components are pairwise uncorrelated.

### 2.3 General definitions and theoretical results

Before delving into the generalized dynamic factor model, we recall important general definitions and some basic theoretical results that are fundamental for defining and proving facts about the generalized dynamic factor model.

Definition 2.12. Denote by $\mathcal{L}$ the Lebesgue measure on $\mathbb{R}$. We say, a function $f: \mathbb{R} \rightarrow \mathbb{R}$ is essentially bounded if there exist $M \in \mathbb{R}$ and subset $N \subset \mathbb{R}$ such that $|f(\theta)| \leq M$ for all $\theta \in \mathbb{R} \backslash N$ and $\mathcal{L}(N)=0$. See [4, p.8].

An important tool for the upcoming proofs is the dominated convergence theorem.
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Theorem 2.3. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of integrable functions defined on $[-\pi, \pi]$ such that

- $\lim _{n \rightarrow \infty} f_{n}(\theta)=f(\theta)$ for almost all $\theta \in[-\pi, \pi]$,
- $\left|f_{n}(\theta)\right| \leq g(\theta)$ for almost all $\theta \in[-\pi, \pi]$ and any $n \in \mathbb{N}$ for an integrable and non-negative function $g$.

Then $f$ is integrable and

$$
\lim _{n \rightarrow \infty} \int_{-\pi}^{\pi} f_{n}(\theta) d \theta=\int_{-\pi}^{\pi} f(\theta) d \theta
$$

The proof can be found in [9, p.270ff].
Theorem 2.4. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of integrable functions defined on $[-\pi, \pi]$. Let $f$ be an integrable function defined on $[-\pi, \pi]$. Suppose that either

$$
\lim _{n \rightarrow \infty} \int_{-\pi}^{\pi}\left|f_{n}(\theta)-f(\theta)\right|^{2} d \theta=0
$$

or

$$
\lim _{n \rightarrow \infty} \int_{-\pi}^{\pi}\left|f_{n}(\theta)-f(\theta)\right| d \theta=0
$$

hold. Then there exists an increasing sequence $\left(s_{n}\right)_{n \in \mathbb{N}}$ such that for almost all $\theta$ in $[-\pi, \pi]$

$$
\lim _{n \rightarrow \infty} f_{s_{n}}(\theta)=f(\theta)
$$

The theorem is taken from [4, p.8].
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In the following chapter we will define the generalized dynamic factor model for infinite dimensional vector process $\left\{X_{t}\right\}$ in an appropriately chosen setting. This model splits the observable $\left\{X_{t}\right\}$ into two non-observable infinite dimensional stationary vector processes $\left\{\chi_{t}\right\}$ and $\left\{\xi_{t}\right\}$, called the common and idiosyncratic component. Furthermore we will propose a sequence of estimators that converge in mean square to the common component $\chi_{i t}$ for any $t \in \mathbb{Z}, i \in \mathbb{N}$. The common component $\chi_{i t}$ is driven by an underlying $q$-dimensional orthogonal vector process $\left\{u_{t}\right\}$ which is "common" to all sections. So to say, the common component follows a fixed structure, whereas the idiosyncratic component can be seen as some error added to the common component. Hence, estimating the common component gives us a better insight into how the vector process $\left\{X_{t}\right\}$ behaves.

### 3.1 Setting and preparation

Now we extend the notion of $n$-dimensional stationary vector processes to infinite dimensional stationary time series $\left\{X_{t}\right\}$. Let vector process $\left\{X_{t}\right\}$ be given by $\left\{\left(x_{1 t}, x_{2 t} \ldots\right)^{\prime}: t \in \mathbb{Z}\right\}$, where $x_{i t} \in L_{2}(\mathcal{P}, \mathbb{C})$ for all $i \in \mathbb{N}, t \in \mathbb{Z}$. Additionally, assume that the $n$-dimensional time series $\left\{X_{t}^{n}: t \in \mathbb{Z}\right\}=$ $\left\{\left(x_{1 t}, \ldots, x_{n t}\right)^{\prime}: t \in \mathbb{Z}\right\}$ is stationary for all $n \in \mathbb{N}$. In particular, we are
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interested in investigating the $n$-dimensional time series $\left\{X_{t}^{n}\right\}$ for growing $n$. To this end we assume that the spectral density matrix of $\left\{X_{t}^{n}\right\}$, denoted by $\Sigma_{n}^{X}(\theta)$, exists for all $n \in \mathbb{N}$. Furthermore denote by $p_{n i}(\theta)$ the dynamic eigenvector for the corresponding $i$-th largest dynamic eigenvalue $\lambda_{n i}^{X}(\theta)$ of $\Sigma_{n}^{X}(\theta)$. The filter associated with eigenvector $p_{n i}(\theta)$ is denoted by $\underline{p}_{n i}(L)$. Consistently the covariance function of $\left\{X_{t}^{n}\right\}$ is denoted by $\Gamma_{n}^{X}(h)$. Moreover, define $X=\left\{x_{i t}: i \in \mathbb{N}, t \in \mathbb{Z}\right\}$ and $\bar{X}=\overline{\operatorname{span}}\left(\left\{x_{i t}: i \in \mathbb{N}, t \in \mathbb{Z}\right\}\right)$. Compare with [4].

Remark. The assumption on the existence of $\Sigma_{n}^{X}(\theta)$ implies together with the fact that components $x_{i t}$ are twice integrable for $i \in\{1, \ldots, n\}, t \in \mathbb{Z}$ that $\Sigma_{n}^{X}(\theta)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-i \theta h} \Gamma_{n}^{X}(h)$ is again Lebesgue measurable. The function that maps to the eigenvalues is measurable and the $\lambda_{n i}^{X}(\theta)$ 's are continuous functions of the entries of $\Sigma_{n}^{X}(\theta)$. Hence the eigenvalues $\lambda_{n i}^{X}(\theta)$ for all $n \in \mathbb{N}$ and $i \leq n$ are Lebesgue measurable in $[-\pi, \pi]$. Furthermore, the $n$ dynamic eigenvectors $p_{n i}(\theta)$ corresponding to $\lambda_{n i}(\theta)$ for vector process $\left\{X_{t}^{n}\right\}$ according to Definition 2.10 exist and are measurable. The proof can be found in the appendix of [4, p.24].

Lemma 3.1. Let $\left\{X_{t}^{n}\right\}$ be a sequence of vector processes resulting from an infinite dimensional stationary vector process $\left\{X_{t}\right\}$. For fixed $i$ with $i \leq n$ the dynamic eigenvalues $\lambda_{n i}^{X}(\theta)$ are non-decreasing functions in $n$ for any $\theta \in$ $[-\pi, \pi]$. See [4, p.4].

Proof. As above described, let $\lambda_{n i}^{X}(\theta)$ be the $i$-th largest eigenvalue of $\Sigma_{n}^{X}(\theta)$ and let $\lambda_{n+1, i}^{X}(\theta)$ be the $i$-th largest eigenvalue of $\Sigma_{n+1}^{X}(\theta)$. Notice that the $(n \times n)$-submatrix consisting of the first $n$ rows and the first $n$ columns of $\Sigma_{n+1}^{X}(\theta)$ coincides with $\Sigma_{n}^{X}(\theta)$. We apply the characterization of eigenvalues according to Courant-Fisher (Lemma 7.1). Let $i=1$.

$$
\lambda_{n+1,1}(\theta)=\max _{y \in \mathbb{C}^{n+1}} \frac{\bar{y}^{\prime} \sum_{n+1}^{X}(\theta) y}{\bar{y}^{\prime} y} \geq \max _{\substack{y_{n+1}=0 \\ y \in \mathbb{C}^{n+1}}} \frac{\bar{y}^{\prime} \sum_{n+1}^{X}(\theta) y}{\bar{y}^{\prime} y}=\max _{y \in \mathbb{C}^{n}} \frac{\bar{y}^{\prime} \Sigma_{n}^{X}(\theta) y}{\bar{y}^{\prime} y}=\lambda_{n 1}(\theta) .
$$

Now let $i>1$.

$$
\begin{aligned}
\lambda_{n+1, i}(\theta) & =\min _{D(i-1) \times(n+1)} \max _{\substack{D y=0 \\
\text { matrix } \\
y \in \mathbb{C}^{n+1}}} \frac{\bar{y}^{\prime} \Sigma_{n+1}^{X}(\theta) y}{\bar{y}^{\prime} y} \\
& \geq \min _{D(i-1) \times(n+1)} \max _{\substack{y_{n}+1=0 \\
\text { matrix } \\
\text { Dy=0 } \\
y \in \mathbb{C}^{n+1}}} \frac{\bar{y}^{\prime} \Sigma_{n+1}^{X}(\theta) y}{\bar{y}^{\prime} y} \\
& =\min _{\substack{(i-1) \times n \\
\text { matrix }}} \max _{\substack{D y=0 \\
y \in \mathbb{C}^{n+1}}} \frac{\bar{y}^{\prime} \Sigma_{n}^{X}(\theta) y}{\bar{y}^{\prime} y}=\lambda_{n i}(\theta) .
\end{aligned}
$$

This implies that $\lim _{n \rightarrow \infty} \lambda_{n i}^{X}(\theta)$ is well-defined for all $i \leq n$ and $\theta$ in $[-\pi, \pi]$. This allows for the following definition

$$
\lambda_{i}^{X}(\theta):=\lim _{n \rightarrow \infty} \lambda_{n i}^{X}(\theta)=\sup _{n \in \mathbb{N}} \lambda_{n i}^{X}(\theta),
$$

according to [4, p.4].
Before we can finally introduce the generalized dynamic factor model we need further essential definitions related to filters and infinite dimensional vector processes.

Definition 3.1. Let $\left(s_{n}\right)_{n \in \mathbb{N}}$ be a sequence of positive integers and let $\left(a_{n}(L)\right)_{n \in \mathbb{N}}$ be a sequence of $\left(1 \times s_{n}\right)$-dimensional filters with associated function $a_{n}^{\circ}(\theta)=$ $\left(a_{n 1}^{\circ}(\theta), \ldots, a_{n s_{n}}^{\circ}(\theta)\right) \in L_{2}^{s_{n}}([-\pi, \pi], \mathbb{C})$. The sequence $\left(a_{n}(L)\right)_{n \in \mathbb{N}}$ is called $d y$ namic averaging sequence, short DAS, if

$$
\lim _{n \rightarrow \infty}\left\|a_{n}^{\circ}\right\|^{2}=\lim _{n \rightarrow \infty} \frac{1}{2 \pi} \int_{-\pi}^{\pi}\left|a_{n}^{\circ}(\theta)\right|^{2} d \theta=\lim _{n \rightarrow \infty} \frac{1}{2 \pi} \int_{-\pi}^{\pi} \sum_{i=1}^{s_{n}}\left|a_{n i}^{\circ}(\theta)\right|^{2} d \theta=0 .
$$

See [4, p.6].
Definition 3.2. Let $\left\{X_{t}\right\}$ be an infinite dimensional stationary time series. Then $\left\{X_{t}\right\}$ is called idiosyncratic if $\lim _{n \rightarrow \infty} a_{n}(L) X_{t}^{s_{n}}=0$ in mean square, i.e. $\lim _{n \rightarrow \infty}\left\|a_{n}(L) X_{t}^{s_{n}}\right\|^{2}=0$, for all dynamic averaging sequences $\left(a_{n}(L)\right)_{n \in \mathbb{N}}$ with $\left(1 \times s_{n}\right)$-dimensional filters. See [4, p.7].
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Remark. Applying the filters to $X_{t}^{s_{n}}$ can be seen as "averaging" $X_{t}$ simultaneously over time and dimension via a function $a_{n}^{\circ}(\theta)$. Also, it can be easily seen that functions $a_{n}^{\circ}(\theta)$ can be constructed such that the application of $a_{n}(L)$ corresponds to averaging in the traditional sense.

Example 3.1. To illustrate the application of dynamic averaging sequences, we consider the infinite dimensional vector process $\left\{X_{t}\right\}$ with $x_{i t} \perp x_{j, t-k}$ for any $i, j \in \mathbb{N}, t, k \in \mathbb{Z}$ with $i \neq j, x_{i t} \perp x_{i, t-k}$ for any $i \in \mathbb{N}, t, k \in \mathbb{Z}$ with $k \neq 0$ and $\left\|x_{i t}\right\|=1$ for any $t \in \mathbb{Z}, i \in \mathbb{N}$. Futhermore consider functions $\left(a_{n}^{\circ}(\theta)\right)_{n \in \mathbb{N}}$ given by

$$
a_{n}^{\circ}(\theta)=\frac{1}{2 \pi n}(1, \ldots, 1) .
$$

The coefficients of the corresponding filter $a_{n}(L)$ are then given by

$$
a_{n, k}=\int_{-\pi}^{\pi} \frac{1}{2 \pi n}(1 \ldots 1) e^{i k \theta} d \theta= \begin{cases}\frac{1}{n}(1, \ldots, 1) & k=0 \\ 0 & k \neq 0\end{cases}
$$

Then by

$$
\lim _{n \rightarrow \infty}\left\|a_{n}^{\circ}\right\|^{2}=\lim _{n \rightarrow \infty} \int_{-\pi}^{\pi}\left|a_{n}^{\circ}(\theta)\right|^{2} d \theta=\lim _{n \rightarrow \infty} \int_{-\pi}^{\pi} \frac{1}{(2 \pi)^{2} n} d \theta=\lim _{n \rightarrow \infty} \frac{1}{2 \pi n}=0
$$

$a_{n}(L)$ is a dynamic averaging sequence with $s_{n}=n$. Furthermore

$$
\lim _{n \rightarrow \infty}\left\|a_{n}(L) X_{t}^{n}\right\|^{2}=\lim _{n \rightarrow \infty}\left\|\frac{1}{n} \sum_{i=1}^{n} x_{i t}\right\|^{2}=\lim _{n \rightarrow \infty} \frac{1}{n^{2}} \sum_{i=1}^{n}\left\|x_{i t}\right\|^{2}=\lim _{n \rightarrow \infty} \frac{1}{n}=0
$$

However, this does not prove the idiosyncrasy of $\left\{X_{t}\right\}$ since this property has to be proven for any dynamic averaging sequence.

The following characterisation of idiosyncrasy can be helpful when verifying that an infinite dimensional stationary vector process is in fact idiosyncratic, since the focus shifts from the dynamic averaging sequences to the first eigenvalue $\lambda_{1}^{X}(\theta)$ of the spectral density matrix corresponding to vector process $\left\{X_{t}\right\}$.
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Theorem 3.1. Let $\left\{X_{t}\right\}$ be an infinite dimensional stationary vector process with spectral densities $\Sigma_{n}^{X}(\theta)$ for corresponding vector process $\left\{X_{t}^{n}\right\}$. Then $\lambda_{1}^{X}(\theta)$ is essentially bounded if and only if $\left\{X_{t}\right\}$ is idiosyncratic. See [4, p.8f].

Proof. Firstly, assume $\lambda_{1}^{X}(\theta)$ is essentially bounded. Let the sequence $\left(a_{n}(L)\right)_{n \in \mathbb{N}}$ of $\left(1 \times s_{n}\right)$-dimensional filters be an arbitrary DAS. Consider the new univariate process denoted by $Z_{t}^{n}=a_{n}(L) X_{t}^{s_{n}}$. Then by Lemma 2.2, it holds that

$$
\begin{aligned}
\Gamma^{Z^{n}}(0) & =\int_{-\pi}^{\pi} \Sigma_{n}^{Z}(\theta) d \theta=\int_{-\pi}^{\pi} a_{n}^{\circ}(\theta) \Sigma_{s_{n}}^{X}(\theta) \overline{a_{n}^{\circ}(\theta)^{\prime}} d \theta \\
& \leq \int_{-\pi}^{\pi} \lambda_{s_{n} 1}^{X}(\theta)\left|a_{n}^{\circ}(\theta)\right|^{2} d \theta \leq \int_{-\pi}^{\pi} \lambda_{1}^{X}(\theta)\left|a_{n}^{\circ}(\theta)\right|^{2} d \theta .
\end{aligned}
$$

Since $\lambda_{1}^{X}(\theta)$ is essentially bounded and $\lim _{n \rightarrow \infty}\left\|a_{n}^{\circ}\right\|^{2}=0$, we have

$$
\int_{-\pi}^{\pi} \lambda_{1}^{X}(\theta)\left|a_{n}^{\circ}(\theta)\right|^{2} d \theta \underset{n \rightarrow \infty}{\longrightarrow} 0 .
$$

Since the variance of $Z_{t}^{n}$ converges to zero, $Z_{t}^{n}$ converges in mean square to zero, fulfilling the definition of idiosyncrasy.
Conversely, assume that $\lambda_{1}^{X}(\theta)$ is not essentially bounded. Then for any $n \in \mathbb{N}$ there exists $s_{n} \in \mathbb{N}$ such that for $M_{n}=\left\{\theta: \lambda_{s_{n} 1}^{X}(\theta) \geq n\right\}$,

$$
\nu_{n}=\mathcal{L}\left(M_{n}\right)>0 .
$$

Define function $b_{n}:[-\pi, \pi] \rightarrow \mathbb{R}$ as

$$
b_{n}(\theta)= \begin{cases}\frac{1}{\sqrt{\nu_{n}}} & \lambda_{s_{n} 1}^{X}(\theta) \geq n \\ 0 & \text { otherwise }\end{cases}
$$

Then it follows that

$$
\begin{aligned}
B_{n} & :=\int_{-\pi}^{\pi} \lambda_{s_{n} 1}^{X}(\theta) b_{n}(\theta)^{2} d \theta=\int_{M_{n}} \lambda_{s_{n} 1}^{X}(\theta) b_{n}(\theta)^{2} d \theta \\
& =\int_{M_{n}} \lambda_{s_{n} 1}^{X}(\theta) \frac{1}{\nu_{n}} d \theta \geq \frac{n}{\nu_{n}} \int_{M_{n}} d \theta=n .
\end{aligned}
$$
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Then the filter sequence

$$
a_{n}(L):=\frac{\underline{b}_{n}(L)}{\sqrt{B_{n}}} \underline{p}_{s_{n} 1}(L)
$$

where $p_{s_{n} 1}(\theta)$ is the eigenvector corresponding to $\lambda_{s_{n} 1}^{X}(\theta)$ is a DAS, because

$$
\left\|a_{n}^{\circ}\right\|^{2}=\left\|\frac{b_{n}}{\sqrt{B_{n}}} p_{s_{n} 1}\right\|^{2}=\left\|\frac{b_{n}}{\sqrt{B_{n}}}\right\|^{2}=\frac{1}{2 \pi B_{n}} \int_{-\pi}^{\pi} b_{n}(\theta)^{2} d \theta=\frac{1}{2 \pi B_{n}} \leq \frac{1}{2 \pi n} \longrightarrow 0
$$

as $n$ goes to infinity. But on the other hand we have that

$$
\left\|a_{n}(L) X_{t}^{s_{n}}\right\|^{2}=\int_{-\pi}^{\pi} \frac{b_{n}(\theta)^{2}}{B_{n}} p_{s_{n} 1}(\theta) \Sigma_{s_{n}}^{X}(\theta) \overline{p_{s_{n} 1}(\theta)^{\prime}} d \theta=\int_{-\pi}^{\pi} \frac{b_{n}(\theta)^{2}}{B_{n}} \lambda_{s_{n} 1}^{X}(\theta) d \theta=1 .
$$

Since $a_{n}(L) X_{t}^{s_{n}}$ does not converge in mean square to $0,\left\{X_{t}\right\}$ is not idiosyncratic which concludes the proof by contraposition. The proof is based on [4, p. 8 f ].

Example 3.2. Continuing our example above with infinite dimensional stationary vector process $\left\{X_{t}\right\}$ where $x_{i t} \perp x_{j, t-k}$ for any $i, j \in \mathbb{N}, t, k \in \mathbb{Z}$ with $i \neq j, x_{i t} \perp x_{i, t-k}$ for any $i \in \mathbb{N}, t, k \in \mathbb{Z}$ with $k \neq 0$ and $\left\|x_{i t}\right\|=1$ for any $t \in \mathbb{Z}, i \in \mathbb{N}$, it is easily seen that the covariance function fulfills $\Gamma_{n}^{X}(0)=I_{n}$ and $\Gamma_{n}^{X}(h)=0$ for $h \neq 0$. This further implies that $\Sigma_{n}^{X}(\theta)=\frac{1}{2 \pi} I_{n}$ whose biggest eigenvalue is $\frac{1}{2 \pi}$ for all $n \in \mathbb{N}$. Thus $\lambda_{1}^{X}(\theta)$ is essentially bounded and $\left\{X_{t}\right\}$ is idiosyncratic.

We are now able to introduce the generalized dynamic factor model.
Definition 3.3. Let $q>1$ be a natural number. We say the infinite dimensional stationary time series $\left\{X_{t}\right\}$ follows a generalized dynamic factor model with $q$ common factors or alternatively $\left\{X_{t}\right\}$ is a $q$-dynamic factor sequence, if there exist

- a $q$-dimensional white-noise vector process

$$
\left\{u_{t}\right\}=\left\{\left(u_{1 t}, \ldots, u_{q t}\right)^{\prime}: t \in \mathbb{Z}\right\}
$$
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with the identity as spectral density, (which implies by the relationship between spectral density and covariance function that $\Gamma^{u}(h)=2 \pi I_{q}$ and $\Gamma^{u}(h)=0$ for $\left.h \neq 0\right)$ and such that $u_{i t}$ is element of $L_{2}(\mathcal{P}, \mathbb{C})$ for any $i \in \mathbb{N}$ and any $t \in \mathbb{Z}$,

- an infinite dimensional stationary vector process

$$
\left\{\xi_{t}\right\}=\left\{\left(\xi_{1 t}, \xi_{2 t}, \ldots\right)^{\prime}: t \in \mathbb{Z}\right\}
$$

such that $\xi_{i t}$ and $u_{j, t-k}$ are orthogonal for any $i, j \in \mathbb{N}$ and any $t, k \in \mathbb{Z}$ fulfilling the following properties:

1) $x_{i t}$ can be written as

$$
x_{i t}=\chi_{i t}+\xi_{i t}
$$

where

$$
\chi_{i t}=\sum_{j=1}^{q} b_{i j}(L) u_{j t}=: B_{i}(L) u_{t}
$$

for any $i \in \mathbb{N}$ and some associated function $B_{i}^{\circ}(\theta) \in L_{2}^{q}([-\pi, \pi], \mathbb{C})$;
2) $\left\{\xi_{t}\right\}$ is idiosyncratic;
3) the infinite dimensional time series $\left\{\chi_{t}\right\}=\left\{\left(\chi_{1 t}, \chi_{2 t}, \ldots\right)^{\prime}: t \in \mathbb{Z}\right\}$ with spectral densities $\sum_{n}^{\chi}(\theta)$ satisfies $\lambda_{q}^{\chi}(\theta)=\infty$ for almost all $\theta$ in $[-\pi, \pi]$.

The components $\left\{\chi_{t}\right\}$ and $\left\{\xi_{t}\right\}$, which the process $\left\{X_{t}\right\}$ is split into, are called common and idiosyncratic component. The definition is introduced in [4, p.9f].

The underlying $q$-dimensional white noise process $\left\{u_{t}\right\}$ generates the components of the common component $\left\{\chi_{t}\right\}$ which determines $\left\{X_{t}\right\}$ up to some error which is represented by the idiosyncratic vector process $\left\{\xi_{t}\right\}$. Also note that we in general do not assume $B_{i}(L)$ to be one-sided. This only becomes important if one seeks to estimate the vector process $\left\{u_{t}\right\}$ and as well as to come up with an actual interpretation of this process. For the purpose of estimating the common component, we do not care about the filters being two-sided.
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Remark. Property 2) of Definition 3.3 can be replaced by $\lambda_{1}^{\xi}(\theta)$ is essentially bounded by Theorem 3.1.

Given that $\left\{X_{t}\right\}$ follows a generalized dynamic factor model with $q$ factors it is possible to deduce interesting properties concerning the eigenvalues of the spectral densities of the processes $\left\{X_{t}^{n}\right\}$ which enable the estimation of $q$.

Lemma 3.2. Let $\left\{X_{t}^{n}\right\}$ be resulting from an infinite dimensional stationary vector process $\left\{X_{t}\right\}$ with spectral densities $\Sigma_{n}^{X}(\theta)$ for any $n \in \mathbb{N}$. If $\left\{X_{t}\right\}$ follows a generalized dynamic factor model with $q$ factors then the following holds:
(I) $\lambda_{q+1}^{X}(\theta)$ is essentially bounded,
(II) $\lambda_{q}^{X}(\theta)=\infty$ a.e. in $[-\pi, \pi]$.

See [4, p.10ff].
Proof. Since $\left\{X_{t}\right\}$ follows a generalized dynamic factor model with $q$ factors, $\xi_{i t}$ and $u_{j, t-k}$ are orthogonal for any $i, j \in \mathbb{N}, t, k \in \mathbb{Z}$. Thus, the spectral density matrix of $\Sigma_{n}^{X}(\theta)$ can be split into the sum

$$
\Sigma_{n}^{X}(\theta)=\Sigma_{n}^{\chi}(\theta)+\Sigma_{n}^{\xi}(\theta)
$$

Applying Lemma 7.2 from the appendix to the above equation yields

$$
\lambda_{n q}^{X}(\theta) \geq \lambda_{n q}^{\chi}(\theta)
$$

implying (II). Again by Lemma 7.2,

$$
\lambda_{n, q+1}^{X}(\theta) \leq \lambda_{n, q+1}^{\chi}(\theta)+\lambda_{n 1}^{\xi}(\theta)=\lambda_{n 1}^{\xi}(\theta)
$$

holds, where the last equality comes from the fact that by definition $\Sigma_{n}^{\chi}(\theta)$ has rank $q$. Taking the limits, we have

$$
\lambda_{q+1}^{X}(\theta) \leq \lambda_{1}^{\xi}(\theta) .
$$

Since $\lambda_{1}^{\xi}(\theta)$ is essentially bounded, so is $\lambda_{q+1}^{X}(\theta)$ which implies (I). The proof is based on [4, p.10ff].
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For the sake of simplicity we will now introduce according to [4] some helpful notation. In the following we will use the convention for the matrix product $A B$, where $A$ is a $d_{1} \times d_{2}$ and $B$ a $d_{3} \times d_{4}$ matrix with $d_{2}<d_{3}$, that $A$ has been enlarged by $d_{3}-d_{2}$ columns of zeros.
Let $n \geq q$. Denote by $P_{n}(\theta)$ the $(q \times n)$-matrix consisting of the first $q$ dynamic eigenvectors of $\left\{X_{t}\right\}$

$$
P_{n}(\theta)=\left(p_{n 1}^{X}(\theta)^{\prime}, \ldots, p_{n q}^{X}(\theta)^{\prime}\right)^{\prime}
$$

and by $Q_{n}(\theta)$ the $((n-q) \times n)$-matrix consisting of the last $n-q$ dynamic eigenvectors,

$$
Q_{n}(\theta)=\left(p_{n, q+1}^{X}(\theta)^{\prime}, \ldots, p_{n n}^{X}(\theta)^{\prime}\right)^{\prime} .
$$

Furthermore denote by $\Lambda_{n}(\theta)$ the $(q \times q)$ diagonal matrix whose diagonal entries are the first $q$ dynamic eigenvalues of $\left\{X_{t}\right\}$ in descending order

$$
\Lambda_{n}(\theta)=\left[\begin{array}{cccc}
\lambda_{n 1}^{X}(\theta) & 0 & \cdots & 0 \\
0 & \lambda_{n 2}^{X}(\theta) & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \lambda_{n q}^{X}(\theta)
\end{array}\right]
$$

Analogously denote by $\Phi_{n}(\theta)$ the $(n-q) \times(n-q)$ diagonal matrix having the last $n-q$ eigenvalues on the diagonal

$$
\Phi_{n}(\theta)=\left[\begin{array}{cccc}
\lambda_{n, q+1}^{X}(\theta) & 0 & \cdots & 0 \\
0 & \lambda_{n, q+2}^{X}(\theta) & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \lambda_{n n}^{X}(\theta)
\end{array}\right]
$$

By the above notation $\Sigma_{n}^{X}(\theta)$ decomposes into

$$
\begin{equation*}
\Sigma_{n}^{X}(\theta)=\overline{P_{n}(\theta)^{\prime}} \Lambda_{n}(\theta) P_{n}(\theta)+\overline{Q_{n}(\theta)^{\prime}} \Phi_{n}(\theta) Q_{n}(\theta) \tag{3.1}
\end{equation*}
$$

and $I_{n}(\theta)$ can be written as

$$
\begin{equation*}
I_{n}(\theta)=\overline{P_{n}(\theta)^{\prime}} P_{n}(\theta)+\overline{Q_{n}(\theta)^{\prime}} Q_{n}(\theta) . \tag{3.2}
\end{equation*}
$$
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Remark 3.1. For our further investigations it can be assumed without loss of generality that for any $n \in \mathbb{N}$ and any $j \leq n$ and $\theta \in[-\pi, \pi], \lambda_{n j}^{X}(\theta) \geq 1$ holds.

The aim of the following two pages is to derive properties of the principal components of $\left\{X_{t}^{n}\right\}$ and to even relate it to the principal components of $\left\{X_{t}^{m}\right\}$. These observations are based on [4].

Due to the above assumption, $\Lambda_{n}^{-1}(\theta)$ is bounded. Hence, we may define a $q$-dimensional vector process $\left\{\psi_{t}^{n}\right\}$, for $n \in \mathbb{N}$, by

$$
\begin{equation*}
\psi_{t}^{n}=\left(\psi_{1 t}^{n}, \ldots, \psi_{q t}^{n}\right)^{\prime}=\underline{\Lambda}_{n}^{-1 / 2}(L) \underline{P}_{n}(L) X_{t}^{n} . \tag{3.3}
\end{equation*}
$$

This vector process $\left\{\psi_{t}^{n}\right\}$ consists of the first $q$ normalized principal components of $\left\{X_{t}^{n}\right\}$ and is orthogonal white noise with unit spectral density, since by Lemma 2.2 and equation (3.1) we have

$$
\begin{align*}
\Sigma_{n}^{\psi}(\theta) & =\Lambda_{n}^{-1 / 2}(\theta) P_{n}(\theta) \Sigma_{n}^{X}(\theta) \overline{P_{n}(\theta)^{\prime}} \Lambda_{n}^{-1 / 2}(\theta)  \tag{3.4}\\
& =\Lambda_{n}^{-1 / 2}(\theta) P_{n}(\theta) \overline{P_{n}(\theta)^{\prime}} \Lambda_{n}(\theta) P_{n}(\theta) \overline{P_{n}(\theta)^{\prime}} \Lambda_{n}^{-1 / 2}(\theta)=I_{q}
\end{align*}
$$

and furthermore

$$
\Gamma_{n}^{\psi}(h)=\int_{-\pi}^{\pi} e^{i h \theta} \Sigma_{n}^{\psi}(\theta) d \theta=I_{q} \int_{-\pi}^{\pi} e^{-i h \theta} d \theta= \begin{cases}2 \pi I_{q}, & h=0 \\ 0, & h \neq 0\end{cases}
$$

Notice that the components of the vector process $\left\{\psi_{t}^{n}\right\}$, i.e. the normalized principal components of $\left\{X_{t}^{n}\right\}$ are pairwise orthogonal at any lead and lag. They also have unit spectral density making them an eligible candidate to project other processes onto them, i.e. onto $\overline{\operatorname{span}}\left(\left\{\psi_{j t}^{n}: j \in\{1, \ldots, q\}, t \in\right.\right.$ $\mathbb{Z}\}$ ). We now want to take a closer look at the projection of $\left\{X_{t}^{n}\right\}$ onto the normalized principal components collected in the process $\left\{\psi_{t}^{n}\right\}$. With the use of equation (3.2) we get

$$
X_{t}^{n}=\underline{\underline{P}}_{n}(L)^{\prime} \underline{P}_{n}(L) X_{t}^{n}+{\overline{\underline{Q_{n}}}(L)^{\prime}}^{\underline{Q}} \underline{n}_{n}(L) X_{t}^{n} .
$$
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Recall that $\overline{\underline{P}_{n}(L)^{\prime}}$ is the filter associated with function $\overline{P_{n}(\theta)^{\prime}}$ and relates to filter $P_{n}(L)=\sum_{k=-\infty}^{\infty} P_{n k} L^{k}$ via ${\underline{\underline{P_{n}}}(L)^{\prime}}^{\prime}=\sum_{k=-\infty}^{\infty}{\overline{P_{n k}}}^{\prime} L^{-k}$. Furthermore plugging in the definition of $\psi_{t}^{n}$ from equation (3.3) yields

$$
\begin{equation*}
X_{t}^{n}=\underline{\underline{P}}_{n}(L)^{\prime} \underline{\Lambda}_{n}^{1 / 2}(L) \psi_{t}^{n}+{\overline{\underline{Q}_{n}}(L)^{\prime}}^{\underline{Q}_{n}}(L) X_{t}^{n} . \tag{3.5}
\end{equation*}
$$

Since

$$
\begin{aligned}
& \operatorname{Cov}\left(\underline{\bar{P}}_{n}(L)^{\prime} \underline{\underline{P}}_{n}(L) X_{t+h}^{n},{\overline{Q_{n}}(L)^{\prime}}^{Q_{n}}(L) X_{t}^{n}\right)= \\
& \int_{-\pi}^{\pi} e^{i h \theta} \overline{P_{n}(\theta)^{\prime}} P_{n}(\theta) \sum_{n}^{X}(\theta) Q_{n}(\theta) \overline{Q_{n}(\theta)^{\prime}} d \theta=0
\end{aligned}
$$

the summands of (3.5) are orthogonal at any lead and lag. So, ${\underline{\underline{P_{n}}}}_{n}()^{\prime} \underline{\Lambda}_{n}^{-1 / 2}(L) \psi_{t}^{n}$ is the projection of $X_{t}^{n}$ onto $\overline{\operatorname{span}}\left(\left\{\psi_{j t}^{n}: j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)$. Notice again that $\underline{\underline{P}}_{n}(L)^{\prime} \underline{\Lambda}_{n}^{-1 / 2}(L) \psi_{t}^{n}=\underline{\underline{\underline{P}}}_{n}(L)^{\prime} \underline{P}_{n}(L) X_{t}^{n}$ is the filter that retains as much information about $\left\{X_{t}^{n}\right\}$ as possible under the constraint that its spectral density has rank $q$. This has already been discussed in Section 2.2 and in Theorem 2.2.

Since it will become important in the upcoming section, we further want to project $\left\{\psi_{t}^{m}\right\}$ onto $\overline{\operatorname{span}}\left(\left\{\psi_{j t}^{n}: j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)$ for $n>m$. To obtain this projection of

$$
\psi_{t}^{m}=\underline{\Lambda}_{m}^{-1 / 2}(L) \underline{P}_{m}(L) X_{t}^{m}
$$

onto $\overline{\operatorname{span}}\left(\left\{\psi_{j t}^{n}: j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)$, one just applies $\underline{\Lambda}_{m}^{-1 / 2}(L) \underline{P}_{m}(L)$ from the left to both sides of (3.5). This yields

$$
\begin{equation*}
\psi_{t}^{m}=\underline{T}(L) \psi_{t}^{n}+\underline{S}(L) X_{t}^{n}, \tag{3.6}
\end{equation*}
$$

with

$$
T(\theta)=\Lambda_{m}^{-1 / 2}(\theta) P_{m}(\theta){\overline{P_{n}(\theta)}}^{\prime} \Lambda_{n}^{1 / 2}(\theta)
$$

and

$$
S(\theta)=\Lambda_{m}^{-1 / 2}(\theta) P_{m}(\theta) \overline{Q_{n}(\theta)^{\prime}} Q_{n}(\theta) .
$$
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### 3.2 Recovering the common component in the population case

In this section we will deal with the question of how to recover the common component $\chi_{i t}$ of the corresponding observable $x_{i t}$ of the infinite dimensional stationary vector process $\left\{X_{t}\right\}$. We propose a sequence of univariate processes $\left(\left\{\chi_{i t, n}\right\}\right)_{n \in \mathbb{N}}$ based on the first $q$ principal components of $\left\{X_{t}^{n}\right\}$ and prove its convergence to $\chi_{i t}$ in mean square for $t \in \mathbb{Z}, i \in \mathbb{N}$. This also forms the basis for recovering the common component in the sample case, where an appropriate estimator $\hat{\chi}_{i t, n}$ of $\chi_{i t, n}$ will be proposed.
Consider sequence

$$
\chi_{i t, n}=\left({\overline{P_{n}}(L)^{\prime}}^{\prime} \underline{P}_{n}(L) X_{t}^{n}\right)_{i}=\left({\overline{\bar{P}_{n}}(L)^{\prime}}^{\prime} \underline{\Lambda}_{n}^{1 / 2}(L) \psi_{t}^{n}\right)_{i} .
$$

As we have previously argued in equation (3.5) and onward

$$
\chi_{i t, n}=\operatorname{Proj}_{\overline{\operatorname{span}}\left(\left\{\psi_{j t}^{n}: j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)}\left(x_{i t}\right)
$$

We know $\chi_{i t}$ is driven by an underlying $q$-dimensional white noise vector process $\left\{u_{t}\right\}$. By the properties $\lambda_{q}^{\chi}(\theta)=\infty$ a.e. in $[-\pi, \pi]$ and $\lambda_{1}^{\xi}(\theta)$ being essentially bounded, we can see that the covariance of the idiosnycratic component of $\left\{X_{t}\right\}$ is limited contrary to the covariance of the common component. So intuitively it makes sense to project $\chi_{i t}$ onto the space spanned by the first $q$ principal components as they retain the most possible "information" under the constraint that the spectral density has rank $q$. In order to show the convergence of $\chi_{i t, n}$ to $\chi_{i t}$ we need to show first of all that the space we project $x_{i t}$ onto, i.e. $\overline{\operatorname{span}}\left(\left\{\psi_{j t}^{n}: j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)$, converges. For that reason we introduce the following definition.

Definition 3.4. Let $\left(\left\{v_{t}^{n}\right\}\right)_{n \in \mathbb{N}}$ be a sequence of $q$-dimensional orthogonal white noise vector processes with unit spectral density and $v_{t}^{n} \in L_{2}^{q}(\mathcal{P}, \mathbb{C})$ for $t \in \mathbb{Z}, n \in \mathbb{N}$. Suppose that $\left\{v_{t}^{n}\right\}$ and $\left\{v_{t}^{m}\right\}$ are costationary for all
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$n, m \in \mathbb{N}$. Consider the orthogonal projection of $v_{t}^{m}$ onto the space $\overline{\operatorname{span}}\left(\left\{v_{j t}^{n}\right.\right.$ : $j \in\{1, \ldots, q\}, t \in \mathbb{Z}\})$,

$$
v_{t}^{m}=A^{m n}(L) v_{t}^{n}+\rho_{t}^{m n} .
$$

Here the filter $A^{m n}(L)$ functions as projection coefficients, i.e. coefficient $A_{k}^{m n}$ projects $v_{t}^{m}$ onto $\overline{\operatorname{span}}\left(\left\{v_{j, t-k}^{n}: j \in\{1, \ldots, q\}\right\}\right)$ and $\rho_{t}^{m n}$ is the residual process. Denote the spectral density of $\rho_{t}^{m n}$ by $\sum^{\rho^{m n}}(\theta)$. If

$$
\lim _{m, n \rightarrow \infty} \operatorname{tr}\left(\Sigma^{\rho^{m n}}(\theta)\right)=0
$$

for almost all $\theta$ in $[-\pi, \pi]$ holds, we say, the sequence $\left(\left\{v_{t}^{n}\right\}\right)_{n \in \mathbb{N}}$ with corresponding spaces $\overline{\operatorname{span}}\left(\left\{v_{j t}^{n}: j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)$ generates a Cauchy sequence of spaces. See also [4, p.18].

Remark. Intuitively, the definition of the Cauchy sequence of spaces can be understood the same way as basic Cauchy sequences. As $n$ and $m$ go to infinity the spaces become more and more similar. This means that space $\overline{\operatorname{span}}\left(\left\{v_{j t}^{n}: j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)$ eventually converges to some space.

Remark. This filter $A^{m n}(L)$ representing the projection behaviour exists due to the fact that $\left\{v_{t}^{m}\right\}$ is stationary and orthogonal at any lead and lag for any $m \in \mathbb{N}$. Notice that coefficient $A_{k}^{m n}$ is by basic properties of projections $\operatorname{Cov}\left(\psi_{t+h}^{m}, \psi_{t}^{n}\right)$ and this is by stationarity independent of $t$. Hence this filter $A^{m n}(L)$ represents the projection of $v_{t}^{m}$ onto $\overline{\operatorname{span}}\left(\left\{v_{j t}^{n}: j \in\{1, \ldots, q\}, t \in\right.\right.$ $\mathbb{Z}\}$ ) for any $t \in \mathbb{Z}$. Furthermore notice that since $\left\{v_{t}^{n}\right\}$ and $\left\{v_{t}^{m}\right\}$ are in $L_{2}^{q}(\mathcal{P}, \mathbb{C})$ also $A^{m n}(L) v_{t}^{n}$ and $\rho_{t}^{m n}$ are in $L_{2}^{q}(\mathcal{P}, \mathbb{C})$ making filter $A^{m n}(L)$ also square summable.

We will show that the sequence of $q$-dimensional vector processes consisting of the $q$ normalized principal components of $\left\{X_{t}^{n}\right\},\left(\left\{\psi_{t}^{n}\right\}\right)_{n \in \mathbb{N}}$, generates such a Cauchy sequence of spaces. Before we are able to do that, we need the following result.

Lemma 3.3. Let $\left\{X_{t}\right\}$ be an infinite dimensional stationary vector process with spectral densities $\Sigma_{n}^{X}(\theta)$ of corresponding vector processes $\left\{X_{t}^{n}\right\}$ for any
$n \in \mathbb{N}$. Let $C(\theta)$ be a $(q \times q)$-matrix with entries $c_{i j}(\theta) \in L_{2}([-\pi, \pi], \mathbb{C})$ and $C(\theta) \overline{C(\theta)^{\prime}}=I_{q}$ for any $\theta \in[-\pi, \pi]$. Note that

$$
\underline{C}(L) \psi_{t}^{m}=\underline{D}(L) \psi_{t}^{n}+\underline{R}(L) X_{t}^{n}
$$

with

$$
D(\theta)=C(\theta) \Lambda_{m}^{-1 / 2}(\theta) P_{m}(\theta) \overline{P_{n}(\theta)^{\prime}} \Lambda_{n}^{1 / 2}(\theta)
$$

and

$$
R(\theta)=C(\theta) \Lambda_{m}^{-1 / 2}(\theta) P_{m}(\theta) \overline{Q_{n}(\theta)^{\prime}} Q_{n}(\theta),
$$

based on equation (3.6) where occuring matrices $\Lambda_{n}(\theta), \Lambda_{m}(\theta), P_{n}(\theta), P_{n}(\theta)$, $Q_{n}(\theta)$ and upcoming matrix $\Phi_{n}(\theta)$ are as defined at the end of Section 3.1. Then for the first eigenvalue, call it $\rho(\theta)$, of the spectral density matrix of $\underline{R}(L) X_{t}^{n}$, it holds that:

$$
\begin{equation*}
\rho(\theta) \leq \frac{\lambda_{n, q+1}^{X}(\theta)}{\lambda_{m q}^{X}(\theta)} . \tag{3.7}
\end{equation*}
$$

See [4, p.14].

Proof. Since for any $x \in \mathbb{C}^{n}$

$$
\begin{aligned}
& \bar{x}^{\prime}\left(\lambda_{n, q+1}^{X}(\theta) \overline{Q_{n}(\theta)^{\prime}} Q_{n}(\theta)-\overline{\left.Q_{n}(\theta)^{\prime} \Phi_{n}(\theta) Q_{n}(\theta)\right) x=}\right. \\
& \lambda_{n, q+1}^{X}(\theta)\left(\overline{Q_{n}(\theta) x}\right)^{\prime}\left(Q_{n}(\theta) x\right)-\left(\overline{Q_{n}(\theta) x}\right)^{\prime} \Phi_{n}(\theta)\left(Q_{n}(\theta) x\right)= \\
& \sum_{i=1}^{n}\left(\lambda_{n, q+1}^{X}(\theta)\left|\left(Q_{n}(\theta) x\right)_{i}\right|^{2}-\lambda_{n, q+i}^{X}(\theta)\left|\left(Q_{n}(\theta) x\right)_{i}\right|^{2}\right) \geq 0,
\end{aligned}
$$

it holds that

$$
\lambda_{n, q+1}^{X}(\theta) \overline{Q_{n}(\theta)^{\prime}} Q_{n}(\theta)-\overline{Q_{n}(\theta)^{\prime}} \Phi_{n}(\theta) Q_{n}(\theta) \geq 0
$$

and since $I_{n}-\overline{Q_{n}(\theta)^{\prime}} Q_{n}(\theta) \geq 0$ by equation (3.2) we have

$$
\lambda_{n, q+1}^{X}(\theta) I_{n}-\overline{Q_{n}(\theta)^{\prime}} \Phi_{n}(\theta) Q_{n}(\theta) \geq 0
$$
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Multiplying $C(\theta) \Lambda_{m}^{-1 / 2}(\theta) P_{m}(\theta)$ from the left and $\overline{P_{m}(\theta)^{\prime}} \Lambda_{m}^{-1 / 2}(\theta) \overline{C(\theta)}{ }^{\prime}$ from the right yields

$$
\lambda_{n, q+1}^{X}(\theta) C(\theta) \Lambda_{m}^{-1}(\theta) \overline{C(\theta)^{\prime}}-R(\theta) \overline{Q_{n}(\theta)^{\prime}} \Phi_{n}(\theta) Q_{n}(\theta) \overline{R(\theta)^{\prime}} \geq 0
$$

Because $\overline{Q_{n}(\theta)^{\prime}} \Phi_{n}(\theta) Q_{n}(\theta)=\Sigma_{n}^{X}(\theta)-\overline{P_{n}(\theta)^{\prime}} \Lambda_{n}(\theta) P_{n}(\theta)$ holds by (3.1) and $R(\theta) \overline{P_{n}(\theta)^{\prime}}=0$, we have that the above equality is equivalent to

$$
\lambda_{n, q+1}^{X}(\theta) C(\theta) \Lambda_{m}^{-1}(\theta) \overline{C(\theta)^{\prime}}-R(\theta) \Sigma_{n}^{X}(\theta) \overline{R(\theta)^{\prime}} \geq 0
$$

Using Lemma 7.2 finally yields (3.7). The proof follows [4, p.14].

With the lemma above, it is possible to show that $\left(\left\{\psi_{t}^{n}\right\}\right)_{n \in \mathbb{N}}$ generates a Cauchy sequence of spaces.

Lemma 3.4. The sequence of processes $\left(\left\{\psi_{t}^{n}\right\}\right)_{n \in \mathbb{N}}$, where $\left\{\psi_{t}^{n}\right\}$ consists of the $q$ normalized dynamic prinicpal components of process $\left\{X_{t}^{n}\right\}$ which results from an infinite dimensional stationary vector process $\left\{X_{t}\right\}$ generates a Cauchy sequence of spaces if $\lambda_{q}^{X}(\theta)=\infty$ a.e. in $[-\pi, \pi]$ and $\lambda_{q+1}^{X}(\theta)$ is essentially bounded. See [4, p.19f].

Remark. Assumptions $\lambda_{q}^{X}(\theta)=\infty$ a.e. in $[-\pi, \pi]$ and essential boundedness of $\lambda_{q+1}^{X}(\theta)$ are fulfilled if $\left\{X_{t}\right\}$ follows a generalized dynamic factor model by Lemma 3.2.

Proof. Let $n>m$. Notice that $\left\{\psi_{t}^{m}\right\}$ and $\left\{\psi_{t}^{n}\right\}$ are costationary as filtered processes stemming from the same stationary process. Consider the orthogonal projection of $\psi_{t}^{m}$ onto $\overline{\operatorname{span}}\left(\left\{\psi_{j t}^{n}: j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)$

$$
\psi_{t}^{m}=\underline{T}(L) \psi_{t}^{n}+\rho_{t}^{m n}
$$

where

$$
T(\theta)=\Lambda_{m}^{-1 / 2}(\theta) P_{m}(\theta) \overline{P_{n}(\theta)^{\prime}} \Lambda_{n}^{-1 / 2}(\theta)
$$

and

$$
\rho_{t}^{m n}=\underline{\Lambda}_{m}^{-1 / 2}(L) \underline{P}_{m}(L) \underline{\underline{Q}}_{n}(L)^{\prime} \underline{Q}_{n}(L) X_{t}^{n} .
$$
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By application of Lemma 3.3 with $C(\theta)=I_{q}$ we have that the first eigenvalue $\rho(\theta)$ of the spectral density $\Sigma^{\rho^{m n}}(\theta)$ of the corresponding vector process fulfills

$$
\rho(\theta) \leq \frac{\lambda_{n, q+1}^{X}(\theta)}{\lambda_{m q}^{X}(\theta)} \xrightarrow[m, n \rightarrow \infty]{ } 0, \quad \text { a.e. in }[-\pi, \pi]
$$

due to $\lambda_{m q}^{X}(\theta) \rightarrow \infty$ as $m$ goes to infinity and essential boundedness of $\lambda_{q+1}^{X}(\theta)$. Since $\left\{\psi_{t}^{m}\right\}$ and $\left\{\psi_{t}^{n}\right\}$ are costationary,

$$
\Gamma^{m n}(h):=\mathrm{E}\left(\psi_{t+h}^{m} \overline{\psi_{t}^{n^{\prime}}}\right)
$$

does not depend on $t$ and the orthogonal projection filter of process $\left\{\psi_{t}^{m}\right\}$ can be written as

$$
\underline{T}(L)=A^{m n}(L)=\sum_{h=-\infty}^{\infty} \Gamma^{m n}(h) L^{h} .
$$

As

$$
\Gamma^{n m}(h):=E\left(\psi_{t+h}^{n} \overline{\psi_{t}^{m}}\right)=\overline{E\left(\psi_{t}^{m} \overline{\psi_{t+h}^{n}}\right)^{\prime}}=\overline{\Gamma^{m n}(-h)^{\prime}},
$$

we have

$$
A^{n m}(L)=\sum_{h=-\infty}^{\infty} \Gamma^{n m}(h) L^{h}=\sum_{h=-\infty}^{\infty} \overline{\Gamma^{m n}(h)^{\prime}} L^{-h}=\underline{\underline{T}}^{\prime}\left(L^{-1}\right)=: \overline{\underline{T}(L)^{\prime}} .
$$

Conversely, $\psi_{t}^{n}$ can be decomposed into

$$
\psi_{t}^{n}=\underline{\bar{T}(L)^{\prime}} \psi_{t}^{m}+\rho_{t}^{n m} .
$$

Taking the spectral densities of the projection equations for $\left\{\psi_{t}^{m}\right\}$ and $\left\{\psi_{t}^{n}\right\}$ above, we obtain

$$
I_{q}=T(\theta) \overline{T(\theta)^{\prime}}+\Sigma^{\rho^{m n}}(\theta)=\overline{T(\theta)^{\prime}} T(\theta)+\Sigma^{\rho^{n m}}(\theta)
$$

Since traces of $T(\theta) \overline{T(\theta)^{\prime}}$ and $\overline{T(\theta)^{\prime}} T(\theta)$ are equal, also

$$
\operatorname{tr}\left(\Sigma^{\rho^{m n}}(\theta)\right)=\operatorname{tr}\left(\Sigma^{\rho^{n m}}(\theta)\right)
$$

This implies that also

$$
\operatorname{tr}\left(\Sigma^{\rho^{n m}}(\theta)\right) \longrightarrow 0,
$$

as $n$ and $m$ go to infinity for almost all $\theta$ in $[-\pi, \pi]$, which yields the claim. The proof is based on [4, p.19f].

## 3 Introduction of the Generalized Dynamic Factor Model

The following lemma ensures that the sequence of projections of a costationary process onto the space spanned by an orthogonal white noise vector process with unit spectral density that generates a Cauchy sequence of spaces converges in mean square. This is a fundamental result in proving convergence of $\chi_{i t, n}$ to $\chi_{i t}$.

Lemma 3.5. Let $\left(\left\{v_{t}^{n}\right\}\right)_{n \in \mathbb{N}}$ be a sequence of $q$-dimensional orthogonal white noise vector processes with unit spectral density and $v_{t}^{n} \in L_{2}^{q}(\mathcal{P}, \mathbb{C})$ for all $n \in \mathbb{N}$, that generates a Cauchy sequence of spaces. Let $\left\{z_{t}\right\}$ be a univariate process with $z_{t} \in L_{2}(\mathcal{P}, \mathbb{C})$ and spectral density $\Sigma^{z}(\theta)$. Suppose $\left\{v_{t}^{n}\right\}$ and $\left\{z_{t}\right\}$ are costationary for any $n \in \mathbb{N}$. Consider the projection $Z_{t}^{n}$ of $z_{t}$ onto $\overline{\operatorname{span}}\left(\left\{v_{j t}^{n}: j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)$. Then there exists an element $Z_{t} \in L_{2}(\mathcal{P}, \mathbb{C})$ such that

$$
Z_{t}^{n}=\operatorname{Proj}_{\overline{\operatorname{span}}\left(\left\{v_{j t}^{n}, j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)}\left(z_{t}\right) \underset{n \rightarrow \infty}{\longrightarrow} Z_{t}
$$

where the convergence is in mean square. See [4, p.18f].
Proof. Process $\left\{z_{t}\right\}$ can be decomposed into the following two orthogonal projections:

$$
\begin{gathered}
z_{t}=Z_{t}^{n}+r_{t}^{n}=c_{n}(L) v_{t}^{n}+r_{t}^{n} \\
z_{t}=Z_{t}^{m}+r_{t}^{m}=c_{m}(L) v_{t}^{m}+r_{t}^{m}
\end{gathered}
$$

where $c_{n}(L)$ and $c_{m}(L)$ are square summable $(1 \times q)$-dimensional filters and $r_{t}^{n}, r_{t}^{m} \in L_{2}(\mathcal{P}, \mathbb{C})$ due to $v_{t}^{n}$ and $v_{t}^{m}$ being in $L_{2}(\mathcal{P}, \mathbb{C})$. We will now investigate the spectral density $\Sigma^{Z^{n}-Z^{m}}(\theta)$ of the corresponding vector process

$$
Z_{t}^{n}-Z_{t}^{m}=c_{n}(L) v_{t}^{n}-c_{m}(L) v_{t}^{m}=r_{t}^{m}-r_{t}^{n},
$$

which is also the cross spectrum between $c_{n}(L) v_{t}^{n}-c_{m}(L) v_{t}^{m}$ and $r_{t}^{m}-r_{t}^{n}$. By definition this cross spectrum is

$$
\begin{align*}
& \frac{1}{2 \pi} \sum_{h=-\infty}^{\infty} e^{-i \theta h} \operatorname{Cov}\left(c_{n}(L) v_{t+h}^{n}-c_{m}(L) v_{t+h}^{m}, r_{t}^{m}-r_{t}^{n}\right)= \\
& \frac{1}{2 \pi} \sum_{h=-\infty}^{\infty} e^{-i \theta h}\left(\operatorname{Cov}\left(c_{n}(L) v_{t+h}^{n}, r_{t}^{m}\right)+\operatorname{Cov}\left(c_{m}(L) v_{t+h}^{m}, r_{t}^{n}\right)\right) \tag{3.8}
\end{align*}
$$
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where the last equation comes from the orthogonality of $c_{m}(L) v_{t}^{m}$ and $r_{t}^{m}$ resp. $c_{n}(L) v_{t}^{n}$ and $r_{t}^{n}$. Because $v_{t+h}^{m}=A^{m n}(L) v_{t+h}^{n}+\rho_{t}^{m n}$, where $A^{m n}(L)$ and $\rho_{t}^{m n}$ are as in Definition 3.4, it holds that
$\operatorname{Cov}\left(c_{m}(L) v_{t+h}^{m}, r_{t}^{n}\right)=\operatorname{Cov}\left(c_{m}(L)\left(A^{m n}(L) v_{t+h}^{n}+\rho_{t}^{m n}\right), r_{t}^{n}\right)=\operatorname{Cov}\left(c_{m}(L) \rho_{t}^{m n}, r_{t}^{n}\right)$, and analogously

$$
\operatorname{Cov}\left(c_{n}(L) v_{t+h}^{n}, r_{t}^{m}\right)=\operatorname{Cov}\left(c_{n}(L) \rho_{t}^{n m}, r_{t}^{m}\right)
$$

Since

$$
\Sigma^{z}(\theta)=c_{m}^{\circ}(\theta) \overline{c_{m}^{\circ}(\theta)^{\prime}}+\Sigma^{r^{m}}(\theta)
$$

$\Sigma^{r^{m}}(\theta)$ and the absolute value of entries in $c_{m}^{\circ}(\theta)$ are bounded by $\Sigma^{z}(\theta)$. Because $\left(\left\{v_{t}^{n}\right\}\right)_{n \in \mathbb{N}}$ generates a Cauchy sequence of spaces, it holds that $\sum^{\rho^{m n}}(\theta) \rightarrow$ 0 for almost all $\theta$ in $[-\pi, \pi]$ as $n$ and $m$ go to infinity, which implies by the just observed boundedness that

$$
\frac{1}{2 \pi} \sum_{h=-\infty}^{\infty} e^{-i \theta h} \operatorname{Cov}\left(c_{m}(L) \rho_{t+h}^{m n}, r_{t}^{n}\right) \xrightarrow[n, m \rightarrow \infty]{ } 0
$$

for almost all $\theta$ in $[-\pi, \pi]$. An analogous argumentation yields

$$
\frac{1}{2 \pi} \sum_{h=-\infty}^{\infty} e^{-i \theta h} \operatorname{Cov}\left(c_{n}(L) \rho_{t+h}^{n m}, r_{t}^{m}\right) \xrightarrow[n, m \rightarrow \infty]{ } 0
$$

for almost all $\theta$ in $[-\pi, \pi]$, which in total yields

$$
\Sigma^{Z^{n}-Z^{m}}(\theta) \xrightarrow[n, m \rightarrow \infty]{ } 0
$$

for almost all $\theta$ in $[-\pi, \pi]$. Since $\Sigma^{Z^{n}}(\theta)$ and $\Sigma^{Z^{m}}(\theta)$ are bounded by $\Sigma^{z}(\theta)$, the dominated convergence theorem (Theorem 2.3) can be applied, and yields

$$
E\left(\left(Z_{t}^{n}-Z_{t}^{m}\right)^{2}\right)=\operatorname{Var}\left(Z_{t}^{n}-Z_{t}^{m}\right)=\int_{-\pi}^{\pi} \Sigma^{Z^{n}-Z^{m}}(\theta) d \theta \xrightarrow[n, m \rightarrow \infty]{ } 0
$$

Hence it was proven that $\left(Z_{t}^{n}\right)_{n \in \mathbb{N}}$ is a Cauchy sequence. Since $L_{2}(\mathcal{P}, \mathbb{C})$ is a Hilbert space, there exists a limit $Z_{t} \in L_{2}(\mathcal{P}, \mathbb{C})$. The proof is based on [4, p.19].
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We are now finally able to prove the convergence of $\chi_{i t, n}$ to $\chi_{i t}$.
Theorem 3.2. Let $\left\{X_{t}\right\}$ be an infinite dimensional stationary vector process that follows a generalized dynamic factor model with $q$ factors. Then the sequence $\chi_{i t, n}=\left({\overline{P_{n}}(L)^{\prime}}^{\prime} \underline{P}_{n}(L) X_{t}^{n}\right)_{i}$ converges in mean square to $\chi_{i t}$ for any $i \in \mathbb{N}, t \in \mathbb{Z}$. See [5, p.543].

Proof. Since $\left(\left\{\psi_{t}^{n}\right\}\right)_{n \in \mathbb{N}}$ generates a Cauchy sequence of spaces (Lemma 3.4) and $\left\{x_{i t}\right\}$ and $\left\{\psi_{t}^{n}\right\}$ are costationary for any $n \in \mathbb{N}$ and fixed $i$, Lemma 3.5 can be applied. Hence, there exists $\chi_{i t}^{*}$ such that

$$
\chi_{i t, n}=\operatorname{Proj} j_{\overline{\operatorname{span}}\left(\left\{\psi_{j t}^{n}: j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)}\left(x_{i t}\right) \underset{n \rightarrow \infty}{\longrightarrow} \chi_{i t}^{*}
$$

in mean square. If we can prove that

$$
\overline{\operatorname{span}}\left(\left\{\psi_{j t}^{n}: j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right) \underset{n \rightarrow \infty}{\longrightarrow} \overline{\operatorname{span}}\left(\left\{u_{j t}: j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right),
$$

then $\chi_{i t}=\chi_{i t}^{*}$, since $\left\{u_{t}\right\}$ and $\left\{\xi_{t}\right\}$ are orthogonal at any lead and lag. Processes $\left\{\psi_{t}^{n}\right\}$ and $\left\{u_{t}\right\}$ are costationary for any $n \in \mathbb{N}$, hence $\mathrm{E}\left(\psi_{t+h}^{n} \bar{u}_{t}^{\prime}\right)=$ : $\Gamma^{\psi^{n} u}(h)$ does not depend on $t$ and the orthogonal projection of $\psi_{t}^{n}$ onto $\overline{\operatorname{span}}\left(\left\{u_{j t}\right.\right.$ : $j \in\{1, \ldots, q\}, t \in \mathbb{Z}\})$ is given by

$$
\psi_{t}^{n}=A_{n}(L) u_{t}+\rho_{t}^{n},
$$

where

$$
A_{n}(L)=\sum_{h=-\infty}^{\infty} \Gamma^{\psi^{n} u}(h) L^{h} .
$$

Analogously since $\Gamma^{u \psi^{n}}(h):=\mathrm{E}\left(u_{t+h} \overline{\psi_{t-h}^{n}} '\right)=\overline{\Gamma^{\psi^{n} u}(-h)^{\prime}}$, the orthogonal projection of $u_{t}$ onto $\overline{\operatorname{span}}\left(\left\{\psi_{j t}^{n}: j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)$ is given by

$$
u_{t}=\overline{A_{n}(L)^{\prime}} \psi_{t}^{n}+\epsilon_{t}
$$

where

$$
\overline{A_{n}(L)^{\prime}}=\sum_{h=-\infty}^{\infty} \overline{\Gamma^{\psi^{n} u}(h)^{\prime}} L^{-h} .
$$

## 3 Introduction of the Generalized Dynamic Factor Model

Furthermore, $\psi_{t}^{n}$ has the following decompositions

$$
\psi_{t}^{n}=\underline{\Lambda}_{n}^{-1 / 2}(L) \underline{P}_{n}(L) X_{t}^{n}=\underline{\Lambda}_{n}^{-1 / 2}(L) \underline{P}_{n}(L)\left(\chi_{t}^{n}+\xi_{t}^{n}\right)=A_{n}(L) u_{t}+\rho_{t}^{n} .
$$

It follows from the above equation and the fact that $\left\{u_{t}\right\}$ and $\left\{\xi_{t}\right\}$ are orthogonal that

$$
\rho_{t}^{n}=\underline{\Lambda}_{n}^{-1 / 2}(L) \underline{P}_{n}(L) \xi_{t}^{n}
$$

and hence that the spectral density $\Sigma_{n}^{\rho}(\theta)$ can be decomposed as

$$
\Sigma_{n}^{\rho}(\theta)=\Lambda_{n}^{-1 / 2}(\theta) P_{n}(\theta) \Sigma_{n}^{\xi}(\theta){\overline{P_{n}(\theta)^{\prime}}}^{\prime} \Lambda_{n}^{-1 / 2}(\theta)
$$

For the $i$-th entry on the diagonal we obtain

$$
\left(\Sigma_{n}^{\rho}(\theta)\right)_{i i} \leq \lambda_{n 1}^{\xi}(\theta)\left(\lambda_{n i}^{X}(\theta)\right)^{-1}\left|p_{n i}^{X}(\theta)\right|^{2} \leq \frac{\lambda_{1}^{\xi}(\theta)}{\lambda_{n i}^{X}(\theta)} \xrightarrow[n \rightarrow \infty]{\longrightarrow} 0
$$

for almost all $\theta$ in $[-\pi, \pi]$ and all $i \in\{1, \ldots, q\}$ due to the essential boundedness of $\lambda_{1}^{\xi}(\theta)$ and the fact that $\lambda_{n i}^{X}(\theta) \rightarrow \infty$ as $n \rightarrow \infty$ for $i \in\{1, \ldots, q\}$ and for almost all $\theta$ in $[-\pi, \pi]$, (Lemma 3.2). Also, by the assumption that $\lambda_{n i}^{X}(\theta) \geq 1$ for $i \leq n, \theta \in[-\pi, \pi]$, there exists $K \in \mathbb{R}$ such that for almost all $\theta$ in $[-\pi, \pi]$ $\left(\Sigma_{n}^{\rho}(\theta)\right)_{i i} \leq K$. Thus, by the application of Theorem 2.3,

$$
\int_{-\pi}^{\pi}\left(\Sigma_{n}^{\rho}(\theta)\right)_{i i} d \theta \underset{n \rightarrow \infty}{\longrightarrow} 0
$$

holds for all $i \in\{1, \ldots, q\}$. Mean square convergence follows. Notice that $\operatorname{tr}\left(\Sigma_{n}^{\rho}(\theta)\right)$ corresponds to the sum of the eigenvalues of $\Sigma_{n}^{\rho}(\theta)$. Hence, also the eigenvalues converge to zero in mean square and thus the whole spectral density matrix $\Sigma_{n}^{\rho}(\theta)$. Moreover, as $\left\{\psi_{t}^{n}\right\}$ and $\left\{u_{t}\right\}$ are white noise processes, we obtain the following spectral density equations

$$
I_{q}=A_{n}^{\circ}(\theta) \overline{A_{n}^{\circ}(\theta)^{\prime}}+\Sigma_{n}^{\rho}(\theta)=\overline{A_{n}^{\circ}(\theta)^{\prime}} A_{n}^{\circ}(\theta)+\Sigma_{n}^{\epsilon}(\theta)
$$

Because $\operatorname{tr}\left(A_{n}^{\circ}(\theta) \overline{A_{n}^{\circ}(\theta)^{\prime}}\right)=\operatorname{tr}\left(\overline{A_{n}^{\circ}(\theta)^{\prime}} A_{n}^{\circ}(\theta)\right)$, also $\operatorname{tr}\left(\Sigma_{n}^{\rho}(\theta)\right)=\operatorname{tr}\left(\Sigma_{n}^{\epsilon}(\theta)\right)$, which converges to zero in mean square. Hence we have proven, that the space $\overline{\operatorname{span}}\left(\left\{\psi_{j t}^{n}: j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)$ converges to the space $\overline{\operatorname{span}}\left(\left\{u_{j t}: j \in\right.\right.$ $\{1, \ldots, q\}, t \in \mathbb{Z}\}$ ), which concludes this proof. The proof is based on $[5$, p.552].
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Remark 3.2. We assumed in Remark 3.1 w.l.o.g. that for $n \in \mathbb{N}, j \leq n$ and $\theta \in[-\pi, \pi]$, it holds that $\lambda_{n j}^{X}(\theta) \geq 1$. We will now discuss the validity of this assumption in order for Theorem 3.2 to hold. The probability space $\mathcal{P}$ can be embedded into a larger probability space such that it can be assumed that there exists a infinite dimensional white noise process $\left\{\zeta_{t}: t \in \mathbb{Z}\right\}$ having unit spectral density with $\zeta_{i t_{1}} \perp x_{j t_{2}}$ for any $i, j \in \mathbb{N}$ and any $t_{1}, t_{2} \in \mathbb{Z}$. Define the new process $\left\{\hat{x}_{i t}: t \in \mathbb{Z}\right\}$ as $\hat{x}_{i t}=x_{i t}+\zeta_{i t}$. Then $\Sigma_{n}^{\hat{X}}(\theta)=\Sigma_{n}^{X}(\theta)+I_{n}$ and hence also $\lambda_{n j}^{\hat{X}}(\theta)=\lambda_{n j}^{X}(\theta)+1$ with $p_{n j}^{\hat{X}}(\theta)=p_{n j}^{X}(\theta)$ for $j \in\{1, \ldots, n\}, n \in \mathbb{N}$. Notice that $\underline{\pi}_{n i}(L) \underline{P}_{n}(L)$, where $\underline{\pi}_{n i}(L)$ denotes the $i$-th row of $\underline{\overline{P_{n}}(L)^{\prime}}$, is a DAS. (For more details check step vi) of the proof of Theorem 4.1). Hence, it holds that

$$
\left\|\underline{\pi}_{n i}(L) \underline{P}_{n}(\theta) \zeta_{t}^{n}\right\|^{2}=\int_{-\pi}^{\pi} \pi_{n i}(\theta) P_{n}(\theta) I_{n} \overline{P_{n}(\theta)^{\prime}} \bar{\pi}_{n i}(\theta)^{\prime} d \theta \underset{n \rightarrow \infty}{\longrightarrow} 0 .
$$

And hence since by Theorem 3.2, $\lim _{n \rightarrow \infty} \chi_{i t, n}=\lim _{n \rightarrow \infty} \underline{\pi}_{n i}(L) \underline{P}_{n}(L) \hat{X}_{t}^{n}=\chi_{i t}$, also

$$
\lim _{n \rightarrow \infty} \underline{\pi}_{n i}(L) \underline{P}_{n}(L) \hat{X}_{t}^{n}=\lim _{n \rightarrow \infty} \underline{\pi}_{n i}(L) \underline{P}_{n}(L) X_{t}^{n}=\chi_{i t} .
$$

See [5, p.551].
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We have seen in Chapter 3, specifically in Lemma 3.2, that under the assumption that an infinite dimensional stationary vector process $\left\{X_{t}\right\}$ follows a generalized dynamic factor model with $q$ factors, we can deduce some properties about the dynamic eigenvalues of the spectral density $\Sigma_{n}^{X}(\theta)$ of the observable vector processes $\left\{X_{t}^{n}\right\}$. As already mentioned these properties can help in practice to determine a suitable $q$. In this section we will prove that these properties are not only necessary but also sufficient for a generalized dynamic factor model with $q$ factors to hold for an infinite dimensional stationary vector process $\left\{X_{t}\right\}$. This makes the property concerning the dynamic eigenvalues of the spectral densities a characterization for the generalized dynamic factor model. In the proof of this characterization we will need the following definition.

Definition 4.1. Let $y_{t} \in \bar{X}$. If there exists a DAS $\left(a_{n}(L)\right)_{n \in \mathbb{N}}$ of $\left(1 \times s_{n}\right)$ dimensional filters such that

$$
\lim _{n \rightarrow \infty} a_{n}(L) X_{t}^{s_{n}}=y_{t}
$$

in mean square, then $y_{t}$ is called an aggregate. The set of all aggregates is denoted by $\mathcal{G}(X)$. See [4, p.6].

Remark. The aggregation space $\mathcal{G}(X)$ is a closed subspace of $\bar{X}$. A proof can be found in [4, p.7].

Theorem 4.1. Let $\left\{X_{t}\right\}$ be an infinite dimensional stationary vector process. Then $\left\{X_{t}\right\}$ follows a generalized dynamic factor model with $q$ factors if and only if the following holds:
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(I) $\lambda_{q+1}^{X}(\theta)$ is essentially bounded,
(II) $\lambda_{q}^{X}(\theta)=\infty$ a.e. in $[-\pi, \pi]$.

The theorem is taken from [4, p.10].

Proof. This proof follows the outline of the proof found in [4, p.11f].
The "only if" part is exactly Lemma 3.2. Proving the "if" part takes some effort, thus we will divide this part into two major steps, say I and II, which will also be divided into smaller steps to make the idea of the proof clearer. Step I (i-iv) consists of showing that there exists a $q$-dimensional white noise vector process $\left\{z_{t}\right\}$ with unit spectral density in $\mathcal{G}(X)$. In step II (v-vi) we show that the residual process $\left\{\beta_{t}\right\}$ of the componentwise projection of $\left\{X_{t}\right\}$ onto $\mathcal{G}(X)$ is idiosyncratic.

Here we list the details of these steps.
i) Define orthogonal white noise vector process $\left\{\underline{C}(L) \psi_{t}^{m}\right\}$ with unit spectral density, whose entries are linear combinations of the first $q$ dynamic principal components of $\left\{X_{t}^{m}\right\}$ and project it onto the space spanned by the first $q$ principal components of $\left\{X_{t}^{n}\right\}$ where $n>m$.
ii) Based on the above vector processes, construct for a set $M \subset[-\pi, \pi]$ with positive measure a converging white noise vector process sequence $\left(\left\{v_{t}^{k}\right\}\right)_{k \in \mathbb{N}}$ whose limit $\left\{v_{t}\right\}$ has the identity as spectral density a.e. on $M$ and 0 outside of it.
iii) Based on $\left\{v_{t}\right\}$ construct a white noise vector process $\left\{z_{t}\right\}$ such that its spectral density is the identity a.e. on $[-\pi, \pi]$ and 0 else.
iv) Prove that process $\left\{z_{t}\right\}$ spans $\mathcal{G}(X)$.
v) Show that the sequence of projections of $x_{i t}$ onto the first $q$ dynamic principal components of $\left\{X_{t}^{n}\right\}$ converges in mean square to the projection of $x_{i t}$ onto $\mathcal{G}(X)$.
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vi) Show that the residual of the componentwise projection of $x_{i t}$ onto $\mathcal{G}(X)$, $\left\{\beta_{t}\right\}$, is idiosyncratic.
W.l.o.g. we can assume that for any $n \in \mathbb{N}, j \leq n$ and $\theta \in[-\pi, \pi]: \lambda_{n j}^{X}(\theta) \geq 1$ (see remark at the end of this proof). We will now briefly recap definitions introduced in Chapter 3. Let $p_{n j}(\theta)$ be the eigenvectors as rows corresponding to eigenvalues $\lambda_{n j}(\theta)$ of $\Sigma_{n}^{X}(\theta)$ for $j \in\{1, \ldots, n\} . P_{n}(\theta)$ is the $(q \times n)$-matrix having $p_{n j}(\theta)$ as the $j$-th row. Let $\Lambda_{n}(\theta)$ be the ( $q \times q$ ) diagonal matrix having $\lambda_{n j}^{X}(\theta)$ on the $j$-th diagonal entry for $j \in\{1, \ldots, q\}$. Analogously let $Q_{n}(\theta)$ be the $((n-q) \times n)$-matrix having $p_{n, q+j}(\theta)$ on the $j$-th row for $j \in\{1, \ldots, n-q\}$. And let $\Phi_{n}(\theta)$ be the $(n-q) \times(n-q)$ diagonal matrix with $\lambda_{n, q+j}^{X}(\theta)$ as the $j$-th diagonal entry for $j \in\{1, \ldots, n-q\}$. And lastly we have white noise vector process $\left\{\psi_{t}^{n}\right\}$ with $\psi_{t}^{n}=\underline{\Lambda}_{n}^{-1 / 2}(L) \underline{P}_{n}(L) X_{t}^{n}$ with unit spectral density.

Ad i): Let $C(\theta)$ be a $(q \times q)$-matrix such that $c_{i j}(\theta) \in L_{2}([-\pi, \pi], \mathbb{C})$ is essentially bounded in modulus for $i, j \in\{1, \ldots, n\}$ and such that $C(\theta) \overline{C(\theta)^{\prime}}=I_{q}$ for any $\theta \in[-\pi, \pi]$. Then the covariance matrix of $\underline{C}(L) \psi_{t}^{m}$ is bounded componentwise, since

$$
\int_{-\pi}^{\pi} C(\theta) \Sigma_{n}^{\psi}(\theta) \overline{C(\theta)^{\prime}} d \theta=\int_{-\pi}^{\pi} C(\theta) I_{q}{\overline{C(\theta)^{\prime}}}^{\prime} d \theta<\infty
$$

componentwise. As previously discussed the orthogonal projection of $\underline{C}(L) \psi_{t}^{m}$ onto the space spannend by the first $q$ dynamic principal components of $\left\{X_{t}^{n}\right\}$, i.e. $\overline{\operatorname{span}}\left(\left\{\psi_{j t}^{n}: j \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)$ is according to equation (3.6) given as

$$
\underline{C}(L) \psi_{t}^{m}=\underline{D}(L) \psi_{t}^{n}+\underline{R}(L) X_{t}^{n},
$$

where

$$
D(\theta)=C(\theta) \Lambda_{m}^{-1 / 2}(\theta) P_{m}(\theta) \overline{P_{n}(\theta)^{\prime}} \Lambda_{n}^{1 / 2}(\theta)
$$

and

$$
R(\theta)=C(\theta) \Lambda_{m}^{-1 / 2}(\theta) P_{m}(\theta) \overline{Q_{n}(\theta)^{\prime}} Q_{n}(\theta)
$$

Ad ii): Now we start constructing a convergent white noise vector process sequence on a set $M \subset[-\pi, \pi]$ with $\mathcal{L}(M)>0$. Due to assumptions, $\lambda_{q+1}^{X}(\theta) \leq w$
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a.e. in $[-\pi, \pi]$ for some $w \in \mathbb{R}$ and $\lambda_{q}^{X}(\theta)=\infty$ a.e. in $[-\pi, \pi]$, there exists set $M$ with $\mathcal{L}(M)>0$ such that for all $\theta \in M$ and all $n \in \mathbb{N}, \lambda_{n, q+1}^{X}(\theta)<W$ for some $W \in \mathbb{R}$ and $\lambda_{n q}^{X}(\theta) \geq \alpha_{n}$ with $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ some real positive non-decreasing sequence with $\lim _{n \rightarrow \infty} \alpha_{n}=\infty$. Furthermore define the set

$$
\begin{aligned}
K_{M}= & \left\{F(\theta):(q \times q) \text {-matrix, } f_{i j}(\theta) \in L_{2}([-\pi, \pi], \mathbb{C}) \forall i \forall j,\right. \\
& \left.F(\theta)=0 \text { for } \theta \notin M, F(\theta) \overline{F(\theta)^{\prime}}=I_{q} \text { for } \theta \in M\right\} .
\end{aligned}
$$

As we are considering $\underline{C}(L) \psi_{t}^{m}$ as orthogonal projection $\underline{D}(L) \psi_{t}^{n}+\underline{R}(L) X_{t}^{n}$, its spectral density can be decomposed as

$$
\begin{equation*}
I_{q}=D(\theta) \overline{D(\theta)^{\prime}}+R(\theta) \Sigma_{n}^{X}(\theta) \overline{R(\theta)^{\prime}} \tag{4.1}
\end{equation*}
$$

For the first eigenvalue $\rho(\theta)$ of $R(\theta) \Sigma_{n}^{X}(\theta) \overline{R(\theta)^{\prime}}$ it holds due to Lemma 3.3 that

$$
\rho(\theta) \leq \frac{\lambda_{n, q+1}^{X}(\theta)}{\lambda_{m q}^{X}(\theta)}<\frac{W}{\alpha_{m}}, \quad \forall \theta \in M
$$

where the second inequality follows from the assumption at the beginning of step ii). Denote by $\delta_{j}(\theta)$ the eigenvalues of $D(\theta) \overline{D(\theta)^{\prime}}$ in descending order. By Lemma 7.2 and equation (4.1) the following holds:

$$
1 \leq \delta_{q}(\theta)+\rho(\theta)<\delta_{q}(\theta)+\frac{W}{\alpha_{m}}
$$

Choose $m^{*}$ such that

$$
\frac{W}{\alpha_{m^{*}}}<1
$$

in order to have

$$
\delta_{q}(\theta)>1-\frac{W}{\alpha_{m^{*}}}>0, \quad \forall \theta \in M, \forall m \geq m^{*}
$$

Denote by $\Delta(\theta)$ the diagonal matrix having the eigenvalue $\delta_{j}(\theta)$ at the $j$-th diagonal entry, i.e.

$$
\Delta(\theta)=\left[\begin{array}{cccc}
\delta_{1}(\theta) & 0 & \cdots & 0 \\
0 & \delta_{2}(\theta) & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \delta_{q}(\theta)
\end{array}\right]
$$
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The above inequality, $\delta_{q}(\theta)>0$, implies $1 / \delta_{j}(\theta)$ is bounded for $j \in\{1, \ldots, q\}$ making $\Delta^{-1 / 2}(\theta)$ well-defined. Let $H(\theta)$ be a measurable $(q \times q)$-matrix in $M$ satisfying
a) $H(\theta) \overline{H(\theta)^{\prime}}=I_{q}, \quad \forall \theta \in M$,
b) $H(\theta) \Delta(\theta) \overline{H(\theta)}=D(\theta) \overline{D(\theta)^{\prime}}, \quad \forall \theta \in M$.

Define $F(\theta)$ by

$$
F(\theta)= \begin{cases}H(\theta) \Delta^{-1 / 2}(\theta) \overline{H(\theta)^{\prime}} D(\theta), & \theta \in M  \tag{4.2}\\ 0, & \theta \notin M\end{cases}
$$

As the product of $L_{2}$ functions is again in $L_{2}$ and

$$
\begin{aligned}
F(\theta) \overline{F(\theta)^{\prime}} & =H(\theta) \Delta^{-1 / 2}(\theta) \overline{H(\theta)}^{\prime} D(\theta){\overline{D(\theta)^{\prime}}}^{\prime} H(\theta) \Delta^{-1 / 2}(\theta) \overline{H(\theta)^{\prime}} \\
& =H(\theta) \Delta^{-1 / 2}(\theta){\overline{H(\theta)^{\prime}}}^{\prime} H(\theta) \Delta(\theta){\overline{H(\theta)^{\prime}}}^{\prime} H(\theta) \Delta^{-1 / 2}(\theta) \overline{H(\theta)^{\prime}}=I_{q},
\end{aligned}
$$

$F(\theta)$ is an element of $K_{M}$.
After this preparatory work we are finally able to construct a $q$-dimensional vector process $\left\{v_{t}\right\}$ such that $v_{j t}$ is an aggregate for $j \in\{1, \ldots, q\}, t \in \mathbb{Z}$ and such that the spectral density matrix of $\left\{v_{t}\right\}$ is $I_{q}$ for $\theta \in M$ and 0 outside of it. Choose an element $F_{1}(\theta)$ from $K_{M}$, set $\tau$ to be $\frac{1}{2^{3} \pi}$ and $s_{1}$ to be $m_{\tau}$, where $m_{\tau}$ is chosen such that

$$
2 \frac{W}{\alpha_{m_{\tau}}}<\tau
$$

Then define the following filter

$$
G_{1}(L)=\underline{F}_{1}(L) \underline{\Lambda}_{s_{1}}^{-1 / 2}(L) \underline{P}_{s_{1}}(L),
$$

and the corresponding filtered vector process $\left\{v_{t}^{1}\right\}$ via

$$
v_{t}^{1}=G_{1}(L) X_{t}^{s_{1}}=\underline{F}_{1}(L) \psi_{t}^{s_{1}},
$$

The spectral density $\Sigma^{v^{1}}(\theta)$ of $\left\{v_{t}^{1}\right\}$ is then due to $\Sigma_{s_{1}}^{\psi}(\theta)=I_{q}$ given by

$$
\Sigma^{v^{1}}(\theta)=F_{1}(\theta) \Sigma_{s_{1}}^{\psi}(\theta) \overline{F_{1}(\theta)^{\prime}}=F_{1}(\theta) \overline{F_{1}(\theta)^{\prime}}= \begin{cases}I_{q}, & \theta \in M, \\ 0, & \theta \notin M\end{cases}
$$

Continue by setting $\tau=\frac{1}{2^{5} \pi}$ and choosing $s_{2}=m_{\tau}>s_{1}$ such that again

$$
2 \frac{W}{\alpha_{m_{\tau}}}<\tau
$$

Then calculate

$$
\underline{D}(L)=\underline{F}_{1}(L) \underline{\Lambda}_{s_{1}}^{-1 / 2}(L) \underline{P}_{s_{1}}(L){\underline{P_{s_{2}}}(L)^{\prime}}^{\prime} \underline{\Lambda}_{s_{2}}^{1 / 2}(L)
$$

and according to (4.2) with suitable matrix $H(\theta)$ determine

$$
\underline{F}_{2}(L)= \begin{cases}\underline{H}(L) \underline{\Delta}^{-1 / 2}(L) \underline{\bar{H}(L)^{\prime}} \underline{D}(L), & \theta \in M \\ 0, & \theta \notin M\end{cases}
$$

Then again set

$$
G_{2}(L)=\underline{F}_{2}(L) \underline{\Lambda}_{s_{2}}^{-1 / 2}(L) \underline{P}_{s_{2}}(L)
$$

with corresponding vector process $\left\{v_{t}^{2}\right\}$ via

$$
v_{t}^{2}=G_{2}(L) X_{t}^{s_{2}}=\underline{F}_{2}(L) \psi_{t}^{s_{2}},
$$

and spectral density

$$
\Sigma^{v^{2}}(\theta)= \begin{cases}I_{q}, & \theta \in M \\ 0, & \theta \notin M\end{cases}
$$

Lemma 7.3 applied to the vector process $\left\{v_{t}^{1}-v_{t}^{2}\right\}$ yields that the first eigenvalue of its spectral density $\Sigma^{v^{1}-v^{2}}(\theta)$, say $\eta_{1}(\theta)$, satisfies

$$
\eta_{1}(\theta)<\frac{1}{2^{3} \pi}, \quad \theta \in M
$$

so that by Courant-Fisher, (Lemma 7.1),

$$
\left\|v_{j t}^{1}-v_{j t}^{2}\right\|^{2}=\int_{-\pi}^{\pi}\left(\Sigma^{v^{1}-v^{2}}(\theta)\right)_{j j} d \theta \leq \int_{-\pi}^{\pi} \eta_{1}(\theta) d \theta<\int_{-\pi}^{\pi} \frac{1}{2^{3} \pi} d \theta=\frac{1}{4},
$$

for $j \in\{1, \ldots, q\}$. By iteration, set $\tau$ to be $\frac{1}{2^{2 k+1} \pi}$ and choose $s_{k}=m_{\tau}>s_{k-1}$ such that $2 \frac{W}{\alpha_{m_{\tau}}}<\tau$. Again determine

$$
\underline{D}(L)=\underline{F}_{k-1}(L) \underline{\Lambda}_{s_{k-1}}^{-1 / 2}(L) \underline{P}_{s_{k-1}}(L){\overline{P_{s_{k}}}}(L)^{\prime} \underline{\Lambda}_{s_{k}}^{1 / 2}(L)
$$
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and with suitable $H(\theta)$ determine

$$
\underline{F}_{k}(L)= \begin{cases}\underline{H}(L) \underline{\Delta}^{-1 / 2}(L) \underline{\bar{H}(L)^{\prime}} \underline{D}(L), & \theta \in M \\ 0, & \theta \notin M\end{cases}
$$

yielding filter

$$
G_{k}(L)=\underline{F}_{k}(L) \underline{\Lambda}_{s_{k}}^{-1 / 2}(L) \underline{P}_{s_{k}}(L),
$$

and vector process $\left\{v_{t}^{k}\right\}$ via

$$
v_{t}^{k}=G_{k}(L) X_{t}^{s_{k}}=\underline{F}_{k}(L) \psi_{t}^{s_{k}},
$$

with

$$
\Sigma^{v^{k}}(\theta)= \begin{cases}I_{q}, & \theta \in M \\ 0, & \theta \notin M\end{cases}
$$

Again by Lemma 7.3 the first eigenvalue of the spectral density of vector process $\left\{v_{t}^{k-1}-v_{t}^{k}\right\}$, denoted by $\eta_{k-1}(\theta)$, satisfies

$$
\eta_{k-1}(\theta)<\frac{1}{2^{2 k-1} \pi}, \quad \theta \in M,
$$

such that again by the same argumentation as above we have

$$
\left\|v_{j t}^{k-1}-v_{j t}^{k}\right\|^{2}<\frac{1}{2^{2 k-2}}, \quad j \in\{1, \ldots, q\}
$$

Moreover we have

$$
\begin{aligned}
\left\|v_{j t}^{k}-v_{j t}^{k+h}\right\| & \leq \sum_{i=1}^{h}\left\|v_{j t}^{k+i-1}-v_{j t}^{k+i}\right\|<\sum_{i=1}^{h} \frac{1}{2^{k+i-1}}=\sum_{i=0}^{k+h-1} \frac{1}{2^{i}}-\sum_{i=0}^{k-1} \frac{1}{2^{i}} \\
& =\frac{1-\frac{1}{2^{k+h}}}{\frac{1}{2}}-\frac{1-\frac{1}{2^{k}}}{\frac{1}{2}}=\frac{1}{2^{k-1}}-\frac{1}{2^{k+h-1}}<\frac{1}{2^{k-1}},
\end{aligned}
$$

which by

$$
\lim _{k \rightarrow \infty}\left\|v_{j t}^{k}-v_{j t}^{k+h}\right\|=0
$$
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implies that $\left(v_{j t}^{k}\right)_{k \in \mathbb{N}}$ are Cauchy sequences in $\bar{X}$ for all $j \in\{1, \ldots, q\}, t \in \mathbb{Z}$. Because $\bar{X}$ is closed, there exists limit $v_{j t}$ for all $j \in\{1, \ldots, q\}, t \in \mathbb{Z}$. In order to show that the $v_{j t}$ 's are truly aggregates it is left to show that the sequence of filters $\left(G_{k}(L)\right)_{k \in \mathbb{N}}$ is a dynamic averaging sequence. Due to $F_{k}(\theta) \in K_{M}$, the biggest eigenvalue of

$$
F_{k}(\theta) \Lambda_{s_{k}}^{-1 / 2}(\theta) P_{s_{k}}(\theta) \overline{P_{s_{k}}(\theta)^{\prime}} \Lambda_{s_{k}}^{-1 / 2}(\theta) \overline{F_{k}(\theta)^{\prime}}=F_{k}(\theta) \Lambda_{s_{k}}^{-1}(\theta) \overline{F_{k}(\theta)^{\prime}}
$$

is

$$
\frac{1}{\lambda_{s_{k} q}^{X}(\theta)}
$$

Hence, it holds that

$$
\left\|G_{k}^{\circ}\right\|^{2}=\left\|F_{k} \Lambda_{s_{k}}^{-1 / 2} P_{s_{k}}\right\|^{2}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{1}{\lambda_{s_{k} q}^{X}(\theta)} d \theta \underset{k \rightarrow \infty}{\longrightarrow} 0
$$

since $1 / \lambda_{s_{k} q}^{X}(\theta)$ converges to zero a.e. in $[-\pi, \pi]$ and is bounded by 1 by the assumption made at the beginning of the proof and thus allows for the application of Theorem 2.3, which yields the above convergence result. The spectral density of the limit process $\left\{v_{t}\right\}$ is

$$
\Sigma^{v}(\theta)= \begin{cases}I_{q}, & \theta \in M \\ 0, & \theta \notin M\end{cases}
$$

by application of Lemma 7.4.

Ad iii): We are now extending the above result of finding a white noise vector process with unit spectral density on subset $M$ of $[-\pi, \pi]$ to the whole of $[-\pi, \pi]$. Let $\Pi \subset[-\pi, \pi]$ with $\mathcal{L}([-\pi, \pi] \backslash \Pi)=0$ be such that for some $V \in \mathbb{R}$, $\lambda_{n, q+1}^{X}(\theta) \leq V$ for $n \in \mathbb{N}$ and $\theta \in \Pi$, and such that $\lambda_{q}^{X}(\theta)=\infty$ for $\theta \in \Pi$. Furthermore define

$$
l_{1,1}=\min \left\{l \in \mathbb{N}: \mathcal{L}\left(\left\{\theta \in \Pi: \lambda_{l q}^{X}(\theta)>1\right\}\right) \geq \pi\right\}
$$

and

$$
M_{1,1}=\left\{\theta \in \Pi: \lambda_{l_{1,1 q} q}^{X}(\theta)>1\right\} .
$$
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Successively, $l_{r, 1}$ and $M_{r, 1}$ for $r \in \mathbb{N}$ are defined as

$$
l_{r, 1}=\min \left\{l \in \mathbb{N}: \mathcal{L}\left(\left\{\theta \in M_{r-1,1}: \lambda_{l q}^{X}(\theta)>r\right\}\right) \geq \pi\right\}
$$

and

$$
M_{r, 1}=\left\{\theta \in M_{r-1,1}: \lambda_{l_{r 1} q}^{X}(\theta)>r\right\} .
$$

Because $\lambda_{q}^{X}(\theta)=\infty$ for $\theta \in \Pi$, the set

$$
\mathcal{M}_{1}=\bigcap_{r=1}^{\infty} M_{r, 1}
$$

satisfies $\mathcal{L}\left(\mathcal{M}_{1}\right) \geq \pi$. With notation $\mathcal{N}_{k-1}=\bigcup_{i=1}^{k-1} \mathcal{M}_{i}$, define $\mathcal{M}_{k}$ successively as

$$
\mathcal{M}_{k}=\bigcap_{r=1}^{\infty} M_{r, k},
$$

where

$$
M_{1, k}=\left\{\theta \in \Pi \backslash \mathcal{N}_{k-1}: \lambda_{l 1, k q}^{X}(\theta)>1\right\}
$$

with

$$
l_{1, k}=\min \left\{l \in \mathbb{N}: \mathcal{L}\left(\left\{\theta \in \Pi \backslash \mathcal{N}_{k-1}: \lambda_{l q}^{X}(\theta)>1\right\}\right) \geq \mathcal{L}\left(\Pi \backslash \mathcal{N}_{k-1}\right) / 2\right\}
$$

and

$$
M_{r, k}=\left\{\theta \in M_{r, k-1}: \lambda_{l_{r, k} q}^{X}(\theta)>r\right\}
$$

with

$$
l_{r, k}=\min \left\{l \in \mathbb{N}: \mathcal{L}\left(\left\{\theta \in M_{r, k-1}: \lambda_{l q}^{X}(\theta)>1\right\}\right) \geq \mathcal{L}\left(\Pi \backslash \mathcal{N}_{k-1}\right) / 2\right\}
$$

By definition the sets are disjoint and the infinite union of the $\mathcal{M}_{k}$ 's yields П. Apply now step ii) to the set $\mathcal{M}_{k}$ with suitable sequence $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ in order to receive a $q$-dimensional vector process $\left\{w_{t}^{k}\right\}=\left\{\left(\begin{array}{lll}w_{1 t}^{k} & w_{2 t}^{k} \ldots w_{q t}^{k}\end{array}\right)^{\prime}\right\}$ whose components are aggregates and whose spectral density is the identity on $\mathcal{M}_{k}$ and zero outside of $\mathcal{M}_{k}$. Define the new process $\left\{z_{t}\right\}$ as

$$
z_{t}=\sum_{k=1}^{\infty} w_{t}^{k} .
$$
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Since, as mentioned above, the $\mathcal{M}_{k}$ 's are disjoint the spectral density is the identity a.e. in $[-\pi, \pi]$ and 0 else, which concludes that $\left\{z_{t}\right\}$ is a $q$-dimensional orthogonal white noise process with unit spectral density a.e. in $[-\pi, \pi]$.

Ad iv): In this step we will prove that $\overline{\operatorname{span}}\left(\left\{z_{i t}: i \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)$ is $\mathcal{G}(X)$. For this purpose consider arbitrary aggregate $y_{t}$. This aggregate can be decomposed as

$$
y_{t}=\operatorname{Proj}_{\overline{\operatorname{span}}\left(\left\{z_{z_{i t}:}: i \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)}\left(y_{t}\right)+\epsilon_{t},
$$

where $\operatorname{Proj}_{\overline{\operatorname{span}}\left(\left\{z_{i t}: i \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right)}\left(y_{t}\right)$ and $\epsilon_{t}$ are orthogonal at any lead and lag. The claim follows if it can be shown that $\epsilon_{t}$ is zero. Therefore consider the $(q+1)$-dimensional vector process $\left\{v_{t}\right\}:=\left\{\left(z_{t}^{\prime} \epsilon_{t}\right)^{\prime}\right\}$ with spectral density

$$
\Sigma^{v}(\theta)=\left[\begin{array}{cc}
I_{q} & 0 \\
0 & \Sigma^{\epsilon}(\theta)
\end{array}\right]
$$

where $\Sigma^{\epsilon}(\theta)$ is the spectral density of $\left\{\epsilon_{t}\right\}$. Since $z_{j t} \in \mathcal{G}(X)$ and $\mathcal{G}(X)$ is closed, also $\operatorname{Proj}_{\text {span }}\left(\left\{z_{z i}: i \in\{1, \ldots, q\}, t \in \mathbb{Z}\right\}\right),\left(y_{t}\right) \in \mathcal{G}(X)$ and hence also $\epsilon_{t} \in \mathcal{G}(X)$. This means that there exist dynamic averaging sequences $\left(a_{n j}(L)\right)_{n \in \mathbb{N}}$ for $j \in$ $\{1, \ldots, q+1\}$ such that

$$
\lim _{n \rightarrow \infty} a_{n j}(L) X_{t}^{s_{n}}=z_{j t}, \quad j \in\{1, \ldots, q\}
$$

in mean square and

$$
\lim _{n \rightarrow \infty} a_{n, q+1}(L) X_{t}^{s_{n}}=\epsilon_{t},
$$

in mean square, where we assume w.l.o.g. that $\left(s_{n}\right)_{n \in \mathbb{N}}$ is the same sequence for all DAS (some $a_{n j}(L)$ can be augmented by zeros). By the definition of dynamic averaging sequences,

$$
\lim _{n \rightarrow \infty} \int_{-\pi}^{\pi}\left|a_{n j}^{\circ}(\theta)\right|^{2}=0, \quad \forall j \in\{1, \ldots, q+1\}
$$

which implies by Theorem 2.4 that there exists a subsequence $\left(n_{k}\right)_{k \in \mathbb{N}}$ such that $\lim _{k \rightarrow \infty} a_{n_{k} j}^{\circ}(\theta)=0$, a.e. in $[-\pi, \pi]$. Thus w.l.o.g. we can assume that

$$
\lim _{n \rightarrow \infty} a_{n j}^{\circ}(\theta)=0, \quad \text { a.e. in }[-\pi, \pi] .
$$

## 4 The Characterization Theorem

Now consider the following vector process $\left\{a_{t}^{n}\right\}$ with

$$
a_{t}^{n}:=\left(\begin{array}{llll}
a_{n 1}(L) X_{t}^{s_{n}} & a_{n 2}(L) X_{t}^{s_{n}} & \cdots & a_{n, q+1}(L) X_{t}^{s_{n}}
\end{array}\right)
$$

and spectral density $\Sigma_{n}^{a}(\theta)$ and $\lim _{n \rightarrow \infty} a_{t}^{n}=v_{t}$ in mean square. Since all processes $\left\{a_{n j}(L) X_{t}^{s_{n}}\right\}$ are costationary for $j \in\{1, \ldots, q+1\}$, there exists by application of Lemma 7.4 a subsequence $\left(n_{k}\right)_{k \in \mathbb{N}}$ such that $\lim _{k \rightarrow \infty} \Sigma_{n_{k}}^{a}(\theta)=\Sigma^{v}(\theta)$ a.e. in $[-\pi, \pi]$. Thus again w.l.o.g. we can assume that

$$
\lim _{n \rightarrow \infty} \Sigma_{n}^{a}(\theta)=\Sigma^{v}(\theta), \quad \text { a.e. in }[-\pi, \pi] .
$$

We now try to further decompose $\Sigma_{n}^{a}(\theta)$. For this reason we project $a_{n j}^{\circ}(\theta)$ for $j \in\{1, \ldots, q+1\}$ onto the space spanned by the first $q$ dynamic principal components of $\left\{X_{t}^{s_{n}}\right\}$. Let $f_{n j}(\theta)=a_{n j}^{\circ}(\theta) \overline{P_{s_{n}}(\theta)^{\prime}}$ denote the coefficients of this projection and $r_{n j}(\theta)$ the residual. Then,

$$
a_{n j}^{\circ}(\theta)=f_{n j}(\theta) P_{s_{n}}(\theta)+r_{n j}(\theta)
$$

This implies further the orthogonal decomposition

$$
a_{n j}(L) X_{t}^{s_{n}}=\underline{f}_{n j}(L) \underline{P}_{s_{n}}(L) X_{t}^{s_{n}}+\underline{r}_{n j}(L) X_{t}^{s_{n}} .
$$

By defining the processes $\left\{f_{t}^{n}\right\}$ and $\left\{r_{t}^{n}\right\}$ as

$$
f_{t}^{n}=\left(\underline{f}_{n 1}(L) \underline{P}_{s_{n}}(L) X_{t}^{s_{n}} \cdots \underline{f}_{n, q+1}(L) \underline{P}_{s_{n}}(L) X_{t}^{s_{n}}\right),
$$

and

$$
r_{t}^{n}=\left(\underline{r}_{n 1}(L) X_{t}^{s_{n}} \cdots \cdots \underline{r}_{n, q+1}(L) X_{t}^{s_{n}}\right),
$$

with spectral densities $\Sigma_{n}^{f}(\theta)$ and $\Sigma_{n}^{r}(\theta)$, we obtain the following decomposition of $\Sigma_{n}^{a}(\theta)$ :

$$
\Sigma_{n}^{a}(\theta)=\Sigma_{n}^{f}(\theta)+\Sigma_{n}^{r}(\theta)
$$

Notice that since $P_{s_{n}}(\theta)$ has rank $q$ and $\Sigma_{n}^{f}(\theta)$ is a $((q+1) \times(q+1))$-matrix, $\Sigma_{n}^{f}(\theta)$ is singular. Since $\left|a_{n j}^{\circ}(\theta)\right|=\left|f_{n j}(\theta)\right|+\left|r_{n j}(\theta)\right|$ and $\lim _{n \rightarrow \infty} a_{n j}^{\circ}(\theta)=0$ a.e. in $[-\pi, \pi]$ for $j \in\{1, \ldots, q+1\}$, also $\lim _{n \rightarrow \infty} r_{n j}(\theta)=0$ a.e. in $[-\pi, \pi]$ for
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$j \in\{1, \ldots, q+1\}$. Also, the residual $r_{n j}(\theta)$ for $j \in\{1, \ldots, q+1\}$ is orthgonal to the first $q$ dynamic eigenvectors $p_{s_{n} i}(\theta), i \in\{1, \ldots, q\}$, which implies by the decomposition of $\Sigma_{s_{n}}^{X}(\theta)$,

$$
\begin{equation*}
r_{n j}(\theta) \sum_{s_{n}}^{X}(\theta) \overline{r_{n j}(\theta)^{\prime}} \leq \lambda_{s_{n}, q+1}^{X}(\theta)\left|r_{n j}(\theta)\right|^{2} \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{4.3}
\end{equation*}
$$

where the limit result follows from the essential boundedness of $\lambda_{q+1}^{X}(\theta)$ and the above discussed convergence result for $r_{n j}(\theta)$. The convergence result (4.3) implies that $\Sigma_{n}^{r}(\theta)$ converges to zero a.e. in $[-\pi, \pi]$. These observations further imply that

$$
\lim _{n \rightarrow \infty} \operatorname{det} \Sigma_{n}^{a}(\theta)=\lim _{n \rightarrow \infty} \operatorname{det}\left(\Sigma_{n}^{f}(\theta)+\Sigma_{n}^{r}(\theta)\right)=0, \quad \text { a.e. in }[-\pi, \pi] \text {. }
$$

Therefore we have that

$$
\Sigma^{\epsilon}(\theta)=\operatorname{det} \Sigma^{v}(\theta)=0, \quad \text { a.e. in }[-\pi, \pi],
$$

which concludes that $\epsilon_{t}=0$.
Ad v): In steps i)-iv) we have proven that there exists a $q$-dimensional orthogonal vector process $\left\{z_{t}\right\}$ with unit spectral density, which spans $\mathcal{G}(X)$. This means that there exists $c_{i}^{\circ}(\theta) \in L_{2}^{q}([-\pi, \pi], \mathbb{C})$ for any $i \in \mathbb{N}$ such that

$$
\operatorname{Proj}_{\mathcal{G}(X)}\left(x_{i t}\right)=c_{i}(L) z_{t}=: \gamma_{i t} .
$$

Now the components of $X_{t}^{n}$ can be written as

$$
\begin{equation*}
x_{i t}=c_{i}(L) z_{t}+\beta_{i t} . \tag{4.4}
\end{equation*}
$$

To conclude the proof one needs to show that the infinite dimensional vector process $\left\{\beta_{t}\right\}=\left\{\left(\beta_{1 t} \beta_{2 t} \ldots\right): t \in \mathbb{Z}\right\}$ is idiosyncratic. For that reason define

$$
\gamma_{i t, n}:=\underline{\pi}_{n i}(L) \underline{\Lambda}_{n}^{1 / 2}(L) \psi_{t}^{n},
$$

where $\underline{\pi}_{n i}(L)$ denotes the $i$-th row of ${\overline{\underline{P_{n}}}(L)^{\prime}}$ and

$$
\beta_{i t, n}=x_{i t}-\gamma_{i t, n} .
$$
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We will now proceed by showing that

$$
\lim _{n \rightarrow \infty} \beta_{i t, n}=\beta_{i t}
$$

in mean square for any $i \in \mathbb{N}$ and any $t \in \mathbb{Z}$. As $\left(\left\{\psi_{t}^{n}\right\}\right)_{n \in \mathbb{N}}$ generates a Cauchy sequence of spaces by Lemma 3.4 and costationarity between $\left\{x_{i t}\right\}$ and $\left\{\psi_{t}^{n}\right\}$ is fulfilled, there exists by Lemma $3.5\left\{\gamma_{i t}^{*}\right\}$ such that

$$
\lim _{n \rightarrow \infty} \underline{\pi}_{n i}(L) \underline{\Lambda}_{n}^{1 / 2}(L) \psi_{t}^{n}=\gamma_{i t}^{*}
$$

in mean square and thus also

$$
\lim _{n \rightarrow \infty} \beta_{i t, n}=\beta_{i t}^{*}=x_{i t}-\gamma_{i t}^{*}
$$

in mean square for any $i \in \mathbb{N}$ and any $t \in \mathbb{Z}$. Since by construction $\beta_{i t, n}$ and $\gamma_{i t, n}$ are orthogonal at any lead and lag, also $\beta_{i t}^{*}$ and $\gamma_{i t}^{*}$ are orthogonal at any lead and lag by Lemma 7.4. If we can show that $\gamma_{i t}^{*}$ is an aggregate, then $\gamma_{i t}^{*}=\gamma_{i t}:=\operatorname{Proj}_{\mathcal{G}(X)}\left(x_{i t}\right)$ and hence also $\beta_{i t}^{*}=\beta_{i t}$. By definition of aggregates and the fact that

$$
\gamma_{i t, n}=\underline{\pi}_{n i}(L) \underline{\Lambda}_{n}^{1 / 2}(L) \psi_{t}^{n}=\underline{\pi}_{n i}(L) \underline{P}_{n}(L) X_{t}^{n},
$$

we have to show that $\underline{\pi}_{n i}(L) \underline{P}_{n}(L)$ is a dynamic averaging sequence, i.e. $\lim _{n \rightarrow \infty}\left\|\pi_{n i} P_{n}\right\|=\lim _{n \rightarrow \infty}\left\|\pi_{n i}\right\|=0$. Firstly, notice that the spectral density of $\gamma_{i t, n}$, which we denote by $\Sigma_{n}^{\gamma_{i}}(\theta)$, is bounded by $\left(\Sigma_{n}^{X}(\theta)\right)_{i i}$ by orthogonality of $\left\{\gamma_{i t, n}\right\}$ and $\left\{\beta_{i t, n}\right\}$. This $\left(\sum_{n}^{X}(\theta)\right)_{i i}$ does not depend on $n$. Secondly, notice that for spectral density $\sum_{n}^{\gamma_{i}}(\theta)$ it holds that,

$$
\Sigma_{n}^{\gamma_{i}}(\theta)=\pi_{n i}(\theta) \Lambda_{n}^{1 / 2}(\theta) \Lambda_{n}^{1 / 2}(\theta) \overline{\pi_{n i}(\theta)^{\prime}}=\pi_{n i}(\theta) \Lambda_{n}(\theta) \overline{\pi_{n i}(\theta)^{\prime}} \geq \lambda_{n q}^{X}(\theta)\left|\pi_{n i}(\theta)\right|^{2} .
$$

Taking both results together we have

$$
\lambda_{n q}^{X}(\theta)\left|\pi_{n i}(\theta)\right|^{2} \leq \Sigma_{n}^{\gamma_{i}}(\theta) \leq\left(\Sigma_{n}^{X}(\theta)\right)_{i i},
$$

and since $\lim _{n \rightarrow \infty} \lambda_{n q}^{X}(\theta)=\infty$, a.e. in $[-\pi, \pi]$, also

$$
\left|\pi_{n i}(\theta)\right|^{2} \leq \frac{\left(\Sigma_{n}^{X}(\theta)\right)_{i i}}{\lambda_{n q}^{X}(\theta)} \underset{n \rightarrow \infty}{ } 0, \quad \text { a.e. in }[-\pi, \pi] .
$$
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Furthermore, by the assumption that $\lambda_{n q}^{X}(\theta) \geq 1$ for any $n \in \mathbb{N},\left|\pi_{n i}(\theta)\right|^{2}$ is bounded, which allows for application of the dominated convergence theorem, (Theorem 2.3), which yields

$$
\left\|\pi_{n i}\right\|^{2}=\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left|\pi_{n i}(\theta)\right|^{2} d \theta \underset{n \rightarrow \infty}{\longrightarrow} 0
$$

Hence $\gamma_{i t}^{*}$ is an aggregate and $\beta_{i t, n}$ converges to $\beta_{i t}$ in mean square.

Ad vi): To conclude the proof we will show that $\left\{\beta_{t}\right\}$ is idiosyncratic by using Theorem 3.1. Let $m \in \mathbb{N}$ be fixed. Denote by $\Sigma_{m}^{\beta}(\theta)$ the spectral density of process $\left\{\beta_{t}^{m}\right\}$,

$$
\beta_{t}^{m}=\left(\begin{array}{lll}
\beta_{1 t} & \beta_{2 t} & \cdots
\end{array} \beta_{m t}\right)^{\prime} .
$$

It will be shown that the first eigenvalue of $\Sigma_{m}^{\beta}(\theta)$, denoted by $\lambda_{m 1}^{\beta}(\theta)$, is bounded from above by $\sup _{n \in \mathbb{N}} \lambda_{n, q+1}^{X}(\theta)=\lambda_{q+1}^{X}(\theta)$ for any $\theta$ in $[-\pi, \pi]$. For $n \geq m$ let $\left\{\beta_{t}^{m, n}\right\}$ be the $m$-dimensional vector process

$$
\beta_{t}^{m, n}=\left(\begin{array}{llll}
\beta_{1 t, n} & \beta_{2 t, n} & \cdots & \beta_{m t, n}
\end{array}\right)^{\prime},
$$

with spectral density $\Sigma_{m}^{\beta_{n}}(\theta)$. Denote by $\lambda_{m 1}^{\beta_{n}}(\theta)$ the first eigenvalue of $\Sigma_{m}^{\beta_{n}}(\theta)$. From step v) we know that $\beta_{i t, n}$ converges to $\beta_{i t}$ in mean square for all $i \in$ $\{1, \ldots, m\}, t \in \mathbb{Z}$ and by Lemma 7.4 there exists a subsequence of integers $\left(n_{k}\right)_{k \in \mathbb{N}}$ such that

$$
\lim _{k \rightarrow \infty} \Sigma_{m}^{\beta_{n}}(\theta)=\Sigma_{m}^{\beta}(\theta)
$$

for almost all $\theta$ in $[-\pi, \pi]$. Hence w.l.o.g. we can assume that

$$
\lim _{n \rightarrow \infty} \Sigma_{m}^{\beta_{n}}(\theta)=\Sigma_{m}^{\beta}(\theta)
$$

for almost all $\theta$ in $[-\pi, \pi]$. By continuity of the eigenvalues we have that

$$
\lim _{n \rightarrow \infty} \lambda_{m 1}^{\beta_{n}}(\theta)=\lambda_{m 1}^{\beta}(\theta)
$$

a.e. in $[-\pi, \pi]$. Notice that since

$$
X_{t}^{n}=\gamma_{t}^{n, n}+\beta_{t}^{n, n}
$$
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where process $\left\{\gamma_{t}^{n, n}\right\}$ with $\gamma_{t}^{n, n}=\left(\gamma_{1 t, n}, \ldots, \gamma_{n t, n}\right)^{\prime}$ has spectral density

$$
\Sigma_{n}^{\gamma_{n}}(\theta)=\overline{P_{n}(\theta)^{\prime}} \Lambda_{n}(\theta) P_{n}(\theta),
$$

the spectral density $\Sigma_{n}^{X}(\theta)$ decomposes into

$$
\Sigma_{n}^{X}(\theta)=\overline{P_{n}(\theta)^{\prime}} \Lambda_{n}(\theta) P_{n}(\theta)+\overline{Q_{n}(\theta)^{\prime}} \Phi_{n}(\theta) Q_{n}(\theta)=\Sigma_{n}^{\gamma_{n}}(\theta)+\Sigma_{n}^{\beta_{n}}(\theta) .
$$

Hence we have

$$
\Sigma_{n}^{\beta_{n}}(\theta)=\overline{Q_{n}(\theta)^{\prime}} \Phi_{n}(\theta) Q_{n}(\theta),
$$

which means that the first eigenvalue $\lambda_{n 1}^{\beta_{n}}(\theta)$ of $\Sigma_{n}^{\beta_{n}}(\theta)$ is $\lambda_{n, q+1}^{X}(\theta)$. By monotonicity of the eigenvalues we have for $n \geq m$ and $\theta$ in $[-\pi, \pi]$ that

$$
\lambda_{m 1}^{\beta_{n}}(\theta) \leq \lambda_{n 1}^{\beta_{n}}(\theta)=\lambda_{n, q+1}^{X}(\theta) .
$$

Taking limits on both sides yields

$$
\lambda_{m 1}^{\beta}(\theta) \leq \lambda_{q+1}^{X}(\theta)
$$

for arbitrary $m$, so that

$$
\sup _{m \in \mathbb{N}} \lambda_{m 1}^{\beta}(\theta)=: \lambda_{1}^{\beta}(\theta) \leq \lambda_{q+1}^{X}(\theta)
$$

holds. Since $\lambda_{q+1}^{X}(\theta)$ is essentially bounded, so is $\lambda_{1}^{\beta}(\theta)$, implying the idiosyncracy of $\left\{\beta_{t}\right\}$. This concludes the whole proof.

Remark 4.1. In the proof we assumed w.l.o.g. for $n \in \mathbb{N}, j \leq n$ and $\theta \in$ $[-\pi, \pi]$ that $\lambda_{n j}^{X}(\theta) \geq 1$. Now, we will argue why that assumption is valid. As in Remark 3.2, we can define a new process $\left\{\hat{X}_{t}\right\}$ via $\hat{x}_{i t}=x_{i t}+\zeta_{i t}$, where $\left\{\zeta_{t}\right\}$ is orthogonal white noise with unit spectral density such that $\zeta_{i t_{1}} \perp x_{j t_{2}}$ for any $i, j \in \mathbb{N}$ and any $t_{1}, t_{2} \in \mathbb{Z}$. Notice that $\Sigma_{n}^{\hat{X}}(\theta)=\Sigma_{n}^{X}(\theta)+I_{n}$ and hence also $\lambda_{n i}^{\hat{X}}(\theta)=\lambda_{n i}^{X}(\theta)+1$. It is thus easily seen that if (I) + (II) hold for $\left\{X_{t}\right\}$, then they also hold for $\left\{\hat{X}_{t}\right\}$ and vice versa. By Theorem 4.1, $\left\{\hat{X}_{t}\right\}$ has a representation as $\hat{x}_{i t}=\hat{\chi}_{i t}+\hat{\xi}_{i t}$, where $\hat{\chi}_{i t}=\operatorname{Proj}_{\mathcal{G}(\hat{X})}\left(\hat{x}_{i t}\right)$. The definition of $\zeta_{t}$ implies that $\hat{\chi}_{i t}=\operatorname{Proj}_{\mathcal{G}(X)}\left(x_{i t}\right)$, and hence also $x_{i t}=\operatorname{Proj}_{\mathcal{G}(X)}\left(x_{i t}\right)+\left(\hat{\xi}_{i t}-\zeta_{i t}\right)$. Since by definition $\zeta_{i t}$ is orthogonal to $\bar{X}, \hat{\xi}_{t}-\zeta_{t}$ is idiosyncratic and hence $X_{t}$ follows a generalized dynamic factor model with $q$ factors as well. This is based on [4, p.11f].
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As we have seen in Chapter 3, specifically in Theorem 3.2, the $i$-th common component $\left\{\chi_{i t}\right\}$ can be asymptotically recovered from the process defined by $\underline{\pi}_{n i}(L) \underline{P}_{n}(L) X_{t}^{n}$, where $\underline{\pi}_{n i}(L)$ denotes the $i$-th row of $\underline{\underline{P}}_{n}(L)^{\prime}$, for an infinite dimensional stationary time series $\left\{X_{t}\right\}$ that follows a generalized dynamic factor model with $q$ factors. As is often the problem in practice, the population spectral densities $\Sigma_{n}^{X}(\theta)$ for $\left\{X_{t}^{n}\right\}$ resulting from $\left\{X_{t}\right\}$ are not known and have to be estimated. We will propose in the following an estimator of the common component based on observations $\left\{\mathrm{x}_{1}^{n}, \ldots, \mathrm{x}_{T}^{n}\right\}$, denoted by $\hat{\chi}_{i t}$, which is consistent. Firstly recall the notion of consistency.

Definition 5.1. A sequence of estimators $\left(\hat{W}_{T}\right)_{T \in \mathbb{N}}$ based on $T$ observations $\left\{\mathrm{x}_{1}, \ldots, \mathrm{x}_{T}\right\}$ is said to be consistent for the true parameter $W$ if

$$
\hat{W}_{T} \xrightarrow{P} W,
$$

as $T \rightarrow \infty$, i.e., for arbitrary $\epsilon>0$ :

$$
\lim _{T \rightarrow \infty} P\left(\left|\hat{W}_{T}-W\right|>\epsilon\right)=0
$$

See [10, p.54].

## 5 Consistent Estimator for the Common Component

### 5.1 Consistent estimator for the spectral density

For the theory of the following section we assume that the $T$ observations $\left\{\mathrm{x}_{1}, \ldots, \mathrm{x}_{T}\right\}$ are realizations of an $n$-dimensional stationary vector process $\left\{X_{t}\right\}$. For now we fix $n$, so subscript $n$ is dropped in this section. First of all we will propose an estimator of the spectral density $\Sigma^{X}(\theta)$ which is solely based on the coefficients of the discrete Fourier transform. This estimator will be called the periodogram of $\left\{\mathrm{x}_{1}, \ldots, \mathrm{x}_{T}\right\}$.
The vectors

$$
e_{k}=\frac{1}{\sqrt{T}}\left(e^{i \theta_{k}}, \ldots, e^{i T \theta_{k}}\right)^{\prime},
$$

with fundamental frequencies $\theta_{k}=\frac{2 \pi k}{n}$, where $k \in \mathcal{F}_{T}:=\left\{-\left\lfloor\frac{T-1}{2}\right\rfloor, \ldots,\left\lfloor\frac{T}{2}\right\rfloor\right\}$ form an orthonormal basis of $\mathbb{C}^{n}$. More information and proofs can be found in [ $6, \mathrm{p} .331 \mathrm{f}]$. Hence $\mathrm{x}_{t}$ can be written as

$$
\mathrm{x}_{t}=\sum_{k \in \mathcal{F}_{T}}\left\langle\mathrm{x}_{t}, e_{k}\right\rangle e_{k} .
$$

By taking all observations together as $\mathrm{x}=\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{T}\right)^{\prime}$ and denoting by $\tilde{\mathrm{x}}_{i}$ the $i$-th column of x for $i \in\{1, \ldots, n\}$, we have that

$$
\begin{aligned}
\mathrm{x} & =\left(\tilde{\mathrm{x}}_{1}, \ldots, \tilde{\mathrm{x}}_{n}\right)=\sum_{k \in \mathcal{F}_{T}}\left(\left\langle\tilde{\mathrm{x}}_{1}, e_{k}\right\rangle e_{k}, \ldots,\left\langle\tilde{\mathrm{x}}_{n}, e_{k}\right\rangle e_{k}\right) \\
& =\sum_{k \in \mathcal{F}_{T}} e_{k}\left(\left\langle\tilde{\mathrm{x}}_{1}, e_{k}\right\rangle, \ldots,\left\langle\tilde{x}_{n}, e_{k}\right\rangle\right)
\end{aligned}
$$

Hence for the discrete Fourier transform consisting of the coefficient $\left(\left\langle\tilde{x}_{1}, e_{k}\right\rangle, \ldots,\left\langle\tilde{x}_{n}, e_{k}\right\rangle\right)^{\prime}$ corrsponding to $e_{k}$, denoted by $\mathcal{J}\left(\theta_{k}\right)$, further holds

$$
\begin{aligned}
\left(\left\langle\tilde{\mathrm{x}}_{1}, e_{k}\right\rangle, \ldots,\left\langle\tilde{\mathrm{x}}_{n}, e_{k}\right\rangle\right)^{\prime} & =\left(\frac{1}{\sqrt{T}} \sum_{t=1}^{T}\left(\tilde{\mathrm{x}}_{1}\right)_{t} e^{-i t \theta_{k}}, \ldots, \frac{1}{\sqrt{T}} \sum_{t=1}^{T}\left(\tilde{x}_{n}\right)_{t} e^{-i t \theta_{k}}\right)^{\prime} \\
& =\frac{1}{\sqrt{T}} \sum_{t=1}^{T} \mathrm{x}_{t} e^{-i t \theta_{k}}=\mathcal{J}\left(\theta_{k}\right) .
\end{aligned}
$$

See [6, p.443].
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This prompts the definition of the periodogram, which acts as an estimator for the spectral density of the underlying stationary vector process $\left\{X_{t}\right\}$ from which $\left\{\mathrm{x}_{1}, \ldots, \mathrm{x}_{T}\right\}$ is assumed to be sampled.

Definition 5.2. Assume that observations $\left\{\mathrm{x}_{1}, \ldots, \mathrm{x}_{T}\right\}$ are the realizations of an $n$-dimensional stationary vector process. Let $g_{T}(\theta)$ be the fundamental frequency $\theta_{k}$ closest to $\theta \in[0, \pi]$ (if there are two, $g_{T}(\theta)$ is the smaller one). Then we define the periodogram at frequency $\theta \in[0, \pi]$ by

$$
I_{T}(\theta)=\mathcal{J}\left(g_{T}(\theta)\right) \overline{\mathcal{J}\left(g_{T}(\theta)\right)^{\prime}}=\mathcal{J}\left(\theta_{k}\right) \overline{\mathcal{J}\left(\theta_{k}\right)^{\prime}}
$$

and by

$$
I_{T}(\theta)=I_{T}(-\theta),
$$

at $\theta \in[-\pi, 0)$. See also [6, p.443].
Remark. Similar to the relationship between population spectral density $\Sigma^{X}(\theta)$ and population covariance function $\Gamma^{X}(h)$ for an $n$-dimensional stationary vector process $\left\{X_{t}\right\}$ via

$$
\Sigma^{X}(\theta)=\frac{1}{2 \pi} \sum_{h=-\infty}^{\infty} e^{-i \theta h} \Gamma^{X}(h)
$$

there exists a relationship between the periodogram of the $T$ observations $\left\{\mathrm{x}_{1}, \ldots \mathrm{x}_{T}\right\}$ of the underlying $n$-dimensional stationary process $\left\{X_{t}\right\}$ and the estimated covariance function $\hat{\Gamma}^{X}(h)=\frac{1}{T} \sum_{t=1}^{T-h}\left(\mathrm{x}_{t+h}-\mathrm{x}_{\text {mean }}\right)\left(\overline{\mathrm{x}_{t}-\mathrm{x}_{\text {mean }}}\right)^{\prime}$ for $h \geq 0$ and $\hat{\Gamma}^{X}(-h)=\overline{\hat{\Gamma}^{X}(h)^{\prime}}$ via

$$
I\left(\theta_{k}\right)= \begin{cases}\sum_{|h|<T} e^{-i \theta_{k} h} \hat{\Gamma}^{X}(h) & \theta_{k} \neq 0 \\ T x_{\text {mean }}{\overline{x_{\text {mean }}}}^{\prime} & \theta_{k}=0\end{cases}
$$

for any fundamental frequency $\theta_{k}$, where $\mathrm{x}_{\text {mean }}=\frac{1}{T} \sum_{t=1}^{T} \mathrm{x}_{t}$. Further information can be found in [6, p.443f].

A satisfactory estimator for the spectral density is required to be consistent. As the following theorem will show, the periodogram is not a consistent estimator.

## 5 Consistent Estimator for the Common Component

Prior to that we introduce the notion of the (asymptotic) complex multivariate normal distribution.

Definition 5.3. Let $Y=\operatorname{Re}(Y)+i \operatorname{Im}(Y)$ be an $n$-dimensional complex valued random vector with mean $\mu=\mu_{1}+i \mu_{2}$ and covariance matrix $\Gamma=\Gamma_{1}+i \Gamma_{2}$ satisfying $\bar{\Gamma}^{\prime}=\Gamma$ and $\Gamma \geq 0$. The random vector $Y$ is said to follow a complex normal distribution with mean $\mu$ and covariance $\Gamma$, short $\mathcal{N}_{c}(\mu, \Gamma)$, if

$$
\left[\begin{array}{c}
\operatorname{Re}(Y) \\
\operatorname{Im}(Y)
\end{array}\right] \sim \mathcal{N}\left(\left[\begin{array}{l}
\mu_{1} \\
\mu_{2}
\end{array}\right], \frac{1}{2}\left[\begin{array}{cc}
\Gamma_{1} & -\Gamma_{2} \\
\Gamma_{2} & \Gamma_{1}
\end{array}\right]\right)
$$

where $\mathcal{N}$ denotes the real-valued normal distribution. See [6, p.444].
Theorem 5.1. Assume the $n$-dimensional stationary vector process $\left\{X_{t}\right\}$ with spectral density $\Sigma^{X}(\theta)$ can be expressed as

$$
X_{t}=\sum_{k=-\infty}^{\infty} C_{k} Z_{t-k}
$$

where $\left\{Z_{t}\right\}$ is an $n$-dimensional white noise vector process with mean 0 and covariance function $\Gamma^{Z}(h)$ with $\Gamma^{Z}(0)>0$ and $\Gamma^{Z}(h)=0$ for $h \neq 0$ and where coefficients of the matrices $\left(C_{k}\right)_{k \in \mathbb{Z}} \subset \mathbb{R}^{n \times n}$ satisfy $\sum_{k=-\infty}^{\infty}\left|\left(C_{k}\right)_{i j} \| k\right|^{1 / 2}<$ $\infty$ for all $i, j \in\{1, \ldots, n\}$. Furthermore, suppose that $E\left(\left(Z_{t}\right)_{i}^{4}\right)<\infty$ for $i \in\{1, \ldots, n\}$. Let $I_{T}(\theta)$ be the periodogram based on the $T$ observations $\left\{\mathrm{x}_{1}, \ldots, \mathrm{x}_{T}\right\}$ for $\theta \in[-\pi, \pi]$. Then the following holds:
(i) For arbitrary frequencies $0<\omega_{1}<\ldots<\omega_{m}<\pi$ the corresponding matrices $I_{T}\left(\omega_{1}\right), \ldots, I_{T}\left(\omega_{m}\right)$ converge jointly in distribution to independent random matrices where the $l$-th matrix is distributed as $W_{l}{\overline{W_{l}}}^{\prime}$ where $W_{l} \sim \mathcal{N}_{c}\left(0,2 \pi \Sigma^{X}\left(\omega_{l}\right)\right)$.
(ii) For fundamental frequencies $\theta_{k}=\frac{2 \pi k}{T}$ and $\theta_{l}=\frac{2 \pi l}{T}$ where $l, k \in$ $\left\{-\left\lfloor\frac{T-1}{2}\right\rfloor, \ldots,\left\lfloor\frac{T}{2}\right\rfloor\right\}$ and $\theta_{k} \neq \theta_{l}$, we have

$$
\operatorname{Cov}\left(\left(I_{T}\left(\theta_{k}\right)\right)_{p q},\left(I_{T}\left(\theta_{l}\right)\right)_{r s}\right) \xrightarrow[T \rightarrow \infty]{ } 0, \quad \text { for } p, q, r, s \in\{1, \ldots, n\} .
$$
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(iii) For fundamental frequency $\theta_{k}=\frac{2 \pi k}{T}$ with $k \in\left\{-\left\lfloor\frac{T-1}{2}\right\rfloor, \ldots,\left\lfloor\frac{T}{2}\right\rfloor\right\}$ we have that

$$
\left|\lim _{T \rightarrow \infty} \operatorname{Cov}\left(\left(I_{T}\left(\theta_{k}\right)\right)_{p q},\left(I_{T}\left(\theta_{k}\right)\right)_{r s}\right)\right| \leq f, \quad \text { for } p, q, r, s \in\{1, \ldots, n\}
$$

and for some $f \in \mathbb{R}$. See [6, p.446].

Proof. The proof for the univariate case [6, p.347-350] can be extended to the multivariate case, see [11, p.248f] and [6, p.444-446].

As part i) above shows, the limit of $I_{T}(\theta)$ for some $\theta \in(0, \pi)$ is still random and therefore $\left(I_{T}(\theta)\right)_{T \in \mathbb{N}}$ cannot be a consistent estimator for the spectral density. However, since by part ii) the periodograms of different frequencies are asymptotically uncorrelated and by part iii) the covariance matrix is bounded, there exists the prospect of constructing a consistent estimator for the spectral density $\Sigma^{X}(\theta)$ by averaging the periodogram locally around a frequency. See [6, p.350].

Definition 5.4. Let $I_{T}(\theta)$ for $\theta \in[-\pi, \pi]$ be the periodogram associated with the $T$ observations of underlying $n$-dimensional stationary vector process $\left\{X_{t}\right\}$ which has the structure $X_{t}=\sum_{k=-\infty}^{\infty} C_{k} Z_{t-k}$ where $\left\{Z_{t}\right\}$ is an $n$-dimensional white noise with mean zero and covariance matrix $\Gamma$ and where matrices $\left(C_{k}\right)_{k \in \mathbb{Z}}$ satisfy $\sum_{k=-\infty}^{\infty}\left|\left(C_{k}\right)_{i j} \| k\right|^{1 / 2}<\infty$ for all $i, j \in\{1, \ldots, n\}$. Let $\left(W_{T}(k)\right)_{T \in \mathbb{Z}}$ be a sequence of real diagonal weight matrices of dimension $(n \times n)$ such that

- $\left(W_{T}(k)\right) \geq 0$ componentwise for any $k \in \mathbb{Z}$,
- $W_{T}(-k)=W_{T}(k)$,
- $W_{T}(k)=0$, if $|k|>m_{T}$ for some $m_{T} \in \mathbb{N}$ fulfilling $\lim _{T \rightarrow \infty} m_{T}=\infty$ and $\lim _{T \rightarrow \infty} m_{T} / T=0$,
- $\sum_{|k| \leq m_{T}} W_{T}(k)=I_{n}$,


## 5 Consistent Estimator for the Common Component

- $\lim _{T \rightarrow \infty} \sum_{|k| \leq m_{T}} W_{T}(k)^{2}=0$,
then the estimator of the form

$$
\hat{\Sigma}_{T}^{X}(\theta)=\frac{1}{2 \pi} \sum_{|k| \leq m_{T}} W_{T}(k) I_{T}\left(g_{T}(\theta)+\theta_{k}\right)
$$

where $\theta_{k}$ is a fundamental frequency is called a periodogram smoothing estimator for the spectral density $\Sigma^{X}(\theta)$. In case of $g_{T}(\theta)+\theta_{k} \notin[-\pi, \pi], I_{T}\left(g_{T}(\theta)+\theta_{k}\right)$ is the value of $I_{T}(\theta)$ for $\theta \in[-\pi, \pi]$ given that $I_{T}(\theta)$ has period $2 \pi$. The definition is based on [6, p.350f,446f].

This periodogram smoothing estimator is compared to the traditional periodogram consistent, which is a consequence of the following theorem.

Theorem 5.2. Let $\left\{X_{t}\right\}$ be an $n$-dimensional stationary vector process with $X_{t}=\sum_{k=-\infty}^{\infty} C_{k} Z_{t-k}$, where $\left\{Z_{t}\right\}$ is an $n$-dimensional white noise vector process with mean 0 and covariance matrix $\Gamma$ and where matrices $\left(C_{k}\right)_{k \in \mathbb{Z}}$ satisfy $\sum_{k=-\infty}^{\infty}\left|\left(C_{k}\right)_{i j}\right||k|^{1 / 2}<\infty$ for all $i, j \in\{1, \ldots, n\}$. Furthermore, let $\hat{\Sigma}_{T}^{X}(\theta)$ be a periodogram smoothing estimator of the spectral density $\Sigma^{X}(\theta)$ based on the $T$ observations $\left\{\mathrm{x}_{1}, \ldots, \mathrm{x}_{T}\right\}$. Then the following holds:

$$
\lim _{T \rightarrow \infty} \mathrm{E}\left(\hat{\Sigma}_{T}^{X}(\theta)\right)=\Sigma^{X}(\theta) .
$$

Proof. The proof for the univariate case can be found in [6, p.351ff] and can be extended to the multivariate case, see [ $6,447 \mathrm{f}]$.

We now take a look at the asymptotic covariance of the estimator $\hat{\Sigma}_{T}^{X}(\theta)$ to get following important result.

Lemma 5.1. Let $\left\{X_{t}\right\}$ be an $n$-dimensional stationary vector process with $X_{t}=\sum_{k=-\infty}^{\infty} C_{k} Z_{t-k}$, where $\left\{Z_{t}\right\}$ is an $n$-dimensional white noise vector process with mean 0 and covariance matrix $\Gamma$ and where matrices $\left(C_{k}\right)_{k \in \mathbb{Z}}$ satisfy $\sum_{k=-\infty}^{\infty}\left|\left(C_{k}\right)_{i j} \| k\right|^{1 / 2}<\infty$ for all $i, j \in\{1, \ldots, n\}$. Furthermore, let $\hat{\Sigma}_{T}^{X}(\theta)$ be a periodogram smoothing estimator of the spectral density $\Sigma^{X}(\theta)$ based on the $T$ observations $\left\{\mathrm{x}_{1}, \ldots, \mathrm{x}_{T}\right\}$. Then $\hat{\Sigma}_{T}^{X}(\theta)$ is a consistent estimator for $\Sigma^{X}(\theta)$.
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Proof. Consider

$$
\begin{aligned}
& \left(\hat{\Sigma}_{T}^{X}(\theta)\right)_{p q}=\frac{1}{2 \pi} \sum_{k \in \mathbb{Z}}\left(W_{T}(k)\right)_{p p}\left(I_{T}\left(g_{T}(\theta)+\theta_{k}\right)\right)_{p q}, \\
& \left(\hat{\Sigma}_{T}^{X}(\theta)\right)_{r s}=\frac{1}{2 \pi} \sum_{j \in \mathbb{Z}}\left(W_{T}(j)\right)_{r r}\left(I_{T}\left(g_{T}(\theta)+\theta_{j}\right)\right)_{r s}
\end{aligned}
$$

Then we have for $\operatorname{Cov}\left(\left(\hat{\Sigma}_{T}^{X}(\theta)\right)_{p q},\left(\hat{\Sigma}_{T}^{X}(\theta)\right)_{r s}\right)$ the following:

$$
\begin{aligned}
& \frac{1}{(2 \pi)^{2}} \sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{Z}}\left(W_{T}(k)\right)_{p p}\left(W_{T}(j)\right)_{r r} \operatorname{Cov}\left(\left(I_{T}\left(g_{T}(\theta)+\theta_{k}\right)\right)_{p q},\left(I_{T}\left(g_{T}(\theta)+\theta_{j}\right)\right)_{r s}\right)= \\
& \frac{1}{(2 \pi)^{2}} \sum_{\substack{k \in \mathbb{Z}}} \sum_{\substack{j \in \mathbb{Z} \\
j \neq k}}\left(W_{T}(k)\right)_{p p}\left(W_{T}(j)\right)_{r r} \operatorname{Cov}\left(\left(I_{T}\left(g_{T}(\theta)+\theta_{k}\right)\right)_{p q},\left(I_{T}\left(g_{T}(\theta)+\theta_{j}\right)\right)_{r s}\right)+ \\
& \frac{1}{(2 \pi)^{2}} \sum_{k \in \mathbb{Z}}\left(W_{T}(k)\right)_{p p} W_{T}(k)_{r r} \operatorname{Cov}\left(\left(I_{T}\left(g_{T}(\theta)+\theta_{k}\right)\right)_{p q},\left(I_{T}\left(g_{T}(\theta)+\theta_{k}\right)\right)_{r s}\right) \xrightarrow[T \rightarrow \infty]{\longrightarrow} 0
\end{aligned}
$$

The covariance of the first summands goes to zero by Theorem 5.1 (ii) and the boundedness of the weights. Note that $g_{T}(\theta)+\theta_{k}$ is a fundamental frequency. The second summand goes to zero by the boundedness of the covariances according to Theorem 5.1 (iii) and the fact that $\left(W_{T}(k)\right)_{p p}\left(W_{T}(k)\right)_{r r}$ converges to zero by the last assumption on the weight sequence $\left(W_{T}(k)\right)_{T \in \mathbb{N}}$. Since this holds for all $p, q, r, s \in\{1, \ldots, n\}$, the variance of estimator $\hat{\Sigma}_{T}^{X}(\theta)$ goes to zero, hence $\hat{\Sigma}_{T}^{X}(\theta)$ is a consistent estimator.

### 5.2 Proposition of estimator for the common component

We now return to infinite dimensional stationary vector process $\left\{X_{t}\right\}$ with spectral densities $\Sigma_{n}^{X}(\theta)$ corresponding to the $n$-dimensional stationary vector process $\left\{X_{t}^{n}\right\}$ based on $\left\{X_{t}\right\}$. Assume $\left\{X_{t}\right\}$ follows a generalized dynamic factor model with $q$ factors. Based on the previous section and its results we
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impose further assumptions, additional to the ones imposed at the beginning of Chapter 3, on the vector process $\left\{X_{t}\right\}$. Assume $\left\{X_{t}^{n}\right\}$ can be represented as

$$
X_{t}^{n}=\sum_{k=-\infty}^{\infty} C_{k}^{n} Z_{t-k}^{n}
$$

where $\left\{Z_{t}^{n}\right\}$ is an $n$-dimensional white noise vector process with mean 0 and covariance matrix $\Gamma$ and where coefficients of $\left(C_{k}^{n}\right)_{k \in \mathbb{Z}} \subset \mathbb{R}^{n \times n}$ satisfy $\sum_{k=-\infty}^{\infty}\left|\left(C_{k}^{n}\right)_{i j} \| k\right|^{1 / 2}<\infty$ for all $i, j \in\{1, \ldots, n\}$ and all $n \in \mathbb{N}$. Note that components of $C_{k}^{n}$ and $Z_{t-k}^{n}$ can change dependent on $n$. Furthermore let $\left\{\mathrm{x}_{1}^{n}, \ldots, \mathrm{x}_{T}^{n}\right\}$ be $T$ observations of the underlying $n$-dimensional stationary vector process $\left\{X_{t}^{n}\right\}$. Denote by $\hat{\Sigma}_{n, T}^{X}(\theta)$ a periodogram-smoothing estimator for the spectral density $\Sigma_{n}^{X}(\theta)$ based on the $T$ observations $\left\{\mathrm{x}_{1}^{n}, \ldots, \mathrm{x}_{T}^{n}\right\}$. As we have seen before, for any $n \in \mathbb{N}$, any $\theta \in[-\pi, \pi]$, any $\epsilon>0$ and $i, j \in\{1, \ldots, n\}$ :

$$
\lim _{T \rightarrow \infty} \mathrm{P}\left(\left|\left(\hat{\Sigma}_{n, T}^{X}(\theta)\right)_{i j}-\left(\Sigma_{n}^{X}(\theta)\right)_{i j}\right|>\epsilon\right)=0
$$

Note that $\hat{\Sigma}_{n+1, T}^{X}(\theta)$ is the periodogram smoothing estimator of $\left\{\mathrm{x}_{1}^{n+1}, \ldots, \mathrm{x}_{T}^{n+1}\right\}$ where $\mathrm{x}_{i}^{n+1}$ was extended by an $n+1$-th component and where weight matrices $W_{T}(k)$ are extended in a hierarchical manner. In this setting $\hat{\Sigma}_{n, T}^{X}(\theta)$ and $\hat{\Sigma}_{n+1, T}^{X}(\theta)$ coincide in the first $n$ rows and the first $n$ columns.

For fixed $n$ denote by $\lambda_{n, T, i}^{X}(\theta)$ the $i$-th largest dynamic eigenvalue of estimator $\hat{\Sigma}_{n, T}^{X}(\theta)$ and by $p_{n, T, i}^{X}(\theta)$ the corresponding $i$-th dynamic eigenvector. Both, dynamic eigenvalues and dynamic eigenvectors are chosen to be continuous functions in $\theta$ on $[-\pi, \pi]$, and enable consistent estimation of $\lambda_{n i}^{X}(\theta)$ and $p_{n i}^{X}(\theta)$, i.e. for any $\epsilon>0$ :

$$
\lim _{T \rightarrow \infty} \mathrm{P}\left(\left|\lambda_{n, T, i}^{X}(\theta)-\lambda_{n i}^{X}(\theta)\right|>\epsilon\right)=0
$$

and

$$
\lim _{T \rightarrow \infty} \mathrm{P}\left(\left|p_{n, T, i}^{X}(\theta)-p_{n i}^{X}(\theta)\right|>\epsilon\right)=0
$$
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In Chapter 3 (Theorem 3.2) we have established that $\underline{\pi}_{n i}(L) \underline{P}_{n}(L) X_{t}^{n}$ converges in mean square to $\chi_{i t}$ as $n$ grows for $t \in \mathbb{Z}$ and $i \leq n$. Recall that $\underline{P}_{n}(L)$ is the filter corresponding to the $(q \times n)$-matrix $P_{n}(\theta)$ which consists of the first $q$ dynamic eigenvectors as rows and that $\underline{\pi}_{n i}(L)$ is the $i$-th row of $\underline{\underline{P}}_{n}(L)^{\prime}$. The convergence in mean square implies that $\underline{\pi}_{n i}(L) \underline{P}_{n}(L) X_{t}^{n}$ is a consistent estimator for $\chi_{i t}$.
Analogously to filter $\underline{\pi}_{n i}(L) \underline{P}_{n}(L)$, we can get an estimated filter version, $\underline{A}_{n, T, i}(L)$, by replacing all occurrences of $p_{n i}^{X}(\theta)$ in $\pi_{n i}(\theta) P_{n}(\theta)$ by the estimated version $p_{n, T, i}^{X}(\theta)$ based on $T$ observations $\left\{\mathrm{x}_{1}^{n}, \ldots, \mathrm{x}_{T}^{n}\right\}$. By consistency of the empirical dynamic eigenvalues $p_{n, T, i}^{X}(\theta)$ for any $\theta \in[-\pi, \pi]$, consistency of the filters can be established, i.e. for any $\epsilon>0$ :

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \mathrm{P}\left(\sup _{\theta \in[-\pi, \pi]}\left|A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta)\right|>\epsilon\right)=0 \tag{5.1}
\end{equation*}
$$

Note that we do not need to worry about possible sign differences between the eigenvectors in $A_{n, T, i}(\theta)$ and $\pi_{n i}(\theta) P_{n}(\theta)$ since these signs cancel out due to multiplication of the eigenvectors. However,

$$
\underline{A}_{n, T, i}(L) X_{t}^{n}=\sum_{k=-\infty}^{\infty} A_{n, T, i, k} X_{t-k}^{n}
$$

where $A_{n, T, i, k}$ denotes the $k$-th coefficient of the filter $\underline{A}_{n, T, i}(L)$ cannot readily be computed since $X_{t}^{n}$ is not available for $t<0$ and $t \geq T$, hence the infinite sum is truncated dependent on $t$, i.e.

$$
\underline{A}_{n, T, i}^{\mathrm{trunc}, t}(L) X_{t}^{n}=\sum_{k=M_{1}(t, T)}^{M_{2}(t, T)} A_{n, T, i, k} X_{t-k}^{n},
$$

where $\left|M_{1}(t, T)\right|$ and $\left|M_{2}(t, T)\right|$ go to infinity as $T$ goes to infinity. In view of this necessary truncation and the accompanying loss of variance, we will focus on the essential observations in $\left\{\mathrm{x}_{1}^{n}, \ldots, \mathrm{x}_{T}^{n}\right\}$ which are classified as those values $t=t_{T}$ satisfying

$$
0<b_{1} \leq \liminf _{T \rightarrow \infty} \frac{t_{T}}{T} \leq \limsup _{T \rightarrow \infty} \frac{t_{T}}{T} \leq b_{2}<1
$$
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for some $b_{1}, b_{2} \in \mathbb{R}$. See [ 5 , p. 545 f$]$.
The next theorem provides the empirical equivalent of Theorem 3.2 and establishes consistency for the estimator of the common component.

Theorem 5.3. Let $\left\{X_{t}\right\}$ be an infinite dimensional stationary vector process that follows a dynamic factor model with $q$ factors. Let underlying $n$ dimensional vector process $\left\{X_{t}^{n}\right\}$ for any $n \in \mathbb{N}$ satisfy

$$
X_{t}^{n}=\sum_{k=-\infty}^{\infty} C_{k}^{n} Z_{t-k}^{n}
$$

where $\left\{Z_{t}^{n}\right\}$ is an $n$-dimensional zero-mean white noise vector process and $\left(C_{k}^{n}\right)_{k \in \mathbb{Z}} \subset \mathbb{R}^{n \times n}$ fulfilling $\sum_{k=-\infty}^{\infty}\left|\left(C_{k}^{n}\right)_{i j}\right||k|^{1 / 2}<\infty$ for any $i, j \in\{1, \ldots, n\}$. Let $\left\{\mathrm{x}_{1}^{n}, \ldots, \mathrm{x}_{T}^{n}\right\}$ be $T$ observations of $\left\{X_{t}^{n}\right\}$. Furthermore let $\underline{A}_{n, T, i}^{\text {truc, } t}(L)$ be truncated as

$$
\underline{A}_{n, T, i}^{\operatorname{trunc}, t}(L)=\sum_{k=\max \{T-1,-B(T)\}}^{\min \{t-1, B(T)\}} A_{n, T, i, k} L^{k},
$$

with $\lim _{T \rightarrow \infty} B(T)=\infty$ and $\limsup _{T \rightarrow \infty} B^{3}(T) / T<\infty$.
Then, for any $\epsilon>0$, any $\eta>0$ there exists $N_{\epsilon, \eta} \in \mathbb{N}$ such that for all $n \geq N_{\epsilon, \eta}$ there exists $T_{n, \epsilon, \eta} \in \mathbb{N}$ such that for all $T \geq T_{n, \epsilon, \eta}$ and all $t=t_{T}$ satisying

$$
0<b_{1} \leq \liminf _{T \rightarrow \infty} \frac{t_{T}}{T} \leq \limsup _{T \rightarrow \infty} \frac{t_{T}}{T} \leq b_{2}<1
$$

for some $b_{1}, b_{2} \in \mathbb{R}$, the following holds:

$$
\mathrm{P}\left(\left|\underline{A}_{n, T, i}^{\text {trunc,t }}(L) X_{t}^{n}-\chi_{i t}\right|>\epsilon\right) \leq \eta .
$$

See [5, p.545].

Proof. The proof is based on [5, p.545ff]. Define $b_{1}^{T}:=\left\lceil b_{1} T\right\rceil$ and $b_{2}^{T}:=\left\lfloor b_{2} T\right\rfloor$ and denote by $R_{n, i, k}$ the $k$-th coefficient of filter $\underline{\pi}_{n i}(L) \underline{P}_{n}(L)$. Furthermore by $\limsup _{T \rightarrow \infty} \frac{B^{3}(T)}{T}<\infty$ it can be assumed that $T$ is large enough such that

$$
B(T)<\min \left\{b_{1}^{T}, T-b_{2}^{T},\left(b_{2}^{T}-b_{1}^{T}\right) / 2\right\}
$$
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which simplifies the filter $\underline{A}_{n, T, i}^{\text {truc, }, t}(L)$ for values $t$ in $\left\{b_{1}^{T}, \ldots, b_{2}^{T}\right\}$ to

$$
\underline{A}_{n, T, i}^{\text {trunct }}(L)=\sum_{k=-B(T)}^{B(T)} A_{n, T, i, k} L^{k} .
$$

We now start bounding the following probability as follows:

$$
\begin{gathered}
\mathrm{P}\left(\left|\underline{A}_{n, T, i}^{\text {trunc }, t}(L) X_{t}^{n}-\chi_{i t}\right|>\epsilon\right)= \\
\mathrm{P}\left(\left|\underline{A}_{n, T, i}^{\text {trunc }, t}(L) X_{t}^{n}-\underline{\pi}_{n i}(L) \underline{P}_{n}(L) X_{t}^{n}+\underline{\pi}_{n i}(L) \underline{P}_{n}(L) X_{t}^{n}-\chi_{i t}\right|>\epsilon\right) \leq \\
\mathrm{P}\left(\left|\underline{A}_{n, T, i}^{\text {truc }, t}(L) X_{t}^{n}-\pi_{n i}(L) P_{n}(L) X_{t}^{n}\right|+\left|\pi_{n i}(L) P_{n}(L) X_{t}^{n}-\chi_{i t}\right|>\epsilon\right) \leq \\
\mathrm{P}\left(\left|\underline{A}_{n, T, i}^{\text {trunc }, t}(L) X_{t}^{n}-\underline{\pi}_{n i}(L) \underline{P}_{n}(L) X_{t}^{n}\right|>\frac{\epsilon}{2}\right)+\mathrm{P}\left(\left|\underline{\pi}_{n i}(L) \underline{P}_{n}(L) X_{t}^{n}-\chi_{i t}\right|>\frac{\epsilon}{2}\right) .
\end{gathered}
$$

This is because if $\left|\underline{A}_{n, T, i}^{\text {trunc } t}(L) X_{t}^{n}-\underline{\pi}_{n i}(L) \underline{P}_{n}(L) X_{t}^{n}\right|+\left|\underline{\pi}_{n i}(L) \underline{P}_{n}(L) X_{t}^{n}-\chi_{i t}\right|>\epsilon$, either $\left|\underline{A}_{n, T, i}^{\text {trunc, } t}(L) X_{t}^{n}-\underline{\pi}_{n i}(L) \underline{P}_{n}(L) X_{t}^{n}\right|>\frac{\epsilon}{2}$ or $\left|\underline{\pi}_{n i}(L) \underline{P}_{n}(L) X_{t}^{n}-\chi_{i t}\right|>\frac{\epsilon}{2}$. By Theorem 3.2 it holds for the second summand that there exists $N_{\epsilon, \eta} \in \mathbb{N}$ such that for any $n \geq N_{\epsilon, \eta}$,

$$
\mathrm{P}\left(\left|\underline{\pi}_{n i}(L) \underline{P}_{n}(L) X_{t}^{n}-\chi_{i t}\right|>\frac{\epsilon}{2}\right) \leq \frac{\eta}{2} .
$$

The probability of the first summand can be further bounded, analogously to above, as follows

$$
\begin{aligned}
& \mathrm{P}\left(\left|\underline{A}_{n, T, i}^{\text {trunc,t }}(L) X_{t}^{n}-\underline{\pi}_{n i}(L) \underline{P}_{n}(L) X_{t}^{n}\right|>\frac{\epsilon}{2}\right)= \\
& \mathrm{P}\left(\left|\sum_{k=-B(T)}^{B(T)} A_{n, T, i, k} X_{t-k}^{n}-\sum_{k=-\infty}^{\infty} R_{n, i, k} X_{t-k}^{n}\right|>\frac{\epsilon}{2}\right)= \\
& \mathrm{P}\left(\mid \sum_{k=-B(T)}^{B(T)} A_{n, T, i, k} X_{t-k}^{n}-\sum_{k=-B(T)}^{B(T)} R_{n, i, k} X_{t-k}^{n}-\right. \\
& \left.\quad \sum_{k=-\infty}^{-B(T)-1} R_{n, i, k} X_{t-k}^{n}-\sum_{k=B(T)+1}^{\infty} R_{n, i, k} X_{t-k}^{n} \left\lvert\,>\frac{\epsilon}{2}\right.\right) \leq
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{P}\left(\left|\sum_{k=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) X_{t-k}^{n}\right|>\frac{\epsilon}{4}\right)+ \\
& \mathrm{P}\left(\left|\sum_{k=-\infty}^{-B(T)-1} R_{n, i, k} X_{t-k}^{n}-\sum_{k=B(T)+1}^{\infty} R_{n, i, k} X_{t-k}^{n}\right|>\frac{\epsilon}{4}\right)=: S_{T, n}^{1}+S_{T, n}^{2} .
\end{aligned}
$$

Firstly, we know that $\left\|\pi_{n i}\right\|^{2}=\left\|\pi_{n i} P_{n}\right\|^{2}=\sum_{k=-\infty}^{\infty}\left|R_{n, i, k}\right|^{2}<\infty$ by Lemma 2.1 and the fact that $\pi_{n i}(\theta) \in L_{2}^{q}([-\pi, \pi], \mathbb{C})$. Hence by choosing $T$ sufficiently large $S_{T, n}^{2}$ can be made arbitrarily small, i.e. there exists $T_{n, \epsilon, \eta}^{1}$ such that for $T \geq T_{n, \epsilon, \eta}^{1}, S_{T, n}^{2}<\frac{\eta}{4}$. Secondly, we have for $S_{T, n}^{1}$

$$
S_{T, n}^{1}=\mathrm{P}\left(\left|\sum_{k=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) X_{t-k}^{n}\right|>\frac{\epsilon}{4}\right)=
$$

$\mathrm{P}\left(\left|\sum_{k=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) X_{t-k}^{n}\right|>\frac{\epsilon}{4} \wedge \sup _{\theta \in[-\pi, \pi]}\left|A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta)\right| \leq \delta\right)+$ $\mathrm{P}\left(\left|\sum_{k=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) X_{t-k}^{n}\right|>\frac{\epsilon}{4} \wedge \sup _{\theta \in[-\pi, \pi]}\left|A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta)\right|>\delta\right) \leq$ $\mathrm{P}\left(\left|\sum_{k=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) X_{t-k}^{n}\right|>\frac{\epsilon}{4} \wedge \sup _{\theta \in[-\pi, \pi]}\left|A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta)\right| \leq \delta\right)+$ $\mathrm{P}\left(\sup _{\theta \in[-\pi, \pi]}\left|A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta)\right|>\delta\right)$.
Then we can find due to (5.1) $T_{n, \delta, \eta}^{2} \in \mathbb{N}$ such that for $T \geq T_{n, \delta, \eta}^{2}$,

$$
\mathrm{P}\left(\sup _{\theta \in[-\pi, \pi]}\left|A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta)\right|>\delta\right) \leq \frac{\eta}{8} .
$$

Recall that $\mathrm{P}(A \cap B)=\mathrm{P}(A \mid B) \mathrm{P}(B) \leq \mathrm{P}(A \mid B)$. And hence for the first
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summand it holds that

$$
\begin{aligned}
& \mathrm{P}\left(\left|\sum_{k=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) X_{t-k}^{n}\right|>\frac{\epsilon}{4} \wedge \sup _{\theta \in[-\pi, \pi]}\left|A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta)\right| \leq \delta\right) \leq \\
& \mathrm{P}\left(\left.\left|\sum_{k=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) X_{t-k}^{n}\right|>\frac{\epsilon}{4}\left|\sup _{\theta \in[-\pi, \pi]}\right| A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta) \right\rvert\, \leq \delta\right) \leq \\
& \frac{16}{\epsilon^{2}} \mathrm{E}\left(\left|\sum_{k=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) X_{t-k}^{n}\right|^{2}\left|\sup _{\theta \in[-\pi, \pi]}\right| A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta) \mid \leq \delta\right),
\end{aligned}
$$

where the last inequality is a consequence of the application of Chebyshev's inequality. Another difficulty poses the dependency of $A_{n, T, i, k}$ and $X_{t}^{n}$ as well as the fact that joint distributions for $\left(A_{n, T, i, k}, X_{t}^{n}\right)$ differ over the time domain. However, focusing on values $t=t_{T}$ satisfying, $0<b_{1} \leq \liminf _{T \rightarrow \infty} \frac{t_{T}}{T} \leq$ $\limsup _{T \rightarrow \infty} \frac{t_{T}}{T} \leq b_{2}<1$, makes it possible to bound the above expectation for these values $t_{T}$. In particular this means, there exists $T_{n, \delta, \eta, \epsilon}^{3}$ such that for any $T \geq T_{n, \delta, \eta, \epsilon}^{3}$ and all $s, t \in\left\{b_{1}^{T}, \ldots, b_{2}^{T}\right\}$,

$$
\begin{aligned}
& \mid \mathrm{E}\left(\left|\sum_{k=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) X_{t-k}^{n}\right|^{2}\left|\sup _{\theta \in[-\pi, \pi]}\right| A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta) \mid \leq \delta\right)- \\
& \mathrm{E}\left(\left|\sum_{k=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) X_{s-k}^{n}\right|^{2}\left|\sup _{\theta \in[-\pi, \pi]}\right| A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta) \mid \leq \delta\right) \left\lvert\, \leq \frac{\epsilon^{2} \eta}{256}\right.
\end{aligned}
$$

We denote the event $\left\{\sup _{\theta \in[-\pi, \pi]}\left|A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta)\right| \leq \delta\right\}$ by $F_{n, T, \delta, i}$. Hence we get by averaging the following,

$$
\begin{aligned}
& \mathrm{E}\left(\left|\sum_{k=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) X_{t-k}^{n}\right|^{2} \mid F_{n, T, \delta, i}\right) \leq \\
& \frac{1}{b_{2}^{T}-b_{1}^{T}} \sum_{t=b_{1}^{T}}^{b_{2}^{T}} \mathrm{E}\left(\left|\sum_{k=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) X_{t-k}^{n}\right|^{2} \mid F_{n, T, \delta, i}\right)+\frac{\epsilon^{2} \eta}{256} .
\end{aligned}
$$
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By expanding the squared modulus and pulling in the sum and the fraction, the above sum of expectations is equivalent to the conditional expectation of

$$
\sum_{k=-B(T)}^{B(T)} \sum_{l=-B(T)}^{B(T)} \frac{1}{b_{2}^{T}-b_{1}^{T}} \sum_{t=b_{1}^{T}}^{b_{2}^{T}}\left(A_{n, T, i, k}-R_{n, i, k}\right) X_{t-k}^{n} \overline{X_{t-l}^{n}} \overline{\left(A_{n, T, i, l}-R_{n, i, l}\right)^{\prime}} .
$$

We will now further dissect this sum. Let $l \geq k$ and set $\tilde{t}=t-k$

$$
\begin{gathered}
\frac{1}{b_{2}^{T}-b_{1}^{T}} \sum_{t=b_{1}^{T}}^{b_{2}^{T}} X_{t-k}^{n} \overline{X_{t-l}^{n} \prime}= \\
\frac{1}{b_{2}^{T}-b_{1}^{T}}\left(\sum_{t=b_{1}^{T}}^{b_{1}^{T}+B(T)} X_{t-k}^{n} \overline{X_{t-l}^{n}}, ~+\sum_{\tilde{t}=b_{1}^{T}+B(T)}^{b_{2}^{T}-B(T)} X_{\tilde{t}}^{n} \overline{X_{\tilde{t}-(l-k)}^{n}}, ~+\sum_{\substack{t=b_{2}^{T}-B(T) \\
+k+1}}^{b_{2}^{T}} X_{t-k}^{n} \overline{X_{t-l}^{n}} \prime\right),
\end{gathered}
$$

which is denoted by $\kappa_{n, T, k, l}^{1}+\Gamma_{n, T}^{*}(l-k)+\kappa_{n, T, k, l}^{3}$. Analogously this sum can be decomposed for $l<k$ and $t^{*}=t-l$ as,

$$
\frac{1}{b_{2}^{T}-b_{1}^{T}}\left(\sum_{t=b_{1}^{T}}^{\substack{b_{1}^{T}+B(T) \\+l-1}} X_{t-k}^{n} \overline{X_{t-l}^{n}} \prime+\sum_{t^{*}=b_{1}^{T}+B(T)}^{b_{2}^{T}-B(T)} X_{t^{*}+(l-k)}^{n} \overline{X_{t^{*}}^{\prime}} \quad+\sum_{\substack{t=b_{2}^{T}-B(T) \\+l+1}}^{b_{2}^{T}} X_{t-k}^{n} \overline{X_{t-l}^{n} \prime}\right),
$$

again denoting the individual sums by $\kappa_{n, T, k, l}^{1}, \Gamma_{n, T}^{*}(l-k)$ and $\kappa_{n, T, k, l}^{3}$. With this notation we have

$$
\begin{aligned}
& \frac{1}{b_{2}^{T}-b_{1}^{T}} \sum_{t=b_{1}^{T}}^{b_{2}^{T}} \mathrm{E}\left(\left|\sum_{k=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) X_{t-k}^{n}\right|^{2} \mid F_{n, T, \delta, i}\right)= \\
& \mathrm{E}\left(\sum_{k=-B(T)}^{B(T)} \sum_{l=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) \kappa_{n, T, k, l}^{1} \overline{\left(A_{n, T, i, l}-R_{n, i, l}\right)^{\prime}} \mid F_{n, T, \delta, i}\right)+ \\
& \left.\mathrm{E}\left(\sum_{k=-B(T)}^{B(T)} \sum_{l=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) \Gamma_{n, T}^{*}(l-k) \overline{\left(A_{n, T, i, l}-R_{n, i, l}\right.}\right)^{\prime} \mid F_{n, T, \delta, i}\right)+
\end{aligned}
$$
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$$
\begin{aligned}
& \left.\mathrm{E}\left(\sum_{k=-B(T)}^{B(T)} \sum_{l=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) \kappa_{n, T, k, l}^{3} \bar{l} \overline{A_{n, T, i, l}-R_{n, i, l}}\right)^{\prime} \mid F_{n, T, \delta, i}\right) \\
& =: \mathrm{E}_{n, \delta, T, 1}+\mathrm{E}_{n, \delta, T, 2}+\mathrm{E}_{n, \delta, T, 3} .
\end{aligned}
$$

Before we investigate the three expectations individually, we make the following observations. Recall that for a real random variable $X$,

$$
\begin{equation*}
\mathrm{E}\left(X \mid F_{n, T, \delta, i}\right)=\frac{\mathrm{E}\left(1_{F_{n, T, \delta, i}} X\right)}{\mathrm{P}\left(F_{n, T, \delta, i}\right)} \leq \frac{\mathrm{E}(|X|)}{\mathrm{P}\left(F_{n, T, \delta, i}\right)}, \tag{5.2}
\end{equation*}
$$

where $1_{F_{n, T, \delta, i}}$ is the indicator function. Furhermore, notice that

$$
\sup _{\theta \in[-\pi, \pi]}\left|A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta)\right| \leq \delta
$$

implies

$$
\left\|A_{n, T, i}-\pi_{n i} P_{n}\right\|^{2}=\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left|A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta)\right|^{2} \leq \delta^{2} .
$$

Furthermore by findings from Chapter 2 we have that for $l \in \mathbb{Z}$ and $m \in$ $\{1, \ldots, n\}$

$$
\begin{align*}
\delta^{2} & \geq\left\|A_{n, T, i}-\pi_{n i} P_{n}\right\|^{2}=\sum_{k=-\infty}^{\infty}\left|A_{n, T, i, k}-R_{n, T, k}\right|^{2}  \tag{5.3}\\
& \geq\left|A_{n, T, i, l}-R_{n, T, l}\right|^{2} \geq\left|\left(A_{n, T, i, l}-R_{n, T, l}\right)_{m}\right|^{2} .
\end{align*}
$$

Let $T_{n, \delta}^{4} \in \mathbb{N}$ be such that by (5.1) for $T \geq T_{n, \delta}^{4}$

$$
\mathrm{P}\left(\sup _{\theta \in[-\pi, \pi]}\left|A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta)\right| \leq \delta\right) \leq \frac{1}{2} .
$$

Then for $l \geq k$ and $T \geq T_{n, \delta}^{4}$ it holds that
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$$
\begin{aligned}
& \mathrm{E}_{n, \delta, T, 1} \leq \frac{1}{b_{2}^{T}-b_{1}^{T}} \mathrm{E}\left(\sum_{k=-B(T)}^{B(T)} \sum_{l=-B(T)}^{B(T)} \sum_{v=1}^{n} \sum_{w=1}^{n}\left|\left(A_{n, T, i, k}-R_{n, i, k}\right)_{v}\right| \times\right. \\
& \sum_{t=b_{1}^{T}}^{b_{1}^{T}+B(T)}\left|x_{v, t-k} \overline{x_{w, t-l}}\right| \mid\left(A_{n, T, i, l}-R_{n, i, l} l_{w}| | F_{n, T, \delta, i}\right) \\
& \leq \frac{2 \delta^{2}}{b_{T}^{2}-b_{T}^{1}} \sum_{k=-B(T)}^{B(T)} \sum_{l=-B(T)}^{B(T)} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{t=b_{1}^{T}}^{b_{1}^{T}+B-1} \mathrm{E}(T) \\
& \mathrm{E}\left(\left|x_{i, t-k} \overline{x_{j, t-l}}\right|\right) \\
& \leq \frac{2 \delta^{2}}{b_{T}^{2}-b_{T}^{1}}(2 B(T)+1)^{2} n^{2} 2 B(T) \max _{1 \leq i \leq n} \mathrm{E}\left(\left|x_{i t}\right|^{2}\right)=\mathcal{O}\left(\delta^{2} B(T)^{3} / T\right) .
\end{aligned}
$$

Completely analogous this bound holds if sum $\sum_{t=b_{1}^{T}}^{b_{1}^{T}+B(T)+k-1}$ is replaced by $\sum_{t=b_{1}^{T}}^{b_{1}^{T}+B(T)+l-1}$ for $l<k$. Also analogously, this bound can be derived for $\mathrm{E}_{n, T, \delta, 3}$. Due to $\limsup _{T} B(T)^{3} / T<\infty$ and the above bound, there exist $c_{n}$ and $T_{n, \delta}^{5}$ with $T_{n, \delta}^{5} \stackrel{T \rightarrow \infty}{\geq} T_{n, \delta}^{4}$ such that for any $T \geq T_{n, \delta}^{5}$,

$$
\mathrm{E}_{n, T, \delta, 1}+\mathrm{E}_{n, T, \delta, 3} \leq c_{n} \delta^{2} .
$$

So we are left to take a closer look at $\mathrm{E}_{n, T, \delta, 2}$. Recall that

$$
\Gamma_{n, T}^{*}(l-k)=\frac{1}{b_{2}^{T}-b_{1}^{T}} \sum_{t=b_{1}^{T}+B(T)}^{b_{2}^{T}-B(T)} X_{t}^{n} \overline{X_{t-(l-k)}^{n}},
$$

is a covariance on $\left(b_{2}^{T}-b_{1}^{T}-2 B(T)\right)$ observations with associated empirical spectral density $\hat{\Sigma}_{n, T}^{*}(\theta)$ and dynamic eigenvalues $\lambda_{n, T, j}^{*}(\theta)$ for $j \in\{1, \ldots, n\}$. Then we have for $T \geq T_{n, \delta}^{4}$ that
$\mathrm{E}_{n, T, \delta, 2}=\mathrm{E}\left(\sum_{k=-B(T)}^{B(T)} \sum_{l=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) \Gamma_{n, T}^{*}(l-k) \overline{\left(A_{n, T, i, l}-R_{n, i, l}\right)^{\prime}} \mid F_{n, T, \delta, i}\right)$,
is equivalent to

$$
\mathrm{E}\left(\left.\sum_{k=-B(T)}^{B(T)} \sum_{l=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) \int_{-\pi}^{\pi} e^{i \theta(l-k)} \hat{\Sigma}_{n, T}^{*}(\theta) d \theta \overline{\left(A_{n, T, i, l}-R_{n, i, l}\right)}\right|^{\prime} \mid F_{n, T, \delta, i}\right),
$$
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by the relationship between spectral density $\hat{\Sigma}_{n, T}^{*}(\theta)$ and the covariance function $\Gamma_{n, T}^{*}(h)$. Furthermore $\mathrm{E}_{n, T, \delta, 2}$ is by rearranging the terms above equivalent to

$$
\left.\mathrm{E}\left(\sum_{k=-B(T)}^{B(T)} \sum_{l=-B(T)}^{B(T)} \int_{-\pi}^{\pi} e^{i \theta(l-k)}\left(A_{n, T, i, k}-R_{n, i, k}\right) \hat{\Sigma}_{n, T}^{*}(\theta) \overline{\left(A_{n, T, i, l}-R_{n, i, l}\right.}\right)^{\prime} d \theta \mid F_{n, T, \delta, i}\right) .
$$

Observe that since $\hat{\Sigma}_{n, T}^{*}(\theta) \geq 0$ holds, $a \hat{\Sigma}_{n, T}^{*}(\theta) \bar{b}^{\prime} \leq \lambda_{n, T, 1}^{*}(\theta)|a||b|$ for row vectors $a, b \in \mathbb{C}^{n}$. Furthermore, due to $\int_{-\pi}^{\pi} e^{i \theta k} d \theta=0$ for any $k \neq 0$ and $\lambda_{n, T, 1}^{*}(\theta) \geq 0, \operatorname{Re}\left(\int_{-\pi}^{\pi} e^{i k \theta} \lambda_{n, T, i}^{*}(\theta)\right) \leq 0$ and $\operatorname{Im}\left(\int_{-\pi}^{\pi} e^{i k \theta} \lambda_{n, T, i}^{*}(\theta)\right) \leq 0$ for any $k \neq 0$. Hence summands containing $e^{i \theta k}$ with $k \neq 0$ can be neglected, i.e. the above expression can be bounded in the following way

$$
\begin{aligned}
\mathrm{E}_{n, T, \delta, 2} & \leq \mathrm{E}\left(\sum_{k=-B(T)}^{B(T)} \int_{-\pi}^{\pi} \lambda_{n, T, 1}^{*}(\theta)\left|A_{n, T, i, k}-R_{n, i, k}\right|^{2} d \theta \mid F_{n, T, \delta, i}\right) \\
& \leq \mathrm{E}\left(\sum_{k=-B(T)}^{B(T)}\left|A_{n, T, i, k}-R_{n, i, k}\right|^{2} \int_{-\pi}^{\pi} \lambda_{n, T, 1}^{*}(\theta) d \theta \mid F_{n, T, \delta, i}\right) \\
& \leq 2 \delta^{2} \mathrm{E}\left(\int_{-\pi}^{\pi} \lambda_{n, T, 1}^{*}(\theta) d \theta\right),
\end{aligned}
$$

due to (5.2) and $\sum_{k=-B(T)}^{B(T)}\left|A_{n, T, i, k}-R_{n, i, k}\right|^{2} \leq \delta^{2}$ under $F_{n, T, \delta, i}$ by (5.3). Moreover, $\lambda_{n, T, 1}^{*}(\theta) \leq \operatorname{tr}\left(\hat{\Sigma}_{n, T}^{*}(\theta)\right)$ and hence

$$
\begin{aligned}
\mathrm{E}\left(\int_{-\pi}^{\pi} \lambda_{n, T, 1}^{*}(\theta) d \theta\right) & \leq \mathrm{E}\left(\int_{-\pi}^{\pi} \operatorname{tr}\left(\hat{\Sigma}_{n, T}^{*}(\theta)\right) d \theta\right)=\mathrm{E}\left(\operatorname{tr}\left(\int_{-\pi}^{\pi} \hat{\Sigma}_{n, T}^{*}(\theta) d \theta\right)\right) \\
& =\mathrm{E}\left(\operatorname{tr}\left(\Gamma_{n, T}^{*}(0)\right)\right)=\frac{1}{b_{2}^{T}-b_{1}^{T}} \mathrm{E}\left(\operatorname{tr}\left(\sum_{t=b_{1}^{T}+B(T)}^{b_{2}^{T}-B(T)} X_{t}^{n} \overline{X_{t}^{\prime \prime}}\right)\right) \\
& =\frac{1}{b_{2}^{T}-b_{1}^{T}} \mathrm{E}\left(\sum_{t=b_{1}^{T}+B(T)}^{b_{2}^{T}-B(T)} \overline{X_{t}^{n}} X_{t}^{n}\right) \\
& =\frac{b_{2}^{T}-b_{1}^{T}-2 B(T)+1}{b_{2}^{T}-b_{1}^{T}} \operatorname{tr}\left(\Gamma_{n}^{X}(0)\right)<\operatorname{tr}\left(\Gamma_{n}^{X}(0)\right)
\end{aligned}
$$
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Hence, we have

$$
\mathrm{E}_{n, T, \delta, 2} \leq 2 \delta^{2} \operatorname{tr}\left(\Gamma_{n}^{X}(0)\right),
$$

for $T \geq T_{n, \delta}^{4}$, which in turn yields for $T \geq \max \left\{T_{n, \delta, \eta, \epsilon}^{3}, T_{n, \delta}^{5}\right\}$ and

$$
\delta=\frac{\epsilon^{2} \eta}{256\left(c_{n}+2 \operatorname{tr}\left(\Gamma_{n}^{X}(0)\right)\right)},
$$

that

$$
\begin{aligned}
& \mathrm{E}\left(\left|\sum_{k=-B(T)}^{B(T)}\left(A_{n, T, i, k}-R_{n, i, k}\right) X_{t-k}^{n}\right|^{2}\left|\sup _{\theta \in[-\pi, \pi]}\right| A_{n, T, i}(\theta)-\pi_{n i}(\theta) P_{n}(\theta) \mid \leq \delta\right) \\
& \leq \mathrm{E}_{n, \delta, T, 1}+\mathrm{E}_{n, \delta, T, 2}+\mathrm{E}_{n, \delta, T, 3}+\frac{\epsilon^{2} \eta}{256} \\
& \leq\left(c_{n}+2 \operatorname{tr}\left(\Gamma_{n}^{X}(0)\right)\right) \frac{\epsilon^{2} \eta}{256\left(c_{n}+2 \operatorname{tr}\left(\Gamma_{n}^{X}(0)\right)\right)}+\frac{\epsilon^{2} \eta}{256}=\frac{\epsilon^{2} \eta}{128} .
\end{aligned}
$$

Furthermore, tracking the line of estimation, it can be concluded for $T \geq$ $\max \left\{T_{n, \delta, \eta}^{1}, T_{n, \delta, \eta}^{2}, T_{n, \delta, \eta, \epsilon}^{3}, T_{n, \delta}^{5}\right\}$ and $n \geq N_{\epsilon, \eta}$ that

$$
\begin{aligned}
& \mathrm{P}\left(\left|\underline{A}_{n, T, i}^{\text {trunc,t }}(L) X_{t}^{n}-\chi_{i t}\right|>\epsilon\right) \\
& \leq \frac{\eta}{2}+S_{T, n}^{1}+S_{T, n}^{2} \\
& \leq \frac{\eta}{2}+\frac{\eta}{8}+\frac{16}{\epsilon^{2}}\left(\frac{\epsilon^{2} \eta}{256}+E_{n, T, \delta, 1}+E_{n, T, \delta, 2}+E_{n, T, \delta, 3}\right)+\frac{\eta}{4} \\
& \leq \frac{\eta}{2}+\frac{\eta}{4}+\frac{\eta}{8}+\frac{16}{\epsilon^{2}} \frac{\epsilon^{2} \eta}{128}=\eta
\end{aligned}
$$

This concludes the proof.

## 6 Estimation of the Common Component in Practice

As a concluding chapter we briefly want to take a look at some empirical results based on Theorem 5.3 in Chapter 5 to get some insights into how well this approach with the periodogram smoothing estimator $\hat{\Sigma}_{n, T}^{X}(\theta)$ works in practice. In particular, we are interested in how well the estimator works compared to just taking the observations as estimator. To measure this we compute the estimated common component for generated data, repeat this simulation a 100 times and compute the following quantities,

$$
\operatorname{MSE}^{C}=\frac{1}{100 \cdot n \cdot(T-2 B(T))} \sum_{l=1}^{100} \sum_{i=1}^{n} \sum_{t=B(T)+1}^{t-B(T)}\left(\chi_{i, t, l}-\hat{\chi}_{i, t, l}\right)^{2}
$$

and

$$
\operatorname{MSE}^{O}=\frac{1}{100 \cdot n \cdot(T-2 B(T))} \sum_{l=1}^{100} \sum_{i=1}^{n} \sum_{t=B(T)+1}^{t-B(T)}\left(\chi_{i, t, l}-\mathrm{x}_{i, t, l}\right)^{2},
$$

where the additional subscipt $l$ indicates the experiment in which the value surfaces. In order to investigate the behaviour of the estimator as the number of observations $T$ and the number of sections $n$ increase, we perform the experiment for every combination of $T=(20,50,100,150)$ and $n=(20,50,100,150)$.

To construct as a first step a 1 -factor model, we generate the common component componentwise as $\mathrm{AR}(1)$ processes that are always loaded with the same error process $\left\{u_{t}\right\}$ and whose parameters $\phi_{i}$ are such that $\left|\phi_{i}\right|<1$, i.e.

$$
\chi_{i t}=\phi_{i} \chi_{i, t-1}+u_{t},
$$
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which can be rewritten with notation $\Phi_{i}(z)=1-\phi_{i} z$ as

$$
\chi_{i t}=\frac{1}{\Phi_{i}(L)} u_{t}
$$

The occurring processes and coefficients are generated as follows:

$$
\begin{gathered}
u_{t} \sim \mathrm{WN}(0,25), \\
\xi_{i t} \sim \operatorname{WN}(0,25), \\
\phi_{i} \stackrel{i i d}{\sim} \operatorname{Unif}([-0.9,0.9]) .
\end{gathered}
$$

Furthermore the weight matrices $W_{T}(k)$ were set to be $\operatorname{diag}\left(\frac{1}{3}, \ldots, \frac{1}{3}\right)$ for $k \in$ $\{-1,0,1\}$.

| $\mathrm{n} / \mathrm{T}$ | 20 | 50 | 100 | 150 |
| :---: | :---: | :---: | :---: | :---: |
| 20 | 43.82 | 23.54 | 24.02 | 21.69 |
| 50 | 24.46 | 21.19 | 20.48 | 19.96 |
| 100 | 23.53 | 20.81 | 20.14 | 20.65 |
| 150 | 23.14 | 20.59 | 19.77 | 19.24 |

Table 6.1: $\mathrm{MSE}^{C}$

Notice that since $\xi_{i t} \sim \mathrm{WN}(0,25)$, $\mathrm{MSE}^{O}$ is approximately 25 throughout all $n$ and all $T$. The table captures quite nicely that $\operatorname{MSE}^{C}$ decreases as $n$ or $T$ is increased. Furthermore notice that $\mathrm{MSE}^{C}$ is for almost all $n, T$ considered smaller than 25 , making the estimated common component a better estimator than the actual observation.

The discussed behaviour can also be seen in the pictures below. The blue line representing the estimated common component seems to approximate the red line better than the observations indicated by the green line, when looking at the 75 -th section throughout the time dimension and also when looking across sections at time 75 .
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Figure 6.1: common component, estimated common component and observations of section 75 across time (left) and at time 75 across sections (right)

As a next step we want to investigate if the approach works as well for a 2 -factor model. To that end we generate the common component as the sum of two $\operatorname{AR}(1)$ processes which are respectively always loaded with the same errors $\left\{u_{1 t}\right\}$ and $\left\{u_{2 t}\right\}$, i.e.

$$
\chi_{i t}=\frac{1}{\Phi_{i 1}(L)} u_{1 t}+\frac{1}{\Phi_{i 2}(L)} u_{2 t},
$$

where $\Phi_{i j}(z)=1-\phi_{i j}(z)$ for $j \in\{1,2\}, i \in\{1, \ldots, n\}$. Quite analogous as above, we generate the involved parameters and processes as

$$
\begin{gathered}
u_{i t} \sim \mathrm{WN}(0,25) \\
\xi_{i t} \sim \mathrm{WN}(0,25), \\
\phi_{i j} \stackrel{i i d}{\sim} \operatorname{Unif}([-0.8,0.8])
\end{gathered}
$$

Here, the weight matrices $W_{T}(k)$ were set to be $\operatorname{diag}\left(\frac{1}{21}, \ldots, \frac{1}{21}\right)$ for $k \in$ $\{-10, \ldots, 10\}$ in order to get useful results.

| $\mathrm{n} / \mathrm{T}$ | 20 | 50 | 100 | 150 |
| :---: | :---: | :---: | :---: | :---: |
| 20 | 46.88 | 53.29 | 57.17 | 59.60 |
| 50 | 46.66 | 72.58 | 52.27 | 53.77 |
| 100 | 41.93 | 46.56 | 50.74 | 52.47 |
| 150 | 47.66 | 47.17 | 50.55 | 52.56 |

Table 6.2: $\mathrm{MSE}^{C}$

The $\mathrm{MSE}^{O}$ lies between 61 and 68, so in general the estimated common component is able to reduce the mean squared distance when taking the estimated common component compared to taking the observations as estimator. However, these results should be taken with care.


Figure 6.2: common component, estimated common component and observations of cross section 75 across time (left) and at time 75 across sections (right)

We can see in the picture above on the left that the estimated common component grasps the behaviour of the common component quite well. In the picture
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on the right we can see that compared to the green line the blue line seems to be closer to the red line, however, it feels precipitated to claim that the estimated common component represents the common component. Unfortunately pictures as on the right are the rule rather than the exception. Despite the estimated common component being "closer" to the common component in general, it does not reflect the behaviour of the common component well, unlike the 1 -factor model. There the estimated common component in addition to performing well, did represent the behaviour of the common component quite nicely for a broad number of sections.

## 7 Appendix

Lemma 7.1 (Courant-Fischer). Let $A$ be a Hermitian $(n \times n)$ - matrix with eigenvalues $\lambda_{1} \geq \ldots \geq \lambda_{n}$. Then the eigenvalue $\lambda_{i}$ for $i \in\{1, \ldots, n\}$ can be represented as follows:

$$
\lambda_{i}=\min _{\substack{D \\(i-1) \times \times n \\ \text { matrix }}} \max _{\substack{D x=0 \\ x \in \mathbb{C}^{n}}} \frac{\bar{x}^{\prime} A x}{\bar{x}^{\prime} x}
$$

Proof. See [12, p.113ff].
Lemma 7.2. Let $A$ and $B$ be $(m \times m)$-matrices that are Hermitian and nonnegative. Let $C=A+B$ and denote by $\lambda_{i}^{A}, \lambda_{i}^{B}$ and $\lambda_{i}^{C}$ the $i$-th largest eigenvalues of $A$, resp. $B$, resp. $C$. Then the following holds:

$$
\begin{array}{cc}
\lambda_{i}^{C} \leq \lambda_{i}^{A}+\lambda_{1}^{B}, & \lambda_{i}^{C} \leq \lambda_{1}^{A}+\lambda_{i}^{B} \\
\lambda_{i}^{C} \geq \lambda_{i}^{A}, & \lambda_{i}^{C} \geq \lambda_{i}^{B}
\end{array}
$$

See [4, p.24].

Proof. By the above theorem the following holds:

$$
\begin{aligned}
\lambda_{i}^{C} & =\min _{\substack{D(i-1) \times n \\
\text { matrix }}} \max _{\substack{D x=0 \\
x \in \mathbb{C}^{n}}} \frac{\bar{x}^{\prime} C x}{\bar{x}^{\prime} x} \leq \min _{\substack{D(i-1) \times n \\
\text { matrix }}}\left(\max _{\substack{D x=0 \\
x \in \mathbb{C}^{n}}} \frac{\bar{x}^{\prime} A x}{\bar{x}^{\prime} x}+\max _{\substack{D x=0 \\
x \in \mathbb{C}^{n}}} \frac{\bar{x}^{\prime} B x}{\bar{x}^{\prime} x}\right) \\
& \leq \min _{\substack{D(i-1) \times n \\
\text { matrix }}}^{\max _{\substack{x=0 \\
x \in \mathbb{C}^{n}}} \frac{\bar{x}^{\prime} A x}{\bar{x}^{\prime} x}+\max _{x \in \mathbb{C}^{n}} \frac{\bar{x}^{\prime} B x}{\bar{x}^{\prime} x}=\lambda_{i}^{A}+\lambda_{1}^{B} ;}
\end{aligned}
$$
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the other inequality follows the same way. The third and the fourth inequality are trivial as well:

$$
\begin{aligned}
\lambda_{i}^{C} & =\min _{\substack{D(i-1) \times n \\
\text { matrix }}} \max _{\substack{x \in \mathbb{C}^{n} \\
D x=0}} \frac{\bar{x}^{\prime} C x}{\bar{x}^{\prime} x}=\min _{\substack{D(i-1) \times n \\
\text { matrix }}} \max _{\substack{x \in \mathbb{C}^{n} \\
D x=0}}\left(\frac{\bar{x}^{\prime} A x}{\bar{x}^{\prime} x}+\frac{\bar{x}^{\prime} B x}{\bar{x}^{\prime} x}\right) \\
& \geq \min _{\substack{(i-1) \times n \\
\text { matrix }}} \max _{\substack{x \in \mathbb{C}^{n} \\
D x=0}} \frac{\bar{x}^{\prime} A x}{\bar{x}^{\prime} x}=\lambda_{i}^{A} .
\end{aligned}
$$

Lemma 7.3. Let $\left\{X_{t}\right\}$ be an infinite dimensional stationary time series with spectral densities $\Sigma_{n}^{X}(\theta)$ for corresponding vector processes $\left\{X_{t}^{n}\right\}$ resulting from $\left\{X_{t}\right\}$ for any $n \in \mathbb{N}$. Assume the setting to be as in step ii) of the proof of Theorem 4.1 with $F(\theta), K_{M}$, set $M$ and $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ as described there. Consider $D(\theta)=C(\theta) \Lambda_{m}^{-1 / 2}(\theta) P_{m}(\theta) \overline{P_{n}(\theta)^{\prime}} \Lambda_{n}^{1 / 2}, R(\theta)=C(\theta) \Lambda_{m}^{-1 / 2}(\theta) P_{m}(\theta) \overline{Q_{n}(\theta)^{\prime}} Q_{n}(\theta)$, where $C(\theta) \in K_{M}$. Assume moreover that $\lambda_{n q}^{X}(\theta) \geq \alpha_{n}$. Then for given $\tau \in(0,2)$ there exists $m_{\tau} \in \mathbb{N}$ such that $W / \alpha_{m_{\tau}}<1$ and for $n>m \geq m_{\tau}$ the eigenvalues of the spectral density of

$$
\underline{C}(L) \psi_{t}^{m}-\underline{F}(L) \psi_{t}^{n}
$$

are bounded by $\tau$ for all $\theta \in M$. See [4, p.14f].

Proof. As can be easily checked we have by (3.6) that

$$
\underline{C}(L) \psi_{t}^{m}-\underline{F}(L) \psi_{t}^{n}=\underline{R}(L) X_{t}^{n}+(\underline{D}(L)-\underline{F}(L)) \psi_{t}^{n} .
$$

We recall that the spectral density of $\underline{C}(L) \psi_{t}^{n}$ is

$$
I_{q}=D(\theta) \overline{D(\theta)^{\prime}}+R(\theta) \Sigma_{n}^{X}(\theta) \overline{R(\theta)^{\prime}}
$$

Hence the spectral density of $\underline{C}(L) \psi_{t}^{m}-\underline{F}(L) \psi_{t}^{n}$ is due to the orthogonality
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of $\underline{R}(L) X_{t}^{n}$ and $\psi_{t}^{n}$ given by

$$
\begin{aligned}
& R(\theta) \Sigma_{n}^{X}(\theta) \overline{R(\theta)} \\
& I^{\prime}+D(\theta) \overline{D(\theta)^{\prime}}-D(\theta) \overline{F(\theta)^{\prime}}-F(\theta) \overline{D(\theta)^{\prime}}+F(\theta) \overline{F(\theta)^{\prime}}= \\
& I_{q}-D(\theta) \overline{F(\theta)^{\prime}}-F(\theta) \overline{D(\theta)^{\prime}}+F(\theta) \overline{F(\theta)^{\prime}}= \\
& 2 I_{q}-D(\theta) \overline{F(\theta)^{\prime}}-F(\theta) \overline{D(\theta)^{\prime}}= \\
& 2 I_{q}-D(\theta) \overline{D(\theta)^{\prime}} H(\theta) \Delta^{-1 / 2}(\theta) \overline{H(\theta)^{\prime}}-H(\theta) \Delta^{-1 / 2}(\theta) \overline{H(\theta)^{\prime}} D(\theta) \overline{D(\theta)^{\prime}}= \\
& 2 I_{q}-2 H(\theta) \Delta^{1 / 2}(\theta) \overline{H(\theta)^{\prime}}= \\
& 2 H(\theta)\left(I_{q}-\Delta^{1 / 2}(\theta)\right) \overline{H(\theta)^{\prime}} .
\end{aligned}
$$

It can be easily deduced from the equation above, that the largest eigenvalue is

$$
2-2 \sqrt{\delta_{q}(\theta)}
$$

Furthermore the following holds

$$
2-2 \sqrt{\delta_{q}(\theta)} \leq 2\left(1-\delta_{j}(\theta)\right) \leq 2\left(1-\left(1-\frac{W}{\alpha_{m}}\right)\right)=2 \frac{W}{\alpha_{m}}
$$

where the last term should be smaller than $\tau$. Hence choose $m_{\tau}$ such that

$$
2 \frac{W}{\alpha_{m_{\tau}}}<\min \{2, \tau\} .
$$

and we are done. This proof is based on [4, p.14f].
Lemma 7.4. Let $\left\{X_{t}^{1}\right\}$ and $\left\{X_{t}^{2}\right\}$ be costationary processes with cross spectrum $\Sigma^{X^{1} X^{2}}(\theta)$ and let $\left\{X_{n t}^{1}\right\}$ and $\left\{X_{n t}^{2}\right\}$ be costationary processes for $n \in \mathbb{N}$ with cross spectrum $\Sigma^{X_{n}^{1} X_{n}^{2}}(\theta)$. Let furthermore the following hold:

$$
\lim _{n \rightarrow \infty}\left\|X_{n t}^{1}-X_{t}^{1}\right\|=0 \quad \text { and } \quad \lim _{n \rightarrow \infty}\left\|X_{n t}^{2}-X_{t}^{2}\right\|=0
$$

Then there exists a subsequence $\left(n_{k}\right)_{k \in \mathbb{N}}$ in $\mathbb{N}$ such that

$$
\lim _{k \rightarrow \infty} \Sigma^{X_{n_{k}}^{1} X_{n_{k}}^{2}}(\theta)=\Sigma^{X^{1} X^{2}}(\theta), \quad \text { a.e. in }[-\pi, \pi] .
$$

See [4, p.15].

Proof. The proof can be found in [4, p.25].
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