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ABSTRACT

In this work we aim to go deeper into the understanding of interference in quantum
mechanics which was established from ideas taken from classical physics. We go be-
yond the conventional idea of second-order interference that was accepted to be the
general situation for interfering quantum particles for more than a century and demon-
strate a theoretical framework and an experimental setup to determine interference of
third-order.

Since the beginning of the 20th century scientists have tried to interpret the behaviour
of quantum particles with ideas from classical physics. In 1926, Max Born and Erwin
Schrodinger formulated the basic relations for superposition and the wave behaviour of
propagating quantum particles inspired by classical wave mechanics. While Schrodinger
formulated a wave-equation to describe the behaviour of a quantum-particle, Max Born
postulated a square-relation between the wave function |1) and a measurable observ-
able like the position of the particle. This also led to the assumption, that interference
only leads to a second-order term to describe the superposition of two quantum parti-
cles.

By redefining interference in general, a mathematical definition of higher-order terms
can be expressed. In the last decade, a path was taken that started with ruling out
higher order-interference in traditional slit experiments and has led to contemporary
experiments which have found a non-vanishing third-order interference originating from
Feynman paths.

In this work we present a different origin for third-order interference, originating from
nonlinear optical interactions of photons. Using the framework of nonlinear optics, our
idea shows that there is a third-order interference term for a system of three beams,
interacting by x(2)—processes in a nonlinear crystal. Furthermore, a quantum descrip-
tion for this system is given within this thesis and an experimental setup measuring a
non-zero third-order interference component in a nonlinear optical system is presented.
[t thus encourages further investigation on higher-order interference due to nonlinear
coupling.






/USAMMENFASSUNG

In dieser Arbeit versuchen wir, das Verstandnis vom herkommlichen Begriff der Inter-
ferenz in der Quantenmechanik, welcher aus etablierten Ideen der klassischen Mechanik
abgeleitet wurde, zu erweitern. Wir hinterfragen die Konvention, Interferenz als Phanomen
zweiter Ordnung zu verstehen, welche fiir iiber 100 Jahre Giiltigkeit behielt, und zeigen
eine theoretische Formulierung und einen experimentellen Aufbau, um Interferenz drit-
ter Ordnung zu messen.

Anfang des 20. Jahrhunderts wurde versucht, grundlegende quantenphysikalische Phanomene
anhand des Wissens liber klassische Physik zu beschreiben. Im Jahr 1926 haben Max
Born und Erwin Schrodinger in deren jeweiligen Arbeiten hierbei die Beschreibun-
gen zur Superposition und Ausbreitung von Quantenteilchen formuliert. Wahrend Er-
win Schrodinger eine Wellengleichung zur Fortbewegung von Quantenteilchen darlegte,
hat Max Born einen quadratischen Zusammenhang zwischen einer Wellenfunktion |)
und einer Messgroke, zum Beispiel dem Ort, festgestellt. Dadurch sind auch Inter-
ferenzterme, welche durch die Superposition zweier oder mehrerer Wellen entstehen,
von zweiter Ordnung. Durch eine generelle Formulierung von Interferenz kann eine
mathematische Definition von Interferenztermen hoherer Ordnung gegeben werden. Im
letzten Jahrzehnt hat sich dadurch ein spannender Weg von der Reduzierung des In-
terferenzverhaltens auf zweite Ordnung in lblichen Spaltexperimenten mit zeitgemaRen
Messauflosungen bis hin zur Detektion von Interferenz dritter Ordnung, entstehend
durch exotische Feynman-Pfade, ergeben. In dieser Arbeit setzen wir den Weg fort
und prasentieren einen weiteren Ursprung fiir Interferenzterme hoherer Ordnung, re-
sultierend aus einem Gebiet der nichtlinearen Optik, namlich nichtlinearen Prozessen
zweiter Ordnung. Dies hat in Berechnungen ergeben, dass in einem System von drei
interagierenden Lichtstrahlen in einem nichtlinearen Kristall Interferenzen dritter Ord-
nung auftreten. Ebenso wird ein quantenmechanisches Modell zur Beschreibung des
Systems dargelegt. Des Weiteren wurde ein Experiment aufgebaut und durchgefiihrt,
das Interferenz dritter Ordnung in solchen Systemen zeigt. Dies ermutigt zu weit-
eren Untersuchungen nichtlinearer Systeme auf Interferenzen dritter Ordnung und die
genaue Quantifizierung dessen, sowie der Formulierung des Ergebnisses im Zuge der
Quantenmechanik.
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INTRODUCTION

In general, quantum mechanics is accepted to be a precisely predicting theory within
its boundaries describing a world far beyond the length scale we got used to during the
evolution of human beings. Based on some axioms and new ideas, specific experimental
setups and thought experiments came up in the beginning of the 20th century and were
used to describe some key ideas of this new field of physics discovered and developed
by Niels Bohr, Erwin Schrodinger, Werner Heisenberg, Max Born, Albert Einstein -
who was not only a supporter of the consequences of the recent quantum ideas back
then - and many more.

One of the key experiments in the beginning of quantum mechanics was the famous
double-slit experiment. Although it was first introduced by Thomas Young in 1801 to
demonstrate the wave nature of light, it revealed even deeper insight into the behaviour
of quantum particles about 100 years later. Indeed, Richard Feynman said 'the double-
slit experiment has in it the heart of quantum mechanics. In reality, it contains the
only mystery.” On the one hand it showed that some mysterious ‘collapse’ of the wave
behaviour towards particle behaviour takes place as a consequence of a measurement,
and, on the other hand, it demonstrated the superposition of two paths of a quantum
particle and its interference. In this work, we deal with the experimental realization of
new theoretical concepts coming from interference in quantum physics. In general, in-
terference is obtained when two waves interact according to the superposition principle.
In every common classical wave theory there is a square-relation between amplitude or
field and the intensity of a wave. In quantum mechanics a similar relation was found;
the so-called Born’s rule, formulated by Max Born in 1926. This rule leads intuitively to
second-order terms as interference terms, which means that in a double-slit experiment
both slits always contribute to the interference of wave functions by their product. To
prove this assumption, experiments with more slits were conducted and the outcome
interference pattern was always shown to be reducible to second-order terms. However,
recent theoretical work by Rozema L., et al. (2020) [21] showed that the observation
of the interference pattern was generally done within linear quantum systems. In ad-
dition, it was mathematically shown that within certain nonlinear systems, interference
of higher order can be observed. In this work, the first experimental realization of such
a system and the first measurement of higher-order interference due to nonlinearities
is described. In the experiment, up to three laser beams interact with each other in a
nonlinear crystal in analogy to the triple-slit experiment. All interactions happen due
to x(z)—processes of sum-frequency generation, difference-frequency generation and full
three-wave mixing. The outgoing power of the incoming and the generated beams then
give insights into the interference caused by nonlinear optical effects. We use descrip-
tions in the framework of nonlinear and quantum optics to describe the physics behind
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the experiment. Although instabilities are currently present in the experiment, we can
observe the presence of third-order interference and our setup will allow us to precisely
quantify higher-order interference in near future.

In chapter 2 we start from traditional slit experiments and the common understanding
of interference and give an overview of the role that Feynman paths played towards the
observation of higher-order interference. We then mention recent theoretical concepts
of how a nonlinear system can lead to higher-order interference. This was our motiva-
tion for developing a specific scenario to find third-order interference. We show how
three-photon processes can induce third-order interference in experimental setups and
present our rudimentary calculations that motivated us to realize the work described in
this thesis.

In chapter 3 the physical and mathematical foundations for this work are presented. In
section 3.1 we show the foundations of nonlinear optics that are necessary to under-
stand and later calculate the experimental processes in more detail. Section 3.2 states
that the idea of reducing interference to second-order originates already from classical
physics. Section 3.3 provides the quantum optical foundations for the calculations done
in chapter 5.

In chapter 4 a model for second-harmonic generation including the phenomena of spa-
tial and temporal walk-Off as well as depletion of beams, formulated by Wang H. and
Weiner A. (2004) [11], was taken and combined with fundamental three-wave mixing
equations and modified to also give predictions about all the nonlinear processes in
our experiment, including difference-frequency generation of photons and three-wave
mixing. With the description of all these processes for our experimental arrangements
we could make a prediction for non-vanishing higher-order interference. In our case this
was for third-order interference. This furthermore gives insights into the consequences
of experimental imperfections onto the outcome of the experiment.

In chapter 5, experimental data and a theoretical model from quantum optics were
used to describe the behaviour of the system and the nonlinearity of the sum-frequency
process was approximated by a Baker-Campbell-Hausdorff expansion and further math-
ematical treatment. However, its general formulation allows it to be easily adapted to
the other x(?) processes described by the same Hamiltonian. Therefore it should be
possible to describe third-order interference when a solid set of measurements is taken
and associate it with nonlinear processes by the help of our model. This is work will
be done in near future.

In chapter 6 the setup, experimental details and the results are described in detail. A
focus is set on showing the relations between the nonlinearity of the processes and the
third-order interference terms with two different measurement methods.

All in all, it is exciting for me to show within this thesis that even well-established
phenomena and assumptions within a theory solid as quantum mechanics can be shown
to be only valid within certain regimes. Furthermore, we could already show within the
theoretical predictions that the presence of third-order interference does not necessar-
ily require a post-quantum theory, but could be explained by a better understanding of
basic concepts of quantum mechanics.



BASIC IDEA OF HIGHER-ORDER
INTERFERENCE

In this chapter we go from traditional slit experiments and the common understanding of
interference towards modern approaches and the first observations of third-order inter-
ference caused by exotic Feynman paths. We then show new theoretical approaches to
obtain higher-order interference from nonlinear interactions and present our basic idea
of how to realize that in an experiment. In section 2.1 we start from the superposition
of quantum particles and Born’s rule and see how interference in slit experiments is
always reduced to second-order independent of the number of slits. We then show how
a small theoretical third-order contribution is caused by Feynman paths and review
their experimental observation. In section 2.2 we go from recent theoretical approaches
towards our idea of taking specific nonlinear interactions between photons to obtain
third-order interference. We present first calculations that show that our ideas should
indeed allow for third-order interference.

2.1 FROM RULING OUT TO OBSERVING HIGHER-ORDER
INTERFERENCE IN SLIT EXPERIMENTS

Interference is a general concept in every wave theory in classical as well as in quantum
physics. It is a direct consequence of the superposition of two waves or more. Since
interference has already been defined and experimentally observed in detail for classical
wave phenomena for centuries, in the beginning of quantum mechanics the assumption
came up that quantum physics is based on wave functions to describe the behaviour
of quantum particles. The key interference experiment, originally in classical and later
in quantum phuysics, is the double-slit experiment. Originally performed by Thomas
Young in 1801 to show the wave nature of light [31], it was later directly performed to
demonstrate the superposition of quantum particles. Even one particle was shown to
interfere with itself [2] and it also led to a demonstration of wave-particle duality for
quantum particles in general [7]. In figure 2.1 the solid black pattern shows the intensity
pattern of a double-slit experiment with both slits open, while the green dashed lines
show a scenario with one slit blocked. In this work we follow the standard textbook
interpretation of quantum mechanics, meaning that the quantum particle propagates as
a probability wave that collapses to, for instance, a particle at a specific position when
its position is measured [32].

When the probability waves in the double-slit experiment are not collapsed before
hitting the screen by measurements, an intensity pattern at the screen establishes
over time following the probability density of the photons. The photons are described
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S@® Pa+Pp+ lag=Pas

Figure 2.1: Intensity pattern in the double-slit experiment. It is the go-to experiment to
demonstrate interference as well as the wave-particle dualism in quantum mechanics. When
not collapsed first, photons or any other quantum particles behave as waves when propagating
through a double-slit configuration. At a screen behind the slit to detect the position of the
particle, it's wave function is collapsed to a position determined statistically from the wave
function. Pag is the intensity pattern when both slits are open and P4, represented by the
green dashed line, is the intensity pattern for only slit A open and B blocked. It can be seen
by the dashed black line, that the envelope of a double-slit pattern has the form of a single-slit
outcome.

by the wave function 9. The square-relation between the amplitude of a wave and
its intensity in classical physics inspired Max Born to find a fundamental relation
in quantum mechanics; known as Born’s Rule [32]. While the state |¢(X, t)) is not
measurable itself, the absolute value squared,

.

P(%,t) =|¥(X t) (2.1)

is the direct probability of finding particle 1 at time t at position X. P(X, t) is known
as the probability density of the state |¢(X, t)) and in the case of the double-slit
experiment a pattern like in figure 2.1 is obtained over time when the experiment is
conducted with many photons.

2.1.1 Interference of photons

One reason why the double-slit experiment is the go-to experiment to demonstrate
interference in quantum mechanics is the simple demonstration of superposition, both



experimentally and mathematically. Since there are no specific interactions between
the two paths, the pattern can be described as follows: As shown in figure 2.1 the
two slits are referred to by the labels ‘A" and ‘B’ and the paths assigned to those slits
are described by the wave functions |¢4) and |¢¥5). Evaluating the probability density
of each of those states would give a pattern as if only the specific slit was open and
the other slit closed, e.g. sketched by the probability density P4. Now the observed
pattern when both slits are open can be directly obtained by applying Born's rule of
the superposition of the two paths:

Pag =|¥a+ s> = [Wal” +vivs + vavh +¥sl (22)
S~~~ -~ - N~
Pa IaB Pg

When analyzing equation 2.2 it is obvious that the first and the last term on the right

side are equal to the probability densities of a wave function in a single slit experiment.

The superposition of the waves and the evaluation via Born's rule leads to the terms
with contribution of both slits ¢£\*)¢/(3*)- This makes the double-slit result differ from
the sum of the individual single-slit results; those terms are referred to as interference
term Iag = Yag + YaPg. A deeper insight in superposition and interference is given
in section 3.2. The probability density of equation 2.2 can then be written as

Pag =|Ya+ s> = Pa+tlag+Ps. (2.3)

The square relation in Born’s rule leads to the product of 14 and Yz as interference
terms, which are mathematically of second order. It is of importance for this work
to notice that there is no source for a third- or higher-order interference term in the
double-slit experiment.

2.1.2 Interference in the Triple-Slit Experiment

The triple-slit experiment is the straight-forward extension of a double-slit experiment:
A source of quantum particles, in our case photons, is sent onto a mask with three slits
and the resulting intensity pattern along an axis parallel to the mask is observed on a
screen. The setup is sketched in figure 2.2. To analyze the probability density and the
corresponding interference, the same procedure as in the double-slit experiment can be
applied. Again, due to no interactions between the paths, the superposition of the wave

functions ¢ of the individual slits can be evaluated by Born's rule as in equation 2.3
[24].

Pagc = |4+ 5+ Yl (2.4)
= YAl +Wsl* +vcl? + Yiws + wallh + Vide + Yavs + Wse + YevE  (2.5)
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Pa + Ps + Pc+ Iapc=Pasc

Figure 2.2: Intensity pattern in the triple-slit experiment. To demonstrate and observe inter-
ference in quantum mechanics, the triple slit experiment can be taken as a follow-up setup from
the double-slit experiment. A source is sending photons onto a mask with three slits labelled
as slits A, B and C. On a screen behind the mask, the resulting intensity pattern Pagc par-
allel to the mask is measured. By blocking individual slits, the identical configuration as in a
corresponding single- or double-slit experiment can be obtained.

By analyzing equation 2.5 and formulating it as single-slit patterns and interference
terms as in equation 2.3, it can be written as

Pagc = Pa+ Ps+ Pc+1ag+1ac+ Iac - (2.6)

Even though the experiment is performed with three slits open, it is reducible to proba-
bility densities of individual single-slit experiments and second-order interference terms.
As a first step towards generalization, apparently triple-slit experiments also lead to
interference terms of only second-order. When performing the same analysis to exper-
iments with more slits open, it is always reducible to intensity patterns of individual
single-slit terms and second-order interference terms due to the superposition principle
and Born’s rule.

Therefore, interference in quantum mechanics can generally be reduced to second-order.
Several communities within the foundations of quantum mechanics have even termed it
as a second-order theory [24].



2.1.3 The Sorkin parameter and higher-order interference

Born's rule is an axiom within quantum mechanics and was determined empirically to
be true in several interference experiments. However, due to the dependence of the
order of interference on Born's rule it is crucial to prove its validity also for experiments
with more slits to eliminate higher-order interference patterns.

When subtracting all the single-slit patterns P, = |¢j’2 and the interference patterns
l;j from the total probability density Pagc, the outcome value is expected to vanish:

Pagc —Pa—Pg —Pc —lag —lac —Ilgc =0 (2.7)

Equation 2.6 can also be equivalently replaced by probability densities only as shown
in equation 2.3:

Pagc — Pag — Pac — Pec+Pa+Ps+Pc=0=k (2.8)

Equation 2.8 consist purely of intensity patterns and therefore it is directly measurable.
This is the main formulation of the triple-slit experiment when proving its concept
experimentally. The parameter k was therefore introduced since it can be directly
observed in an experiment. K is known as the Sorkin paramter, named after Raphael
Sorkin who was the first one to theoretically question the order of interference in
quantum mechanics [26]. As described in this chapter it is expected to be zero when
the physics of the experiment can be described by Born's rule. On the other hand, a
non-vanishing Sorkin parameter would mean, the assumptions taken in this description
and wrong and need to be adapted.

2.1.4 Experimental observation of the Sorkin parameter

Since an experiment to prove the boundaries of Born's rule was inspiration for this work
and directly made use of equation 2.8, | will briefly explain it here: As mentioned in
section 2.1.2, the assumption of breaking down a triple-slit experiment to the superpo-
sition principle using Born's rule leads to intensity terms that can directly be measured.
A team around Urbasi Sinha in the group of Gregor Weihs conducted a triple-slit ex-
periment in 2010 and proved Born’s rule to hold up to small experimental errors [24]:
Each term in equation 2.8 can be directly determined by blocking the slits that are
not indicated in the individual term. By making use of a mask that contains all the
necessary permutations of the combination of slits, the Sorkin parameter was directly
obtained. A sketch of the mask is shown in figure 2.3. It can be seen, that all the
necessary slit arrangements can be set with the mask.
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Blocking Mask
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Figure 2.3: The mask used in Ref. [24] to test Born’s rule. The mask contains all the com-
binations to conduct singe-slit experiments (A, B and C), double-slit experiments (BC, AC and
AB), the triple-slit combination (ABC) and the background noise (0). (Figure taken from Sinha
U, et al. (2010) [24])

By adding a term for the background noise P, the experimental evaluation was done
with a parameter formulated as

K =Pigc —Pag—Pac—Pec+Pa+Ps+FPc—F . (2.9)

The experiment was conducted with three different source and detector configurations.
In figure 2.4 two of the results are shown graphically and quantitatively. In configu-
ration (a) a laser was taken as a light source and a powermeter unit as detector. In
configuration (b) a single-photon source was used and a so-called Avalanched Photon
Detector (APD) as detection unit.

While single-photon states can obviously be explained by quantum mechanics, laser
light can also be described as so-called coherent states (see chapter 2.2.2) within
quantum mechanics. This made both configurations useful for proving Born's rule. The
evaluation of equation 2.9 led to a Sorkin parameter smaller than 0.01 and was therefore
taken as not significantly deviating from zero and lying within experimental imperfec-
tions. This could be taken as a test of Born’s rule for various slit-experiments which
also means that the interference patterns can be reduced to second-order.
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Figure 2.4: The results of the experiment conducted by Sinha, U. et al. (2010) [24]. The
mask of figure 2.3 was taken and a photon source and a detector to measure the light intensity
behind the mask. In (a) a Laser was taken as a source and a powermeter unit as a detector. In
(b) single photons were used and detected by APD-units. The obtained Sorkin parameter was
vanishing up to 1072 which was within the range of experimental imperfections.

2.1.5 Third-Order Interference through Exotic Looped Paths

According to quantum mechanics, each particle propagating from A to B via its wave
function has a contribution in its motion from every possible path as Richard Feynman
described in 1948. He also provided the tool to describe this phenomenon, today known
as Feynman Path Integrals [8]. In the case of a double-slit experiment this means that
a part of the contribution of a particle starting at the source point S goes through slit A,
then back through slit B and again through slit A to finally arrive at the final position
D. In theory this is even possible to measure with a very small, yet finite, probability. It
was first calculated by H. Yakubi in 1986 [30]. The same scenario applies to every other
possible path between S and D. In the case of a triple-slit experiment, this could look
like the path demonstrated in figure 2.5. One should keep in mind that according to
the standard interpretation of quantum mechanics this cannot be seen as a particle-like
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Figure 2.5: Conceptual sketch of a possible path in a triple-slit configuration. As described
by the Feynman Path Description of Quantum Mechanics, a particle emitted from a source S
can go through slit A, than go back through slit B and again to slit C to afterwards propagate
towards the final detector D [23].

target propagating in a deterministic way from S towards slit A, then back through slit
B and again through slit C to finally arrive at D, but as a contribution in the behaviour
of the wave function in a system described by its Hamiltonian. When measuring, the
wave function collapses in a probabilistic way so that a certain path was taken. The
probability of the looped paths (as in figure 2.5) to occur - including the symmetrically
equivalent path where slit C is entered before slit B and A - was calculated by Rahul,
S. et al.in 2014 [23]. In principle, the contribution of any path follows the least-action-
principle, which makes the standard paths occur much more likely than any exotic path
[8].

The optimized configuration for obtaining a non-zero Sorkin parameter from looped
trajectories in a triple-slit experiment with optical wavelengths turned out to be "slit
width ds = 30 um, interslit distance djg = 100 um, distance between source and slits
and slits and detector dss s¢ = 18 cm and incident wavelength A\ = 810 nm" [23].
These are experimentally challenging parameters that are hard to realize. However,
one can see that third-order interference from looped paths exists in theory. In 2016
Magana-Loaiza, O. et al. have shown that looped paths in a triple-slit experiment would
indeed lead to higher-order interference [17]. In the experiment, surface plasmons in a
gold sample have been excited by incident light. Above the sample, a triple slit mask
was placed and due to the experimental arrangement, when incident light was sent
onto slit A, surface plasmons with their Poynting vectors as shown in figure 2.7 were
present such that photons were emitted from the part of the sample below slit C, as
shown in figure 2.7. When placing different masks to observe the different components
of the Sorkin parameter, similar to 2.3, the result from figure 2.8 is obtained. In figure
2.8 the Sorkin parameter is evaluated and plotted. The blue line shows the theoretical
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calculations and the dots the measured data. It therefore becomes clear, that looped
paths lead to a non-vanishing Sorkin parameter.
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Figure 2.6: The normalized Sorkin parameter in a triple-slit configuration. The calculation
is fully theoretical. The red line represents the intensity normalized by the maximum intensity
at the detecting screen. The x-axis shows the detector position parallel to the plain of the
mask. The position ‘0" is centered to the middle slit. These are the conditions for a theoretically
optimized k with "slit width ds = 30 wm, interslit distance djq = 100 um, distance between
source and slits and slits and detector dss sg = 18 cm and incident wavelength A = 810 nm”
(Rahul, S. et al. (2014)) [23]. (Taken from Ref. [23])
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Figure 2.7: A triple-slit arrangement with a mask above a gold sample from [17]. In the sample
surface plasmons can be exited. By specific arrangements, specific alignments of the Poynting
vectors can be obtained. The little arrows demonstrate the alignments of the Poynting vector
of the excited surface plasmons in the gold sample when slit A is hit by incident light. The
parameters are explained in detail in Ref. [17]. (Taken from Ref. [17])

Indeed, in 2018 it was proven for the first time that such exotic paths occur in reality
also in free space and cause a non-vanishing Sorkin parameter. In an experiment of
Rengaraj, G. et al. (2018) it was demonstrated, that when looped paths are prevented,
the Sorkin parameter k vanishes [20]. The contribution of the looped paths can be

27



28 | 2 BASIC IDEA OF HIGHER-ORDER INTERFERENCE

03 1 1 1
@ Experiment (x pol.)

0.2 | O Experiment (y pol.) ”’
|h

0.1 ol

Detector position (a.u.)

Figure 2.8: The Sorkin parameter obtained by surface plasmons in a gold-sample in the
experiment of [17]. The blue dots describe the measured Sorkin parameter and the blue line
shows the theoretical predictions. The grey dots show the data without surface plasmons and
the grey line the theoretical predictions. (Taken from Ref. [17].)

decreased by baffles as shown in figure 2.9. The size of the baffles were varied be-
tween each set of measurements to associate the Sorkin parameter with the prevention
of looped paths. The results are shown in figure 2.10. It can be seen that indeed the
Sorkin parameter decreases with a bigger baffle size as the exotic paths are prevented
[20]. The experiment was conducted with microwaves and very specific experimental
parameters, which show that significant looped paths are only present in specific cases.
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Figure 2.9: Baffles to prevent exotic loops in Ref. [20]. In the experiment by Rengaraj, G. et
al. (2018) [20] baffles were inserted to block looped paths in the triple-slit experiment. Each
set of measurements of a Sorkin parameter was done with a certain baffle size that was varied

afterwards. (Taken from Ref. [20].)
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Figure 2.10: The Sorkin parameter as a function of the baffle size in the experiment of
Rengaraj, G. et al. [20]. The red points show the data from 10 sets of measurements each and
the blue area the result of theoretical simulations. (Taken from Ref. [20])
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2.2 HIGHER-ORDER INTERFERENCE IN QUANTUM ME-
CHANICS

However, as shown in a theoretical paper by Rozema L., et al. (2020) [21], there can be
a different origin of higher-order interference. Actually, it can reach up to any arbitrary
order depending on the experimental arrangement. It is based on nonlinear multi-
particle interactions that are not typically present in a simple multi-slit interference
experiment. Furthermore, it can be fully expressed within the framework of quantum
physics and does not require any post-quantum theory.

In the theoretical work, the description was done within second quantization. To define
the order of interference in an arbitrary system, as a first step a look at a scheme like
sketched in figure 2.11 is taken.

Figure 2.11: A general two-path setup. Two paths associated with an arbitrary quantum state
described by p can be individually kept open or being blocked. In this case, the upper part is
open and therefore assigned a blocking configuration x; = 0 and the lower path is blocked with
xo = 1, respectively. The paths afterwards interact by an unitary operator U and the intensity
in a path, in this case the upper one, is measured by a detector. (Figure adapted from [21].)

Two paths, where each one can be blocked or kept open, are shown. The paths are
assigned to any quantum state represented by the density matrix p, as for instance given
by photons moving along trajectories. They then interact by a unitary operator and the
intensity in the specific path is measured afterwards. To denote different configurations,
a path J is assigned with the blocking configuration x; = 0 when open or x; = 1 when
blocked. A configuration as in figure 2.11 is then described by [x; = 0, x2 = 1] and the
associated intensity is denoted as /p; . For each configuration, a measurement of the
intensity can be taken along each part. To stay consistent, the measurement is here
always taken in the first path. As described by the double-slit experiment in section
2.1.1, interference is the component of intensity that makes the pattern with both slits
open differ from individual configurations. In direct analogy, this can be generalized
and the interference component Z, for the two-path setup can be expressed as

Io = loo+ 11— lo1 — ho - (2.10)
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For the general case of M paths, equation 2.10 can be generalized to

Iy = t (=1yat=tmy L [21]. (2.11)

Besides the well-defined paths, the rest of the double-slit setup is equal to the two-
path setup. In our case, each path can be opened or closed and each intensity term is
always measured in one specific path, e.g. the first one. The non-vanishing Zy, with the
highest number of paths is then the order of interference for the present configuration.
R. Sorkin has shown, that if for any M Z,; vanishes, all the higher-order components
also vanish [26].

[t can be seen that equation 2.11 is identical to equation 2.10 for the two-path case. For
three paths, equation 2.11 becomes a form equivalent to the Sorkin parameter in section
2.1.2, pointing out that the Sorkin parameter is equivalent to third-order interference
as discussed in Ref. [21]:

Z3 = looo — 1100 — lo10 — loo1 + 110 + 1101 + lo11 — /111 (2.12)

2.2.1 Generalizing second-order interference and single photon states in a setup

When well defined paths are considered, unlike in the slit experiments but as in the
experiments described in this work, it can be shown that with single-photons the inter-
ference reduces also to second-order. To show this, we provide the following calculation:
Assuming a single-photon input state with a superposition in the three paths a, b and
Cl

[¥) = ala) +B|b) +lc) (2.13)

where |a|> +|B]> +|7|> = 1 and a random three-dimensional unitary operator

Uin Uz Uiz
U1 Uz Uz (2.14)
Us1 Usx Uss

acting on the input state, the state after the unitary operator is described by |9)" =

Ulvy). Expressed in the basis of the three paths, the state can be expressed by

U1 Uiz Uss a a U1 +B8 U+ Uiz
Usp Up Uz | |B| =aUn+BUx+7vUs|. (2.15)
Us1 Uz Uss ¥ o Uz1 + B Usp +v Usz



The probability of finding the photon in path a is then described by

‘a’|2 =|o U1 +68 U+ 7y U13|2. Meaning that for the configuration of all three paths
open, the probability to find the single-particle then at path a is

2
o |” = a? |U11* +18)° [Unl® +|v[* |Uss|®
looo : + Ba*UrpUq; + ya* UisUy; + aB* U1 Ul (2.16)
+ 8" U13U1s + ay"Un1 Uiz + By Ur2Us3.

For a Sorkin parameter measured at path a, this can be interpreted as the /ggo-term.
loo1 would be the same procedure with a blocked path ¢, meaning the input state would
become

¥) = |0 (217)

and the probability of finding the particle in path a is
. "2 _ 2 2 2 2 * * * * 218
/001 : ‘oz ‘ = ‘Oé| ]Ulll +‘,3’ |U22‘ +,BOC U12U11 +Oé5 U11U12- ( . )

The same can be done for the other possible configurations. When each term is then
inserted into the formula of the Sorkin parameter from equation 2.9, one obtains

Kk = looo — /100 — lo10 — loo1 + /110 + 1101 + lo11 — 1111
= |a|?|Un1 | +1B|Usa| + ... — ¥B*UfrUss (2.19)
= 0.

As we have done this general calculation, it shows that for any single-photon state this
always leads to only second-order interference terms as in equation 2.16. However,
for other states with a larger photon-number, Rozema et al. have found that in specific
setups higher-order interference can arise. The number of photons can even be not well-
defined, as with coherent states (see section 2.2.2). One example given in Ref. [21] is a
setup sketched in figure 2.12 with M paths and M nonlinear two-mode phase-shifters
acting between the first path and each of the other paths. The first two paths interact
by a 50:50 beam splitter eventually. When sending in coherent states as input states

with an equal mean photon number of (n), the interference component can be expressed
as ([21))

Iy = |(n) (exp[—(n>(1 - e_/e)] - 1) M

cos(po — 1 —9), (2.20)

with  being a fringe offset and ¢; and > a phase of the states in the first two paths.
6 is a characteristic magnitude of the nonlinear phase-shifters U;;. However, instead
of going into detail, this equation is presented to show that, depending on the number
of coupled paths, higher-order interference can arise. Furthermore, it was stated that
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Figure 2.12: Sketch of a set-up for measuring higher-order interference. Coherent states |«;)
are propagating along a path if not blocked and then going through a sequence of nonlinear
phase shifters Uy, ..., Uis. As a final element, a 50:50 beam splitter is put between the first
two paths and the intensity is measured in the first path. The obtained interference is described
by equation 2.20. (Taken from Ref. [21].)

for any system showing higher-order interference originating from nonlinear unitary
interactions, a Hamiltonian nonlinear in its ladder operators 4 and at is necessary.
This leads to the assumptions that also with tools of nonlinear optics, higher-order
interference should be detectable in a specific setup.

Inspired by this, we made use of a standard nonlinear crystal and three-photon pro-
cesses to come up with a scheme where third-order interference should be present. The
experiment is described in chapter 6.

2.2.2 Quantum Description of Nonlinear Optics and Coherent States

Since it was shown that nonlinear interactions can lead to higher-order interference,
we started to look for common descriptions of nonlinear systems in quantum mechanics
and to check for higher-order interference. We found an example by a system with
three-photon processes in a nonlinear medium. While a detailed description is usually
done within nonlinear optics as in chapter 3.1, the basic Hamiltonian gives rise to an
accurate intuition. Basically, in a quantum picture of light a nonlinear medium allows
the conversion of two photons into a third photon and vice versa under the conditions
of energy and momentum conservation. A basic Hamiltonian describing second-order
nonlinear three-photon processes is [9]

A = hw, 44" + hwy, bbt + hwe eet + inx@ (abet — afhie) | (2.21)

Where the first three terms hwh, with A = 474 being the number operator, come from
the fact, that a photon can be seen as a harmonic oscillator in the electromagnetic field
with a certain energy hw, and the last term brings in the nonlinear component. x? is
the second-order susceptibility (see chapter 3.1) which can be seen as an indicator of
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the strength of the processes and the ladder operators 4 and 4T give direct insight into
the processes themselves. & is the annihilation operator for state a, which annihilates
a photon from state a and 4a' is the creation operator that creates a photon in mode a.
Assuming a number n of indistinguishable photons in a so-called Fock State |n), 4 and
al act as

vn o [n—1)
vn+1 |n+1).

For calculations throughout this thesis, it should also be stated that the annihilation
operator 4 acting on a vacuum state |0) destroys the vacuum state to number 0. The
creation operator then is not creating a state anymore:

)

a|ny =
at|n) =

(2.22)

410) = 0
(2.23)

When now the nonlinear term in equation 2.21 is analyzed, it becomes clear that it
describes two complementary processes: On the one hand, two particles in modes a
and b can be annihilated to create a particle in mode ¢ and on the other hand, a particle
in mode c can be annihilated to create two particles in modes a and b. The first process
is known as sum-frequency generation and the latter process as spontaneous parametric
down-conversion or in a specific case as difference-frequency generation (see chapter
3.1). Whenever the nonlinear medium enables one process, the conditions for the other
one are fulfilled as well. As we can see, this procedure provides a possibility to couple
photons in three paths.

2.2.3 Sorkin Parameter in Nonlinear Optics

To find a realizable experiment, an implementation of equation 2.21 would be an obvi-
ous choice since the necessary components to realize the three-photon processes are
well known and analyzed in nonlinear optics. A nonlinear description also adds more
possibilities to go deeper in detail, since many geometrical aspects can be formulated in
a straight forward way. We made use of a model derived in section 3.1.3 that results in
three coupled differential equations, describing the behaviour of three fields interacting
via x(2)—processes. The equations are listed here and explained in detail throughout
this thesis:

dA; . »

= igAsAse~Akz (2.24)
dAy . .

— = i9AsAle iAkz (2.25)
dAs _ igAL Are™AKz (2.26)

dz



When an incident light beam is seen as an oscillating field, it can be described by
its amplitude A and an oscillating part. The amplitudes of three fields interacting by
the processes described in the Hamiltonian in equation 2.21 are proportional to the
number of photons in each light beam and also to the intensity of the three beams. The
magnitude of each amplitude is therefore varying along a direction z as the number
of photons does, when they are converted within a nonlinear medium. Since in this
work three beams are realized experimentally by laser light, they have a well-defined
direction and known behaviour and they can be described in analogy to the experiment
in figure 2.12 as three paths interacting by a nonlinear crystal.

The main point is that laser light can also be described as specific quantum states,
so-called ‘coherent states’ as in section 3.3, and since we can make use of the non-
linear model in equations 2.24 - 2.26 to get more insight, the existence of third-order
interference as defined in equation 2.11 was checked by this model. The material prop-
erties and wavelength-dependence of the process have first been ignored and it was just
checked if the nonlinear coupling of the three paths allows for third-order interference.
The tunable variable in this model is the relative intensity of the incident light beams.
Choosing for instance two beams of the same frequency to be of intensity /1o =
0.5 (a.u.) and the third beam of intensity /3 = 0 corresponds to term /119 in equa-
tion 2.11 or Pi10 from the triple-slit experiment from section 2.1.2. Due to convention,
the beams will be called ‘signal’, ‘idler’ and ‘pump’. The amplitude of beam 3 only
increases if photons are generated via the x(2-process of sum-frequency generation.
The result is plotted in figure 2.13 and shows clearly, how the intensity and therefore
also the amplitude of the third beam (pump) increases. Due to energy conservation,
signal and idler beam decrease simultaneously. This can be done similarly with the
other necessary terms for obtaining the Sorkin parameter. A detailed discussion of
these results is given in chapter 3.1. In figure 2.13 the obtained Sorkin parameter can
be plotted over the propagation length along which the nonlinear processes are present.
Here, the Sorkin parameter is assumed to be measured in the pump path, which has
the role of the detector in figure 2.12 and the intensity of the non-blocked pump beam
was taken equally to the other two beams as /3 = 0.5 (a.u.). The result is shown in
figure 2.14. It can be seen clearly that the configuration of three beams which are cou-
pled by nonlinear interactions leads to a non-vanishing Sorkin parameter. This result
gives a promising guideline to follow and to be realized experimentally. However, the
resolution needed to detect third-order interference is unclear and the model must be
adapted to simulate a more realistic scenario due to several effects which are ignored
in this simple calculations.

35



36 | 2 BASIC IDEA OF HIGHER-ORDER INTERFERENCE

Sum-Frequency Generation

&
o

o 2
ESY (4)]

Intensity (x |A[]%)
o
(%]

0.2 ]
signal power (path 1)
0.1r = = ~idler power (path 2) |
pump power (path 3)
0 1 1 1 1
0 0.2 0.4 0.6 0.8 1

Propagation Length, z (arb)

Figure 2.13: The behaviour of the intensity-term P;1p in case of three light beams representing

three defined paths. It is identical to a basic sum-frequency generation scenario with two

incoming beams generating a third one. Experimental imperfections have been ignored in this
model.
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Figure 2.14: The behaviour of the Sorkin parameter, representing third-order interference,
in a scenario with equal input powers. Determined by the model from the beginning of this

section and determined via kK = Pagc — Pag — Pac — Ppc + Pa+ Ps 4+ Pc — Po. The presence
of a non-vanishing Sorkin parameter over the length is clearly visible.



FOUNDATIONS

In this chapter we present the necessary foundations to understand and describe the
physics behind our work in more detail. We start from nonlinear optics and show the
well-known tools within this field that we use to build up a framework that allows
for third-order interference. We gain a deeper understanding of the behaviour of the
processes and components in our experiment, allowing us for a detailed theoretical
description. We then show that interference and its reduction to only second-order
terms is an idea that originates from classical physics and was already present in the
classical interpretation of traditional interference experiments.

Furthermore, we show the foundations of quantum optics and the mathematical tools
that we use to describe the system and get an approximation for the nonlinearity in
the quantum optical description. By using quantum states, ladder operators and the
Hamiltonian of the system, we obtain an intuition for our experiment in the quantum
mechanical picture.

3.1 FOUNDATIONS OF NONLINEAR OPTICS

The processes of the interaction of photons in this experiment and their description can
be described also within the field of Nonlinear Optics. To describe sum- and difference
frequency generation and three-wave-mixing in general, we take a look at the behaviour
of light in a so-called nonlinear medium:

Polarization and Second Order Susceptibility

An electrical field of incident light E can induce an electrical dipole in a medium
[22]. The dipole moment per unit volume is described by the polarization vector P and
depends on the strength of the optical field. Usually, in a optical linear regime this can
be described by the following approximation:

P(t) = eoxVE(t) (3.1)

Here, €o is the permittivity of vacuum and x is the linear susceptibility, often just stated
as susceptibility. However, in some materials nonlinear effects can be of significance
when the magnitude of the electric field gets larger and larger, which can then be

described by a nonlinear relation between the polarization P and the electric field E.
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The intensity of those processes depends on the medium and the magnitude of the
incident optical field. The polarization can then be described by the expansion

P(t) = e [ xME(t) + xPE?(t) + xPE3 (1) + ... | (3.2)
Po(t) + Pue(t) [4].

Po here represents the linear polarization from eq. 3.1 and Py, combines the nonlinear
terms. x(z) and x(3) are known as ‘second- and third order nonlinear susceptibilities’
and so on for higher-order terms.

In general, the susceptibility of order k is a (k+1)-order tensor. E.g., x(?) is a tensor
of third order and will only be non-vanishing in the case of non-isotropic materials [4].
In this work we will mainly focus on processes depending on the x? susceptibility
of a medium and neglect higher-order terms. For any class of crystal, the second-
order susceptibility and further the characteristics of the crystal according to sum- and
frequency generation processes (see chapter 3.1.3) can be described by equation 3.4,
where the second-order susceptibility is described by a 3 x 6 Matrix[4].

Px di1 dip diz dis dis dig
Py| =20 |do1 dop oz dog dos  dog i (3.4)
Pec 31 d3p d3z d3s d3s  dsg

[\

a 2ELE,

The previously mentioned processes of sum- and difference-frequency generation and
the role of the susceptibility are described in section 3.1.3.

3.1.1  Second-Order Susceptibility in Nonlinear crystal

In our case, a LBO-crystal with the chemical sum-formula of L/B3Os is used. The
crystal is an orthorhombic crystal of crystal class mm2 which means that, due to specific
symmetries, various entries from the susceptibility written as matrix form in equation
3.4 vanish [4]. Specifically for a LBO-crystal used in this experiment, it reduces to [12]

0 0 0 000
d= 0 0 O 000 |. (3.5)
1.05 —0.98 0.05 0 0 0

Since the nonlinear response of the polarization to a electromagnetic wave is only of
significance if the intensity is high enough, the resulting effects are usually exploited
with impinging powerful laser light. Depending on the relative orientation of the crystal
axes to the incoming beam, the effective nonlinear coefficient dqrr is resulting from



corresponding entries in the previously shown matrix. A concrete evaluation of derr is
given in section 3.1.3.

3.1.2 Wave equation for light in nonlinear media

To describe the propagation of light in nonlinear media, a wave equation can be derived
by starting at the Maxwell's equations.

The Maxwell’s equations for isotropic media without free charges and currents have the
form

v-D = 0

v.-B = 0
vxE - 2B (3.6)

ot

oD

H = —

V x T

where D is the electric displacement field, which can again be decomposed in its linear
and nonlinear part:

D=cE+P (3.7)
=D 4Py, (3.8)

From equations 3.6 and 3.7 where D) = ¢oE + Py the wave equation for light prop-
agation in lossless, non-dissipative nonlinear media can be derived and has the form
(4]

I72 82E . 1 62P/\/L
2 0ot2 e ot?
where ¢ is the speed of light in vacuum and n is the refractive index of the nonlinear
medium. To gain insights into the generation of new frequencies, one can rewrite it as
in equations 3.10 and 3.11.

V2E —

(3.9)

V2E — S 52 =S (3.10)
1 8°Puny
S = “ad 2 (3.11)

This has the form of a wave equation with a source term S that is caused by the incident
wave E [22]. One method to find a solution for this nonlinear differential equation is
the so-called Born approximation:

It is assumed that an incident field Eg causes the source term Sg which then emits the
field E£71. This would then create a source S; that emits Es and so forth. In our case it is
sufficient to go up to E; which is known as the first Born approximation [22]. According
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to this approximation, the incident field causes the source Sg to emit Ey which shares
the same spectral components with Py as shown in equation 3.10. When reducing
Py, to second-order, meaning

Py = eoxPE(t), (3.12)

with incident light described by the complex field Ec and the identities

[Ec(w)exp(iwt) + E- (w)exp(—iwt)]  (3.13)

N

E(t) = Re{Ec(w)exp(iwt)} =

the polarization can be expressed as

1 1
Py. = Eeox(z)EC(w)E*C(w) + Re{ieox(z) EZ(w)exp(i2wt)} (3.14)
1 .
= Eeox(Q)EC(w)Eé(w) + Re{Pn. c(2w)exp(i2wt)} . (3.15)

The nonlinear polarization and therefore the source term Sp has a component at fre-
quency 2w, meaning that the emitted field contains a component at twice the frequency
of the incident field. Assuming that the incident field only consists of a monochromatic
frequency w and the outcome field has the frequency 2w, the process is known as
Second-Harmonic generation, a special case of so-called Sum-Frequency Generation.
Due to convenience it is usually seen within an energy level picture as explained in
section 3.1.3. To exploit these processes efficiently, a suitable phase-matching has to
be achieved as described in section 3.1.5.

3.1.3 Sum-Frequency Generation

One phenomenon of interaction of light in media based on the second-order suscep-
tibility x? is the previously mentioned ‘Sum-frequency Generation’. Its principle is
sketched in figure 3.1: Two incident light beams with angular frequency w; and w>
impinge onto a nonlinear medium. Part of the incident beams is then converted into a
beam with anqular frequency w3 = wj 4+ wo. In a quantum mechanical picture it can be

, _
X(Z) - ;=M T O,

0,

Figure 3.1: Principle of sum-frequency generation. Two incoming beams with w; and w» and
a x@-medium gives rise to the generation of a beam with w3 = w1 4 wo.
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seen as two incoming photons with frequency w; and wo being converted to a photon
of frequency ws as shown schematically in figure 3.1.

Figure 3.2: Energy level description of a sum-frequency generation according to figure 3.1.

In the special case of w; = w> meaning that the two photons are, for instance, origi-
nating from the same monochromatic beam, the process is known as ‘second-harmonic
generation’. More on that is described in chapter 6.

To describe this conversion of light beams and their interaction via this phenomenon, we
take a closer look at the mathematical description. Equation 3.9 must be valid for each
field component propagating in the medium and therefore also describes the generated
beam with anqgular frequency w3 from fundamental beams with w; and w». A solution
for the wave equation considering a nonlinear polarization term up to the second order

has the form 4
E(z,t) = Ase/(ksZ=wst) ¢ ¢ (3.16)

Here, z is the direction of propagation of the generated beam and k3 = Z—SW3. Since
the nonlinear source term is not too large, the amplitude factor in equation 3.16 is
expected to be a slowly varying function of z. Phuysically this can be interpreted as
a field growing along the crystal or in the quantum mechanical picture as more and
more generated photons along z. For a fixed polarization direction of the light and
fixed direction relative to the crystal, the nonlinear polarization term for sum-frequency
generation is given by (see [4])

P(w3) = 4€0C/effE(w1)E(w2) (3.17)
or for second-harmonic generation in the case of w; = wy, respectively,

P(w3) = 2€0derr E(w)?. (3.18)
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As mentioned above, a good phase-matching configuration has to be achieved. To do
so, we use the technique of ‘angle tuning’, which is based on birefringence in nonlinear
crystals. This is described in more detail in section 3.1.6.

The corresponding value of d.rr depends on the polarization of light and incident di-
rection relative to the orientation of the birefringent crystal (see section 3.1.6). We
assume, that the incident light beams have a polarization along the so-called ordinary
axes of the crystal and the generated light is polarized along the extraordinary axis.
Closer insight on this is given in chapter 3.1.5. In the case of the crystals used in this
experiment, ders can be determined by ([12])

deff = d32COS¢. (3.19)

If both incident beams are assumed to be plane waves as reported in equation 3.16
and equations 3.16 and 3.17 are inserted into equation 3.11, the following differential
equation can be derived, where the ‘wave vector mismatch’ Ak is described by Ak =
ki + ko — ks:

d2A3 dA3 . —4deffw?2)

+2ikg— = — A1 AreBkz (3.20)

Usually, the amplitude As can be assumed to vary much slower than a fraction of
unity over a length equal to the wavelength of the propagating electromagnetic wave.
Therefore the first term on the left side is negligible compared to the second term. This
is also known as the slowly varying amplitude approximation [4]. The corresponding
mathematical condition is:

d?As dAs
— ks—— 21
dz? > dz (3:21)
Assuming a slowly varying amplitude, equation 3.20 can be reduced to
dAs  2idefrw3 .
3 ZIGefrY3 ) pselkz (3.22)

dz a /<3C2

Equation 3.22 shows how the amplitude of the generated field depends on the intensity
and the frequency of the incoming beams and characteristics and orientation of the
crystal. Equation 3.22 refers to the so-called undepleted pump approximation, where it
is assumed the amplitudes A1 and A2 stay constant during the propagation within the
crystal. In the case of a strong nonlinear interaction this does not hold anymore and
one should consider the intensity of the incoming beams to decrease along the crystal.
Moreover, after the sum-frequency generation, all three beams interact with each other.
At that point, phenomena known as difference-frequency generation can take place as
well during the nonlinear propagation of the 3 beams (See chapter 3.1.4). By doing the
same derivation as above for the optical waves at frequencies w; and wo, two additional
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coupled differential equations are obtained, describing how the two incoming beams
behave along the crystal.

C/Al i 2/deffw%

R AzAs e 1Akz (3.23)
dAQ 2id, ff(JJ2 *
= ch2 2 AsAY e Rkz (3.24)

This model includes the assumptions of having a lossless medium, collinear propagation
of the beams and a symmetry that gives the same d.rr-value in all three equations.

3.1.4 Difference-Frequency generation

As mentioned above, three-wave mixing describes the interaction of three electromag-
netic waves propagating through a nonlinear medium with a non-vanishing second-order
nonlinearity. The inverse process of sum-frequency generation is called ‘difference-
frequency’ generation. It is another second-order nonlinear effect and is sketched in
terms of energy in figure 3.3:

Figure 3.3: Energy level description of a difference-frequency generation process. Here, two
photons of energy w3 and w; create a photon of energy wy = w3 —wi. A generation of w; via
w3 — wo is also possible.

The beam with angular frequency w3z > wi > interacts with the beam of w; in a way,
that light in the third beam with wy = w3 — w; is generated. It should be noted that
this process satisfies the same phase-matching condition of the inverse process, sum-
frequency generation, where w3 = w; + w». In general, providing the phase matching
and spatial and temporal overlap, the three beams interact with each other by means of
DFG and SFG while propagating through the nonlinear medium, known as ‘Three-Wave
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Mixing'.
A graphical evaluation of three-wave mixing and the coupled wave equations 3.22 - 3.24
is carried out in chapter 4.1.1.

3.1.5 Phase Matching

To see how the wave vector mismatch Ak effects the outcome intensity in the undepleted
approximation, where A; and As are taken to be constant along the crystal, one needs
to integrate equation 3.22 over the length L of the crystal.

2iderrwiAtAy L)
As(L) = 2. efgf; L 2/0 ek dz

. 2/deffw%A1A2 ( elAkL)
N ks c? IAK

(3.25)

The intensity of the resulting field is proportional to the time-averaged Poynting vector

and gives ([22]) a dependence of
| oc|Asl? (3.26)

When equation 3.25 is inserted into equation 3.26 a resulting dependence is yielded
* AkL

I3 o s/nc2(7) . (3.27)
The importance of Ak can be obtained when looking at the derived relation by plotting

the sinc®-function from (3.27) versus its argument as in figure 3.4. It is evident, in

0.8 [ -

0.6 [ -

sinc?( Lik )

0.4 b

02 -

Figure 3.4: Dependence of the intensity of the sum-frequency generation from equation 3.27
on the wave vector mismatch Ak.

order to gain the highest intensity of the outcome generated wave in a sum-frequency



generation process the wave vector mismatch should vanish so that Ak = 0. The larger
the wave vector mismatch Ak, the lower the intensity of the generated beam will be.
Equation 3.27 is derived under the assumption that the conversion efficiency is only a
very small fraction compared to the input beams and that the input amplitudes remain
the same. This approximation is called the undepleted approximation, meaning that only
a small part of the input beams is converted and we can assume that their intensity
is not affected by the nonlinear interaction. In our experiment, this assumption is not
valid anymore. However, the dependence of the conversion efficiency on the wave vector
mismatch is similar to what is shown in figure 3.4 [4], in particular the perfect condition
when Ak = 0 and the dramatical decrease with a slightly larger mismatch.

Phase matching and the dispersive refractive index

From the previous section it could be seen that the most efficient generation of sum-
frequency happens in the case of

Ak = k3 — (kl + kz) =0 (3.28)

n(w)w

When inserting the relation k = the condition can be written as

n(w1)ws N n(wz)wo _ n(w3)w3. (3.29)
o ¢ ¢

However, materials in general have a finite dispersion [4]. The refractive index n(w)
of the material is then a function of frequency which usually increases with w [4]. As
a consequence, equation 3.29 can not be satisfied when w; + wy = w3 and n(wy) <
n(wz) < n(ws).
There are various techniques of getting a perfect phase-matching within experimental
constraints. One possibility is to make use of the birefringent characteristics of the
nonlinear crystal. This technique is used in our experiment. It is described in detail in
chapter 3.1.6.
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3.1.6 Birefringence in a Nonlinear Crystal

In the case of equation 3.29 an efficient exploitation of the nonlinear processes can only
be obtained if the refractive indices of the involved beams are equal which can not be
achieved without further processing due to dispersion, as described previously. One
technique to achieve equal refractive indices in a birefringent crystal is the so-called
‘Angular Tuning’. To describe the phase matching technique of angular tuning, we first
look at the refractive index of a nonlinear crystal.

Uniaxial Crystals

The simplest case is a so-called uniaxial crystal: It is defined by an optic axis, also
known as z axis of the crystal [4]. If the incoming beam is polarized perpendicular to
the optic axis, it experiences the ordinary refractive index n,, for instance if the beam
propagates parallel to the optical axis. This is sufficient but not necessary: For any
other propagation direction there is a linear polarization that is also oriented perpen-
dicular to the optic axis and this beam experiences the ordinary refractive index n, as
well. A beam that experiences n, is known as ordinary ray. For any other beam with an
angle 0 between the propagation direction and the optic axis, the polarization can be
decomposed into two modes where one experiences n, and the other one experiences
a different, direction-dependent refractive index n(6) which depends on the angle 6
between k and the z-axis as in equation 3.30. This mode is called the extraordinary
ray [22].

1 sin*(6) | cos?(6)

n()2  n2 * n2

In the case of 8 = 90° the beam propagation is governed by the extraordinary refractive
index ne. In the experiment here reported, the polarization of the generated beam is
orthogonal compared to the incoming beams. This process is known as type-I Sum-

(3.30)

Frequency Generation [19]. To get an efficient nonlinear process, the crystal has to
be oriented so that the beams meet the refractive indices in a way that Ak = 0. In a
so-called positive uniaxial crystal, ne > n, leading to the conclusion that the generated
beam with the frequency 2w should face the ordinary index and the incoming waves to
face an extraordinary index so that ne(w, 8) = n,(2w) which is adjusted by the angle
0, as demonstrated in figure 3.5. This shows, that by changing the orientation of the
crystal relative to the incoming beams, optimal phase-matching can be achieved. In our
experiment we tune the orientation of a LBO-crystal which is a positive biaxial crystal

[12].
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Index Ellipse

The concept of the different refractive indices of a uniaxial birefringent crystal can be
visualized by the index ellipse as shown in figure 3.5. In the case for example of type-I
second harmonic generation (particular case of sum-frequency generation), assuming a
positive uniaxial crystal, meaning ne > n,, the polarization scheme is e-e-o0: When the
fundamental beam with w is polarized extraordinarily, there is one angle 8 where an
intersection of the refractive index of 2w and w is present, which is then the refractive
index experienced by both beams and therefore the perfect phase matching condition
from equation 3.29 is fulfilled.

No(2®)

no(®)

Ne(®) ne(2wm)

Figure 3.5: Index ellipse for a positive uniaxial crystal. The extraordinary index for a given
frequency is bigger then the ordinary index. Therefore the polarization of the generated beam
is ordinary and the fundamental one extraordinary. For a given frequency and a given angle 0
between the wave vector and the ordinary axis, a common refractive index for the ordinary and
the extraordinary beam can be found.
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Biaxial Crystals

In a biaxial crystal, the optical system is characterized by three refractive indexes.
When the principle axes and their corresponding refractive indexes ni, n» and n3 are
drawn as in figure 3.6, the so-called index ellipsoid is obtained. By inserting k of the
propagating wave and drawing a plain perpendicular to it and through the origin, one
can determine the refractive indices n; and np. By recalling that at higher frequencies
for typical nonlinear effects the refractive index increases, a beam with frequency 2w
would then correspond to a slightly bigger ellipsoid. By changing the orientation, a
common refractive index can be obtained for the fundamental and the generated beam.

Figure 3.6: Indexellipsoid to determine characteristic refractive indices for incoming wave
with wave vector k.

The fact that different refractive indexes are present, gives rise to perfect phase

matching experimentally by changing the orientation of the crystal in analogy to section
3.1.6.



3.1.7 Walk-Off Effects
Spatial Walk-Off

The main limiting factor for obtaining efficient nonlinear optical generation over the
whole length of a crystal is that the three waves do not propagate collinearly to each
other within the crystal when phase matching based on birefringence is exploited. There-
fore, only across a specific length within the crystal, second-order nonlinear processes
can occur. The angle between the beams is known as the ‘walk-off angle’ [11] and is
a direct consequence of the birefringence of nonlinear crystals and the polarizations of
the beams: When a type-I SHG process with an ordinarily polarized fundamental beam
is assumed, the generated beam has an extraordinary polarization.
Typically, the direction of the orientation of the wave fronts of a beam, which is indi-
cated by the direction of the wave vector k is identical with the direction of the Poynting
Vector S [22] defined as

S =E x B, (3.31)

which describes the propagation of the energy of a beam. The wave vector k is normal
to the electric displacement field D. Assuming an isotropic, nondispersive material,
the electric displacement field can be written as D = €E with € being a scalar value
and therefore independent of the direction within the material [22]. However, in non-
isotropic materials € is a tensor that can cause a difference between the direction of E
and D of the beam. In an anisotropic displacement the wave fronts are then generally
not oriented normally to the propagation direction, but can be tilted as seen in figure
3.8 [22]. The wave vectors of the fundamental and the generated beam then still overlap,
but the Poynting vectors then differ by the walk-off angle p. This angle is described by

(3.32)

showing the dependence on the extraordinary refractive index n(6) [25]. As described
in chapter 3.1.6, the walk-off only affects the extraordinary beam due to the dependence
of n(6) on 6. The angle p is normally given in mrad and lies within the range of a few
mrad for the most crystals [11].

Effective three-wave mixing only happens as long the beams overlap spatially, which
is then limited by the walk-off angle and the diameter of the beam. Since a smaller
diameter means higher intensity per area, nonlinear effects can be enhanced by tight-
ening the beam waist. However, then the spatial walk-off becomes even more crucial.
This means, it is an interplay of walk-off and beam waist which is referred to in chap-
ter 4 in more detail. It now becomes clear, why a an oscillating nonlinear generation
behaviour as predicted by the simple model along the crystal as in chapter 4.1.1 is
experimentally not observable as stringent limiting factors play an important role. The
model of the three coupled-wave equations is only valid for a very small distance and
ideal conditions within the crystal.
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Figure 3.7: Possible geometrical arrangement of the Poynting vector and the wave vector.
The direction of the electromagnetic wave, represented by the Poynting vector S, can differ from
the direction of the energy flow represented by k, when D points towards a different direction
than E. The wave fronts are indicated here by the grey colored lines oriented normally to k.
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Figure 3.8: Different alignment of the Poynting vector and the wave vector. In a birefringent
crystal the direction of the beam propagation, represented by the Poynting vector S, and the
orientation of the wave fronts, represented by the wave vector k, do not have to overlap.

Temporal Walk-Off

Spatial Walk-Off is not the only effect that limits the efficiency of the nonlinear pro-
cesses. As mentioned before, x(2) of a medium is very much smaller than the first-order
susceptibility and nonlinear effects usually only become significant when the intensity
of the incoming beams is high enough. To gain high input intensities, usually pulsed
laser light is used. As a consequence, not only the incident beam is pulsed, but also the
generated one. When light propagates within media, the enveloping shape of the wave
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propagates with a different velocity than the phase fronts. While the phase fronts move
with the phase velocity v, = % the beam envelope propagates with the group velocity

_dw

(3.33)
The derivative term in equation 3.33 demonstrates that a dispersive medium leads to
a different group velocity of the two frequency components and therefore a spatial
separation along the propagation direction. In the case of a non dispersive medium,
such as air, w = c - k and the phase velocity equals the group velocity. A more
insightful description is given in section 4.1.1.

ti

o R

L1y

Figure 3.9: Temporal walk-off effect. Different frequency components face different refractive
indexes within a dispersive material and therefore the fundamental and generated beam propa-
gate with different velocities within the crystal. The common point of the dashed lines represent
the center of the gaussian intensity distributions of the beams. It can be seen how the maxima
separate in space over time. At t; the beams are overlapping while at t, a separation can be
already be noticed. At t3 the beams have separated clearly.
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As seen in figure 3.9, the two pulses separate along the crystal due to different

velocities. This effect is known as “Temporal Walk-Off. Since for obtaining a nonlinear
process, the beams have to overlap, both walk-off effects have to be considered in an
experiment with pulsed laser light.
In addition, treating the pulses as single frequency pulses is just an approximation. In
fact, a pulsed beam consists of different frequency components close to each other. Every
frequency component of the pulse can be associated with a slightly different refractive
index and therefore velocity, meaning that in reality also the pulses are broadening
along the crystal. This is known as ‘Group Velocity Dispersion’. However, in common
ones experiments this is typically negligibly small (see [11]) and is not taken into
account in this work.

3.1.8 Pulsed Laser Light

To increase the power of the input light, special techniques in laser physics have to be
applied. Since nonlinear optical processes need high powers, continuous wave (CW)
light is not sufficient. CW light exits a laser with continuous power and is created by
standard atomic processes in the medium within the cavity of a laser. Since this is
not of special interest for this thesis, this is only explained briefly but can be looked
up in any book about laser physics [10]. Usually, coherent light is being generated
and reflected back and forth within the cavity and transmitted by the output coupler
with a certain probability. This leads to a continuous generation and output of laser
light. The technique to create pulses of laser light shorter than nanoseconds is called
modelocking. It has the advantage that pulses of higher and higher intensities are built
up inside the cavity and are transmitted through the output coupler. This happens via
a intensity dependent optical component, in the case of our laser it is a Kerr lens. This
focuses the light that has reached an intensity threshold onto a slit that is aligned to
match the focal point spatially. With this procedure, only light with high intensities
forms a stable mode in the cavity. This is a pulsed mode. A sketch of the envelope of
the power of a pulsed beam can be seen in figure 6.5.

3.1.9 Geometrical Arrangements of Sum- and Difference-Frequency Generation

By making use of the conservation of momentum, interesting geometrical arrangements
can be realized when working with three-photon processes. In the case of sum-frequency
generation of two photons with collinear wave vectors as, for instance, present in second-
harmonic generation, the generated photon will also propagate in the same direction.
The walk-off angle is neglected here but technically it would be present, similar to
figure 3.1. However, when the two incoming photons are tilted with respect to each
other, momentum conservation leads to a situation as in figure 3.10.

When the two incoming beams share a common angle with reference to an axis normally
to the surface of the medium, the generated photons propagate along this axis. While
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Figure 3.10: Intuitive arrangement of SFG. In the sketched situation the two incoming beams

with A = 800 nm have the same incident angle o with an axis normally to the medium surface.

This geometry leads to generated photons propagating normally to the surface due to the sum
of the two wave vectors and therefore a cancelling out-situation of the income angles.

this is a more or less intuitive picture, the situation even gets more interesting in the
case of difference-frequency generation where the phase matching condition and the
wave-vector behaviour can be expressed as k3 — k1 = ko when the photon with ko is
generated and vice versa when k; being generated. This leads to the generation of
photons along a direction symmetrical to the income direction. The two geometries in
figure 3.3 represent this phenomenon and are used in the experiment as described in
chapter 6. It should be noted, as mentioned above, that the extraordinary beam still

(a) (b)

Figure 3.11: Possible arrangements for DFG. In the case of difference-frequency generation
the wave vectors of the incoming beams get subtracted as in k3 — k1 = kp. This leads to a
counter-intuitive situation: Generated photons propagate along a direction with the same angle
to the incident axis symmetrically to the incoming beam with higher wavelength. (a) the upper
photon is being generated. (b) The lower photon is being generated.

faces spatial walk off as described in section 3.1.7. However, since the walk-off angle is
smaller then the incident angles in our setup and due to simplicity, this was neglected
in this description.
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3.2 INTERFERENCE

Interference is a phenomenon present in every common wave theory. It appears as soon
as two waves interact according to the superposition principle. In classical mechanics,
it is well-known that two waves with the same frequency and the same phase interfere
constructively and two waves with the same frequency and a path difference of Ad = n%,

where n is any integer number, interfere destructively.
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(a) Constructive Interference (b) Destructive Interference

Figure 3.12: Two waves with the same frequency v interfere according to the superposition
principle. In (a) the path difference of the waves equals zero or a multiple of the wavelength
and in (b) the path difference is a multiple of half the wavelength, d = ni .

In figure 3.12 (a) two waves with the same angular frequency w, amplitude A and no path
difference interfere constructively. In 3.12 (b) the waves interfere with a path difference
of Ad = %A which results in a phase difference of ¢ = %ﬂ' and lead to destructive
interference. In general two waves with the same amplitude, the same frequency and a
specific path difference can be described as

A1(x,t) = Agsin (kx — wt + ¢1) (3.34)
Ax(x, t) = Agsin (kx — wt + ¢2) (3.35)

Since the resulting wave is described by Ares(x, t) = A1(x, t) + Ax(x, t), it can be
shown that in this case it has the form of

Ap. . A
Ares(x, t) = 2Ap cos(g)sm(kx—wt—kéb) (3.36)
with Ap = ¢1 — ¢ [28]. If both waves have the same phase or A¢ = n-2m, with n
being a random integer, the cosine-term equals 1 and they interfere constructively and
if Ap = n- 7 the cosine-term vanishes and they interfere destructively with A,es = 0.
Due to energy conservation it is not possible to, for instance, let two beams overlap

so that only destructive interference happens. Instead, patterns with destructive and



constructive interference are observed.

In every common wave theory there is a square relation between the amplitude and
the intensity of a wave, / oc A3. The intensity is known as the power per area and is
given in the three-dimensional case as [WW/m?]. This always leads to a second-order
dependence of the interference term on the amplitudes.

In a general case, if two waves with the complex amplitude A; and A superpose, this
means that the intensity shows a behaviour of

ho =|A1” + A Ao + AL AS +|Aof, (3.37)

where the amplitudes are not expressed explicitly. It is now evident that the intensity
of the wave generated by the superposition of two incoming waves is not equal to the
sum of the individual intensities of the incoming waves but differ by the A(l*)Aé*)—terms.
We will name those terms interference-terms and the phenomenon as interference itself,

equivalent to interference in the double-slit experiment described in section 2.

3.2.1 Binomial Theorem and Second-Order Interference

The sum of two terms to the power of any integer number is generally described by the
binomial theorem [3]:
T (n
a+b) = a" Kbk 338
(a+b) kgo ( k) (3:38)
Since for a square-relation n = 2 any order bigger than 2 is restricted and any inter-
ference terms in all wave theories with a square-relation are reducible to second-order.

3.2.2 Intensity and Fields in Electrodynamics

As mentioned previously, the electrical field of light can be described as in equation
316as E(z,t) = Ege/(™=@t) 4 c.c.. Also in electrodynamics there is a square-relation
between the amplitude of the field and the intensity of the electromagnetic wave. In

case of a monochromatic wave it reduces to the absolute value of the amplitude of the
wave [22]:

2

I =|Eo(x)] (3.39)

Since the superposition principle also applies in electrodynamics, a case as in equation
3.37 can be evaluated. When substituting

Ei = /e and

Ey = \/Eei¢2

(3.40)
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Figure 3.13: Interference pattern of the double-slit experiment. Spherical light is sent onto
a mask with two pinholes or slits, respectively, and further the waves coming from each slit
produce a periodic pattern on a detecting screen by interfering with each other.

into equation 3.37, a relation for the intensity /;,; resulting wave can be obtained [22]:

lint = 11 + Io + 23/ 1112 cos (A®) (3.41)

In the case of no phase shift between the waves (A¢ = 0), 24//1/> has the role of the
interference term. It can be seen, that this is analogous to the interference terms in the
double-slit experiments from chapter 2.

3.2.3 The Double-Slit Experiment and Classical Interference
When spherical waves fall onto a mask with two pinholes or slits and the waves are
assumed to be of equal intensity, equation 3.37 can be evaluated as

210
A

I(x,d) ~ 2lo(1 + cos ( ), (3.42)
with © = %" being the angle between the two straight paths from each slit towards
the specific position on the screen [22]. It can be seen that the superposition of waves
in slit experiments leads to an infinitely long periodic intensity pattern. In reality, the
finite width of the slits causes the envelope of the intensity pattern as in figure 2.1.
However, this is due to diffraction and not due to interference itself. As the slit width
gets smaller, the envelope becomes wider. Another limiting factor for an interference
pattern along the detection screen in a real experiment is the coherence length of the
light source. As the path difference between the light from each path becomes larger
along the screen, the light still has to be able to interfere to observe the double-slit
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pattern. When this path difference gets close to and larger than the coherence length
of the light source, the interference pattern gradually vanishes along the screen [29].

3.2.4 Generalization of the Number of Slits

Any number M of slits or pinholes, respectively, will still lead to a periodic intensity
pattern due to the superposition of the individual waves. In the case of aligned phase
relations A¢ between all the waves, the intensity pattern can be expressed as [22]

_sin?(M¢/2)
= OW (3.43)
with ((6) ;
¢ = %251 sin(@). (3.44)

Here, the angle ® can be approximated to be the same for the slits since the distance
between the mask and the detecting screen is usually much bigger than the interslit
distance.

As mentioned previously, the intensity pattern always results from the superposition
principle and the square-relation between intensity and amplitude.

I(D)

Se

2a

Figure 3.14: Interference pattern of the triple-slit experiment. Without diffraction an infinite
long intensity patter is obtained as in equation 3.43.

This chapter has shown that the phenomenon of second-order interference was not
introduced by quantum mechanics but was already well-known from classical mechanics

via the superposition principle and the square-relation between amplitude and intensity.
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3.3 FOUNDATIONS OF QUANTUM OPTICS

To calculate second-order nonlinear processes occurring in our system within the frame-
work of quantum optics, the following mathematical descriptions and identities have
been used. Basically, the input laser light can be described as so-called ‘coherent
states’ and is acted on by a Hamiltonian. As previously mentioned, the system in this
experiment can be described by the Hamiltonian from equation 2.21.

A = hw aat + 7w bbt + hw eet + imx® (abef — athte)
The role of the ladder-operators 4 and 4 is described in section 2.2.2, showing how

the ladder-operators act on simple Fock states. A coherent state |a) is mathematically
expressed by

_ ool & 3.45
o) = e 2y 2y, (345
n=0 V1

Here, n is equal to the photons in the assigned Fock state |n). la|® equals the mean
photon number A in the coherent state [9]. This means that a coherent state is a
superposition of prefactor-weighted Fock states. The mean photon number would be
determined by

n={(a|lh|a), (3.46)

where A = 474 is the so-called number operator. It can be seen from the formulation of a
coherent state, that the number of photons in a state follows a Poisson-distribution. Due
to the quantum behaviour, the number of photons is set according to this distribution
and is collapsed to a specific value upon a measurement. It is also directly proportional
to the intensity of the beam.

Baker-Campbell-Hausdorff Formula

In general, a common expansion in quantum optics is the ‘Baker-Campbell-Hausdorff'-

formula [9],
o0 m

eXVe X = Y (X, Y], (3:47)
o= m!

with

(X, YTm = [X, (X, Y]m-1]

VI (3.48)

and [X,Y] = XY —YX being the commutator of the operators X and Y. A concrete
expansion is given by

5 . . 52

eXVe X =V +5[X, Y] +§[>A<, X Y]]+ ... (3.49)
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Since this expansion is very often useful in combination with the ladder operators, it
is extremely important for quantum optics. In chapter 5, a direct example is given to
determine the efficiency of a sum-frequency generation process.

Important Identities

For the calculation in chapter 5 we made use of basic commutation relations and ‘normal
order’-identities for the ladder operators [18], namely:

lai, al] = 6, ; (3.50)
[a,a] =0; (3.51)
[a',al] =0 (3.52)
and
ajal = 14ala (3.53)
agazalai =1+ aial + azag + aialazag (3.54)
a%aiz =2+ 4a§ a1+ aiza% (3.55)
a%agaizag = 2a2a§ + 421 a agag + aIQa%ag (3.56)

The technique of normal ordering is used to bring the annthilation operators 4 on the
right side, so that in case there is a vacuum state, it acts first on the vacuum state |0)
and destroys it and no matter what operators are following, this term will always stay
number 0, e.qg.

at2410) = 0. (3.57)

With equation 3.57 it becomes clear, why 412410) is not equal to 4744f |0) because this
would act as
ataal |0y = |1). (3.58)

Therefore, the identities from equations 3.54-3.56 are useful to speed-up a calculation
including vacuum states. One example of a calculation to demonstrate the identities
resulting not in O but in a Fock state, would be using identity 3.55 and letting both
formulations act on e.g. Fock state |2):

a2al’(2) = 12|2) (3.59)
and
(2+4ala; +al’a?) [2) = 12]2) (3.60)

As we see, both forms are equal.
In our calculations in chapter 5 we make direct use of normal ordering of the ladder
operator, their behaviour and coherent states.
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THEORETICAL EVALUATION AND
RESULTS

In this chapter we show how we made use of the nonlinear optical foundations from
section 3.1 and a model from Wang H. and Weiner A. (2004) [11] to derive a more
detailed model of the experimental arrangement and the nonlinear processes in our
setup. By this we include more realistic parameters like the walk-off effects, interaction
length of the light beams, the group velocity mismatch, a Gaussian description of the
beams and basic optical parameters. From there we get a more realistic description of
the observable third-order interference in our arrangement.

4.1.1  Evaluation of Coupled Wave Equations

In section 3.1.3, a mathematical description of sum-frequency and difference-frequency
generation was obtained in form of three coupled wave equations. A simplified version
of the coupled wave equations can be written as

dA; .
L = i9AsAzeT B (4.1)
dAy .

—- = l9AsALe IAkz (4.2)
dAs -

i A A —iAkz 4.
dz IgA1AnE ( 3)

. 2derrw?
with g, = —lfifcffj ’

within the crystal, we assume g = 1 for all three waves and to have a perfect phase-
matching condition Ak = 0. This can be achieved experimentally by optimizing the
nonlinear processes efficiency by tilting the crystal, as mentioned in chapter 3.1.6.
The equations are solved numerically and plotted in ‘Matlab’ for an idealized crystal
with length 1. The two fundamental beams are named ‘signal’ and ‘idler’ as this is a
historical convention and the second-harmonic generation beam is labelled as ‘pump’
beam in our case. The signal and idler beams have an incident field of £15 = 1/2 (a.u.)
and the pump beam a field of £3(0) = 1//(2). With these choices, the intensities are
normalized as ‘El(O)‘z +‘E2(0)‘2 +‘E3(0)‘2
the input powers of signal, idler and the pump beam to optimize the Sorkin parameter
with the model of the coupled wave equations. Although we later realized that they
may not provide an accurate model, we still present it here for demonstration and as
motivation to find a more accurate description.

The coupled differential equations are evaluated for hundred equidistant points along

. To give a basic picture of how the intensity of the waves evolves

= 1. The original intention was to vary
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the crystal and the intensities for each point are plotted versus the crystal length
in figure 4.1. This is the completed analysis complementary to figure 2.13 from the
introductory section 2.2.3. In the case of sum-frequency generation the field of the
pump beam was set to be Ez = 0 at the beginning of the crystal and in case of the
difference-frequency generation the field of the idler beam was set to be £E» = 0 and
so forth. In figure 4.1, the individual processes are shown. While each individual
plot agrees with the expected behaviour, a Sorkin parameter can be obtained when
measuring in all three paths as shown in figure 4.2. Figure 4.2 reveals the advantage in
magnitude of the parameter measured in the pump path. Hence, in order to maximize the
signal-to-noise ratio related to the estimation of the Sorkin parameter, the intensities
are measured in the pump path. Again, the Sorkin parameter can become negative, if
due to x(z)—processes more energy is taken out of the specific path and generated in the
other paths than generated in that path. The unit m\W here represents the contribution
of the whole power that ends up in third-order interference. The negative sign hereby
does not indicate a negative power itself, but only a negative Sorkin parameter as
described above.

When the crystal length is increased, an oscillating three-wave mixing behaviour is
observed. In the case when a beam is generated by difference-frequency generation, its
field grows along the crystal and its probability to interact with one of the other beams
increases which leads to sum-frequency generation and a decrease of these fields. The
same happens to the the other beams involved in the nonlinear wave mixing. The case
of difference-frequency generation over a longer medium (still arbitrary units) is shown
in figure 4.3. As already discussed in chapter 3.1, walk-off effects limit the nonlinear
effictency and the nonlinear oscillations in figure 4.3 are not observed experimentally.

Figure 4.2 also shows that we have decided for assigning the Sorkin-parameter with
the units of MW in our experiment and that it can also take negative values. We chose
mW because that way we describe the portions of the light beams that are interfering
in third-order. If we want to have the Sorkin parameter dimensionless as in the experi-
ments from chapter 2 we would have to normalize Kk by the total intensity of the input
light to get the proportional contribution. However, in our case we want to observe any
component that interferes as third-order term and therefore go with mW. That K can
also take negative values comes from its definition as in equation 2.9. If, for instance,
in our experiment the DFG-terms Pi3 and P»3 are big and more light is taken out of
the mode 3 towards other paths then the other paths generate in mode 3, K can also
become negative in that path. Of course, this also corresponds to the other paths and
specific configurations if more light is taken out of a path than generated in that path.
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Figure 4.1: Visualising of the processes used to determine the Sorkin parameter. (a): If only
one beam is open, no nonlinear process is present. The shown behaviour of the signal beam (/)
is identical to the other two one-beam configurations (P and Ps). (b): Sum-frequency generation
of the pump beam initialized by presence of signal and idler. The intensity measurement of this
configuration would be labelled as Pi5. (c): Difference-Frequency Generation: The idler beam
is generated by the presence of the signal and pump beam (Pi3). The behaviour is also valid for

a blocked signal and open idler beam (P»3). (d): Full three-wave-mixing when all three beams
are open.

Experimental Parameters and Three-Wave Mixing

As a first step towards a more realistic treatment of the x(z)—processes, we determine
2
the constants g; of equations 4.1 - 4.3 with g; = M;%w’

. Since our laser (tunable mode-
locked femtosecond Ti:sapphire laser from Coherent) emits light in the visible range, we

set A\s; = 800 nm for the signal and idler beams. This means that the generated light

123]
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Sorkin Parameter for x_‘rz}-processes
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Figure 4.2: The Sorkin parameter evolving along the crystal. At z = 1 it can be seen that the
Sorkin parameter of path 3 and the parameter of the signal or idler path differ in magnitude.
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Figure 4.3: Difference-frequency process in analogy to figure 4.1 bit with increased crystal

length. An oscillating behaviour can be observed due to the presence of all three-photon
processes.

in the pump mode will have a wavelength of A, = 400 nm when created by second-
harmonic generation. All three beams will then be within the visible spectrum for the
human eye which is of experimental convenience. This leads to ws,; = 2.3546 - 10%° s~ !
and ks ; = 1.2566 - 10" m~! for the signal and idler beams - also referred to as red
beams. For the pump beam the magnitudes are ws;, = 4.7091 - 10 s71 and ksi =
2.5133-10" m~1, also referred to as blue beam. The effective nonlinear strength derr



is determined for the used crystals made by the company ‘CASTECH INC'". From the
provided data of the reduced susceptibility matrix in equation 3.5 and the relation of
equation 3.19 [12] we obtain a value of derf = —0.86 pm/V. Furthermore, the real
crystal length of / = 3 mm and realistic powers can be included. The first approach
is to distribute them in a ratio signal/idler %, : % pump similar to the simple model. To
go further, in section 3.1.7 walk-off effects were described and especially the spatial
walk-off effects limits the length over which the x(z)—processes take place, meaning one
can not assume to take the crystal length as an interaction length of the three beams.
To get a more realistic interpretation of the interaction length, we follow part of the
work ‘Efficiency of Short-Pulse Type-I Second-Harmonic Generation With Simultaneous

Spatial Walk-Off, Temporal Walk-Off, and Pump Depletion’ by Wang H., and Weiner A.

(2004) [11] where a model for a realistic scenario of type-I second-harmonic generation
in a nonlinear crystal is derived. We follow their procedure and gain insights into
realistic magnitudes for the combined spatial and temporal walk-off /st. The generalized
walk-off length, /sT, represents an effective length over which efficient nonlinear optical
processes happen. While following their model, the following equations will be slightly
adapted to our configuration. They start from a basic relation for the amplitudes of a
fundamental and generated light beam in the case of continuous wave (no pulsed input)
and plane waves similar to equation 3.22,

L
Ar(L) = —ik / A2(2)exp(inkz')dzZ (4.4)
0
with kK = % and the subscripts 1 (2) refer to the fundamental (generated) wave. The
fact that energy propagates from a source point (X, y', Z') to the observer point (x, y, L)
along the Poynting vector allows them to find basic geometrical relations between the
source and the observer point:

x'=x—plL+pZ (4.5)
Y =y
z =1L

The last relation z = L means that the observer is directly at the end of the crystal which
is also the maximum length, over which the processes could take place. To distinquish
from a continuous wavelength (CW) light and our pulsed light, a time dependence is
introduced by

Y (4.8)

where V5 is the group velocity of the second-harmonic wave. The assumption that

the wave forms do not change along the crystal results in a vanishing group velocity
dispersion (GVD) and is valid for the femto-second pulses that are provided by our laser
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[11][5]. This supports the relation between source and observer by using equations 4.5
- 4.8:

L

Ax(x,y, L, t) = —/'/4/ AZ(Xy' 2 texp(inkZ)dZ
0 [ (4.9)
- —/'/-z/ A(x—pL +pZ y. 2t — —+ ) exp(inAkz')dZ'
0 o Wb

This procedure is now applied to a Gaussian beam. Assuming the incoming beam to
have a Gaussian distribution both temporally and spatially, the initial description of the
fundamental wave has to be modified. Assuming no chirp of the laser beam (as in the
case of the laser used in this experiment [5]) the fundamental beam can be described
by

U A Y Al
MY ) = NG )
X/2
wexp(= we, (1 —iT(2'))
! (4.10)
- exp(— !

wg, (1= imy(2'))
2mﬂﬂ—ZF

exp(= 212 )
with
2(7 — z
TX(Z/) = ( b OX)
X
/ 2o — Zoy) (4.11)
Ty(Z) = —F
by

Here, zox and Zzp, are the offset coordinates from the middle of the crystal to where
the beam passes thorugh the nonlinear crystal in the x- and y-direction and by, =

2mTm and wpy,, are the confocal parameter and the beam waist in the x- and y-
direction. By applying the relation of equation 4.9 to the case of the Gaussian beam,
the propagation of the amplitude can be described by

Oxy
A

X - —/KA% oxn( )2
b b= im0
exp(iAkz) ~2(x — pL + pZ')?
/ V(=i (2)(1—7,(2)) g we, (1 — i (L ))) (4.12)
L .igy
exp(—4/n2(t t2V2 o7y ) dz’.

p
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Figure 4.4: Geometry of second-harmonic generation in a nonlinear crystal. The incoming
beam is partly converted inside the crystal at a source point (x,y’z't'). The SHG light propagates
from the source point by a walk-off angle p with respect to the fundamental beam towards the end
of the crystal. After leaving the crystal the propagation directions and therefore the Poynting

vectors S; and S» are collinear.

By squaring the amplitude in equation 4.12 and therefore evaluating the energy of the
second-harmonic generated wave, Wang and Weiner could extract a term describing the
combined spatial and temporal walk-off. The generalized walk-off length,

( p? 16 B? /n2)_1/2

2 2
WOX 8 tP

lst = , (4.13)

describes an effective length over which the fundamental and the generated beam overlap
in space and time [11]. Here wyy is the beam waist in the x-direction, p is the walk-off
angle, t, is the pulse duration of a laser pulse and 3 is the mismatch between the group
velocities B = Vlg — Vil Since the derivation up to this point matches the situation in
our experiment, /sT is taken to be the new length over which the processes are assumed
to be present if /st < I. instead of the crystal length /.. The derivation followed from
[11] is extended by the assumption that the so-called chirp-factor of the laser light is
o = 0 [5]. Furthermore, we assume the beam waist to be centro-symmetric and just
name it wy.

For our laser light at 800 nm the beam waist has been calculated by means of knife-
edge measurements to be wg = 27 um.

When a non-collinear nonlinear wave mixing is considered, as in figure 3.10, the effective
angle p between the pump and the signal beam is dominated by the geometrical angle,
which is larger than the walk-off angle, since this is the dominating angle. Because
the configuration is assumed to be fully symmetrical, the angle is taken to be equal to
the one between the pump and the idler beam. The angle p was measured in the lab
for the crystal to be p = 1.5° after evaluating the distances in free space. Considering
the Snell's Law of sin(p) = sin(pc) - nc and the refractive index of n. = 1.61 for the
LBO crystal [1], we obtain an angle of pc = 0.93° inside the crystal. For the SFG-term
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P12 and the three-wave mixing term Pj23 we take 2 - pc as the dominating angle due
to the geometrical configuration (see figures 3.10 and 3.11). For the sake of a quick
evaluation, within this thesis the error associated to the angle measurement has not
been propagated. However, when this model is used in the future to compare measured
results to calculated values, the model should be evaluated with its error bars to give
a regime rather than ideal points.

For the group velocities we make use of the group velocity indices for the different
wavelengths. Since the group velocity index ng differs from the refractive index for
pulses and describes how fast the pulse envelopes propagate, the mismatch is described
by B = Viz — 7. The indices are taken from [11] and we obtain 8 = 1.6315/c —
1.6686/c = —1.2375-1071° = with c being the speed of light in vacuum. The pulse
duration is t, = 200-1071> s at FWHM [5]

With this data an effective walk-off length is obtained to be

Ist1=3.98-10"% m (4.14)
for the two difference frequency generation terms and
Ist>=2.04-10"%m (4.15)

for three-wave mixing and sum frequency-generation, meaning that efficient nonlinear
interaction happens along a length of about one order of magnitude smaller than the
crystal length /- = 3 mm. After we have defined a reasonable expression for the
interaction length of the beams, a precise description for the amplitude can be extracted
from the power of the light pulses. Therefore one has to calculate the amplitudes from
the laser power first. Usually the power of the incoming laser light is known and the
the field or the amplitudes can be calculated, respectively. To determine the amplitudes,
a relation from the supplementary information of [16] is taken:

Aw) =4 (" 2)3/4\/ Pw) (4.16)

2
U ft,wsnec

Here, f is the repetition rate of the laser pulses, t, the pulse duration at FWHM
and wy the beam waist. For the laser used in our experiment, the repetition rate is
f=762-10° 1.

By having a more realistic description of the walk-off length and the amplitude of the
electric field, the model of the equations 3.23 - 3.22 can be applied with the combined
walk-off length /sT and the amplitudes determined from the laser power as in equation
4.16.

Using an input power ratio of signal/idler zl& : % pump, which was determined from the
simple coupled wave equation-model to give a high Sorkin parameter, and a total input
power of 3 W, the model was evaluated.

The plotted results of sum frequency- and difference frequency-generation are shown in
figure 4.5. It can be seen that, in principle, the processes can still be quite efficient over
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Figure 4.5: Sum Frequency-Generation (a) and Difference Frequency-Generation (b) of the
coupled wave equations-model limited to the length /s ; and /st ,, respectively, and the
amplitudes taken from the input powers via the relation in equation 4.16. a: SFG referring to
the Pio-term in the Sorkin parameter. b: DFG referring to the Pi3-term. The evolution of the
P>3-term is identical when the input powers are identical.

the combined walk-off length. To gain more insights, the efficiencies of the processes
are plotted along the interaction length in figure 4.6.
Since the main goal is to obtain third order interference as a consequence of the coupling
of the three laser beams via nonlinear interactions, the Sorkin parameter is plotted
versus the efficiency of the SFG-process (P12) and as previously with the predicted
parameters along the interaction length in figure 4.7.
Even though in figure 4.7 identical behaviour is seen in both plots, the insights are
given by the abscissa. It can be seen, that the presence of third-order interference is

dependent on nonlinear processes.
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Figure 4.6: The efficiencies of the x(2-processes along the interaction length. The blue line
shows the efficiency of the SFG-process from figure 4.5 (a) and the red line shows the efficiency
of the DFG-process from 4.5 (b).
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Figure 4.7: Sorkin parameter as a function of the interaction length (a) and the efficiency of
the SFG-process (b). The behaviour is identical since the efficiencies of the x(?)-processes
increase along the interaction length.



THEORETICAL CALCULATION IN THE
FRAMEWORK OF QUANTUM
MECHANICS

In this chapter we provide a full quantum optical description of our system and an
approximation for the second-order susceptibility in the Hamiltonian. Since in the lit-
erature there is no straight-forward relation between x@ in quantum optical and in
classical units, usually further assumptions on the system are made. We used the evo-
lution of a vacuum state to obtain an explicit form. This formis then expanded by a
Baker-Campbell-Hausdorff expansion and the expansion parameter was fit to our exper-
imental data. By that we could associate the efficiency of the sum-frequency process
with a nonlinearity in the quantum optical picture. This model and the mathematical
treatment can be easliy adapted to the other experimental configurations to eventually
assign a nonlinearity to all the terms of the Sorkin parameter.

We have done a theoretical calculation of our experimental scenario in a quantum
optical framework in the case of sum-frequency generation in the program ‘Mathematica’.
The starting point is the Hamiltonian of the three-wave mixing of photons as in equation
2.21 formulated in natural units:

A= (wa{al + wagaz + 2wa]£al) + /x(z)(alagag - aJ{aEag) (5.1)
The challenge is that the second-order susceptibility x? is commonly of units ; when
expressed in Sl-units. However, in quantum mechanics the Hamilton operator usually
gives the energies of the system and therefore is of energy units when applied onto
a wave function. However, physically the same magnitude is meant since it describes
the strength of the processes. In literature there is no common relation between the
expression in quantum optical and in nonlinear optical units without further assumptions
on the quantum mechanical system. Therefore, to give a description of the processes
and later of the Sorkin parameter from experimental data, a mathematical model had
to be found to connect experimental data to the nonlinearity in the Hamiltonian of the
system. In equation 5.1, the left parts in the brackets represent the energy in each
mode with the constraint that photons in mode three are of half the wavelength and,
therefore, double the energy as the photons in modes 1 and 2. The nonlinear term then
represents the x? processes as described in chapter 2.
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When we assume, for instance, a SFG scenario as in P;»> and want to obtain the number
of the generated photons in mode 3 to get the nonlinearity of the process, it makes sense
to assume an incoming vacuum state |0) in mode 3 and calculate the expectation value
of the number operator iz = égé in the outcome mode. The evolution of a state in
general is given by |f) = eiHt |/) with |/) being the initial state and |f) being the final
state. When now the average number of photons of the final state should be obtained,
it can be done as

(atay, = (f|a'alf). (5.2)

In our case, when vacuum is assumed to be the input state in mode 3 and the system is
described with the Hamiltonian A from equation 5.1, this leads to

(8143)5 = (0| e*’HTaA§§3e’H:|o> . (5.3)
— —
=BCH

To get an approximation for the numbers of photons that are generated in the pump
mode via sum-frequency generation between signal and idler, we can now make direct
use of the Baker-Campbell-Hausdorff expansion of the underbraced term in equation
5.3, e THpze='™H where Az = égég is the number operator that gives the number of
photons in the specific mode as mentioned previously. The expansion here is done up to
the 6th order to obtain a reasonable approximation compared to experimental data. This
was found by iterative comparing of the outcome with the measured data. The validity
of the approximation can be seen in figure 5.1. The following result is shortened for
simplicity while the full calculation can be seen in the appendix:

O(1) =1x (al-ag-ag—i—al-a;e@)

0(2):7—2X2 (_32'33%—2{'21-32-32—3{-31.32.33_‘3;,22_2;_33)
1 2
0(3):7—3)(3(_5231'32'3;_'--_3312'31'85-33)
L 5.4
0(4):T4X4(§3£'a3—...—1—231-31.32.32.3;.33) (5.4)
2 13
0(5):TSX5 (Eal'az-ag—i— +E312‘31'8£2'32'a3)
21 58
0(6):T6X6<_Ea£-a3+...—Ea?-a%.a;.aQ.a;,ae))
where

e ™hze ™ = 0(1) + 0(2) + O(3) + O(4) + O(5) +O(6) (+..)  (55)

For simplicity we left out the ‘Hat'-notation of the ladder operators in the expansion.
Now it can be seen, why the normal order identities from equations 3.54 - 3.56 and
equation 2.23 make sense to be applied, since as described in section 2.2.2, 43 can be
set to 0 when it is applied onto vacuum. The same is valid for (0] ag = 0. Since the



ladder operators of the different modes commute, after normal ordering, this form can

be achieved to all of the terms with a;.

Equation 5.4 is simplified to

O(l):O

0(2) = T2X2 (aJ{ -d1 - 3; . 82)

0(3) =0

O(4):T4X4 (_laT 21-al. 3 _laTZ 2.4 5 —EaT-a ai2. 32

311223 12231122 (5.6)

O(5) =0

O(6):Tx(EIa1 ag <32+15T -ag - aéa+45T La3- ag ar
+15J{ ap - a; 32+45T al a; 82—|-45 J{ ai - 3; 2)_

Since the input modes for mode 1 and mode 2 are assumed to be coherent states, they
can be associated with their amplitudes /n; and /n> when assumed to be acting on
a coherent state due to their action as 4|a) = a|a). The ladder operators can be
replaced as a; = \/n; and a,T = /nje [9]. Equation 5.6 then transforms to

o ih 1 1 1

e Haze ™ = 1252 n1ny + 7'4X4(—§I71/72 — gn%n2 — gnlng)

+ 76 (2nn—|—2nn+2nn+2nn+13nn+2nn3) 7
X4512 1512 4512 512 4512 512

We have measured a series of input power vs. generated light in the lab and from there
we could convert the powers to photon numbers. To convert a measured power in the
units of mW to photon numbers, we used the formula

average power 1

= . . 5.8
4 frep energy per photon (58)

energy per pulse

To give the energy per pulse, we devide the power measured (average power) by the
repetition rate frep = 76 - 10° MHz and assume, that the power is not pulsed but in the
shape of a periodic step function and we calculate the photons created and annihilated
within a pulse. When the energy per pulse is divided by the energy of a photon, we
get n, the number of photons per pulse.

For simplicity and to stay in a numerical precise regime, k = 10° - Tx was introduced.

When now the difference between the measured photon numbers and the predicted
photon numbers , also known as residual, is formulated, we obtain

f(k) = 2970.13 — 5565.39 - k* + 2777.69 - k* — 157.73 - k°

5.9
+6.22285 - k® — 0.120633 - k1% + 0.00158976 - k12 (5:9)
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Figure 5.1: The accuracy of the obtained approximation with the measured data. The green
line represents the function f(x) = x. The blue dots are representing the calculated value with
the obtained approximation by plotting the calculated value versus the measured value. In an
ideal case, the blue dots agree with the green line which is the case up to small boundaries.

When f(k) is minimized with respect to K, the approximation is being optimized with
respect to the measured data. The minimized value we obtain is kK = 1.04827. In figure
5.1 the green line represents a plot of f(x) vs. x which is in principle a linear function
with a slope of Kk = 1 to compare with. The blue dots represent the calculated data
versus the measured data. It can be seen, that the approximated values agree with
the measured values quite well. If the values would not agree well, the order of the
expansion may be increased. However, via trial and error, an expansion up to the 6th
order was shown to be sufficient.

With the model obtained and explained in this chapter, a nonlinearity for measured
intensities can be calculated and therefore a Sorkin parameter can be expressed within a
quantum mechanical picture by changing the input and output states and the associated
ladder operators for the respective x(2)—processes.



EXPERIMENT

In this chapter we show the experimental realization of the scenarios explained in the
previous chapters. In section 6.1 we explain how we set the experiment up and give
insights into the challenges we faced, such as unequal intensities in the red beams,
finding the spatial and temporal overlaps, etc. In section 6.2 we present the measure-
ment results. In section 6.2.1 we show the results of the Sorkin parameter in a static
configuration, meaning that the distance between the LBO crystal and the lens before
is constant. In section 6.2.2 we present the results of a measurement method where
this distance was varied to move the crystal in and out of the common focal point to
measure the Sorkin parameter in the presence and absence of the nonlinear processes.
Although we have some noisy and fluctuating results that prevent us from quantifying
the third-order interference precisely, we are confident that we have already observed
a non-vanishing Sorkin parameter.

6.1 EXPERIMENTAL SETUP

Experimentally, the three light beams that interact by nonlinear processes are obtained
with a single pulsed laser and a nonlinear crystal. The setup is sketched in figure 6.1.
By modelocking and adjusting the laser, we set the output wavelength at A = 800 nm,
with a repetition rate of f = 76 MHz and a pulse duration of t, = 200 fs (see section
3.1.8). The characteristics of the used laser light are shown in table 6.1.

Table 6.1: Characteristics of the pulsed laser light in our experiment. (Values taken from Ref.

[5))

Wavelength A 800 nm
Repetition Rate f 76 MHz
Pulse Duration ¢, 200 fs

Pulse Energy Variation | 0.1 %
Spectral Bandwidth 10 nm

Since the laser was also used for another series of experiments, a half-wave plate and a
polarized beam splitter (PBS) were placed directly in front of the laser output to further
direct the light. The light is transmitted if the polarization is horizontal and reflected
if the polarization is vertical. If it is a superposition of both, it is partly transmitted
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and partly reflected depending on the probability of having a vertical or a horizontal
polarized light. With that we could assign the light to the specific experiment. This also
adds a phase shift to the reflected photons, but this is negligible for this experiment. The
light is then directed via several mirrors onto a polarizer that filters out the remaining
H polarized light that leaks from the PBS. The light that passed the polarizer was then
assumed to have one polarization. It is then focused by a f{ = 50 mm focal length lens
(L1) onto a nonlinear LBO crystal (LBO1), with a length of /,go, = 3 mm. Before
inserting the LBO crystal, the incoming beam was collimated with a second lens (L5)
with the same focal length f» = f;. When inserting the first LBO crystal, its position
and tilt have to be carefully optimized to meet the phase-matching condition Ak = 0,
as explained in section 3.1.5. From equation 3.25 it can be seen, that a quadratic
behaviour between the intensity of the second-harmonic generation and the intensity
of the incoming light should be obtained. This was actually tested in section 6.1.2.

To separate the fundamental and the generated SHG beam from each other, a dichroic
mirror (DM) was used. This specific dichroic mirror is a long-pass filter, where light with
A = 800 nm is transmitted and light with A\ = 400 nm is reflected. The characteristics
of the dichroic mirror and the dispersive transmission and reflection data are sketched
and plotted in figure 6.2. It can be seen that the component works properly for our
wavelengths of 400 nm and 800 nm. Since the dichroic mirror shows experimental
deviations from the ideal behaviour, two bandpass filters were used to guarantee, within
the experimental imperfections, that in each path only the desired light is present. With
pinholes and beam-walking techniques, the same spatial height of the three beams is
guaranteed throughout the alignment.



800nm

Figure 6.1: A sketch of the main experimental setup. An 76 MHz Laser provides 200 fs pulses at 800 nm when modelocked. After some mirrors
and pinholes that are not shown, the light is focused and afterwards collimated onto the L BO;-crystal by the lenses L; and Lo, respectively, to
generate SHG light. A dichroic mirror (DM) then splits the fundamental and SHG light into two different paths. The light is further filtered by

bandpass filters BP800 and BP400. Three delay stages DS, DSs and DS; provide the required path length tunability to ensure time overlap.

The three beams are then sent to the lens L3 to be focused onto the L BO>-crystal. Via the motors Ms, M, and M; the individual configurations
for obtaining the Sorkin parameter are set. L4 then collimates the beams, a bandpass filter quarantees no leakage from the other paths and a

detector measures the beam power. The motorized translation stage was further programmed to change the position of the LBO»-crystal in and
out of the focal point of the three intercepting beams.
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(a) (b)
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Figure 6.2: Functioning of the dichroic mirror. (a): the dichroic mirror works as a long-pass
filter with the cut-off wavelength at 490 nm. Light above that wavelength is being transmitted and
light with a lower wavelength is reflected. (b): Transmission and reflection data for the dichroic
mirror 'DMLP490T" by 'ThorlLabs Inc’ (ThorLabs), which was used in this experiment [13]. It
can be seen that around A = 490 nm the intersection between reflectance and transmission
behaviour is found.

To create three paths and let them interact in the nonlinear crystal LBO,, we split
the red beam into two beams with a 50:50 beam splitter. This component ideally just
transmits half of the power of a beam and reflects the other half as shown in figure
6.3. In reality, the behaviour deviates significantly from the ideal characteristics, as
shown in figure 6.4, where the relevant regime is plotted. The used beam splitter was
produced by ThorLabs and labelled 'BS011’, which is produced to work in a regime of
700 — 1000 nm.

50:50 BS
800 nm

800 nm

800 nm

Figure 6.3: The principle of a 50:50 beam splitter. Half of the incident beam is reflected and
the other half is transmitted. In reality a not ideal behaviour is obtained as shown in figure 6.4.
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Figure 6.4: Functioning of the 50:50 beam splitter. (a): the reflectance of the beam splitter
for H- and V-polarization in a wavelength regime of 750 - 850 nm. (b): The transmission data
for H- and V-polarized light.

The data is provided by ThorlLabs, which is the producer of the ‘BS011" [14].

Al =3.96m
SN, N,

Figure 6.5: Pulsed laser beams. Due to the pulsed laser light and the repetition rate, a
distance of about 4 m is present between the centers of the power envelopes of the pulses. This
introduces the necessity to match the positions of the three pulsed beams.

In figure 6.4 it can be seen that by using a beam splitter, an unequal power distribution
between the splitted beams is obtained. In this case, the difference in the two polar-
ization directions can be neglected. According to the provided data, the difference in
intensity is about 13 % between the two beams. As ThorLabs states, the total intensity
loss is less than 20 % within the working regime of the beam splitter [14]. In reality,
the intensities of the two red beams have been measured for 10 seconds each and the
results are shown in section 6.1.3.

After the three beams are generated via nonlinear processes and separated by a dichroic
mirror and a 50:50 beam splitter, the beams are sent to interact in the LBO, crystal
in a geometric setting similar to the one shown in figure 6.6. At this point it should be
mentioned that due to convention and as already described in chapter 2, the two red
beams were labelled as ‘signal’ and ‘idler’ and the blue beam as ‘pump’.

Before interacting in the LBO, crystal, the three beams are then sent onto individual
translation stages. The translation stages behave as delay lines, allowing to change the
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path lengths of the individual beams. When it is aligned properly, neither the direction
nor the height of the beams are changed when the translation stages are moved. The
delay lines are necessary due to the pulsed nature of the used laser light:

Since the laser works with a repetition rate of f = 76 MHz, the center of the individual
pulses are separated by A/ = 3.96 m, as shown in figure 6.5. This is much larger than
the pulse duration of t, = 200 fs (FWHM), which is equal to a distance of /, = 60 um.
To generate three photon-processes, the pulses of the individual beams have to overlap
in both space and time. This is guaranteed by the correct adjustment of the translation
stages.

To interact in the second LBO-crystal (LBO>), we focused the three beams onto the
crystal by a lens (L3) with focal length f3 =25 mm. In the alignment procedure, we
checked the red beams first: They were sent symmetrically onto the lens and thereby
focused onto the crystal. The common focal point was checked first by eye and then
the translation stages were adjusted back and forth carefully. On the other side of the
crystal, when both a spatial and temporal overlap was found, a SFG signal could be
observed between the red beams.

Due to the beam waist of about wy = 30 um and the pulsed intensity, there is a
very specific configuration of the translation stages where the generated sum-frequency
pump light is present. This highlights also the necessity of a precise alignment of the
translation stages. Otherwise, the beams would lose their spatial overlap and common
focal point inside the crystal when adjusting the path lengths. In figure 6.7 a photo-
graph of the SFG signal generated by the red beams is shown. This presents what the
generation of Pio looks like in reality: When the two red beams share a common focal
point inside the crystal and the two pulses meet in time, the blue beam is generated.
The blue light in this picture is about 2 mW, while the incident red beams have more
than 100 mW each. This was also the reason to start with the blue beam generated by
the signal and idler beam. Apart from the different response of the crystal at different
processes, the blue beam is more visible by the human eye compared to the red one at
the same power. After the blue beam was detected, the optimization procedure consisted
of slightly changing the wavelength, adjusting the incidence angle of the red beams onto
the LBO5 crystal and finding the most efficient position of the crystal with respect to L3.
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Figure 6.6: Geometrical arrangement of the laser beams. The three beams interacting within
the nonlinear crystal via x(2)—processes. The beams are individually opened or blocked depend-
ing on the component of the Sorkin parameter that is measured.

(@) Pio3 term, with all three beams open.

(b) Py term, which represents the background noise.

(c) Ps, where light from the signal and the idler path is blocked.

(d) P13 term, which shows a DFG-process between the signal and pump beam, where light
is generated in the idler path. This is equivalent to P»3 with the signal beam blocked and
DFG-processes happening between idler and pump beams. If only the pump path was blocked,
signal and idler would generate light in the pump path (path 3) which would represent P».
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An interesting insight was given by changing the wavelength of the main pump laser:
When this was varied between 790 nm and 805 nm, the various intensities and efficien-
cies of the X(z)—processes dropped immediately. (This was often the case when sharing
the laser light with other experiments.)

After the wavelength was changed, we tried to align the L BO; crystal so that the same
SHG efficiency as before was obtained. When the alignment of the LBO> crystal was
then optimized for the SFG- and DFG-processes, approximately the same intensities
as with other wavelengths in this range could be obtained. A different wavelength leads
to a change in the phase-matching angle and the orientation of the crystal axes to the
beams for the perfect phase matching condition. This leads to a different walk-off angle
and propagation directions within the crystal.

Since the efficiency did not increase by changing the input wavelength and realigning,
we decided to stay at 800 nm. Because most of the optical elements were produced to
work optimally at 780 nm or 800 nm there was no reason to shift to longer wavelengths.
Lower wavelengths would result a the SFG signal in the ultraviolet region and make it
harder to be detected by the human eye and the detectors. After the overlap of the red
beams was found, the same was done with each red beam and the blue beam as input,
and the complementary DFG red beam as an output. (See figure 6.6 (d).)

In fact, experimentally, the spatial and temporal overlap of the DFG-process turned
out to be much harder to find. One possible reason for that was found while doing a
'z-scan’ as described in section 6.2.2: It could be seen that the optimal efficiency of
the DFG-processes is present within a much smaller spatial range than at the SFG
processes. Originally, assuming that the DFG-processes tend to be present over a simi-
lar length as the SFG-processes, an alignment was obtained where all three processes
were present simultaneously after optimizing the SFG signal.

When measuring individual powers, we could clearly see the wavelength dependence of
a photodiode power sensor as it is plotted in figure 6.8. Since the powermeter calculates
the power of the incident light by measuring the responsivity of the sensor and adjusting
this value by the given wavelength, it is important to ensure that the collected power
is monochromatic. While blue leakage did not have high influence on the measured
power, red light distorted the measured power to a significant percentage; higher than
the expected third-order interference component. Especially the non-perfect behaviour
of the dichroic mirror had an influence on the powers and therefore bandpass filters
were placed to prevent the undesired light to propagate along the wrong path.

In the output paths of the signal and idler beams a small percentage of light was also
converted to blue light. Even though it was in the range of uW, this was still visible by
the human eye. This also led to the need of filters.
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Figure 6.7: A photograph of the SFG light. The three beams after the two red beams are sent
onto the second crystal and the sum-frequency signal (blue/UV - light) is generated. Due to
similar behaviour of the camera (‘Apple iPhone 6S’) with the human eye, blue light is being
captured far more intense than red light. Indeed, in this picture only about 2 mW of blue light
are present, while the red light is more than 100 mW strong. a: weak SFG; b: signal (with tiny
amount of SHG); c: idler
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Figure 6.8: Responsivity of the photodiode power sensor ‘S120C’ by ThorLabs. The y-axis
shows the internal response of the sensor to the wavelength (x-axis). It can be seen that the
behaviour is highly dispersive. The data is provided by ThorLabs [15].

6.1.1  Preparation for the measurements

The efficiencies of the processes were sensitive to internal and environmental influences.
Thus, the measurements were prepared to run automatically. The vibrations caused by
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the placement of the beam blocks into the paths already affected the nonlinear pro-
cesses and that is why motors were installed to open and close the paths.

Due to availability, the motorized rotation mounts ‘PRM1/MZ8" were used, where the
aperture was partly blocked by a light-blocking material so that the path could be
opened and blocked automatically. The measurement itself is described in chapter
6.2. As a side note, it should be mentioned that the required drivers and the system-
atic implementation of the shutters was coded based on a Python-library which was
implemented by us, which can be easily be adapted for other experiments.

6.1.2 Characteristics of the First Crystal
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Figure 6.9: Intensity of the incoming versus the generated light of the crystal used to generate
a beam with A = 400 nm from A = 800 nm. It is plotted on a semi-logarithmic scale to check
for the expected quadratic behaviour. The continuous line represents the quadratic fit which
is of the form f(x) = 2x + a on the logarithmic scale. The data points have been taken from
powers that were measured 30 seconds each. The errors are smaller than the graphical extent
of the green squares and therefore do not affect the interpretation in any way.

To check the proper quadratic dependence of the SHG of the LBO; crystal, the output
intensity was measured as a function of the input intensity. While the input intensity
was measured before the focal lens L1, the intensity of the blue beam was measured after
the dichroic mirror (DM) and the bandpass filter. The measurements were conducted
with a thermal power sensor ‘'S370C" by ThorLabs.

The data is plotted in figure 6.9. It can be seen that the expected quadratic behaviour
from equations 3.25 and 3.26 is approximately achieved up to an input power of 1 W.



Although for higher input powers a slowly saturating behaviour sets in, the intensity of
the generated beam reaches the required powers for the experiment.

6.1.3 The intensity of the red beams

The theoretical calculations from section 4.1.1 showed that the third-order interference
component increases with the efficiency of the nonlinear processes. As shown in the
provided data in section 6.1, the 50:50 beam splitter tends to deviate from a perfect
behaviour as it does not split the power of the beams uniformly. Since the efficiency of
the nonlinear processes shows a square dependence on the input power, high intensities
are desired. To gain insights into the behaviour of the beam splitter and the influence
of other optical elements in the optical path of each beam, the intensities of the signal

and idler beams were measured. The histogram of the measured data points is shown
in figure 6.10.
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Figure 6.10: Input powers of signal and idler beams before propagating towards the second
LBO-crystal. The data was taken over 10 seconds each and plotted as a histogram. Left:
power of the signal beam. Right: Power of the idler beam.

Each measurement was acquired for over 10 seconds and the obtained power results
are:

Psignal = (692:]:2) mW
Pidler = (560 + 5) mwW

The errors were chosen so that the uncertainty interval around the mean value is of 98 %
for the signal and 96 % for the idler beam. For a Gaussian distribution, the common
error would be determined so that X + Ax contains about 68.3 % of the measured values
and X 4+ 2Ax contain 95.4 %.

The data shows that the power difference between the signal and the idler beam in this
measurement is about (19 +1) %.
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6.1.4 Characteristics of the second crystal

To check the behaviour of the system around the LBO> crystal, the efficiencies of
each two-beam scenario was measured as in the terms Pj», Pi3 and P»3. Since these
processes correspond to SFG and DFG, the same quadratic dependence as described
in equation 3.26 is expected between the input power and the power of the generated
beam. In the case of the term P> of the Sorkin parameter, this corresponds to a SFG
and the obtained power-dependence measurement is plotted in figure 6.11.

(W)

SHG

Figure 6.11: Efficiency of the sum-frequency generation in the LBO> crystal. The input
power is provided by two different beams, as in the term Pio. The linear fit to the function
f(x) = 2x + a on the logarithmic scale represents a quadratic behaviour. The two experimental
data points with the lowest powers were not taken into account in the fit due to the power
fluctuations at low input powers. The x-axis represents the input power sent onto the second
crystal from the signal and idler beam summed up. The y-axis represents the power of the
outcome sum-frequency generation. Each data point was taken over 5 seconds and the error
bars were smaller then the graphical points and therefore negligible in this case.



The straight line represents the fit of the function f(x) = 2x + a on the logarithmic
scale to the data points and clearly shows the expected quadratic behaviour. The two
points at the lowest powers were not taken. Due to the low powers, the processes were
not obtained properly.

However, it can be seen that the expected quadratic dependence is observed over the
whole input power regime. Due to the lower input powers, compared to the LBO;
crystal, a saturation behaviour cannot be seen. This also makes it clear, that the
efficiencies of the process seem to be the limiting factors when it comes to finding third-
order interference.

The same measurements were done for the DFG-processes. As shown in figure 6.6
(d), the nonlinear process is observed when the signal or idler and the pump beams are
present. Again, a square-behaviour between the input and the output power is expected
and actually obtained, which is shown by the dark green fitting line in figure 6.12 (a).
Due to the same reasons of inconsistency, as in the SFG-case, the two data points with
the lowest powers were ignored while fitting.

The configuration between idler and pump beams seems to be a bit less stable at smaller
input powers. Furthermore, as mentioned in section 6.1.3, the idler beam is noticeably
weaker compared to the signal beam, which affects the execution of the full experiment.
Although the characterization of each process was done independently, when all the
terms of the Sorkin parameter were measured, all the processes were simultaneously
aligned.
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(b) Difference-frequency generation between the idler and the pump beam in the second crystal.

Figure 6.12: Efficiency of the difference-frequency generation processes between the signal/i-
dler and the pump beam in the LBO; crystal measured as shown in figure 6.6 (d). The linear
fit is again given by the function f(x) = 2x + a and the two experimental data points with the
lowest powers were not taken into account in the fit. The x-axis represents the input power sent
onto the second crystal from the signal/idler and pump beam summed up. The y-axis represents
the power of the generated DFG in the path of the complementary idler/signal mode. Each data
point was taken over 5 seconds and the error bars were smaller than the graphical points and
therefore negligible for interpreting the behaviour of the nonlinear process.



6.2 MEASUREMENTS AND RESULTS

For measuring the Sorkin parameter, each individual term in equation 2.9 has to be
obtained; that is P23, P12, P13, P»3, P1, P>, Ps and Fy. Again, this is referring to
configurations where Fj; coresponds to the paths / and j being open, with /,j € [1, 2, 3].
Py describes a configuration where all incoming paths are blocked, which represents
the background noise. To automatize the measurement, we wrote a program that con-
trols the motors and the measurement time of the powermeter. The motorized mounts
open and close the paths, so that the mentioned terms can be measured. After that, the
Sorkin parameter was calculated from each data set and was analyzed by to determine
the stability and significance.

In this section we introduce two different measurement methods. The ‘static measure-
ments’ were done with a fixed distance between L3 and L BO, with an original intention
to measure a Sorkin parameter for different input powers and relate them to each other.
Instabilities of the individual power terms over time motivated us to introduce a second
measurement method, termed as ‘z-scans’. With this method we can provide a connec-
tion between third-order interference and the nonlinearity of the processes, which is
associated with the relative position of LBO> to Ls.

6.2.1 Static Measurements

The efficiency of the SFG-generation turned out to be constant over a certain distance
between the lens L3 and the crystal LBO> which agrees with the calculations from
section 4.1.1, that the interaction length is significantly smaller than the crystal. After
the sum-frequency generation was optimized, the DFG-processes were obtained since
the ideal configuration of the phase-matching axis should apply to all three processes
simultaneously. As shown in the simulations from section 4, the Sorkin parameter in
path 3 seems to be the highest so we decided to measure the power in that path by
using the detector position D3 from figure 6.1. The thermal powermeter ‘S401C" by
ThorLabs was used for the measurements to obtain significant data.

The measured Sorkin parameter shown in figure 6.14 was evaluated from the terms plot-
ted in figure 6.13. Although, the histogram of the Sorkin parameter k looks reasonable,
the shape of the terms in figure 6.13 needs further discussion: When looking at the
individual terms, one would expect a Gaussian shape for each term when the powers
are constant. However, the shape of several terms are not fully Gaussian, which is an
indicator of a power drift or a change in efficiency of the nonlinear process.

The mean value of the data of the measurement shown in figure 6.13 is & = 5.47 mW
with the standard deviation of o, = 1.49 mW. Unfortunately, this would only be fully
valid as a general statement if all individual terms would be more stable over time
and when K would not vary from measurement to measurement. A broadening of the
collected data can be caused by the pulse energy variation of the laser. According to
[5] the energy of the pulses varies by about 0.1%. When looking at the simple case of

89



90 | 6 EXPERIMENT

()

200

(b)

422 423 424 425 426 427 428

0 0
25.6 25.8 26 26.2 26.4 26.6 26.8 27 333 3335 334 3345 335 3355 336 3365 337 337.5 338
P12 (mw) P13 (mWw)

(e) (f)

-0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 o -0.75 -0.7 -0.65 -0.6 -0.55 -0.5
P, (mW) P, (mW)
(9) (h)

0o
426 428 430 432 434 436 438
P, (mW)

-0.76 -0.74 -0.72 -0.7 -0.68 -0.66 -0.64

P, (mW)

Figure 6.13: Static Measurement of the individual terms of the Sorkin parameter plotted as
histograms. Each configuration was measured for 7 seconds with a thermal powermeter after
adjusting motors and letting the thermal powermeter stabilize for a few seconds.

(a): P123, (b) P23, (C)Z P12, (d) P13, (E)Z Pl, (f) P2, (g) P3, (h) PO
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SHG, the output power of the second-order nonlinear process, Py, (X(Q))2P,%, is of
the form f = a- AP. The standard deviation on f is given by ([27))

af:‘f-b-U—A. (6.1)

A

Since U—ff represents the normalized standard deviation on the output power and GTA

represents an uncertainty of the input pulse energies of 0.1 %, an uncertainty of 0.2 %
can be obtained. In the case of P»3 with a measured mean value of (26.3 + 0.2) mW
we get a calculated uncertainty due to variation in pulse energy of 0.05 mW. This is in
agreement with the collected data and we see that a considerable contribution of the
broadening of the collected data can be explained by the pulse energy variation.
When trying different alignments, fairly stable configurations as here were found, but
the powers and Kk were never fully constant over time and several measurements. In
section 6.2.2 this instability was further studied, where we measured different Sorkin
parameters as a function of the LBO> crystal position with respect to the lens L3 and
observe the evolution of the nonlinear processes as time passes by. These measurements
over a longer time period further highlighted that the drift in efficiencies is a limiting
factor of fully extracting and quantifying the Sorkin parameter at this point.

Sorkin parameter

100

% (MW)

Figure 6.14: Evaluation of the Sorkin parameter from the data shown in figure 6.13.

One can understand the influence of the power drift as follows: When looking at the
definition of the Sorkin parameter,

K=Po3z—Po—-Piz-—P3s+P+R+P-F,

it becomes clear that instabilities in the setup cause an artificial shift in the Sorkin
parameter. For instance, if the SFG processes were present more intensely while
measuring P23 but the efficiency decreased over time, this leads to an artificial shift of
the Sorkin parameter when measuring P2 of exactly the change in the power.
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Although the obtained data from figure 6.14 looks reasonable, the fluctuations over
time and from measurement to measurement are the reason why the obtained Sorkin
parameter can not fully be quantified at this point. However, since this data still looks
appropriate, we are confident that the obtained third-order interference is a direct
consequence of the optical nonlinearities, as predicted.

6.2.2 Measurement via a Motorized Translation Stage

We have tried several different adjustments of the setup, such as trying out filters,
installing an optical isolator, modifying the laser, etc., to find a fully stable system. Since
no modification led to a fully significant and constant result of the Sorkin parameter
in the static measurements, a different measurement procedure was tried: To associate
third-order interference with the nonlinear coupling of the beams, we decided to measure
the individual power terms while moving the crystal in and out of the intersection point
of the three beams. Hence, we compare the value of the Sorkin parameter in and out of
this point. The motorised translation stage ‘MT1-Z6" by ThorLabs was installed (‘MTS’
in figure 6.1). We also integrated this in our internal library and the program that ran
the measurements automatically.

Instead of recording the power at a constant position of the L BO> crystal with respect to
the focal point (static measurement), in this type of measurement the distance between
L3 and LBO> was varied by moving the crystal back and forth, while the power was
measured. We referred to these dynamic measurements as ‘z-scans’. An interesting
insight that was gained by varying the z-positions was the dependence between the
position of the LBO> crystal and the efficiency of the DFG-processes. Other than the
SFG-processes, which are present over a relatively long distance, the DFG-processes
were shown to be extremely dependent on this relative position between L3 and LBO».
After finding a suitable position of the crystal to optimize the three processes, the z-
scan was executed, where the step size and acquisition time per measurement point
were carefully chosen to optimize the signal to noise ratio. The idea of this type of
measurement is to observe a non-zero Sorkin parameter in the region, where all three
nonlinear processes occur.

The results of the measured individual Sorkin terms are plotted in figure 6.15. It
is easy to see that in the case of Pj23, where all three processes are present, the
maximum nonlinear activities are found somewhere in the range of z = [-0.6, —0.8] mm.
As mentioned previously in this chapter, the SFG seems to have a higher tolerance
on the crystal position in contrast to the DFG-processes. While the sum-frequency
generation has its peak around z = —0.8 mm, it is still present to a significant level till
z = —0.2 mm or even below. However, both difference-frequency generation processes
seem to have a discrete peak somewhere in the range of z = [-0.7, —0.6] mm. In
the Pip3-term it can be seen, that the input power still fluctuates within the individual
regions, meaning that this has to be taken into account when analyzing the Sorkin
parameter. In the DFG-terms Py3 and P»3 it can be seen that the DFG-processes
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Figure 6.15: Measuring the individual power configurations by a z-scan. The x-axis represents
the position of the crystal relatively to L3 in mm and the y-axis the measured output power in
mW. The stepsize was 50 um and the integration time 3 seconds. While the SFG term shows a
more continuous behaviour, the DFG powers are clearly maximized around a single peak.
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Figure 6.16: The evaluated Sorkin parameter from the individual measurements shown in
figure 6.15.

cause a drop in the intensity since, as described previously, a certain amount of power
is taken out of this path and light is generated in the other paths.

Indeed, the Sorkin parameter was evaluated for each point in the z-scan and the result
is shown in figure 6.16. There is a high activity of the Sorkin parameter around the
crystal positions at which all the nonlinear processes occur strongest, which makes us
confident that there is a non-vanishing third-order interference in this region. However,
the fluctuations are too big to make a quantitative claim about the Sorkin parameter
from there. Negative values in the individual terms in the zscan as well as in the
static measurements are caused by calibration of the powermeter and a slight drift in
power over time. Similar to the static measurements, here we also observed that the
outcome of the measured Sorkin parameter varies in time. We believe that this is due to
the power fluctuations in the system, which are further enhanced due to the nonlinear
dependence of the processes on this input power. Nevertheless, we wanted to further
study the behaviour over time. To do so, we repeat the same measurement along the
z-direction in a loop. The results are shown in figure 6.17 (a) and (b) for the SFG and
DFG, respectively. It can be seen that the efficiencies of the process decrease each
time the scan is performed. This can be caused by a slight dealignment or directional
drift in the laser system over time. The time frame for all the measurements was about
60 minutes.

The Sorkin parameters for the different loops are shown in figure 6.18. It can be seen
that the highest values are obtained around the peak of the DFG-processes, where
all three processes are present, which confirms the theoretical predictions. The data
indicates clearly, that third-order interference is present when the nonlinear processes
are present. However, the fluctuations are still too big to fully quantify the definite size
of the Sorkin parameter.
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Figure 6.17: Z-scan measurements over time. The number of the loop indicates the order in
which the measurement was carried out. The results of twenty consecutive loops of the DFG-
term Py3 (@) and SFG-term P15 (b) are shown. In (@) there is an increase at the input powers
over the first loops. Otherwise the input intensities as well as the efficiencies decrease over
time in both processes.

Nevertheless, we are confident that this data confirms the presence of third-order inter-
ference in our setup due to the nonlinear optical coupling of the beams.
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Figure 6.18: The obtained Sorkin parameters from the different loops shown in figure 6.17.
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SUMMARY

The aim of this work is to show a new approach to obtain higher-order interference
in quantum mechanics and provide the associated quantum mechanical and nonlinear
optical descriptions. We could provide nonlinear optical calculations that predict the
presence of third-order interference in a system of three laser beams interacting in
a x?-medium. The scenario was chosen due to the well-known quantum mechanical
Hamiltonian of the system. Although the second-order susceptibility plays the same role
in the nonlinear and the quantum descriptions, a general relation between the units used
in classical optics and the units in quantum optics was not found in literature. Usually,
when associating a quantum mechanical x@) value with an experimental realization,
individual assumptions for each system are taken. To circumvent this, a model was
obtained successfully from the Hamiltonian and the quantum mechanical description of
the input states to describe the occurring processes in the quantum framework and fit
to our experimental data. Additionally, we set up an experimental realization of the
model. The results of the experiment indicate the presence of third-order interference
as predicted by the nonlinear optical calculations. However, the system still showed
instabilities and fluctuations in the result that prevented us from completely quantify-
ing the outcome. Our quantum mechanical model and the mathematical treatment can
be adapted straight-forward to associate any quantitative measurement of third-order
interference with the nonlinearity of the interactions.

By taking a recent description of interference, higher-order interference was shown to
be achievable up to an arbitrarily high order by a various number of paths and nonlinear
interactions between the paths. We could find a system that is realizable by common
elements of nonlinear optics. The basic idea can be broken down to three laser beams
interacting in a nonlinear medium. From a well-known description of three-wave mixing
in nonlinear optics and newer insights from literature we could show that third-order
interference should be present in our setup. This was done by extending the common
model to include effects that are usually neglected in simple cases.

We decided for this specific system due to the also well-known description in quantum
mechanics.

Since the Hamiltonian and the input states of the system are known, we could come
up with a mathematical description to find the x? value in units matching the Hamilto-
nian and associate the nonlinearity of our quantum mechanical model to the nonlinearity
of the sum-frequency generation processes with experimentally measured data. We did
this by formulating the evolution of a quantum state, where a vacuum state is put into a
system. The time evolution, expressed by the exponential formulation of the Hamiltonian,
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then leads to a form where we could perform a Baker-Campbell-Hausdorff expansion.
This led to an expansion parameter that could be associated with the nonlinearity of
the SHG by fitting it to experimental data. The expansion was shown to be valid when
done up to the sixth order. Since the Hamiltonian describes sum-frequency generation
as well as difference-frequency generation and therefore also full three-wave mixing, by
changing the input states, the nonlinearity of all processes is obtainable by applying
the same mathematical treatment. This will be useful when describing a full significant
set of measurements that leads to the quantification of higher-order interference within
the framework of quantum optics. The obtained third-order interference can then be
directly connected to the nonlinearity of the system.

We have also provided an experimental setup that shows third-order interference. The
obtained data already indicates the presence of non-vanishing third-order interference
very well. However, the instability of the nonlinear process efficiencies and the fluctua-
tions from measurement to measurement have prevented us from quantifying a value of
the Sorkin parameter. We are thus optimistic and believe that third-order interference
can be fully quantified in the near future by applying the measurement methods that
we have provided and automatized.

In addition, the outcome emphasizes that even though a well-established assumption
in a specific community is established, such as the reduction of interference to second-
order, it does not mean that there is no need for further investigation and extension of
that theory.

Since | built the experiment from scratch, | faced many challenges that were new to
both me and my colleaques. | also carried out the calculations described in this thesis,
with some input from my colleagues (discussed Acknowledgements). This opened up an
exciting and challenging path for me, and increased the knowledge and experimental
capabilities of our group.



APPENDIX

8.1.1  The setup

Laser*Output

Figure 8.1: Starting point of the setup. The output beam of the laser light is sent onto a HWP.
By adjusting the HWP the polarization of the light beam can be adjusted. The beam is then
propagating towards a PBS and reflected along the direction of our setup when the polarization
is horizontally.

Figure 8.2: The light beam is sent towards the main component of the setup.
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Figure 8.3: The main part of the setup. Red light is sent onto the crystal LBO;. A part of the beam is
converted into blue light. By a dichroic mirror, the blue light is then spatially separated from the red light.
The red beam is then splitted by a 50:50-beam splitter into two beams. Via three translation stages, a
spatial and temporal overlap of the three beams inside the LBO>-crystal can be obtained. The three
motors Ms, M; and M, can open or block the specific parts. The crystal is moved back and forth by a
motorized translation stage that conducts the z-scans. A thermal powermeter D3 measures the intensities.
The whole movement of the motors and the measurements are controlled by a computer program.
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8.1.2 Full algebraic expression of the BCH-expansion from chapter 5
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