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Abstract

Organic semiconductors (OSCs) are a technologically important materials class,
which can be used for numerous (opto-)electronic devices such as transistors, light-
emitting diodes or solar cells. Today, OSCs are found in many devices such as
televisions, cell phones or laptops. Despite the usage of OSCs on an industrial
scale, most of the thermal properties determined by lattice vibrations (phonons)
are still not well understood. These include heat transport, thermal expansion, or
thermodynamic quantities like heat capacities and free energies determining the
relative stability of possible polymorphs. Even charge transport processes are af-
fected due to strong electron-phonon coupling. Here, a precise knowledge of the
phonon band structures is necessary. While the experimental measurement of those
faces many difficulties, the alternative computational approach is often hampered
by the large numbers of atoms per unit-cell using methods such as (dispersion-
corrected) density functional theory (DFT). Therefore, one often needs to resort
to lower levels of theory. Thus, the evaluation of the performance of such method-
ologies of (supposedly) lower accuracy comprising density functional tight binding
(DFTB) and a few classical force fields (FF) is at the very heart of this thesis.
To this end, not only differences in band structures but also their impact on the
derived properties are analysed. Comparisons and benchmarks are carried out
for deuterated naphthalene - the only OSC for which experimental phonon bands
are available. The methodology most accurately reproducing experimental Raman
spectra, band structures, and lattice constants is dispersion-corrected DFT using
the PBE functional and the D3-BJ van der Waals correction. The approximate
methodology showing the best overall performance among the tested ones is the
system-specifically parametrised second-generation force field MOF-FF. In the very
low frequency regime dominated by dispersion interactions, also less sophisticated
FFs fare relatively well. Surprisingly, the - supposedly more sophisticated - tested
DFTB approach performs worse than the FFs, which can be mostly ascribed to
a significant underestimation of the unit-cell volume leading to overestimated in-
termolecular phonon frequencies. Also using the DFT-optimised unit-cells in the
DFTB calculations does not yield a large improvement of the frequencies. Here,
using isotropically shrunk DFT-calculated lattice vectors for DFTB simulations
leads to much better agreement. This trick, in spite of being physically not well
justified, has been found to improve the results for further OSCs as well. Although
all tested approximate methodologies have their strengths and weaknesses, none
of them yields a fully satisfying agreement with the PBE/D3-BJ results. Thus,
this approach is then applied to a number of crystalline OSCs to find structure-to-
property relations for their phonon-related properties. One finds that the effective
force constants of rigid intermolecular vibrations for displacements along the long
molecular axes in oligoacenes approximately stay constant as a function of the
number of rings per molecule. In contrast, for vibrations perpendicular to the long
molecular axis, they increase approximately linearly with the number of rings. In
combination with the larger unit-cells, the phonon group velocities are found to be
largest for long oligoacenes, while they are suppressed by low-lying intramolecular
modes in pyrene and fluorene. For the studied polymorphs of quinacridone and
benzene, the obtained relative thermodynamic stability is in agreement with the



experimental observation. In contrast to the free energies, which differ signific-
antly among the systems mostly due to differences in zero-point energies, the heat
capacity normalised by the number of bands is found to be nearly identical for all
the studied systems. As a result, a straightforward way to estimate molar heat
capacities is established.



Zusammenfassung

Organische Halbleiter (OHL) bilden eine relevante Materialklasse, die für vie-
le (opto-)elektronische Bauteile wie Transistoren, Leuchtdioden und Solarzellen
verwendet werden kann. Heutzutage findet man OHL in einigen Geräten wie Fern-
sehern, Mobiltelefonen oder Laptops. Trotz der Anwendung in industriellem Maß
ist das Verständnis der thermischen Eigenschaften, die hier von Gitterschwingun-
gen (Phononen) dominiert sind, immer noch nicht sehr umfassend. Das beinhal-
tet den Wärmetransport, die Wärmeausdehnung und thermodynamische Größen
wie Wärmekapazitäten und freie Energien, die die thermodynamische Stabilität
von Polymorphen bestimmen. Sogar der Ladungstransport ist wegen der starken
Elektron-Phonon-Kopplung betroffen. Hier ist das Wissen um die zugrundeliegende
Phononenbandstruktur erforderlich. Während deren experimentelle Bestimmung
einige Probleme mit sich bringt, stößt die Simulation mit Methoden wie (disper-
sionskorrigierter) Dichtefunktionalstheorie (engl. density functional theory, DFT)
durch die große Zahl an Atomen pro Einheitszelle oft an ihre Grenzen. Daher
muss man auf einfachere Methoden zurückgreifen, welche hier density functional
tight binding (DFTB) und klassische Kraftfelder (KF) umfassen. Die Evaluierung
hinsichtlich deren Leistung und ihrer (vermeintlich) geringeren Genauigkeit bil-
det das Herzstück dieser Arbeit. Dabei werden nicht nur die Unterschiede in den
Bandstrukturen, sondern auch deren Auswirkung auf abgeleitete Größen analy-
siert. Dies wird anhand von deuteriertem Naphthalin diskutiert - dem einzigen
OHL, für den gemessene Phononenbänder verfügbar sind. Die geeignetste Metho-
de, um experimentelle Raman-Spektren, Bandstrukturmessungen und Gitterpara-
meter zu reproduzieren, ist DFT mit dem PBE-Funktional und der D3-BJ van-
der-Waals-Korrektur. Ein systemspezifisches KF der zweiten Generation hat sich
als die beste der getesteten einfacheren Methoden herausgestellt. Für sehr geringe
Frequenzen liefern auch simplere KF zufriedenstellende Genauigkeit. Überraschen-
derweise zeigen die DFTB-Resultate viel geringere Qualität. Dies kann dem deut-
lich unterschätzten Einheitszellenvolumen zugeschrieben werden, was zu erhöhten
intermolekularen Frequenzen führt. Auch das Verwenden der mit DFT optimierten
Einheitszelle in der DFTB-Simulation liefert keine große Verbesserung dieser Fre-
quenzen. Eine DFT-optimierte Einheitszelle mit isotrop verkürzten Gittervektoren
als Input für die DFTB-Simulation erzielt deutlich bessere Ergebnisse. Dieser phy-
sikalisch nicht gut rechtfertigbare Trick führt jedoch auch bei anderen Systemen zu
verbesserten DFTB-Bandstrukturen. Obwohl alle getesteten approximativen Me-
thoden Stärken und Schwächen aufweisen, liefert keine von ihnen eine in allen
Aspekten zufriedenstellende Übereinstimmung mit den PBE/D3-BJ-Resultaten.
Daher wurde diese Methode verwendet, um für weitere OHL Relationen zwischen
deren Strukturen und ihren phononischen Eigenschaften zu untersuchen. Dabei
wurde beobachtet, dass die effektiven Kraftkonstanten für starre intermolekula-
re Vibrationen entlang der langen Molekülachse in Oligacenen als Funktion der
Moleküllänge etwa konstant sind, während sie für Schwingungen orthogonal da-
zu zunehmen. Zusammen mit den größeren Einheitszellen führt das dazu, dass
die Gruppengeschwindigkeiten für lange Oligoacene am größten sind, während sie
in Fluoren und Pyren durch niederfrequente intramolekulare Moden unterdrückt
werden. Für die untersuchten Benzol- und Chinacridon-Polymorphe entspricht die



simulierte relative thermodynamischen Stabilität der experimentell beobachteten.
Im Gegensatz zur freien Energie, in der sich die Systeme erheblich (hauptsächlich
aufgrund der Nullpunktsenergie) voneinander unterscheiden, ist die mit der Zahl
der Bänder normierte Wärmekapazität nahezu gleich für alle Systeme. Daraus kann
ein einfacher Zusammenhang für die molare Wärmekapazität abgeleitet werden.
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Preface

It shall be emphasised already at the very beginning of this thesis that large parts of
Sec. 3 and nearly the entire Sec. 4 had already been published before I wrote this
thesis. The article is called “Evaluating Computational Shortcuts in Supercell-Based
Phonon Calculations of Molecular Crystals: The Instructive Case of Naphthalene” and
has been published in the Journal of Chemical Theory and Computation in 2020 (see
https://pubs.acs.org/doi/full/10.1021/acs.jctc.0c00119, Copyright © Amer-
ican Chemical Society) [1]. Figures and data found in this thesis, which have been taken
from this paper or its Supporting Information, are specifically labelled as such.
Since the above-mentioned publication has been the joint effort of several authors, their
individual contributions and especially my own role shall be briefly commented on. Be-
low, the authors (in the order in which they appear in the publication) will be referred
to as with the following abbreviations: Tomas Kamencek (TK), Sandro Wieser (SW),
Hirotaka Kojima (HK), Natalia Bedoya-Martínez (NB), Johannes P. Dürholt (JD), Ro-
chus Schmid (RS), and Egbert Zojer (EZ).

EZ and TK had the original idea that it is worthwhile to test the performance of
various approaches - comprising density functional theory (DFT), density functional
tight binding (DFTB), and force fields (FFs) - to obtain simulated phonon band struc-
tures, as the promised level of accuracy is often not achieved with lower levels of theory.
TK carried out all the DFT calculations, including the detailed comparison with all
available experimental data, Raman spectra simulations for crystalline and molecular
naphthalene, as well as all DFTB calculations. HK calculated the phonon band struc-
ture with the “COMPASS”-FF with the help of SW and TK, while the band structures
with the force field “GAFF” and “MOF-FF” were calculated by SW, who - with the
help of JD and RS - was also mostly involved in the parametrisation process of this
intransferable FF. Based on the phonon band structures, TK has evaluated all derived
properties for all methodologies comprising heat capacities, free energies, group velocit-
ies, densities of states, mean-squared thermal displacements etc., followed by a detailed
analysis of the origin of the observed differences. With the help of the evaluation tools
developed by TK in this context (including routines for the assignment of phonon modes,
the calculation of quantitative measures of errors, statistical analysis, etc.) the results
were interpreted mostly by TK, NB, and EZ. Moreover, TK wrote the first version of
the manuscript, prepared all figures while being in constant exchange with EZ, with
whom the manuscript has prevailingly been revised in multiple iterations. In this phase,
slight changes to the actual formulations were inspired by continuous discussions with
all coauthors.
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1. Introduction

From the beginning of their existence, human beings have increasingly made use of tools
and their properties to overcome difficulties in their lives. Outsourcing task, which one
does not want to do or is not capable of doing alone to a machine or a device is at
the very heart of technology. Over the years, more and more types of devices have
been constructed and engineered. They exploit a number of materials properties such
as the mechanical, thermal, electronic, magnetic, or optical properties of a material.
The more technology determines our daily lives, the more the society relies on devices
which come at affordable prices. A special materials class which offers an incredible
versatility in terms of its properties and yet is relative cheap, is the family of organic
semiconductors. Nowadays, organic semiconductor crystals - i.e. solids formed by the
crystalline arrangement of π-conjugated organic molecules or polymers - can be found in
many everyday objects such as laptops, cell phones, or displays [2] (as so-called organic
light-emitting diodes, OLEDs, consisting of amorphous OSCs [3], or organic thin film
transistors, OTFTs [4]) or - more specific - in organic solar cells [5].
Although organic semiconductors (OSCs) differ quite significantly from conventional
inorganic semiconductors in terms of their properties due to the fundamentally different
atomistic architecture of those solids, and even though some of their properties are
much less advantageous than in other (inorganic) materials, OSCs are still a relevant
scientific topic. The number of publications listed in the online database Web of Science
obtained when searching for “organic semiconductor” can be seen in the top panel of
Fig. 1.1: except for the year 2020, the number of OSCs-related scientific articles has
been increasing for several decades1. The ongoing scientific interest in this low-cost
materials can most probably be ascribed to their huge versatility making use of the
entire toolbox of organic chemistry [6].
One of the most important differences between inorganic and organic semiconductors

causing the need of alternative considerations and pictures is the fundamentally differ-
ent electronic structure. In general, semiconductors show band gaps and no density
of electronic states at the respective Fermi level, in contrast to metallic solids [7]. In
OSCs, these band gaps are typically relatively large, and, moreover, the band dispersion
is often very small such that Bloch-waves usually exhibit only minor group velocities.
This means that electrons are typically relatively heavy and localised in OSCs (without
clever designs) and, thus, cannot effectively contribute to many materials properties.
Instead, another quasi-particle is of increasing relevance determining many properties of
OSCs. This type of quasi-particle has its origin in the atomic motion: phonons are the
quanta of lattice vibrations as a consequence of the Born-Oppenheimer approximation
(see Sec. 2.1). Practically relevant aspects, which are dominated by the influence of
phonons are, for instance, the strong electron-phonon coupling, which has been found to
be one of the key obstacles in electronic transport in OSCs [8, 9, 10, 11, 12, 13], thermal
transport properties [14], or the materials’ suitability for thermoelectric applications

1The fact that the increasing trend has not been continued in 2020 can most probably ne ascribed to
(i) a certain temporal delay that this database shows, or (ii) the global SARS-CoV-2 pandemic in
that year.
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1. Introduction

Fig. 1.1.: The top panel shows the number of publications as a function of the pub-
lication year found in Web of Science searching for “organic semiconductors”
(accessed on 04 January 2021, 12:00). The bottom panel shows the num-
ber of publications, which can be found when additionally searching for the
terms “phonons” or “vibrations”. The green line indicates the number of those
phonon-related relative to the total number of publications in this field.
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[15, 16]. All these (transport) properties strongly depend on the given polymorphic ar-
rangement of the molecules in the crystal: since the intramolecular bonding forces are
typically much lower than the interatomic ones in inorganic semiconductors, the struc-
tural arrangement of the molecules is much more flexible leading to rich polymorphism,
with the polymorphs being typically very close in energy [17, 18]. Also here, the phonon
contribution to the free energy provides a useful means to consider entropy in thermo-
dynamic stability considerations [19, 20].

It is obvious that having a profound understanding of phonons in OSCs available
would lead to benefits in the engineering and designing processes of OSCs-based elec-
tronic devices such as being able to estimate the thermal conductivity of a device or
getting an idea about the relevant frequency ranges of intermolecular modes, which
could decrease the charge carrier mobility due to strong electron-phonon coupling. In
spite of the obviously significant role that phonons play in obtaining an fundamental
understanding of the physics behind the observed materials properties, comparably few
publications (see bottom panel in Fig. 1.1) of the search results (searching for “organic
semiconductors”) additionally deal with phonons (searching for “phonons” or “vibration”).
The relative share of phonon-related publications in OSCs amounts to approximately
1 % from 2010-2017 with a slightly increasing tendency in the following two years.
A possible explanation for this relatively low percentage of phonon-related publications
in the field of OSCs might be the fact the complexity of OSCs poses an extreme challenge
when trying to obtain the phonon band structure, which can be seen as the fundamental
ingredient for all further phonon-related physical observables.
In order to experimentally measure phonon band structures, one usually relies on the
method of inelastic neutron scattering, which typically require relatively large single
crystals to be able to exactly know the relative orientation between the neutron source,
the crystallographic axes and the detector. Single crystals of this size are, however, of-
ten difficult to grow for OSCs. Additionally, in order to decrease the incoherent neutron
scattering cross section [21, 22, 23], one strives to synthesise deuterated versions of the
molecules forming the OSC crystal of interest. Even if one overcame all these com-
plications regarding sample preparation, further experimental problems persist. Typical
medium-sized OSCs consist of approximately 100 atoms per (primitive) unit-cell. As a
result, the entire phonon band structure will consist of approximately 300 (densely lying)
bands, which exceeds the number of bands of conventional inorganic semiconductors by
orders of magnitude. In addition to the experimental complexity arising from the large
number of phonon bands, OSCs also tend to crystallise in low-symmetry (monoclinic,
triclinic) Bravais lattices. As a consequence, one must record the phonon band structure
in a large number of directions to obtain a complete picture of the entire band structure.
The fact that (to the best of my knowledge) the only available experimentally obtained
phonon band structure has been determined for (deuterated) naphthalene [24] can most
probably be ascribed to all the mentioned experimental difficulties.
Learning about those experimental inconveniences that OSCs bring about when it comes
to inelastic neutron scattering, one might immediately think, that accurate ab initio
simulations yielding the phonon band structures render such experiments redundant.
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1. Introduction

Unfortunately, this is not fully true, since phonon calculations are also a delicate topic
for which a certain amount of care must be taken. The most commonly applied approach
to calculate phonon band structures is to set up the dynamical matrix of the system,
which can either be done within density functional perturbation theory [25, 26] or by
employing a finite-difference approach, for which the well-known Phonopy [27] package
provides a convenient framework (more details on both approaches can be found in Sec.
2.3). Notably, the latter is also applicable for levels of theory lower in sophistication than
density functional theory. This circumstance becomes important especially if one is in-
terested in the entire phonon band structure rather than in the phonons at the centre
of the first Brillouin zone, Γ. In contrast to the calculation of Γ-phonons, which are
experimentally accessible from infrared or Raman spectroscopy, one needs to consider
supercells for calculations of the entire phonon band structure. Supercells - i.e. integer
multiples of the already large primitive unit-cells - at some point become prohibitively
expensive to be considered within more sophisticated frameworks such as density func-
tional theory (DFT).
In order to overcome the inaccessibility of phonon band structures for complex OSCs,
there are two typical alternatives. First, some (negative) examples in literature neglect
any phonon dispersion to calculate thermodynamic properties such as free energies and
only use the Γ-phonons, which can be obtained by (computationally relatively cheap)
calculations considering primitive unit-cells only [28, 29]. It will be discussed later in
Sec. 2.4 (Fig. 2.1) that this approach is a very dangerous (and desperate) one, as a cal-
culated thermodynamic property can show significant differences depending on whether
one considers phonons in the entire first Brillouin zone or only the Γ-phonons.
The second possible alternative is to resort to lower levels of theory, which decrease the
computational cost in exchange for a (supposed) loss of accuracy. However, there exist
only few exceptional cases in literature, in which a systematic study of the influence
of the simulation parameters or the used level of theory on the phonon band structure
has been presented (rather than calculating band structures without knowing how the
assumed approximations affect those). One of them is the paper of Brown-Altvater et
al. [30], who studied the influence of various functionals and a posteriori van der Waals-
corrections within DFT on the phonon band structure of deuterated naphthalene. In
the context of this thesis, this study is extended for the same system to various levels
of theory comprising DFT, density functional tight binding (DFTB) [31, 32, 33, 34],
and classical force fields (FFs). Moreover, the analysis of the differences is not only
limited to mere band structures but also to the observables derived from them (thermal
displacements, free energies, heat capacities). This study is supposed to answer the
research question of how well various methods perform in terms of their suitability for
phonon calculations and which error in various derived properties one has to expect
using those approximate methodologies. The majority of the presented results of this
study has already been published under the title “Evaluating Computational Shortcuts
in Supercell-Based Phonon Calculations of Molecular Crystals: The Instructive Case
of Naphthalene” in 2020 in the Journal of Chemical Theory and Computation (https:
//pubs.acs.org/doi/full/10.1021/acs.jctc.0c00119)[1], from which most of the
graphics in Sec. 4 have been taken in accordance with the American Chemical Society’s
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policy (https://pubs.acs.org/pb-assets/acspubs/Migrated/dissertation.pdf).
Finally, based on the results of the above-mentioned study whether or not one can re-
sort to lower levels of theory and still reliably calculate phonon bands, the methodology
being found most suitable for this task is employed to simulate the respective band
structures for a large variety of OSCs. Here, the main goal is the systematic variation of
certain aspects in the atomic structures - such as the molecule length, bonding motifs, or
the polymorphic arrangement of the molecules in the crystal - and to analyse potential
trends in band structures and the derived properties. This study is supposed to yield
first systematic insight into phonon-related structure-to-property relations in OSCs. In
this context, in addition to the phonon group velocities and important thermodynamic
properties such as the heat capacity and the free energy, the intermolecular (Γ-)modes
are studied in more detail, as they have been found relevant for the strong electron-
phonon coupling. In all cases, the differences in the derived properties can be ascribed
to certain structural arguments.

Since the main interests of this thesis have been pointed out, its contents are organised
as follows: in Sec. 2 the theoretical foundation is laid for understanding the details in
phonon calculations. Moreover, the basic concepts of the used levels of theory (DFT,
DFTB, and FFs) are briefly commented on. Next, computational details will be discussed
in Sec. 3 including convergence and efficiency tests. Subsequently, in Sec. 4, an in-depth
analysis of the differences in phonon band structures and phonon-derived properties for
crystalline naphthalene with respect to a previously identified reference methodology is
presented. The latter is found by comparison to available experimental data (lattice
constants, the low-frequency phonon band structure, and the Raman spectrum). In
anticipation of the detailed benchmark, one sees that the most suitable methodology to
reliably produce phonon band structures is dispersion-corrected DFT because none of
the tested approximate methodologies resulted in a comparable accuracy in all categories
of the benchmarking part. Thus, this (relatively costly but accurate) approach is applied
to a variety of organic semiconductors including oligoacenes, oligophenylenes, fluorene,
pyrene, and (polymorphs of) quinacridone and rubrene. After the discussion of the
similarities and differences in the calculated phonon band structures of the considered
bulk OSCs, a few results concerning derived properties are presented comprising an
analysis of phonon group velocities, (phonon contributions to) the free energies and the
heat capacities. Finally, the most important results of this thesis are summarised in
Sec. 6.
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2. Theoretical Background

2. Theoretical Background

As the main focus of interest of this thesis lies on phonons, the quasiparticles of atomic
motion, it is essential to theoretically understand where those quasiparticles come from,
how they affect the thermodynamics of a crystal and by which means one can practically
obtain the required ingredients from ab-initio simulations to calculate phonon-related
properties. The here presented concise summary of the most relevant properties and
formulations has been inspired by several books and articles, mostly by Refs. [7, 27, 35,
36, 37].

2.1. The Born-Oppenheimer Approximation

The following considerations and equations in this subsection are based on Ref. [35].
Before one can define a phonon, one must go one step back and - as usual in non-
relativistic quantum mechanics - look at the time-independent Schrödinger equation
(i.e. the eigenvalue equation of the Hamilton operator Ĥ with eigenvalue E):

ĤΨ = EΨ (2.1)

In this equation, Ψ is the wave function, a complex-valued object depending on as many
(Cartesian) coordinates as there are particles - in general all the electrons and the bare
nuclei (atomic number Z) - in the system: Ψ = Ψ(r1, r2, . . . , rn,R1,R2, . . . ,Rm), with
ri (Ri) being the Cartesian position vector of the ith electron (nucleus). In the absence
of external perturbations such as electromagnetic fields, the Hamiltonian can be written
as the sum of the kinetic energy of the electrons T̂e and that of the nuclei T̂N as well as
the (local) interactions among the electrons V̂e−e, among the nuclei V̂N−N and between
nuclei and the electrons V̂e−N [35]:

Ĥ = T̂N + T̂e + V̂e−e + V̂N−N + V̂e−N (2.2)

= −~2

2

∑
A

∇2
A

mA

−− ~2

2me

∑
i

∇2
i +

+
∑
i<j

e2

4πε0 ‖ri − rj‖
+
∑
A<B

ZAZBe
2

4πε0 ‖RA −RB‖
−
∑
i,A

ZAe
2

4πε0 ‖ri −RA‖
(2.3)

Since, except, for the last term in the many-body Hamiltonian shown in Eq. (2.2), the
differential equation for electronic and atomic coordinates are decoupled, one can arrive
at a simplification of this problem by making use of the physically motivated argument
that the electron mass, me, is much less than the mass of the nuclei. Thus, the motion
of the nuclei and that of the electrons typically happens on a different time scale. As
a result, the electrons can follow the atomic motion instantaneously, which makes the
atomic positions parameters rather than variables for the electronic problem2. Thus,
one can reformulate the problem as:

2All the potential energy terms have been condensed in the operator V̂ .
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(
T̂e + V̂

)
Φl ({r}n|{R}m) = Wl({R}m)Φl ({r}n|{R}m) (2.4)

Here, the eigenvalue of this equation, Wl({R}m), is the original eigenvalue E plus
terms depending on a given configuration of the atomic coordinates, which enter this
equation only as parameters, but are not solved for any more. This is the basic idea of
the Born-Oppenheimer approximation. Mathematically, one can arrive at the meaning
of this approximation by making the following ansatz for the wave function:

Ψ ({r}n, {R}m) =
∑
l

χl({R}m)Φl ({r}n|{R}m) (2.5)

In other words, the many-body wave function is expanded in terms of expansion
coefficients, χl, which, however, still depend on the atomic positions. Substituting the
electronic kinetic energy and the potential by the “new” eigenvalue Wl (Eq. (2.4)) for a
given set of atomic coordinates as well as inserting the ansatz of Eq. (2.5) above in the
original problem (Eq. (2.2)), multiplying with Φ∗n from the left and integrating over all
electronic coordinates, one finds(

T̂N +Wl({R}m)− E
)
χl ({R}m) =

∑
lk

Λlkχk ({R}m) (2.6)

One can show that the matrix elements Λlk are given by the following equation:

Λlk =
∑
A

~2

MA

∫
dr1dr2 · · · drn

{
Φ∗l

[
∂

∂RA

Φk

]
∂

∂RA

+ Φ∗l
∂2

∂R2
A

Φk

}
(2.7)

It is important to note, that mathematically no approximation has been made to arrive
at Eq. (2.6) since all the steps only resulted in a rewritten form of the original problem
by introducing expansion coefficients χl and the matrix Λlk. Mathematically, the Born-
Oppenheimer approximation is equivalent to neglecting this matrix and demanding that
Λlk = 0 ∀l, k. In that way, the electronic part is described by Eq. (2.4), while the atomic
part is approximated by the following equation:(

T̂N +Wl({R}m)
)
χl ({R}m) = Eχl ({R}m) (2.8)

2.2. The Potential-Energy Surface

It turns out that the term Wl ({R}m)) is the potential energy of the nuclei determined
by the electrons in a fixed atomic configuration, typically referred to as the “potential
energy surface” (PES). The PES is key to understanding the quantised atomic motion in
a quantum mechanical system. This can be understood by expanding the PES in a Taylor
series in terms of the atomic displacements defined by being the difference between the
αth Cartesian component of the position vector of atom i and the equilibrium position
indicated by an additional subindex 0. The ideas presented in the following are based
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on Ref. [36] with slight adaptations having been made in terms of the notation to be
consistent with previous expressions.

uαi = Rα
i −Rα

i,0 (2.9)

By carrying out the multi-dimensional Taylor expansion, one obtains the following
expression for the PES:

W = W0 +
1

2

∑
α,β

∑
i,j

∂2W

∂uαi ∂u
β
j

uαi u
β
j +

1

3!

∑
α,β,γ

∑
i,j,k

∂3W

∂uαi ∂u
β
j ∂u

γ
k

uαi u
β
j u

γ
k + . . . (2.10)

As the expansion is carried out around the minimum of the PES - i.e. at the ener-
getic equilibrium of the atomic configuration - the first-order terms vanishes due to the
vanishing gradients of the hypersurface at the minimum. The second-order term is of
special importance for practical vibrational calculations, as the Taylor series is typically
truncated after this term. Neglecting all higher order terms is the so-called harmonic
approximation, in the framework of which vibrational frequencies and phonon band dis-
persions are usually calculated.
The harmonic approximation is convenient for two reasons:

1. In the harmonic approximation, the vibrations are assumed to lack any interac-
tion with each other. Thus, the problem essentially reduces to many independent
one-dimensional3 quantum-mechanical harmonic oscillators (for which detailed dis-
cussions can be found in many text books such as in Ref. [7]) of the form(

− ~2

2M

d2

dx2
+
C

2
x2

)
ψ(x) = Eψ(x) (2.11)

with a force constant C, the oscillator massM , and the well-known equally-spaced
eigenenergies

En = ~ω
(
n+

1

2

)
with ω2 =

C

M
, n ∈ N0 (2.12)

and the eigenfunctions being related to Hermite’s polynomials.

2. The second reason is more of technical nature. Since one is typically able to get
hold of the second derivatives of the PES for systems with a small enough number
of atoms, the higher-order terms become prohibitively difficult to obtain because
of the combinatorial explosion.

For mainly those two reasons, first-principles vibrational calculations are nearly ex-
clusively carried out in the context of the harmonic approximation, which approximates
the real potential energy surface by means of its second derivative near the equilibrium:

3Here, the coordinate x is used for the variable of the wave function ψ(x) and the harmonic potential
∝ x2.
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W ≈ 1

2

∑
α,β

∑
i,j

∂2W

∂uαi ∂u
β
j

uαi u
β
j =

1

2

∑
α,β

∑
i,j

Cαβ
ij u

α
i u

β
j (2.13)

Note that in the last part of the equation above, the second derivatives have been
replaced by the matrix of force constants (“Hessian matrix”) Cαβ

ij .

2.3. Phonons and the Dynamical Matrix

In crystalline systems, the vibrations can be more conveniently described by making use
of Bloch’s theorem due to the periodic boundary conditions. For reasons of transparency,
here an additional index (capital letters) is added to the atomic displacements to label
the unit-cell in the crystal. Similarly, two unit-cell indices (A,B) must be added to the
force-constant tensor:

uαi → uαi (A) (2.14)
Cαβ
ij → Cαβ

ij (A,B) (2.15)

The following derivation of the central quantity in lattice dynamics, the dynamical mat-
rix, is based on the ideas found in Ref. [7]. Some of the mathematical steps are,
however, presented more slowly to make them more comprehensible. Prior to being
able to calculate the (thermally occupied) vibrations being present in the system and
the thermodynamic properties resulting from those, one must obtain the knowledge of
the allowed vibrational states. In analogy to the one-dimensional mass-spring system,
whose eigenfrequency is given by the square root of the spring constant over the mass,
one chooses a classical way to solve for the possible frequencies in the crystal by solving
the Newtonian equation of motion for atom i in Cartesian direction α:

miü
α
i (A) = −

∑
j,β,B

Cαβ
ij (A,B)uβj (B) (2.16)

These equations of motions can be solved by making a plane-wave ansatz (with angular
frequency ω and wave vector q, which is proportional to the momentum of the plane
wave) according to the following equation.

uαi (A) =
eαi√
mi

exp {i (ωt− q ·RA)} (2.17)

Including the masses in the amplitudes of the plane waves turns out to be a convenient
choice as it allows for a consistent way of considering them in the band structure calcu-
lations, as will be obvious very soon. Please note that there exists also an alternative
ansatz differing in the argument of the exponential function. Here, the physically more
motivated approach of the unit-cell vector RA (pointing to unit-cell A) is chosen. The
other convention is to use the absolute atomic position Ri,A = ri + RA. Both conven-
tions only differ in a phase factor that does not play a role for expectation values as long
as the same convention is consistently used.
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Inserting this ansatz in the Newtonian equation of motion, one can solve for the amp-
litudes eαi :

−ω2√mie
α
i exp {i (ωt− q ·RA)} =

= −
∑
j,β,B

Cαβ
ij (A,B)

eβj√
mj

exp {i (ωt− q ·RB)}

ω2eαi =
∑
j,β

(∑
B

1
√
mimj

Cαβ
ij (A,B) exp {−iq · (RB −RA)}

)
eβj

ω2eαi =
∑
j,β

(∑
B

1
√
mimj

Cαβ
ij (0, B) exp {−iq ·RB}

)
eβj

ω2eαi =
∑
j,β

Dαβ
ij (q)eβj (2.18)

Where in the second last line it has been exploited that for the force constants between
two atoms, only the relative distances are relevant. Thus, one can constrain one’s con-
siderations only relative to one “central” unit-cell 0 instead of arbitrary ones A. One sees
that due to the homogeneity of the differential equations, the periodic boundary condi-
tions and the harmonic potential, one arrives at an eigenvalue equation of a matrix Dαβ

ij ,
with the squared frequencies being the eigenvalues of this so-called dynamical matrix.
The eigenvectors of the dynamical matrix, eαi , are related to the polarisation of a given
phonon mode and have the dimension of length times square root of mass. In or-
der to convert those vectors to real-space atomic displacements, one must make use of
Eq. (2.17).
Before some properties of the dynamical matrix are discussed, it should be briefly com-
mented on how to actually set up the dynamical matrix, from which directly the dis-
persion relation ω(q) and the polarisation of each phonon mode at each wave vector q
follow. In principle, there are two possible approaches to construct the dynamical matrix
of a system:

1. Real-space approach: One approach, which is the one that has been consistently
utilised throughout this thesis, is based on the idea of calculating the real-space
force constant matrices Cαβ

ij (0, B). Having this object available means that one
can carry out a Fourier transform of the (mass-weighted) force constant tensor to
transform from real-space coordinates to the reciprocal-space quantity, q, the wave
vector. That means, if one happens to have enough force constants available to
make the (infinite!) sum in the definition of the dynamical matrix converge, every
wave vector is directly accessible. In other words, the information about the wave
vector and, thus, the phonon dispersion, is only accessible if force constants beyond
the primitive unit-cell are available. This procedure is somewhat different to typ-
ical electronic structure calculations in periodic systems, for which contributions
for each (electronic) wave vector k must be computed separately. Here, the entire
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2.3. Phonons and the Dynamical Matrix

first Brillouin zone is directly accessible if the dynamical matrix is converged. The
only challenge in this approach is obtaining enough force constants Cαβ

ij (0, B) - i.e.
by considering enough unit-cells B in your crystal by means of a supercell con-
taining sufficiently many unit-cells - to achieve that. This can be very difficult for
systems with long-range interactions as one might end up in a situation in which
the required number of unit-cells (i.e. the size of the supercell) to converge the
dynamical matrix exceeds the capabilities of the (quantum mechanical) simulation
program to calculate the real-space force constants.
Many available code packages such as VASP [38, 39, 40, 41] allow built-in cal-
culations of the force constants in real-space. A completely code-independent
framework for this approach is, however, provided by the Phonopy package [27].
The latter is a convenient tool to facilitate the calculation of the real-space force
constants by means of finite differences. In other words, the actual gradients in the
definition of the harmonic force constants are approximated via finite differences.
First of all, it is necessary to understand, which quantities must really be extracted
from a simulation to obtain the force constants. This can be seen by evaluating
the definition of the force constants tensor:

Cαβ
ij (0, B) =

∂2W

∂uαi (0)∂uβj (B)
= −

∂F β
j (B)

∂uαi (0)
(2.19)

Here it has been used that the derivative of the PES with respect to the displace-
ment uβj (B) can be interpreted as the force on atom j in unit-cell B in Cartesian
direction β. What one is interested in is, thus, the change in the forces in the
crystal/supercell as a result of atomic displacement. This last derivative is sub-
sequently approximated via a finite difference scheme, typically via a central dif-
ference quotient:

∂F β
j (B)

∂uαi (0)
=
F β
j (B){+uαi (A)} − F β

j (B){−uαi (A)}
2∆uαi (0)

+O
(
(∆uαi (A))2) (2.20)

Therefore, for this scheme, one needs to calculate the atomic forces in the supercell
as a result of a positive and a negative displacement of one atom in the “central”
unit-cell in each Cartesian direction. As a result, one must carry out 2×3×N = 6N
force calculations4 of supercells with single displaced atoms. Fortunately, except
for systems with the space group P1, there are certain symmetries present under
which the geometry is invariant. One can exploit the symmetries of the given space
group to considerably decrease the number of necessary symmetry-inequivalent
displacement to fully set-up the force constant tensor.

Finally, it should be noted that, while in this approach one can obtain the dy-
namical matrix D(q) for all wave vectors q in the first Brillouin zone by means
of Fourier interpolation, for certain wave vectors - so-called commensurate wave

43N is the number of degrees of freedom per unit-cell. The factor of 2 arises from the used finite
difference scheme relying on the central difference quotient.
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vectors - no Fourier interpolation is required [42]. Instead, the frequencies of those
commensurate q-points are obtained correctly - even if the dynamical matrix is
not converged yet for all wave vectors. The condition for commensurate q-points
is the following:

(
P T
)
ij
qj ∈ Z ∀i (2.21)

Here, q is the reduced wave vector (i.e. in units of the reciprocal lattice vectors;
in the first Brillouin zone: |qi| ≤ 1

2
), while P refers to the matrix used to generate

the supercell (lattice column vectors with subscript S) based on the (primitive)
unit-cell (lattice column vectors with subscript P ):

[(aS) , (bS) , (cS)] = [(aP) , (bP) , (cP)]P

ASij = APikPkj (2.22)

According to Eq. (2.21), only certain q-points (depending on P ) are commensurate
and, thus, obtained exactly without interpolation. For example, if one considers
a diagonal matrix P with [2, 3, 4] on its diagonal, the following wave vectors are
commensurate: q1 ∈

{
0,±1

2

}
∧ q2 ∈

{
0,±1

3

}
∧ q3 ∈

{
0,±1

4
,±1

2

}
. This is a direct

consequence of the “backfolding” of the bands at the boundaries of the first Brillouin
zone, due to the larger unit-cell and the smaller first Brillouin zone, respectively
[7].

2. Reciprocal-space approach: The alternative approach is not based on the calcu-
lation of the real-space force constants, but is directly capable of computing the
reciprocal-space force constants (i.e. the dynamical matrix) at a given wave vector
by means of perturbation theory. In the framework of density functional theory
(DFT), this perturbative approach is called density functional perturbation theory
(DFPT) [26]. Exploiting DFPT, there is no need for supercells at all. The dynam-
ical matrix can be computed by a sequence of several perturbation calculations for
each q-point separately. Although one spares oneself the large system sizes with
this approach, the disadvantage is that one must consider each wave vector separ-
ately. This means, that one has absolutely no information about any q-point that
has not been explicitly set in the perturbation calculations before. To circumvent
this issue, codes like QUANTUM ESPRESSO [43, 44, 45] or ABINIT [46, 47, 48]
have the following trick implemented:

D(qi)
IFT−−→ C(0, B)

FT−−→ D(q) (2.23)

This means they carry out DFPT calculations for a set of discrete wave vectors
qi such that they can perform an inverse Fourier transform (IFT) to retrieve the
real-space force constants C(0, B). If the original mesh of sampled wave vectors
qi was dense enough, the IFT yields force constants for a virtual supercell (which,
however, has not really been considered during the DFT calculations), which can
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now be used to calculate the dynamical matrix for every desired wave vector q
by means of a Fourier transform (FT). This scheme is particularly efficient for
highly symmetric systems, for which one must calculate only a few discrete wave
vectors which can, subsequently, yield a denser mesh of symmetry-equivalent ones
improving the convergence behaviour of the (I)FT.

Since the reader now understands how to construct the dynamical matrix in practice,
one should notice some properties of this object. First of all, it can be shown that the
dynamical matrix is hermitian [36]:

Dαβ
ij (q) =

∑
B

1
√
mimj

Cαβ
ij (0, B) exp {−iqRB} =

=
∑
B

1
√
mimj

Cβα
ji (B, 0) exp {−iqRB} =

=
∑
B

1
√
mimj

Cβα
ji (0,−B) exp {+iqRB} =

= Dβα ∗
ij (q) =

(
D†
)αβ
ij

(q) (2.24)

Where in the second line it has been used that Cα,β
ij (0, B) = Cβα

ji (B, 0), which follows
from the invariance of the order of differentiation of the PES (see Eq. (2.13)). The
third line results from the fact that only the relative distance of atoms in a crystal is
relevant, thus, one can arbitrarily exchange the position of the “central” unit-cell 0 with
a cell labelled with B. As a result, the vector that points from the central unit-cell to
B changes its sign so that the sign of the exponent changes. Finally, as we sum over
all unit cells B, one can simply relabel them with B instead of −B, which yields the
complex conjugate transposed dynamical matrix.
The fact thatD is hermitian for fixed wave vector is an important result because it means
that all its eigenvalues ω2

λ are real-valued and its eigenvectors form an orthonormal base.
In bra-ket notation this can be written as follows:

D |eλ〉 = ω2
λ |eλ〉 (2.25)

〈eµ|D |eλ〉 = ω2
λ 〈eµ|eλ〉 = ω2

λδµλ (2.26)

With δµλ being the Kronecker delta. Furthermore, the dynamical matrix is positive
semi-definite, which means that all eigenvalues are ≥ 0. This is an important result
because it implies that all frequencies in a system at equilibrium are real-valued and
greater or equal to zero (if one omits negative-valued frequencies):

ω2
λ ≥ 0, ω2

λ ∈ R⇒ ωλ ≥ 0, ωλ ∈ R (2.27)

The equality in the above inequality can be found at the centre of the first Brillouin
zone, Γ (q = 0). To show this mathematically, we need to physically demand that the
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energy of the system does not change along the displacements of the acoustic modes at Γ
- i.e. a rigid translation of the system must not affect its energy. The eigendisplacement
of such a rigid translation has the same entry e.g. for each x-position of each atoms such
that it corresponds to a rigid translation in e.g. x-direction. The unnormalised, 3N -
dimensional eigendisplacement vector for an acoustic mode in x-direction would, thus,
look like:

u = [1, 0, 0, 1, 0, 0, 1, 0, 0, . . . , 1, 0, 0] (2.28)

The corresponding eigenvector, however, must include the respective atomic masses
according to its dimension:

e = [
√
m1, 0, 0,

√
m2, 0, 0,

√
m3, 0, 0, . . . ,

√
m3, 0, 0] (2.29)

If one multiplies such an eigenvector with the dynamical matrix at Γ, one obtains:

D |e〉 =
∑
j,B

1
√
mimj

Cαβ
ij (0, B)

√
mj =

∑
j,B

1
√
mi

Cαβ
ij (0, B) = ω2 |e〉 (2.30)

Since the energy of the system must not change upon this kind of displacement, the
frequency ω must be zero, i.e. the right-hand side of the equation above vanishes. Thus,
one can multiply the equation by

√
mi and find the so-called acoustic sum rule (ASR):∑

j,B

Cαβ
ij (0, B) = 0⇐⇒ −

∑
(j,B)6=(i,0)

Cαβ
ij (0, B) = Cαβ

ii (0, 0) (2.31)

The ASR are, therefore, a consequence of the translational invariance of the crystal
and show that the sum of force constants between one atom i and all the other atom
in the crystal (atom index j and unit-cell index B) must vanish. Equivalently, one can
exclude the the element Cαβ

ii (0, 0) from this sum and carry out the summation over all
remaining terms, as it is written in the right part of the equation above. This element
is the force constant (matrix αβ) of an atom i with itself, which is - according to the
equation - equivalent to the negative sum of all force constants between atom i and every
other atom (j, B) in the crystal. For that reason, in the following context, such force
constants will be referred to as “self-harmonic force constants” (SHFCs) as they measure
the total interaction of an atom with itself (equalling the sum of interactions with all
the others).
An important property of the dynamical matrix is that it can be analytically expressed
in terms of the wave vector. This fact offers a convenient way to compute the phonon
group velocity - i.e. the gradients of the phonon band dispersion [7]:

vgλ = ∇qωλ (2.32)

The group velocity, being the q-derivative of the frequency, corresponds to the velocity
with which a wave packet of plane waves travels inside a (dispersive) material. This
quantity is especially important for phonon transport properties as it defines the time
scale at which the quasiparticles of lattice vibrations are capable to transfer heat through
the crystal.
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The most straightforward way to compute the group velocities would, obviously, be to
calculate the frequencies at very fine meshes and compute the derivatives from finite dif-
ferences at each point. This strategy would, however, require relatively dense q-meshes
to reduce the numerical error and a thorough treatment of bands near problematic re-
gions such as avoided crossings. A much more versatile and useful alternative is provided
by using the spectral theorem [49]. In case of the dynamical matrix, the spectral theorem
relates a function f of the dynamical matrix to a function of its eigenvalues ω2

λ:

f
(
ω2
λ

)
= 〈eλ| f (D) |eλ〉 (2.33)

Using the spectral theorem, one can directly calculate the group velocity at a given wave
vector with the aid of the q-gradient of the dynamical matrix5:

vgλ =
1

2ωλ
〈eλ| ∇qD |eλ〉 (2.34)

The only problem with this definition is that the group velocity diverges for the three
acoustic bands at Γ, for which the frequencies vanish. In practice, the group velocities
at Γ are, however, defined to be zero for every band - also for the acoustic ones. This
choice of setting the group velocities to zero for the acoustic bands has its origin in the
fact that near Γ, the band dispersion is comparable to a multidimensional cone - i.e.
with a linear band dispersion like cq‖q‖, with cq being an anisotropic sound velocity.
Thus, this cone has a distinct cusp at q = 0, where the dispersion relation cannot
be continuously differentiated: depending on whether one approaches Γ from one side
(q→ 0+) or the other (q→ 0−) the derivative is ±cq. For this mathematical reason as
well as for the fact that at Γ, the phonons do not correspond to propagating waves, but
rather to oscillations, the group velocities at the centre of the first Brillouin zone are set
to zero for every band.
The derivative of the dynamical matrix with respect to q needed for the expression
of the group velocity can either be calculated numerically from small differences6 in
the wave vector q ± δq or from the analytical expression of the gradient, which is the
state-of-the-art way:

∇qD
αβ
ij (q) =

∑
B

−iRB√
mimj

Cαβ
ij (0, B) exp {−iqRB} (2.35)

Besides the group velocities and the frequencies, one can also make use of the eigen-
vectors of the dynamical matrix in many ways. The most obvious one is the calculation
of the real-space representation of the atomic motion corresponding to one of the modes

5∇qω
2
λ = 2ωλ∇qωλ = 2ωλvgλ ⇒ vgλ = (2ωλ)

−1∇qω
2
λ

6This approach was the historically earlier one implemented in Phonopy. Although it is more robust
than the direct calculation of the gradients of the bands as it is not affected by avoided crossings,
it still shows the drawback of having the need to calculate the dynamical matrix at q, q + δq, and
q− δq in order to compute the group velocities at q.
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(band index n) by using Eq. (2.17) or for the static representation, i.e. the so-called
eigendisplacement:

ηαi,(n,q)(A) =
1

H

eαi,(n,q)√
mi

exp {−iq ·RA} (2.36)

By calculating ηαi,(n,q)(A), one obtains (real-space) insight into the nature of a phonon
mode (n, q) and which atomic displacement from the equilibrium position it generates for
atom i in unit-cell A in the Cartesian direction α. In other words, the actual real-space
representation of a phonon mode is not the eigenvector, but the eigendisplacements.
Typically, the normalisation constant H is chosen such that the eigendisplacements are

normalised
∑

j,α

∣∣∣ηαj,(n,q)

∣∣∣2 = 1. This means that one needs H to be determined from the
following equation:

H =
∑
i,α

∣∣∣∣eαi,(n,q)√
mi

∣∣∣∣2 (2.37)

With the (properly normalised) eigendisplacements, one can define so-called normal
mode coordinates, Q(n,q), which are the coefficients of an arbitrary set of atomic dis-
placements, uαi , expressed in the basis of the eigendisplacements, ηαj,(n,q):

uαi (A) = Re
∑
n,q

Q(n,q)η
α
i,(n,q) (2.38)

In other words, the above equation represents a coordinate transformation from the
3N -dimensional Cartesian space to the space spanned by the normal modes of the 3N
bands (per unit-cell and q-point, respectively). Thus, the actual amplitude (and also the
time dependence) of atomic motion can conveniently be included in the normal mode
coordinate Q.
The concept of normal mode coordinates is a relatively practical one, as it not only
allows to express every displacement from the equilibrium in terms of phonon mode
displacements, but also has some interesting mathematical consequences as pointed out
in Ref. [50]. For example, one can define the entire equations of lattice dynamics in
normal mode coordinates based on the finding that the equation of motion formulated
not in Cartesian but in normal mode coordinates are uncoupled (if no higher order
expansions of the PES are considered). This results in one mutually independent one-
dimensional harmonic oscillator equation for every band n and every wave vector q with
the following Hamiltonian [37]:

Ĥn,q =

(
− ~2

2µn,q

∂2

∂Q2
n,q

+
Φn,q

2
Q2
n,q

)
(2.39)

In this Hamiltonian, the mass is replaced by the effective mass of the mode - i.e. the
measure of inertia of a given phonon - which can be calculated from the eigenvectors
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2.3. Phonons and the Dynamical Matrix

according to the following equation [51]:

µn,q =

N∑
i

mi

∥∥uin,q∥∥2

N∑
i

∥∥uin,q∥∥2
=

N∑
i

∥∥ein,q∥∥2

N∑
i

m−1
i

∥∥ein,q∥∥2
(2.40)

Here, ‖.‖ indicates the (complex) vector norm of the three-component vector for each
atom, i.e. the sqare-root of the sum of the absolute values squared.
The other parameter appearing in the Hamiltonian above is the effective mode force
constant Φn,q, which represents the stiffness of a given phonon mode. This quantity can
be replaced by using the effective mass and the corresponding frequency - equivalent to
the classical case.

Φn,q = ω2
n,qµn,q (2.41)

Finally, a last important quantity that can be calculated from the eigenvectors of the
dynamical matrix is the so-called participation ratio (PR) of a mode [52, 53, 54]. As
defined in the following equation, the PR is a scalar quantity ranging between N−1 and
1, and measures the degree of participation of the atoms in the crystal - and, thus the
localisation - in one given phonon mode.

PRn,q =

(
N∑
i=1

3∑
α=1

|eαi,(n,q)|
2

mi

)2

N

(
N∑
i=1

3∑
α=1

∣∣∣eαi,(n,q)∣∣∣4
m2
i

) (2.42)

One can, for example, quite easily see that for an acoustic mode in x-direction at Γ, for

which every value
∣∣∣eα=x
i,(n,q)

∣∣∣2 /mi equals one common value ξ, the numerator equals (Nξ)2.
The sum in the denominator amounts to Nξ2, which cancels the numerator considering
the additional factor N in front of the sum. Thus, for such a mode, in which every atom
contributes to the same extent, the PR equals 1.
Conversely, if only one element in the eigenvector does not vanish, the numerator
amounts to ξ2, while the denominator equals Nξ2, resulting in the lowest possible
PR = 1/N . Therefore, the PR is a convenient measure to quantify the degree of
(de)localisation of a given phonon mode. Here, a phonon mode is said to be local-
ised if only a few atoms in the crystal participate in the motion of the mode, while
delocalised modes are characterised by a large number of atoms moving. Although the
PR has originally been used to describe the degree of phonon localisation in amorphous
systems, it also turns out to be a useful quantity to distinguish inter- and intramolecular
phonon modes, as will be discussed in Sec. 5.

2.3.1. Anharmonicities in a nutshell

Although anharmonic properties have not really been covered in this theses except for
a tiny remark in Sec. 3.1.1, it is still beneficial to understand a few basic concepts in
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the framework of anharmonic lattice dynamics. Based on the expansion of the PES in
(Cartesian) atomic displacements(see Eq. (2.10)), one could consider higher-order terms
as well. In second quantisation, the full Hamiltonian of the system reads [36, 55]:

Ĥ =
∑
λ

~ωλ
(

1

2
+ a†λaλ

)
+

1

3!

∑
λ1,λ2,λ3

Φ
(3)
λ1,λ2,λ3

Âλ1Âλ2Âλ3 +

+
1

4!

∑
λ1,λ2,λ3,λ4

Φ
(4)
λ1,λ2,λ3,λ4

Âλ1Âλ2Âλ3Âλ4 +

+
1

5!

∑
λ1,λ2,λ3,λ4,λ5

Φ
(5)
λ1,λ2,λ3,λ4,λ5

Âλ1Âλ2Âλ3Âλ4Âλ5 + . . . (2.43)

Truncating the expansion of the PES after the first term - the harmonic term - leads
to the well-known set of equations for independent harmonic oscillators, for which the
quantum numbers n (band index) and q (wave vector) have been condensed into one
quantum number λ for reasons of brevity. The harmonic term contains a summation
over ~ωλ/2 (the zero-point energy) as well as the ladder operators a†λ and aλ, which
create and annihilate a phonon with the (condensed) quantum number λ, respectively.
As the harmonic term is diagonal in this space (i.e. both operators act on the same
phonon such that a†λaλ can also be replaced by the number operator n̂λ), only one
quantum number appears in the summation, in contrast to the summations in case of
the higher-order terms. The latter basically include summations over the product of the
higher-order force-constants - high-dimensional objects whose number of indices depends
on the order of the Taylor expansion of the PES - and the operators Âλ, which are a
sum of the (harmonic) creation and annihilation operators7:

Âλ = aλ + a†−λ (2.44)

Higher-order terms can be relatively easily considered via Greens’ functions in many-
body perturbation theory (and the Dyson equation). To this end, one typically calculates
the phonon propagator for the operator Âλ, which leads to the problem of calculating
the self-energy of the system [56]. One eventually ends up with drawing and evaluating
Feynman diagrams corresponding to the scattering processes of multiple phonons that
contribute to the real and imaginary part of the self-energy, which lead to a shift in
the phonon frequencies and a finite linewidth (proportional to the inverse lifetime), re-
spectively. Although the formalism to calculate the contributions (at finite temperatures
using Matsubara Greens’ functions), the biggest challenge is to obtain the higher-order
force constants which act as (relative) weights for the Feynman diagrams. These objects
typically grow very rapidly in number (even for smaller systems) so that force constants
beyond third-order are hardly ever used in practice.
Although anharmonicities are only rarely treated on the basis of considering higher-
order force constants explicitly, there are anharmonic effects that are more accessible
by easier means. One such anharmonic effect is the dependence of the frequencies on

7The index −λ corresponds to (n,−q).
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the unit-cell volume, V . The quantity that qualitatively describes the relative change
in phonon frequency as a consequence of the relative change in volume, is the mode
Grüneisen parameter γn,q [57]:

γn,q = − V

ωn,q

dωn,q
dV

(2.45)

For many materials, frequencies typically increase upon decreasing the system’s volume.
According to the definition of the mode Grüneisen parameter, such a behaviour would
result in a positive value of γn,q. For some systems, however, the mode Grüneisen
parameters can also be negative, which is sometimes referred to as “phonon softening”
- i.e. the frequencies decrease upon decreasing the system’s volume. This observation
is especially well-known in metal-organic frameworks [58, 59, 60], and often leads to
negative thermal expansion (at low temperatures), as both quantities are intimately
related to each other (to first approximation)[7]:

αV =
〈γ〉C CV
V B

(2.46)

In the above equation of the volumetric thermal expansion coefficient, αV , besides the
unit-cell volume V , the bulk modulus B and the heat-capacity per unit-cell (at constant
volume) CV also the Grüneisen parameter 〈γ〉C enters. This quantity can be seen as an
average of the mode Grüneisen parameters weighted with the mode contributions to the
heat capacity (see next section; with kB being the Boltzmann constant):

〈γ〉C =

1
Nq

∑
λ γλcλ

1
Nq

∑
λ cλ

with cλ = kB
(~ωλ)2/(kBT )2 exp {~ωλ/(kBT )}

(exp {~ωλ/(kBT )} − 1)2 (2.47)

Thus, the thermal expansion of a crystal is a purely anharmonic effect and, to the
first approximation, is a direct consequence of the volume-dependence of the phonon
frequencies.
Strictly speaking, the mode Grüneisen parameters must be defined more generally for
non-cubic systems because the volume is an ambiguous descriptor of the shape of the
unit-cell. While in a cubic crystal the single lattice parameter can always be unambigu-
ously translated in the unit-cell volume and vice versa, in systems with more than one
lattice constant this is not the case. In a hexagonal crystal, for instance, the phonon
frequencies might respond in different ways to a change in the lattice parameter c than
to a change in lattice parameter a. Thus, in general, the mode Grüneisen parameter
must be redefined as a tensorial quantity involving the derivative with respect to one of
the six independent elements of the strain tensor εij [61]:

γn,qij = − 1

ωn,q

∂ωn,q
∂εij

(2.48)

Using this tensorial Grüneisen parameter, one can even draw direct conclusions not only
on the volumetric thermal expansion, but also on the thermal expansion tensor - i.e.
study how the lattice parameters change separately as a function of temperature [61].
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2.4. Phonons in the (Grand) Canonical Ensemble

Since insulators have only little contributions to important quantities such as thermo-
dynamic potentials from the crystal electrons, the phonon contributions to the thermal
properties typically dominate. In order to understand which assumptions are made to
derive the well-known expressions for the free energy, entropy, heat capacity, etc. of
phonons, one must treat the harmonic oscillators within quantum statistical physics.
The basic considerations presented here are based on Refs. [36, 37]. First of all, it is
convenient to define the reciprocal temperature β, which has the dimension of an inverse
energy due to the Boltzmann constant kB in the denominator.

β =
1

kBT
(2.49)

In statistical physics, one of the central quantities is the density operator, ρ̂, which, for
phonons with vanishing chemical potential, is related to the multi-body Hamiltonian
according to the following equation8:

ρ̂ =
1

Z
exp(−βĤ) (2.50)

The Hamiltonian that is considered here is the harmonic part of Eq. (2.43), i.e. no
correlation and no interaction of the N harmonic oscillators (index i, angular frequency
ωi) among each other is taken into account. In other words, the considered many-body
Hamiltonian (of the entire system) - in absence of any couplings or anharmonicities
- corresponds to a sum of single-particle harmonic oscillator Hamiltonians, Ĥi (with
individual frequencies ωi and number operators n̂i):

Ĥ =
N∑
i

Ĥi =
N∑
i

~ωi
(
n̂i +

1

2
1̂

)
(2.51)

The quantity Z, which appears in the denominator of Eq. (2.50) for reasons of norm-
alisation, is the so-called partition function. One can calculate the partition function Z
by summing the repsective Boltzmann weight for every possible (quantum) state of the
system. As the Hamiltonian represents a uncoupled system of harmonic oscillators, a
general state |ψ〉 can be written as a product state of the N involved harmonic oscillator
eigenstates, |ni〉 [37]:

|ψ〉n1,n2,...,nN
= |n1〉 |n2〉 . . . |nN 〉 (2.52)

To evaluate the partition function, one must sum the Boltzmann weights
〈ψn1,n2,...,nN | exp(−βĤ) |ψn1,n2,...,nN 〉 for all possible quantum states - i.e. for all pos-
sible combinations of the quantum numbers n1 ∈ {0 . . .∞}, n2 ∈ {0 . . .∞} , · · · , nN ∈

8For other particles for which the chemical potential µ does not vanish one would have to replace Ĥ
by Ĥ − µN̂ , with N̂ being the total particle number operator. For µ 6= 0, this ensemble would even
correspond to the grand canonical ensemble. Here, as µ = 0, the expressions for the canonical and
the grand canonical ensembles become equivalent.
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{0 . . .∞}. Mathematically, this sum is equivalent to the trace of the operator exp(−βĤ)
evaluated in the space of all possible states |ψ〉n1,n2,...,nN

. This trace could, in principle,
be evaluated in any basis. Most conveniently, however, this is done in the eigenbasis
of the Hamiltonian - i.e. product states of the eigenstates of the independent harmonic
oscillators - so that the Hamilton operator in the exponent can be replaced by the cor-
responding (harmonic) eigenvalues involving the quantum (occupation) number ni for
the ith harmonic oscillator (i.e. the eigenvalue of the number operator n̂i), which can be
any positive integer and zero.

Z = tr
{

exp(−βĤ)
}

=
∑
n1

∑
n2

· · ·
∑
nN

〈ψn1,n2,...,nN | exp(−βĤ) |ψn1,n2,...,nN 〉(2.53)

=
∑
n1

∑
n2

· · ·
∑
nN

exp

(
−β
∑
i

~ωi
(
ni +

1

2

))
(2.54)

The second line in the equation above is easily obtained from the fact that each of
these occurring operators exp(−βĤi) only acts on the single-particle states of the same
harmonic oscillator: 〈ni| exp(−βĤi) |ni〉 = exp (−β~ωi (ni + 1/2)). Thus, the number
operators were eventually replaced by the associated quantum numbers.
This expression can be further evaluated within a few steps. The first one is recognising
that the sum over the harmonic oscillators i in the exponent can equivalently be written
as a product of exponential factors9:

exp

(
−β
∑
i

~ωi
(
ni +

1

2

))
=
∏
i

exp

(
−β~ωi

(
ni +

1

2

))
(2.55)

Since all the individual exponential factors in this product only depend on one specific
quantum number ni (and not on combinations of quantum numbers), Eq. (2.54) can be
rearranged:

Z =
∑
n1

∑
n2

· · ·
∑
nN

∏
i

exp

(
−β~ωi

(
ni +

1

2

))
=

=
∑
n1

exp

(
−β~ω1

(
n1 +

1

2

))∑
n2

exp

(
−β~ω2

(
n2 +

1

2

))
. . .

. . .
∑
nN

exp

(
−β~ωN

(
nN +

1

2

))
(2.56)

In short, this lengthy expression can be written as a product of mathematically equi-
valent (convergent) series. Finally, one can exclude the factor from the geometric series,

9Strictly speaking, the single-particle harmonic oscillators of the Hamiltonian (Ĥ =
∑
i Ĥi) must

commute (
[
Ĥi, Ĥj

]
= 0) so that this step is justified, which is the case here [37].
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which has its origin in the zero-point energy of the quantum harmonic oscillators:

Z =
∏
i

[∑
ni

exp

(
−β~ωi

(
ni +

1

2

))]
=
∏
i

[
exp (−β~ωi/2)

∑
ni

(exp (−β~ωi))ni
]

(2.57)
Evaluating the geometric series10, one finds for the partition function [37]:

Z =
∏
i

exp (−β~ωi/2)

1− exp (−β~ωi)
(2.58)

In every ensemble (canonical, microcanonical, grand canonical, constant pressure and
temperature), the thermodynamic potential (the free energy, the entropy, the grand ca-
nonical potential, Gibbs free enthalpy), from which all further properties can be derived
with simple operations, is proportional to the natural logarithm of the corresponding
partition function [37].

lnZ = −
∑
i

(
β~ωi

2
+ ln {1− exp (−β~ωi)}

)
(2.59)

Up to this point, the summations have been carried out over all harmonic oscillators i
in a system of a given size. In a perfect crystal with an ideally infinite extent, it is more
sensible to define all thermodynamic quantities per unit-cell of the crystal. In other
words, the summation over all harmonic oscillators i are replaced by a summation over
phonon bands n and wave vectors q, which are condensed into a single index λ, with a
normalisation constant Nq. Nq is the number of wave vectors the sum runs over, which
is equivalent to the number of unit-cells of the given crystal11.∑

i

→ 1

Nq

∑
λ=(n,q)

(2.60)

Therefore, from this point on, the thermodynamic expressions given in the following,
describe the respective properties per unit-cell. The thermodynamic potential for the
(grand) canonical ensemble (i.e. constant volume and temperature) is the Helmholtz
free energy. Knowing the partition function, one can easily calculate the free energy for
phonons in a crystal [37]:

F = −kBT lnZ =
1

Nq

∑
λ=(n,q)

(
kBT ln

{
1− e−

~ωλ
kBT

}
+

~ωλ
2

)
(2.61)

Next, I slightly rewrite the free energy to make it more obvious that it consists of a
temperature-dependent partA(T ) and a contribution without any temperature-dependence

10With
∞∑
n=0

pn = 1
1−p if |p| < 1. Here, p ≡ exp(−β~ωi).

11This can be understood very easily: If a crystal consists only of two unit-cells, there can only be
two wave vectors that “fit” into the crystal: q = 0 and q = π/a if a is the lattice parameter in that
direction in which the crystal has the two unit-cells.
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stemming from the zero-point energy (ZPE) of the harmonic oscillators. Since A(T ) ≤
0,∀T (A(T = 0 K) = 0), the free energy has its maximum value, i.e. the ZPE, at the
absolute zero and decreases continuously at higher temperatures.

F =
1

Nq

∑
λ=(n,q)

kBT ln

{
1− e−

~ωλ
kBT

}
+

1

Nq

∑
λ=(n,q)

~ωλ
2

= A(T ) + ZPE (2.62)

At this point it is crucial to stress a few implications of the equation above. Since the
expression for the ZPE does not include temperature, this part of F is a temperature-
independent one already present at 0 K. Moreover, the thermal occupation of phonon
bands is irrelevant for this quantity, as every mode λ contributes a part proportional to
its frequency ωλ to the ZPE. Thus, phonon modes with very high frequency typically
show a larger relative contribution to the ZPE than the low-frequency modes.
Moreover, the entire temperature-dependence of F is contained in the term which has
been referred to as A(T ) above. Analysing its functional form in terms of its frequency
dependence, one can easily understand that A(T ) favours the low-frequency modes.
This means that here, the thermal occupation plays a role again. In other words, the
temperature behaviour of A(T ) (and, thus, also of F ) is determined by the low-frequency
phonon bands.

If there are several competing phases of a crystal (and the influence of pressure can
be neglected12), the phase with the lowest free energy will be the dominant one in
thermodynamic equilibrium [7]. Thus, both the initial offset determined by the ZPE as
well as the temperature-dependence are relevant to describe the relative thermodynamic
stability of different possible phases.
In order to better understand the (mathematical) composition of the free energy of the
ensemble of quantum harmonic oscillators considered here, it is instructive to derive
and discuss another important phonon property. This quantity is the internal energy
U , which is defined as being the expectation value of the (many-body) Hamiltonian
[37]. Thus, it is the average (thermodynamic) energy of the many-body system. In
quantum statistical physics, expectation values are evaluated by computing the trace of
the product of the desired operator with the density operator (properly normalised with
the partition function Z) [37]. After some mathematical tricks, it can be concluded, that
the internal energy is easily obtained by differentiating the logarithm of the partition
function with respect to the inverse temperature:

U =
〈
Ĥ
〉

= tr
{
Ĥρ̂
}

=
1

Z
tr
{
Ĥ exp

(
−βĤ

)}
= − 1

Z
∂

∂β
tr
{

exp
(
−βĤ

)}
=

= − ∂

∂β
lnZ (2.63)

12Otherwise one must consider the Gibbs free enthalpies G(p, T ) = F (V (p, T ), T ) + pV (p, T ) after a
Legendre transformation introducing the pressure p instead of the volume V as a relevant variable
[7].
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In particular, the trick used here to arrive at the last equality of the first line in
the equation above is the following (expressed in terms of variables and not operat-
ors): x exp(−ax) = −∂/∂a (exp(−ax)). In other words, the expression for U has been
rewritten by introducing a partial derivative with respect to the inverse temperature.
Computing the required derivative, the internal energy is found to equal:

U =
1

Nq

∑
λ=(n,q)

(
~ωλ

2
+ ~ωλ

1

exp(β~ωλ)− 1

)
=

1

Nq

∑
λ=(n,q)

(
~ωλ

2
+ ~ωλ 〈nλ〉 (T )

)
(2.64)

In the last equality, the average occupation number of the λth phonon has been intro-
duced, which is the famous Bose-Einstein distribution. Here, 〈nλ〉 (T ) is a shorthand
notation for the Bose-Einstein distribution for a frequency ωλ at temperature T . With
one last step of simplification, one can arrive at an expression for the internal energy
which is very similar to the energy of the one-dimensional harmonic oscillator (see Eq.
(2.12)):

U =
1

Nq

∑
λ

~ωλ
(

1

2
+ 〈nλ〉 (T )

)
(2.65)

In this way, it is obvious that the internal energy of the entire system of (statistically
treated) quantum harmonic oscillators equals a sum of individual contributions, in which
the original quantum numbers nλ have been replaced by their respective thermodynamic
expectation values 〈nλ〉. Moreover, one can easily see that for each term in the summa-
tion over harmonic oscillators, there is a temperature-dependent part (depending on the
Bose-Einstein distribution) and a temperature-independent part coming from the ZPE,
which, thus, also contributes at T = 0 K.
The Bose-Einstein distribution, which has only been introduced as a shorthand notation
for a function appearing in the derivation of the internal energy so far, can also be de-
rived more rigorously by computing the expectation value of a (single-particle) particle
number operator (using the density operator):

〈nλ〉 = tr {n̂λρ̂} =

(∏
k

1− exp (−β~ωk)
exp (−β~ωk/2)

)∏
i

∑
ni

nλ exp

(
−β~ωi

(
ni +

1

2

))
(2.66)

The first product with multiplication index k corresponds to the (inverse) partition
function (see Eq. (2.58)), while the second product (multiplication index i) corresponds
to tr

{
n̂λ exp(−βĤ)

}
. It is quite obvious that all the series - i.e. the factors - in the latter

product above are unaffected by the additional factor nλ, except for the summation over
exactly this variable. Thus, all other factors cancel with the respective factors in the
partition function such that only the summation over the (discrete) quantum occupation
number nλ remains to determine the thermodynamic expectation value.

〈nλ〉 =
1− exp (−β~ωλ)
exp (−β~ωλ/2)

∑
nλ

nλ exp (−β~ωλnλ) exp (−β~ωλ/2) =

= (1− exp (−β~ωλ))
∑
nλ

nλ exp (−β~ωλnλ) (2.67)
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This convergent sum can be evaluated as shown in the Appendix in Eq. (A.5). Finally,
the well-known Bose-Einstein distribution describing the average number of phonons
with frequency ωλ at a given temperature follows:

〈nλ〉 = (1− exp (−β~ωλ))
exp (−β~ωλ)

[exp (−β~ωλ)− 1]2
=

1

exp (β~ωλ)− 1
(2.68)

One reason why the phonon contribution to the free energy is so important is that
it includes also an entropic term, since the free energy, the internal energy, and the
temperature are related to the entropy S according to the Legendre transformation
[7, 37]:

F = U − ST (2.69)
dF = dU − SdT − TdS =

= −pdV + TdS − SdT − TdS = −pdV − SdT (2.70)

≡ ∂F

∂V

∣∣∣∣
T

dV +
∂F

∂T

∣∣∣∣
V

dT (2.71)

Equivalently, the relation can be formulated for the total derivatives of the occurring
quantities (here, the expression dU = −pdV + TdS has been used for the total derivat-
ive of the internal energy [37])). By comparing the physical interpretation of the total
derivative of F (see Eq.(2.70)) with the mathematical expression of the total derivative
(see Eq. (2.71)), the pressure and the entropy can be identified as the (negative) partial
derivative of F with respect to volume V and temperature T , respectively. Thus, the
entropy can either be calculated from the difference of the internal and the free energy,
or, directly, from the partial derivative of F with respect to the temperature [37].

S =
U − F
T

(2.72)

S = −∂F
∂T

= −∂F
∂β

∂β

∂T
= kBβ

2∂F

∂β
(2.73)

Regardless of whether one way is chosen or the other, the entropy is found to equal to
(,which can equivalently be rewritten using hyperbolic functions):

S =
kB
Nq

∑
λ=(n,q)

(β~ωλ 〈nλ〉 (T )− ln {1− exp (−β~ωλ)}) (2.74)

S =
kB
Nq

∑
λ=(n,q)

(
β~ωλ

2
coth

(
β~ωλ

2

)
− ln

{
2 sinh

(
β~ωλ

2

)})
(2.75)

It can be seen that the first term in Eq. (2.74) also appears in the expression of the in-
ternal energy (except for a missing factor T ). Therefore, when subtracting TS from U ,
this term cancels in the free energy and only the second (temperature-dependent) term
of the entropy in Eq. (2.74) and the (temperature-independent) ZPE from the internal
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energy (see Eq. (2.65)) survive. Consequently, the entire temperature-dependent term
in the free energy F stems from the entropy S13, while the ZPE fully originates from
the internal energy. Therefore, the entropy, which vanishes at the absolute zero (third
law of thermodynamics) and grows with temperature, is responsible for the negative
temperature gradient of the free energy.

Finally, a last quantity that should be briefly introduced and discussed is the heat
capacity (per unit-cell) at constant volume, CV , which describes the amount of energy
required to increase the temperature of the system by a certain amount. This property
is important because it can be experimentally evaluated very easily14. The heat capacity
is defined as the temperature gradient of the internal energy with fixed volume. After
a few mathematical simplifications, the heat capacity reads (including an alternative
formulation using hyperbolic functions):

CV =
∂U

∂T

∣∣∣∣
V

= kBβ
2 ∂U

∂β

∣∣∣∣
V

=

=
kB
Nq

∑
λ=(n,q)

(β~ωλ)2 exp {β~ωλ}
(exp {β~ωλ} − 1)2 (2.76)

=
kB
Nq

∑
λ=(n,q)

(
β~ωλ

2

)2

sinh2
(
β~ωλ

2

) (2.77)

The terms appearing in the summations are the mode contributions to the heat ca-
pacity, i.e. the contribution of each phonon to the total magnitude of this quantity.
As a function of phonon frequency, the mode contributions equal 1 for low frequencies
(β~ωλ → 0) and 0 for high frequencies (β~ωλ → ∞). The transition - with regard to
smoothness and position - depends on the temperature. Therefore, I often think of the
mode contribution as a temperature-dependent low-pass filter considering only phonons
with a small enough frequency. Interestingly, the heat capacity saturates with temper-
ature. At very high temperatures, all the mode contributions equal unity, such that the
heat capacity amounts to 3NkB per unit-cell. This is known as the famous Dulong-Petit
law [7]. This law can be seen as the classical limit being characterised by a compre-
hensive equipartitioning of all available degrees of freedom - i.e. quantum occupation
becomes irrelevant.
Moreover, one can make use of the expressions and rules from statistical physics

to slightly rewrite the heat capacity. The mathematical steps used in the subsequent
derivation are the following: rewriting the partial derivative with respect to T as a partial
derivative with respect to β, rewriting the thermodynamic expectation value of Ĥ via

13This can also be rationalised by recalling the finding from Eqs. (2.71) and (2.70), namely that
S = −∂F/∂T (at constant volume).

14Strictly speaking, one rather measures the heat capacity at constant pressure, Cp, which is always
somewhat larger than CV , as shown in the Appendix A.9.
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the density operator, and applying the product rule for the differential with respect to
β [37].

CV =
∂U

∂T

∣∣∣∣
V

=
∂
〈
Ĥ
〉

∂T

∣∣∣∣∣∣
V

= −kBβ2
∂
〈
Ĥ
〉

∂β

∣∣∣∣∣∣
V

=

= −kBβ2 ∂

∂β

∣∣∣∣
V

(
1

Z
tr
{
Ĥ exp

(
−βĤ

)})
=

= −kBβ2

(
−∂Z
∂β
Z−2 tr

{
Ĥ exp

(
−βĤ

)}
− 1

Z
tr
{
Ĥ2 exp

(
−βĤ

)})
(2.78)

The second term of the last line above can be identified as the (thermodynamic)
expectation value of Ĥ2. The first term must be rewritten in order to further simplify
it:

− ∂Z
∂β
Z−2 tr

{
Ĥ exp

(
−βĤ

)}
=

(
−∂Z
∂β

1

Z

)(
1

Z
tr
{
Ĥ exp

(
−βĤ

)})
(2.79)

The second factor in parentheses in the equation above can again be identified as the
thermodynamic expectation value of Ĥ, while the first factor can be rewritten as −∂ lnZ

∂β
,

which also equals the thermodynamic expectation value of Ĥ according to Eq. (2.63).

Thus, the term in Eq. (2.79) equals
〈
Ĥ
〉2

. Finally, one sees that the heat capacity is
proportional to the variance of the Hamiltonian:

CV = −kBβ2

(
−∂ lnZ

∂β

〈
Ĥ
〉
−
〈
Ĥ2
〉)

=

= −kBβ2

(〈
Ĥ
〉2

−
〈
Ĥ2
〉)

=

= kBβ
2var

(
Ĥ
)

(2.80)

In other words, the heat capacity quantitatively measures how much the energy of the
system fluctuates -i.e. how much the energy of the individual harmonic oscillators devi-
ates from the thermodynamic expectation value (=U). The more the energy fluctuates,
the more energy is required to heat a system to a higher temperature.
At this point it should be stressed that it is important to choose the number of wave

vectors q large enough in order to obtain properly converged bulk properties (as it has
also been discussed in the Supporting Information of Ref. [1]). Fig. 2.1 shows the dif-
ference in the heat capacity and the Helmholtz free energy of crystalline naphthalene
due to phononic contributions for the case in which only one wave vector at the centre
of the first Brillouin zone, Γ, has been considered in the summation, and for the case of
a densely sampled first Brillouin zone. Focussing on the free energy, one notices that at
0 K, the sampling density does not seem to have a large impact. This means that the free
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Fig. 2.1.: Vibrational free energy (F ) and phonon contribution to the heat capacity
(CV ) as a function of temperature in crystalline naphthalene. The solid
blue curves with filled symbols have been calculated from a homogeneously
sampled mesh of wave vectors, q, whereas the dashed orange curves with
empty symbols are based on Γ-modes only. This figure has been taken from
the Supporting Information of Ref. [1].
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energy at 0 K (=ZPE), which is proportional to the average frequency in the crystal, is
mostly unaffected. This observation is most probably a consequence of the overwhelming
amount of rather flat intramolecular bands in this system: for (nearly) vanishing band
dispersion the average frequency is not affected whether one uses only the frequency at
one wave vector or at several ones. The fact that the ZPE is in such a good agreement
can be seen as a feature of systems containing molecular moieties in the crystallographic
unit cell rather than for, e.g., more conventional inorganic semiconductors or metals. At
higher temperatures, neglecting the band dispersion becomes obvious as the (negative)
entropic contribution is obviously underestimated with a Γ-only sampling.
The heat capacity seems to be mostly affected at very low temperatures: while the heat
capacity for a properly sampled first Brillouin zone vanishes at 0 K - in accordance to the
third law of thermodynamics - the Γ-only heat capacity shows an artificial offset at 0 K.
This offset comes from the fact that the three (physically meaningless) acoustic modes
at Γ (corresponding to rigid translation of the entire crystal) have zero frequency. Using
only the Γ-modes - i.e. neglecting the band dispersion - is equivalent to saying that the
Γ-frequencies are observed for every wave vector of the first Brillouin zone. Thus, there
is a significant contribution to the heat capacity stemming from the three “0-frequency
bands” already at a temperature of 0 K resulting in a notable offset. Strictly speaking,
the third law of thermodynamics is violated here. In order to correct for this violation,
one would have to subtract 3kB from the heat capacity per unit-cell, which, however,
results in a constant offset of the curves at finite temperatures.

An important quantity when it comes to sampling of states in a crystal, is the density
of states (DOS). The DOS is defined as delta-distributions (normalised with the number
of wave vectors Nq) summed over all wave vectors and band indices.

DOS(ω) =
1

Nq

3N∑
n

Nq∑
q

δ (ω − ωn,q) (2.81)

According to this definition, the DOS has the dimension of an inverse frequency and
equals 3N when being integrated over the frequency. The main advantage of the DOS is
that all the equations above, which originally contained a summation over wave vectors
and bands indices, can be reformulated as frequency-integrals of the following general
form:

1

Nq

∑
λ

X(ωλ)→
∫
dωDOS(ω)X(ω) (2.82)

This form allows to reinterpret some of the quantities introduced above. For instance,
for the heat capacity per unit-cell, one can equivalently write:

CV = kB

∫
dωDOS(ω)

(β~ω)2 exp {β~ω}
(exp {β~ω} − 1)2 (2.83)

=

∫
dωDOS(ω)fC(ω, T ) (2.84)
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In this way, since the function fC(ω, T ) has already been discussed to be a temperature-
dependent low-pass filter, the integral above can be interpreted as a (smoothly) truncated
integral of the DOS: at 0 K, the low-pass fC is zero everywhere such that nothing of the
DOS is integrated, thus, resulting in a vanishing heat capacity. At infinite temperature,
the band pass is unity everywhere, such that the entire DOS is integrated amounting to
3N (Dulong-Petit law).
This type of interpretation will become more relevant in Sec. 2.5.

2.4.1. Atom-resolved thermodynamic averages

Similar to the thermodynamic quantities presented in the previous section, certain prop-
erties can even be defined atom-wise within the framework of thermodynamics. One of
this quantities will be discussed extensively in Sec. 4 so that it is worthwhile introducing
it and similar ones already here. Using the harmonic oscillator ladder operators, one can
write the time dependent position operator of an atom j in unit-cell A in the Cartesian
direction α in the following way [36]:

uαj (A)(t) =

Nq ,3N∑
λ=(n,q)

(√
~

2mjNqωλ
eαj,λ exp {iq ·RA} ×

×
(
aλ exp {−iωλt}+ a†−λ exp {+iωλt}

))
(2.85)

Using the same notation as before (with the joint index λ = (n,q) and −λ = (n,−q)),
it is apparent that besides the phonon frequencies, the corresponding eigenvectors enter
the equation for the displacement (operator) above15. Although this quantity would,
in principle, allow for tracking every degree of freedom in a crystal in a time-resolved
manner, it is typically more useful to calculate the time-average of the square of the
position operator. Using the well-known commutator rules for bosonic ladder operators
(see Appendix A.2), the mean-squared thermal displacement (MSTD) follows [36]:

〈∣∣uαj ∣∣2〉 =

Nq ,3N∑
λ=(n,q)

~
2mjNqωλ

(1 + 2 〈nλ〉 (T ))
∣∣eαj,λ∣∣2 (2.86)

Note that the dependence on the unit-cell has vanished as a consequence of the ther-
modynamic averaging. Moreover, the Bose-Einstein distribution has appeared as being
the thermodynamic average of the number operator n̂λ = a†λaλ. The MSTD quantifies
the average (squared) displacement an atom undergoes as an effect of all the thermally
activated phonon modes: the larger the MSTD of an atom in a certain direction, the
more the atom moves in that direction at finite temperature. Moreover, the MSTD
enters the important Debye-Waller factor [62, 63] which describes the loss of intensity
15Special care should be taken in order to not confuse the band index n appearing as a part of the

summation index λ with the Bose-Einstein distribution 〈nλ〉 (T ).

32 / 213



2.4. Phonons in the (Grand) Canonical Ensemble

in an X-ray diffraction experiment due to the thermal motion. In contrast to all the
other quantities derived and discussed so far, the MSTD still shows a dependence on the
eigenvector of the phonons. Thus, key to describing the MSTDs properly is correctly
reproducing not only frequencies but also the eigenvectors - i.e. the atomic displacement
patterns of every mode.
Similarly, based on the representation of the momentum operator in terms of annihila-
tion and creation operators which is typically only found for a simple one-dimensional
harmonic oscillator as in Ref. [7], one can write the momentum operator of atom j in
unit-cell A in the Cartesian direction α as defined in Ref. [36]:

pαj (A)(t) = i

Nq ,3N∑
λ=(n,q)

(√
~mjωλ

2Nq

eαj,λ exp {iq ·RA} ×

×
(
a†λ exp {−iωλt} − a−λ exp {+iωλt}

))
(2.87)

Based on that, thermodynamically averaging16 the absolute value of the momentum
operator allowed to arrive at the mean-squared thermal momentum (MSTM), which has
a similar form as the MSTD:

〈∣∣pαj ∣∣2〉 =

Nq ,3N∑
λ=(n,q)

~mjωλ
2Nq

(1 + 2 〈nλ〉 (T ))
∣∣eαj,λ∣∣2 (2.88)

Notably, the only characteristic in which the MSTD and the MSTM differ is that the
former has the (angular) frequency in the denominator, while the latter has it in the
numerator. In spite of being less practically relevant than the MSTD, I still derived the
MSTM in order to show the effect of quantum mechanics and the resulting non-equal
occupation of degrees of freedom. The MSTM offers a convenient way to calculate the
average kinetic energy of a system:

〈Ekin,j〉 =
∑

α={x,y,z}

〈∣∣pαj ∣∣2〉
2mj

=
~

4Nq

∑
α={x,y,z}

Nq ,3N∑
λ=(n,q)

ωλ (1 + 2 〈nλ〉 (T ))
∣∣eαj,λ∣∣2 (2.89)

By doing so, the mass-dependence which is still present in the MSTM is gone so that
the mean thermal kinetic energy of an atom j is only dependent on the associated eigen-
vector components and the phonon frequencies. Note that for the sake of convenience,
a further summation over the Cartesian direction α has been carried out to calculate
the total average kinetic energy for each atom. In order to demonstrate the effect, we
will focus on a one-dimensional model system consisting of one heavy (M) and two

16The remainder of this subsection does not follow any text books, but is based on my own considera-
tions and derivations.
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Fig. 2.2.: Average kinetic energy for each atom in a one-dimensional linear chain con-
sisting of three atoms per unit cell: one heavy atom (large circle) and two
lighter atoms with equal mass (small circles). The average kinetic energies
are displayed for a range of temperatures as encoded in the colour (blue: low
temperature, red: high temperature). The horizontal dashed lines corres-
pond to the average kinetic energy according to the equipartition theorem
(= kBT/2). The right panel shows the heat capacity per unit-cell (and its
Dulong-Petit limit indicated by the vertical dashed line) as a function of the
temperature. The temperature and the average kinetic energy are plotted
with an equivalent scale exploiting that direct proportionality in the classical
limit (E = kBT/2).
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lighter atoms (m = M/5) (for more details see Appendix A.3). Figure 2.2 shows the
average kinetic energy (in arbitrary units) for five supercells of the crystal for various
temperature (the lower, blue curves correspond to low temperatures, while the upper,
red curves correspond to high temperatures). First of all, it can be seen that in the entire
temperature range, the average atomic kinetic energy of the heavier atom is (slightly)
reduced compared to the lighter atoms, with the difference decreasing with higher tem-
peratures. This means that in this quantum-regime the heavier atoms will always have
a lower “effective temperature”17 than the light atoms. The horizontal dashed lines in
Figure 2.2 show the classically expected average kinetic energy - i.e. Eclassical = kBT/2.
It is obvious that the kinetic energy of every atom in the crystal approaches this value
with increasing temperature. In other words, at very high temperature, all degrees of
freedom indeed become equivalent. At lower temperatures there is always a signific-
ant difference between the classical energies and the quantum-mechanically evaluated,
atomically resolved ones - especially in the case of the light atoms. Interestingly, the
kinetic energy at (almost) zero temperature does not vanish for any atom, which is a
consequence of the ZPE of the harmonic oscillators. While the average kinetic energy of
the heavy atoms approaches the classical values relative early in terms of temperature,
the lighter atoms are still somewhat higher in energy at the highest temperature. This
observation suggests a different degree of “classicity” for each inequivalent atom in the
crystal. The right panel of Figure 2.2 shows the heat capacity of the system as a function
of the temperature. The axes are aligned such that the temperature corresponds to the
classical equipartitioned energies in the left panel. This comparison is instructive as it
proves that the heat capacity is indeed a measure to quantify how classically the system
behaves at a certain temperature: at the highest shown temperature it has already (ap-
proximately) reached the Dulong-Petit limit, as indicated by the vertical dashed line, in
line with the observation that all the kinetic energies (almost) equal the classical value.

2.5. Relevant Frequency Ranges

Based on the discussion in Sec. 2.4, it is essential to understand that different thermo-
dynamic properties depend on different spectral ranges of phonons. This topic has been
discussed quite intensively in Ref. [1], which this subsection has been based on. The
easiest way to identify the relevant frequency ranges for various properties is to replace
the summation over band indices and wave vectors with a frequency integral introducing
the DOS (see Eq. (2.82)). The remaining frequency-dependent parts in the integral can
often be condensed into material-independent spectral functions. This general approach
is demonstrated for the example of the mean-squared thermal displacements (MSTDs):

17Although, in general, the temperature is not proportional to the average kinetic energy in a system ,
this analogy is often used since it is the case in classical physics.
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〈∣∣uαj ∣∣2〉 =

∫
dω

~
2mjω

DOS(ω) (1 + 2 〈n(ω, T )〉)
∣∣eαj ∣∣2 (2.90)〈∣∣uαj ∣∣2〉 =

∫
dω

~
2mj

DOS(ω)fD (ω, T )
∣∣eαj ∣∣2 (2.91)

Here, the factor ω−1 (1 + 2 〈n(ω, T )〉) has been summarised in the spectral function
fD. It can be seen in Fig. 2.3(a) that fD is restricted to very low frequencies - even for
relatively high temperatures. For T → 0, fD converges to the hyperbolic function 1/ω,
which can be seen as the most frequency-selecting limiting case.
As it has already been discussed in Eq. (2.84), the phonon heat capacity can be

decomposed in a similar way, with the spectral function fC acting like a temperature-
dependent low-pass filter. The frequency and temperature behaviour is indicated in
Fig. 2.3(b). Similarly to the spectral function of the MSTDs, also fC preferentially selects
low-frequency phonons. In contrast to fD, fC extends to much higher frequencies. In
fact, its tail reaches higher frequencies than one would expect by estimating the occupied
frequency with ω = kBT/~: at 300 K, for instance, fC decreases to half its maximum
value at ˜18.6 THz (see Sec. 4.2.5), while kBT only corresponds to ˜6.2 THz. Due to
the special form of the spectral function fC , higher-frequency phonons start to play a
role already at lower temperatures.
Besides the equation of the phonon heat capacity, the spectral function fC also enters

the expression of the thermal conductivity tensor obtained from the Boltzmann transport
equation using the relaxation time approximation [64]:

καβ =
kB
NqV

∑
λ

ηλαβτλ (2.92)

ηλαβkB = fC (ωλ, T ) (vg,λ ⊗ vg,λ)αβ (2.93)

Here, a new tensorial quantity, ηλαβ, has been introduced which contains all purely
harmonic ingredients to the thermal conductivity tensor, while the phonon lifetime τλ
is a result of anharmonic effects. As this thesis is (mostly) concerned with harmonic
phonon properties, the tensor η should be analysed in slightly more detail. Apart from
the spectral function fC , it contains the dyadic product18 of the group velocity vectors.
Since the group velocities in molecular crystals typically decrease relatively rapidly with
increasing frequency (see Sec. 4, 5), the product of group velocities drops even faster.
Thus, due to this strong decaying behaviour of the group velocities in organic semi-
conductors, the spectral function fC is typically not the limiting factor confining the
spectral region of relevant phonon contributions. The mode-contributions to ηxx can be
seen in Fig. 2.3(c) for the case of crystalline naphthalene.
Besides these three examples which nearly exclusively rely on the low-frequency phon-

ons (at low temperatures), there are, however also quantities, for which also the higher-
frequency phonons play a role. One such a a quantity is the Helmholtz free energy as
18The dyadic product of two vectors is defined as (a⊗ b)ij = aibj .

36 / 213



2.5. Relevant Frequency Ranges

Fig. 2.3.: Frequency dependence of the spectral functions entering the equations of (a)
the mean-squared thermal displacements, fD (see Eq. (2.91)) and (b) the heat
capacity, fC (see Eq. (2.84)). (c) The mode contributions of the harmonic
parts to the thermal conductivity, ηxx (for the xx-component; see Eq. (2.93)).
This figure has been taken from Ref. [1].
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derived in Sec. 2.4. Apart from the temperature-dependent entropic contribution, which
also favours low-frequency phonons, the ZPE depends on all frequencies in the system
to the same extent. For systems such as organic semiconductors, in which the phonon
modes spread over a large spectral range - from the very-low frequencies of the acoustic
modes (< 1 THz) up to the high-energetic C-H stretching oscillations at > 91 THz -
one can imagine that the relative contributions to the ZPE - i.e. the main contribution
to the free energy at (very) low temperatures - is much higher for the high-frequency
modes (see Eq. (2.62)).

Therefore, when it comes to a quantitative comparison between different methods, it
makes sense to split the analysis of frequencies and phonon-related properties into two
separate regimes: a high-frequency and a low-frequency range. It is, however, relatively
arbitrary where one draws the line between these two regimes. In the context of the
methodology benchmark for crystalline naphthalene in the course of this thesis, the
frequency 9 THz has been chosen to separate the low-frequency (≤ 9 THz) from the
high-frequency (> 9 THz) considerations. This choice is, on the one hand, motivated
by the fact that fD and ηλαβ are only significant within this frequency range and it is
also the frequency, at which fC drops to half its maximum at ˜150 K. On the other
hand, when comparing the Raman spectra for molecular and crystalline naphthalene
(see Fig. 4.4), one can see that in the crystalline phase many Raman active modes
below ˜4 THz are present, which do not occur in the molecular phase. These modes,
correspond to the intermolecular modes, which only appear in a crystalline environment
in which neighbouring molecules interact by means of long-range interactions (van der
Waals). Therefore, the chosen low-frequency regime contains all intermolecular modes
as well as first low-lying optical intramolecular ones.

2.6. Density Functional Theory

After this discussion of various phonon-related properties, the current focus should be
slightly shifted from the theoretical background to the practical simulations of phonon
band structures. The only ingredient that one needs for phonon calculations are the
harmonic force constants - i.e. the knowledge of how atomic forces change as a function
of frequency. This means one must simply solve the electronic eigenvalue problem for
several displaced atomic geometries one very mighty tool to do this also for practically
relevant systems is density-functional theory (DFT) [65, 66]. Since DFT, which has
gained a lot of popularity in the past decades, is already quite well-known and is only
used in the context of this thesis as one of the possible tools to calculate the required
forces, only the most basic ideas of DFT will be briefly recapitulated (using atomic
units).
The main idea in DFT is that the ground state of a real quantum-mechanical system
including all the complex correlations and interactions in an external potential uniquely
determines this potential [65]. This means the ground state of the system can always be
expressed as a functional of the electron density of the ground state. This leads to the
following expression of the ground state energy (Hohenberg-Kohn variational principle):
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E [n(r)] = min
|ψα|2=n

〈ψα|H|ψα〉

=

∫
dr n(r)Vext(r) + F [n(r)] (2.94)

with F [n(r)] = min
|ψα|2=n

〈ψα|T + U |ψα〉 (2.95)

Thus, the energy as functional of the ground state electron density, n (r), depends on
the functional F . Formally, the latter corresponds to minimising the expectation values
of the kinetic energy T and the electron-electron interaction U among all trial wave
functions which result in the ground state density n (r).
Although this formalism is exact up to this point, the actual mathematical form of
F [n(r)] is unknown. An elegant way to reformulate the problem was introduced by
Kohn and Sham [66]. Their idea is based on the following two steps. (i) It is more
instructive to start with the case of non-interacting electrons (U = 0). The ground
state energy for such a system is minimised if the ground state consists of single-electron
orbitals φj (with n(r) =

∑
j |φj(r)|

2) which solve the following Schrödinger equation

(
−∇

2

2
+ Vext(r)− εj

)
φj(r) = 0 (2.96)

In analogy to the non-interacting case, they chose the following ansatz for the ground
state energy incorporating the electron interaction (U 6= 0) in a new functional, the
so-called exchange-correlation functional EXC :

E [n(r)] =

∫
dr n(r)Vext(r) +

+ T [n(r)] +
1

2

∫ ∫
dr dr′

n(r)n(r′)

‖r− r′‖
+ EXC [n(r)] (2.97)

In this famous Kohn Sham equation, the kinetic energy is taken from the non-interacting
case and the electron-electron energy is expressed as a double integral corresponding to
the coulomb repulsion of the charge densities. Moreover, the energy functional EXC has
been introduced. This so-called exchange-correlation energy contains the correlations,
the exchange term and the difference between the used (non-interacting) kinetic energy
and the interacting one. The problem of the unknown functional form of F has, thus,
been shifted to the unknown functional EXC . Using the energy of the Kohn Sham
equation, one can again find that the energy is minimised for a set of one-electron orbitals
(the so-called Kohn-Sham orbitals), which solve the following Schrödinger equation:
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(
−∇

2

2
+ Veff (r)− εj

)
φj(r) = 0 (2.98)

with Veff (r) = Vext(r) +

∫
dr′

n(r′)

‖r− r′‖
+ VXC(r) (2.99)

and VXC(r) =
δEXC [n(r)]

δn
(2.100)

Thus, effectively, the interacting system is mapped onto an auxiliary system, which
formally results in a solution which can be written as single-particle orbitals - sim-
ilar to the non-interacting case, but with a different potential Veff in the single-particle
Schrödinger equation. Additionally, this effective potential contains the exchange-correlation
potential VXC , which is the functional derivative of the exchange-correlation energy func-
tional with respect to the density. This energy, however, depends on the density that
one desires to solve. Therefore, these equations must be solved self-consistently:

1. Start with a trial charge density n

2. From n calculate the effective potential Veff for the single-particle Schrödinger
equation using Eq. (2.99)

3. With Veff solve to single-particle Schrödinger equation (Eq. (2.98)) for the Kohn-
Sham orbitals φj. (In practice this is done by expanding the Kohn-Sham orbitals
in basis functions φj =

∑
aCjaϕa and solving for the coefficients Cja).

4. With the Kohn-Sham orbitals calculate the new density n =
∑

j |φj|
2

5. Use the new density and start over with step 2. Repeat until the total energy
converges.

It should be stressed at this point that still, the entire formalism is rigorously exact,
i.e. no effective approximation has been made so far, as everything that goes beyond the
interactions captured in the terms presented above is put into the exchange-correlation
energy EXC . The only approximation that remains is to use a certain (approximate)
form for EXC .
Naturally, over the years, people have come up with a number of exchange-correlation
functionals, which are supposed to yield an improvement in one calculated property or
another. The most basic functional is the local (spin) density approximation, L(S)DA,
in which it is assumed that the exchange-correlation energy only depends on the (spin)
density of the current electron configuration. The exchange part is approximated from
the exact, analytically known exchange energy of an homogeneous electron gas, while the
correlation part has been approximated by fitting curves to results from quantum Monte
Carlo simulations of electron gases [67]. Unsurprisingly, the L(S)DA is more suitable for
systems that are similar to the homogeneous electron gas - i.e. metals. For insulators,
other approximations of the exchange-correlation functional involving the gradient of the
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charge density as well - the so-called generalised gradient approximation (GGA) - fare
much better, with the most prominent being the PBE functional named after Perdew,
Burke, and Ernzerhof [68].
Beyond L(S)DA and GGA, there exist several hybrid functionals, which partially mix
Hartree exchange into EXC to a variable extent or mix the exchange and correlation parts
of different functionals with various weights. One can imagine that some of the choices
of the mixing parameters are made to reproduce one certain property with high accur-
acy while other disadvantages occur in turn. Although hybrid functionals, in principle,
have the potential to achieve increased accuracy, one must be very careful to tune these
parameters manually to obtain the desired results. Moreover, since all of them at least
partly mix in the computationally expensive Hartree exchange energy, geometry optim-
isation in a crystal (necessary for phonon calculations) become quite expensive already
for small systems because the exchange part has to be evaluated at each self-consistency
step at each geometry step. Therefore, all of the presented data with periodic boundary
conditions in this thesis have been obtained with the PBE functional.

2.6.1. A posteriori van der Waals corrections

One significant drawback of the (semi-)local approximations to DFT is, however, the
non-explicit treatment of long-range van der Waals interactions. The physical origin of
the van der Waals interaction is the correlation of electrons: due to an instant polarisa-
tion of the electron density around one nucleus (as a result of the charge fluctuation),
the electron density of an neighbouring atom close by gets polarised (depending on its
polarisability). To a first approximation, this can be described by a dipole-dipole inter-
action between an instantaneously formed dipole at one atom and an induced dipole at
another one. The energy of a dipole equals (minus) the scalar product of the electric
field E times the (induced) dipole moment vector p [7].

Edip = −pind · E (2.101)

Since the field of the dipole on atom A induces a dipole on atom B and vice versa
one can express the dipole moment on atom A(B) via the corresponding polarisability
α and the field of the other atom B(A) :

pindA/B = αA/BEB/A (2.102)

The (dispersion) energy of these two dipoles, thus, equals:

Edisp = −pindA · EB = −pindB · EA ∝ αAαB ‖E‖2 (2.103)

The electric field of a dipole is proportional to R−3, with R being the distance from the
dipole so that, in total, the energy can be written as:

Edip = −CαAαBR−6 = −C6,αβR
−6 (2.104)

Together with an empirically found description of the (Pauli) repulsion of two atoms, a
often used potential that describes the attractive and repulsive regime of the interatomic
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interaction is the Lennard-Jones potential with the potential depth ε and the equilibrium
distance 6

√
2σ:

V (r) = 4ε

((σ
r

)12

−
(σ
r

)6
)

(2.105)

Although this potential is used very frequently in force field calculations and for gaining
conceptual insights into van der Waals-bonded systems, it is of less importance for DFT
calculations since the repulsive terms is already covered with the ordinary Kohn-Sham
formalism. Thus, it suffices to be concerned about the attractive term in DFT. A van
der Waals energy of that kind must be added to the (semi-)local DFT Kohn-Sham en-
ergy manually, which is often done in an a posteriori fashion. Similar to the variety in
available exchange-correlation functionals, there exists also a broad spectrum of possible
a posteriori van der Waals corrections for DFT [69, 70]. Alternatively, a few functionals
also put the van der Waals interaction into the exchange-correlation functional like the
vdW-DF functional of Dion et al. [71].

One of the simplest van der Waals correction is the D2 method of Grimme [72]. Within
this method, the dispersion energy is approximated as a sum of pairwise contributions
summed over all atoms of the unit-cell (double sum over atomic indices i, j) and all
unit-cells A (of the second atom), with rij,A being the distance between atom i in the
“central unit-cell” and atom j in the unit-cell A in the crystal:

Edisp = −1

2

∑
i,j,A

C6,ij

r6
ij,A

fd,6(rij,L) (2.106)

In this simple approximation, the coefficients C6,ij are fixed parameters for each pair
of atomic species. The values are tabulated for homonuclear cases (i.e. both atoms
interacting via van der Waals forces belong to the same atomic species), while for het-
eronuclear cases, the coefficient is obtained from the mixing rule C6,ab =

√
C6,aaC6,bb.

This means that in this method any influences of the crystalline or molecular environ-
ment on the polarisability of the atom are neglected since always the same C6 coefficients
are used. Additionally, the dispersion energy contains a Fermi-type damping function,
which relies on three global parameters as well as species-specific ones. It is supposed to
damp the dispersion energy contribution continuously for small distances at which the
covalent interactions are already covered within DFT.
A remarkable improvement of this approach is achieved by the D3 correction of Grimme
[73]. In this correction, the dispersion energy includes an additional term proportional
to r−8

ij,A:

Edisp = −1

2

∑
i,j,A

(
C6,ij

r6
ij,A

fd,6(rij,L) +
C8,ij

r8
ij,A

fd,8(rij,L)

)
(2.107)

Apart from the additional term, the most important difference to D2 is the fact that
the C6/8 coefficients are made dependent on the local geometry: depending on the cova-
lent radii of the involved atoms, fractional coordination numbers are calculated based on
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which the actual C6 coefficients are derived from a two-dimensional interpolation scheme.
The C8 coefficients are directly calculated from the corresponding C6 parameters and
second and fourth moments of the charge density of an atom. It is obvious that the
coefficients evaluated in this way are much more likely to represent the actual situation
as they are flexibly adapted to the actual local geometry. A further difference to the D2
method is the chosen damping function. In fact, the D3 correction is available with two
different choices of damping functions: the so-called D3-zero and the D3 correction with
Becke-Johnson damping (D3-BJ) [74]. Since the latter has been applied in the context
of this thesis, the damping function should be briefly commented on. The two damping
functions (n = 6, 8) are given by the following equation:

fd,n(rij) =
snr

n
ij

rnij + (a1R0,ij + a2)n
with R0,ij =

√
C8,ij

C6,ij

(2.108)

In this function, sn, a1, and a2 are global parameters which must be adjusted depending
on the used exchange-correlation functional. This functional form of fd,n assures that
the dispersion interaction is damped to zero at small distances, while it approaches s6

(which is typically set to unity) for large distances. Moreover, the term in brackets in
the denominator corresponds to the distance at which the damping function reaches
half its maximum. Thus, the damping behaviour is not only controlled globally by the
functional-dependent parameters, but also by means of the local atomic geometry affect-
ing the coefficients C6/8 and, thus, R0. In contrast to the Fermi-type damping function
used in the D2 correction, the dispersion interaction is, thus really damped to zero at
zero distance, and, moreover, the damping is more gradual compared to the exponential
term in D2.
An alternative approach to improve the D2 correction different than introducing an ad-
ditional r−8

ij -term is offered by the correction of Tkatchenko and Scheffler (TS) [75]. The
expression of the dispersion energy is formally equal to that in Grimme’s D2 correction,
but the C6 coefficients are not fixed, tabulated values. The concept of the TS correction
is based on the relation that the product of the atomic polarisability of a free atom αfreei

and an “effective atomic volume” vi yields the polarisability of the same atom in the
given chemical environment αi. Since the C6 coefficients depend on the polarisability
squared, the TS approach states:

C6,ii = v2
iC

free
6,ii (2.109)

The free atom quantities must, again, be tabulated. The effective atomic volumes, how-
ever, are calculated on the fly for the given chemical/crystalline environment according
to a Hirshfeld partitioning of the electron density:

vi =

∫
dr r3wi(r)n(r)∫
dr r3nfreei (r)

(2.110)

Here, the density nfreei is the spherically averaged electron density of an isolated (neutral)
atom of species i, while wi is the so-called Hirshfeld weight, which is the fraction of nfreei
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relative to all atoms in the system:

wi(r) =
nfreei (r)
N∑
k=1

nfreek (r)

(2.111)

In the TS approach, also the mixing rule for heteronuclear C6 coefficients is a different
one relying on the calculated atomic polarisabilities:

C6,ij =
2C6,iiC6,jj

αj
αi
C6,ii + αi

αj
C6,jj

(2.112)

Although the TS approach offers a (supposedly) more sophisticated way to calculate
the C6 coefficients, it still relies on a two-body description of the dispersion energy
and, according to Ref. [76], it lacks a consistent description of long-range dipole-dipole
interactions due to screening effects. These weaknesses are improved in the so-called
many-body dispersion (MBD) correction [76, 77]. In the MBD approach, the dispersion
energy is based on the frequency-dependent atomic polarisabilities α0(iω) calculated in
the TS correction. However, these atomic polarisabilities are used to separately describe
the short-range and long-range interactions in two different ways: the short-range atomic
polarisability is obtained by solving the range-separated (rs) self-consistent screening
(SCS) equation from classical electrodynamics.

αrsSCS(iω) = α0(iω)− α0TSRα
rsSCS(iω) (2.113)

Here, TSR is the short-range (SR) dipole-dipole interaction operator, which is obtained
from the full dipole-dipole interaction operator via an additional Fermi-type damping
factor (see Eq. (12) and (13) in Ref. [77]). The actual form of the dipole-dipole interac-
tion tensor is obtained by considering the fluctuation dipoles as charged atom-centred
quantum harmonic oscillators with Gaussian charge distributions. In the long-range re-
gime, the correlation of oscillating (induced) dipoles is treated within the random phase
approximation. Using the rsSCS polarisabilities, one defines a diagonal matrix A with
Amn = −δmnαrsSCS(iω), with the help of which the MBD dispersion energy can be cal-
culated in analogy to the correlation energy in the random phase approximation using
the long-range (LR) part of the dipole-dipole interaction operator:

Ec,MBD =
1

2π

∞∫
0

dω tr {ln (1−ATLR)} (2.114)

Thus, in this van der Waals correction no explicit two-, three-, . . . , N -body terms are
considered within the MBD approach, as all possible interactions are accounted for due
to the usage of the random phase approximation. Being a highly elegant solution to the
problem, the MBD approach only relies on relatively few parameters: two parameters
entering the Fermi-type damping function for the range separation (with one of them
being kept fixed, while the other one has to be adapted for the used functional). The
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only input needed for the calculation of the TS polarisabilities is reference data of free
atoms (atomic polarisabilities, C6 coefficients and van der Waals radii of free atoms),
which can be tabulated and read from internal databases.

2.7. Density Functional Tight Binding

Although DFT is already orders of magnitude faster than (supposedly more accurate)
wave function-based methodologies such as post-Hartree Fock methods, the computa-
tional efficiency of DFT is still far too low to handle systems that go beyond a certain
size. For problems of that kind several more approximate methods19 have been proposed
to speed-up quantum-mechanical calculations yet preserving an acceptable accuracy of
the results. One such approximate method is density-functional (based) tight binding
(DFTB). Since this methodology has been tested with regard to its suitability to accur-
ately reproduce (experimental) phonon band structures in organic semiconductors, the
basic concepts of DFTB should be briefly summarised in this section. The equations
and the arguments are based on the reviews of Koskinen and Mäkinen [78] and Oliveira
et al. [32].

Starting point for deriving the DFTB formalism is the Kohn-Sham energy as presented
in Eq. 2.97. Here, it is however necessary to include one additional energy term, which
has been omitted in the introduction of DFT: the ion-ion repulsion EII . A central idea
in DFTB is the comparison of the actual ground state density n(r), which minimises
the DFT functional, with a density n0(r), which is the superposition of the free atomic
charge densities ρa of all the atoms a in the system (at position Ra) - i.e. n0 is the
charge density of an artificial system in which all the atoms are present but their charge
densities are not affected by the presence of other atoms in the proximity (no charge
transfer as a consequence of any bonding motifs):

n0(r) =
∑
a

ρa(r−Ra) (2.115)

One assumes that the difference charge density δn(r) between the real ground state
density n and n0 is small.

n(r) = n0(r) + δn(r) (2.116)

The next step is an expansion of the energy functional E [n(r)] in powers of δn(r):

19One might well consider DFT an approximate method. The amount of approximations and the degree
of abstraction are, however, significantly higher in such “approximate methods” than in DFT.
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E [n(r)] = E [n0(r)] +

∫
dr

δE [n(r)]

δn

∣∣∣∣
n0(r)

δn(r) + (2.117)

+
1

2

∫
dr′
∫
dr

δ2E [n(r)]

δnδn′

∣∣∣∣
n0(r),n0(r′)

δn(r)δn(r′) + (2.118)

+
1

6

∫
dr′′
∫
dr′
∫
dr

δ3E [n(r)]

δnδn′δn′′

∣∣∣∣
n0(r),n0(r′),n0(r′′)

δn(r)δn(r′)δn(r′′) + . . . (2.119)

The expansion of the energy functional is carried out up to second order in ordinary
DFTB, while the third order term is included in the so-called DFTB3 method [79]. If
this expansion (up to second order) - i.e. the functional derivatives with respect to the
charge density - is applied to the energy terms of the Kohn-Sham equation, the following
three energy terms can be identified:

E [n0(r) + δn(r)] = EBS [n0(r)] + Erep [n0(r)] + ECF [n0(r), δn(r)] (2.120)

The first terms is called the band structure energy, EBS, and only depends on n0(r) (the
superposition of free atomic charge densities). In essence, EBS equals the sum of all the
expectation values of the one-particle Hamiltonians in the Kohn-Sham formalism (see
Eq. (2.98)), ĥ, considering a proper (spin) occupation f for all these orbitals i:

EBS [n0(r)] =
∑
i

fi

〈
ĥ [n0(r)]

〉
(2.121)

Thus, no information about the charge transfer density δn(r) enters the band structure
energy. The case is similar for the second term, which is labelled the repulsive energy
Erep:

Erep [n0(r)] = EXC [n0(r)]− 1

2

∫
dr

∫
dr′

n0(r)n0(r′)

‖r− r′‖
−
∫
dr n(r)VXC [n0(r)] + EII

(2.122)
Although the repulsive energy could, in principle, be calculated for a given exchange-
correlation functional, one typically neglects the exact form of Erep and relies on fitted
data for pairwise potential interactions depending only on the distance between the two
atoms:

Erep ≈
∑
i<j

V ij
rep (‖ri − rj‖) (2.123)

This step might appear somewhat concerning at first glance, but it is typically justified
that at least the ion-ion repulsion EII and the double integral can be seen as sums
over pairwise contributions. In practice, the functions V ij

rep are fitted to high-accuracy
reference data (at several distances) for all pairs of atomic species, which is often the
crucial part determining the quality of a DFTB calculation [80]. This concept renders
DFTB “less ab-initio”, but drastically increases its speed.
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The last term in the expression for the total energy in DFTB besides Erep and EBS is
the charge fluctuation term ECF :

ECF [n0(r), δn(r)] =
1

2

∫
dr

∫
dr′

(
δ2EXC [n(r)]

δnδn′

∣∣∣∣
n0(r),n0(r′)

+
1

‖r− r′‖

)
δn(r)δn(r′))

(2.124)
This more complicated double integral is, subsequently, evaluated based on the following
assumptions:

1. The charge fluctuation density δn can be written as a sum of atomic contributions
which consist of the absolute atomic charge difference ∆qi and a spatial distribution
function pi(r): δn(r) =

∑
i ∆qipi(r). Note that these charge differences ∆qi are a

priori unknown, but they are determined self-consistently (see below).

2. For products of those atomic contributions to the charge fluctuation density, which
belong to the same atom (i = j), the charge fluctuation term is related to the Hub-
bard U (approximately equal to the ionisation energy minus the electron affinity).

3. For products of those atomic contributions to the charge fluctuation density, which
belong to different atoms (i 6= j), the second derivative of the exchange-correlation
functional in the equation above will vanish in case of local exchange-correlation
functionals, and only the Coulomb contribution survives.

4. The spatial distribution functions pi(r) are assumed to be spherically symmet-
ric Gaussian distributions. Constraining the spatial distributions to this special
mathematical form, the integrals can be evaluated.

Finally, the charge fluctuation term is approximated as a (double) sum over pairwise
contributions involving the absolute charge transfers ∆qi on each atom i and a function
γ20, depending on the distance Rij between two atoms i and j:

ECF ≈
1

2

∑
i,j

γij (Rij) ∆qi∆qj (2.125)

γij (Rij) =

{
Ui for i = j

erf (CijRij) /Rij for i 6= j
(2.126)

In the historically earlier versions of the DFTB formalism, the charge fluctuation term
ECF was neglected so that the entire system has actually been treated as a superposition
of (free) atomic, spherically symmetric, charge densities. In the so-called self-consistent-
charge (SCC) DFTB, which is the state-of-the-art flavour of DFTB nowadays, one, how-
ever, cares about the charge transfer ∆qi, which must be considered in a self-consistent
20Due to the Gaussian spatial distribution functions, the function γ contains the error function, erf(x),

and the parameter Cij , which is related to the standard deviations of the distributions pi(r) and
pj(r).
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iterative manner.
Although most of the expression for the DFTB energy is known at that point, one is still
not able to evaluate the band structure energy - i.e. the expectation values of the single-
particle Hamiltonians - because the Kohn-Sham states are not known yet. To do so,
a next step of simplification is introduced by the tight-binding (TB) formalism, within
which the DFTB energy is evaluated. This means that only the valence electrons of
each atom are considered, while inner core electrons are supposed to be already treated
within the repulsion energy. Based on a linear combination of atomic orbitals (LCAO),
the ath state of the system is expressed with a minimal local basis (i.e. only one atomic
orbital function for each pair of (l,m) angular momentum quantum numbers):

ψa =
∑
µ

Ca
µϕµ(r) (2.127)

Using this sum of ansatz atomic orbitals for the single-particle KS-Hamiltonian, (and
multiplying with ϕ∗ν(r)) from the left, one finds the final expression for the DFTB energy
(with the Hamilton matrix hνµ = 〈ϕν | ĥ |ϕµ〉 and the overlap matrix Sνµ = 〈ϕν |ϕµ〉,
which enters the expression for the charge transfer ∆qi,j, see Ref. [78]):

E =
∑
a

fa
∑
µν

(
Ca
µ

)∗
Ca
νhµν +

1

2

∑
i,j

γij (Rij) ∆qi∆qj +
∑
i<j

V ij
rep (‖ri − rj‖) (2.128)

This expression can be evaluated relative efficiently because in DFTB, the matrix ele-
ments of the Hamilton matrices and the overlap matrices are not calculated, but stored
in so-called Slater-Koster files, as they only depend on quantities of free atoms. I.e. to
successfully set-up a DFTB calculation, one must read those Slater-Koster files for each
possible pair of atomic species. These files contain all the necessary matrix elements and
the repulsive energy contributions as a function of the interatomic distance.
The DFTB energy is minimised by solving the generalised eigenvalue problem for the
expansion coefficients Ca

ν (introducing Lagrange multipliers εa to keep the norm of the
wave functions fixed):

HµνC
a
ν = εaSµνC

a
ν (2.129)

This equation involves a new Hamilton matrix Hµν , which contains the original matrix
elements hµν , the overlap matrix Sµν , and parts of the charge fluctuation energy including
the charge transfer ∆qi of each atom (see Ref. [78]). It is important to note that this
equation is the DFTB-equivalent to the Kohn-Sham equation in DFT and must be
solved iteratively, with the variable quantities being the charge transfers: starting from
guessed values for ∆qi on each atom, the matrix Hµν can be determined. In a next
step, this matrix is used in the equation above to solve for the expansion coefficients
Ca
ν . These coefficients can be used to calculate the DFTB energy, but also determine the

new charge fluctuation. Thus, one calculates new charge fluctuations from the expansion
coefficients, plugs them into the generalised eigenvalue equation, obtains new expansion
coefficients and so on, until the DFTB energy does not significantly change any more.
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In summary, DFTB offers a fast framework relying on a self-consistent determination
of charge transfer within a system. The higher computational speed is achieved by
(i) a choice of a minimal basis set, (ii) the absence of the necessity to calculate any
integrals of these basis functions, but rather read them from provided tables, and (iii)
obtain the repulsion energy from pairwise, tabulated functions. This increase in speed
comes, however, at a cost of making several assumptions: (i) the repulsion energy can
be treated as a sum of pairwise contributions, (ii) the charge transfer (with respect to
free isolated atoms) are treated only as spherically symmetric Gaussian distributions,
(iii) only valence electrons are considered in the tight-binding formalism (accompanied
by neglecting several overlap integrals), and (iv) the DFT-energy is expanded only up
to second (third) order in DFTB(3).
Regarding the treatment of van der Waals interactions, DFTB must rely on the same
corrections as in DFT, with some of them being more difficult to apply in the framework
of DFTB. Here, Grimme’s D3(-BJ) or D2 correction are most easily applicable since the
C6 coefficients are essentially based on tabulated data - completely in agreement with the
spirit of DFTB - and only require an interpolation based on local coordination numbers
in the case of D3(-BJ).

2.8. Classical Force Fields

If one is only interested in the properties and the dynamics of the atoms of a system, an
alternative and even more approximate and empirical method is describing the nuclear
interactions and, thus, the potential energy surface, directly, which are actually defined
by the electrons. This can be done by using so-called force fields or force field potentials,
which contain explicit expressions for each kind of interaction one wants do describe in
a system. In other words, they provide fixed (and parametrised) expressions for (low-
dimensional sections of) the potential energy surface.
For example, the General Amber Force Field (GAFF, see Ref. [81]) has a very simple
functional form. Therefore, it is instructive to introduce the concept of force fields
based on the comparably simple mathematical relations used in the GAFF. The GAFF
considers the potential energy of a system as being describable as the sum of the following
very simplistic terms:

E =
∑
b

Kb

(
lb − l0b

)2
+
∑
a

Ka

(
θa − θ0

a

)2
+
∑
d

∑
n

Vn,d
2

[1 + cos (nϕd − γn,d)] +

+
N−1∑
i=1

N∑
j=i+1

{
4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

+
qiqj

4πε0rij

}
(2.130)

The first term in this expression is a sum of harmonic bond stretching potentials. I.e.
for each bond b, a bond length lb which differs from their equilibrium bond length l0b adds
a quadratic contribution (with bond stretching force constant Kb) to the energy. The
next term in Eq. (2.130) is similar, but the summation runs over all bond angles a: every
duplet of two adjacent bonds in a system is assigned a bond angle (i.e. the bond angle
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is determined by three atoms), for which also a harmonic ansatz for its contribution to
the total energy is made (equilibrium angle θ0

a, force constant Ka).
The last term in the first line of Eq. (2.130) corresponds to the energy of all dihed-
rals d in the system - i.e. in an atomic bond sequence of atoms i, j, k, l which do not
share a common plane, the (proper) dihedral angle refers to the angle between the plane
spanned by atoms i, j, k and the plane spanned by atoms j, k, l. Since an angle like this
is typically periodic and shows several minima, it is typically more intuitive to describe
such an interaction in terms of a Fourier series. Here, besides the varying periodicity
of the cosine terms (determined by nφd), each of them additionally has a parameter
γn,d to account for the correct position of the energy minimum. For the sake of com-
pleteness, one must mention that there is another type of interaction that is described
with the Fourier sum: improper torsions or out-of-plane bending. These terms typically
cause an energetic penalty if one of four atoms, which are supposed to lie in a common
plane, bends out of this plane. The typical picture of the atomic arrangement in such
an improper torsion is the following: the central atom i has three bonds - to j, k, and l.
Initially, they are in the same plane, but if one of them - e.g. atom l - bends out of the
plane, this motion is penalised with an typically harmonic term, quadratic in the angle
(or height) of the out-of-plane-bending. In GAFF, such an interaction is described via
the dihedral Fourier series only including the term for n = 2.
These three terms in the GAFF are typically referred to as the “bonded terms” because
they are supposed to describe interactions between covalently bonded sequences of two,
three or four atoms. Force fields with these simple expressions for the bonded inter-
actions are typically classified as Class I force fields. The complexity can, of course,
tremendously increase by considering not only those simple harmonic interactions but
parametrise them by anharmonic ones relying on more (fit) parameters. Besides the
anharmonic description of bond stretches, bond angles etc. one could also introduce
so-called cross terms, which couple different degrees of freedom in the system - e.g. an
interaction of a bond stretch witch another bond stretch, or the coupling between one
bond angle and a dihedral and so on. Including cross terms besides anharmonic bonded
interactions, the force field is classified a Class II force field [82], such as COMPASS
[83] or MOF-FF [84] (see Sec. 3). Beyond Class II force fields, the highest complexity
of interactions such as hyperconjugation, polarisation etc. is exerted by Class III force
fields, which have, however, not been considered in the context of this thesis.

Apart from the bonded terms, which describe the through-bond interactions, the
second line in Eq. (2.130) contains the non-bonded terms responsible for the through-
space interactions of atoms. Here, they are the van der Waals interaction - described via
the Lennard-Jones potential which has already been introduced earlier - and a Coulomb
term depending on the atomic charges qi/j of atoms i and j. The van der Waals inter-
action has been extensively discussed in Sec. 2.6.1 in the context of DFT a posteriori
corrections so that it is obvious that the Lennard-Jones potential is only one of the
possible choices to account for the dispersion forces. Apart from this special functional
form, many other description as well as different mixing rules to obtain the heteronuclear
parameters from the homonuclear ones have been designed showing different drawbacks
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and merits. One of the largest problems in this context is the description of the repulsive
part: while in electronic structure calculations, this term is accounted for naturally due
to the electron (Pauli) repulsion, here, it is described using one of many (empirically
found) functions such as high-order polynomials (like in the Lennard-Jones potential) or
exponential functions (like in the so-called Buckingham potential [85]). Those alternat-
ive descriptions of the van der Waals interactions in FFs will, however, not be discussed
here in more detail.
Eventually, one should spend a few words on the last term representing the Coulomb
interactions, here described as a pairwise interaction of point charges depending on the
distance like 1/rij, which effectively makes them long-range interactions. In this ex-
pression, the concept of atomic charges is somewhat problematic. Since atomic charges
are by no means physical observables, the definition of an atomic charge leaves a lot
of space for interpretation21. One could use a proper partitioning scheme of electronic
charge densities obtained from, e.g., a DFT calculation to calculate the atomic charges.
Another more meaningful approach is to determine the atomic charges such that the
total electrostatic potential fits that of a reference (so-called ESP charges, electrostatic
potential). Alternatively to the description via point charges, some force fields use fixed
charge distributions (e.g. Gaussian distributions similar as in DFTB) for the Coulomb
term.

Finally, it should be stressed that, in contrast to the more common application of force
fields, namely molecular dynamics (MD) simulations, in which the Newtonian equations
of motions are integrated, here no MD simulations have been carried out. Therefore,
it is neither necessary to discuss the integration schemes for the equations of motion
nor the different available thermo- and barostats. In the context of this theses, force
fields have only been used to calculate the 0 K-phonon band structure by means of finite
displacements.

21A physically more accessible quantity is the so-called Born-effective charge, which is the first derivative
of the polarisation with respect to an atomic displacement, as they directly enter the experimentally
observable infra-red intensities [86].
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3. Methodology and Computational Details

3.1. Phonon Properties for the Benchmark of Approximate
Methodologies

In this subsection the relevant simulation settings for the benchmark of approximate
methodologies are reported, with all of them focussing on crystalline naphthalene. Since
the tested methodologies comprise three different levels of theory (employing three dif-
ferent available code packages), the parameters are presented separately. The dominant
part of the content of this subsection has already been published in Ref. [1]. Neverthe-
less, graphics and data which were taken from Ref. [1] are explicitly labelled as such in
the following.

3.1.1. Density-Functional Theory Calculations

The first level of theory is density-functional theory (DFT)22. Calculations at this level
were carried out with the Vienna Ab-Initio Simulation Package (VASP) [38, 39, 40, 87]
(version 5.4.1). All the used settings reported here are equal to the ones reported in
Ref. [1]. The exchange-correlation energy was evaluated using the PBE functional [68].
To increase the computational efficiency, core electrons have been treated by means of
the (recommended standard) pseudopotentials [41] for the projector-augmented wave
method [88]. The occupation of electronic states was described using a Gaussian smear-
ing width a width of σ = 0.05 eV. In calculations in which the primitive unit-cells were
used, electronic wave vectors have been sampled on a 2 × 3 × 2 k-mesh together with
a plane wave energy cutoff of 900 eV in order to converge the total energy to an ac-
curacy below 0.5 meV per atom in the unit-cell. Careful tests showed that this level is
sufficient to obtain well-converged phonon frequencies: the Γ frequencies of naphthalene
are essentially constant for more wave vectors beyond a 2 × 3 × 2 mesh (see Fig. 3.1).
Conversely, when supercells have been considered (2 × 3 × 2 supercells, see Sec. 3.1.4),
only electronic states at the centre of the first Brillouin zone, Γ, were used.
The atomic coordinates and the unit-cell parameters were optimised simultaneously

with the conjugate gradient algorithm under the side condition of constant unit-cell
volume. This approach has been repeated for several volumes such that the total energy
of the optimised geometries at each volume could be fitted to a Rose-Vinet equation
of state [89]. This approach not only yields additional information including the bulk
modulus and its pressure derivative, but also mostly omits Pulay stresses due to small
inconsistencies between the plane wave basis set and the altered unit-cell volume in
the course of the optimisation [90]. Finally, the unit-cell parameters and the atomic
coordinates were optimised for the volume that minimises the energy according to the
fitted equation of state.
As described in Ref. [1], this type of optimisation has been carried out separately

22It should again be stressed that all the following calculations and tests within the DFT level of theory
were carried out by myself.
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Fig. 3.1.: Convergence behaviour of PBE/D3-BJ-calculated Γ-frequencies in naph-
thalene as a function the sampling density of the electronic first Brillouin
zone. The shown frequencies were obtained based on the same primitive
unit-cell, for which the sampling density of electronic wave vectors was var-
ied in the frequency calculations only, but not in the geometry optimisation.
The secondary abscissa indicated the (Γ-centred) k-meshes, while the primary
abscissa shows the corresponding density (= number of k-points per volume
of the first Brillouin zone).
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with the four tested van der Waals corrections: Grimme’s D2 [72], D3 [73] with Becke-
Johnson damping [74] (D3-BJ), the Tkatchenko and Scheffler (TS) scheme [75], and
the many-body dispersion (MBD) method [76, 77], as implemented in VASP. For the
sake of completeness, the (default) settings for the free parameters used in the D3-BJ
correction in combination with the PBE functional implemented in VASP should be
listed: a1 = 0.4289 Bohr, a2 = 4.4407, s6 = 1.0, and s8 = 0.7875, according to the VASP
manual [91].
The plane wave energy cutoff (VASP tag ENCUT), the global precision parameter which
mainly determines the Fourier integration grid (PREC), and the convergence criterion for
the total energy in the self-consistent field (SCF) loop (EDIFF) have been carefully tested
in terms of their impact on the Γ-frequencies in the PBE/D3-BJ unit-cell. Note that the
atomic positions and unit-cell parameters in these tests have not been re-optimised with
those tested simulation settings. For a more detailed description of these VASP -specific
tags, please refer to the manual of the code [91].
In order to quantify the quality of the convergence with respect to those three simulation
parameters, the root-mean-square (RMS) errors and the maximum absolute error in
frequency compared to the supposedly most accurate settings (highest plane wave cutoff
of 900 eV, global precision Accurate, and SCF convergence criterion of 10−8 eV), which
were also used to optimise the lattice vectors and the atomic positions as described
above, have been calculated. The resulting map of RMS errors and maximum absolute
errors are shown in Fig. 3.2(a) and (b), respectively [1]. Fig. 3.2 shows that the Γ-
frequencies depend much more strongly on the plane wave cutoff (ENCUT) than on the
global precision (PREC) and the SCF convergence criterion (EDIFF) - as already shown
in the Supporting Information of Ref. [1]. Furthermore, one can see that the RMS
error and the maximum absolute (MA) error do not decrease with the cutoff in the same
way: while the RMS error appears to decrease more gradually, which is visible in the
intermediate RMS errors for a cutoff of 500 eV, the MA error experiences a much more
considerable drop upon increasing the plane wave cutoff from 400 to 500 eV. Both error
indicators, however, show occurrences in which the error does not monotonically decrease
with the cutoff. Moreover, one can discern a surprising peculiarity: for smaller plane
wave energy cutoffs, the global precision Normal results in reduced errors compared to
the Accurate settings. The simulation with the supposedly worst simulation settings
(top left in Fig. 3.2) yields smaller RMS and MA errors than other simulations with the
same cutoff but tighter SCF convergence criteria.
Besides numerical accuracy, one is also interested in the gain in computing time when
reducing the accuracy. For the given architecture on the dCluster of the Graz University
of Technology by the time of writing (Intel Xeon E5-25650 CPUs) and using MPI-
parallelisation over 64 total cores, the maximum reduction in CPU time for the lowest
settings was about a factor of 3.7 (see Fig. 3.3). Here, it can be seen that for larger
plane wave cutoffs, the difference in computational time between the global precision
Accurate and Normal drastically increases.
In order to get a more graphical impression of the loosened numerical settings impact

the phonon band structure. Fig. 3.4 shows a comparison of the low-frequency phonon
band structure (calculated using a 2× 3× 2 supercell) and the phonon DOS of the most
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Fig. 3.2.: Accuracy map of Γ-frequencies as a function of the three VASP -specific para-
meters PREC, ENCUT, and EDIFF, determining the global precision settings,
the plane wave energy cutoff and the SCF convergence criterion, respect-
ively. (a) The root-mean-square error and (b) the maximum absolute error
were calculated with respect to the Γ-frequencies with the tightest settings
(PREC=Accurate, ENCUT = 900 eV, and EDIFF = 10−8 eV). This figure has
been taken from the Supporting Information of Ref. [1].
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Fig. 3.3.: Map of relative saving in computational time for the calculation of Γ-
frequencies in naphthalene as a function of the three VASP -specific para-
meters PREC, ENCUT, and EDIFF, determining the global precision settings,
the plane wave energy cutoff and the SCF convergence criterion, respectively.
The total CPU times have been divided by the largest required time, which
was (not surprisingly) observed for the tightest numerical settings (bottom
right).

accurate settings and the computationally most economic (“DFT eco”) choice using the
parameters resulting in the largest gain in computational time [1]. In spite of the fact
that the DFT-eco results are actually highly underconverged, it can be seen that the
agreement with the results from the most converged settings is still surprisingly good.
The most pronounced discrepancies comprise a slight underestimation of the band gap
between ˜4.1 to 5.3 THz due to a small overestimation of the bands at the lower edge
of the gap and small differences at and around the high-symmetry point A. The most
obvious difference between the DFT reference and the economic settings is the band
dispersion of the second-lowest (acoustic) band along XA, which is much flatter in DFT
eco [1].
The extent of the discrepancy between the “DFT ref” and the “DFT eco” results can

be more conveniently compared by calculating the RMS deviation of frequencies in the
entire first Brillouin zone (sampled as homogeneously as possible at 125 q-points). When
one does not limit the frequency range of the considered phonons, the RMS deviation
amounts to ˜0.08 THz (0.07 THz if only Γ-modes are considered). For the low-frequency
bands only - i.e. up to 9 THz - the RMS deviation experiences a slight increase and
is found to be ˜0.11 THz, suggesting that the low-frequency intermolecular bands are
obtained with less accuracy than the higher intramolecular modes [1].
At this point it must be stressed that although the error in the phonon band structures
are comparably small (indeed much smaller than with any approximate methods as
discussed in detail in Sec. 4), saving computational time by decreasing the numerical
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Fig. 3.4.: Phonon band structure and DOS of crystalline naphthalene obtained within
DFT (PBE/D3-BJ) using well-converged simulation settings (DFT ref) and
highly underconverged settings (DFT eco; for details see main text) using a
2×3×2 supercell. This figure has been taken from the Supporting Information
of [1].
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Fig. 3.5.: Mode Grüneisen parameters as a function of phonon frequency in crystalline
naphthalene obtained within DFT (PBE/D3-BJ) using well-converged simu-
lation settings (DFT ref) and highly underconverged settings (DFT eco).

accuracy has some dangerous disadvantages. One of them becomes apparent when
calculating the mode Grüneisen parameters (see Eq. (2.45)). The Grüneisen constants
are obtained by calculating phonons for a slightly increased and decreased unit-cell
volume and approximating the derivative in Eq. (2.45) by a central difference scheme.
Note that here, the equilibrium volume was increased/decreased by ˜0.7%, and the four
lattice parameters were optimised (together with the atomic positions) within these
volumes. Moreover, the strained unit-cells optimised in that way were also used for
the calculation of the Grüneisen parameters with the underconverged settings (i.e. the
geometry optimisation was not carried out with the low-accuracy settings). Fig. 3.5
shows that operations such as the differentiation with respect to volume amplifies the
errors in the band structure. Since for “DFT eco” one cannot observe a typical over- or
underestimation of the Grüneisen parameters, one can conclude that the frequencies are
also relatively arbitrarily over- or underestimated in the low-frequency region.
Regarding the used size of the employed supercells, diligent tests in the Supporting

Information of Ref. [1] showed that a 2×3×2 supercell results in converged interatomic
force constants and, thus, converged phonon band structures (see. Fig. 3.6). Indeed,
the harmonic force constants decay so rapidly with the distance of the corresponding
pair of atoms, that relatively small supercells are already large enough to contain all
relevant interaction (see Sec. 4.3.1). In fact, every supercell size beyond a 2 × 2 × 2
supercell was found to be properly converged. Only the 1×2×1 supercell yields massive
discrepancies along ΓY, whereas the ZΓ direction is already perfectly converged. This
can be rationalised by the fact that the used supercell is replicated along the b vector
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which is coplanar with the reciprocal lattice vector b∗. According to the condition of
commensurate q-points (see Eq. (2.21)), the high-symmetry point Z (corresponding to
b∗/2 in reciprocal space) is a wave vector commensurate with the supercell size and is,
thus, directly calculated with the used supercell.
More technical details on the global parameters chosen in the phonon calculations

throughout the various levels of theory can be found in Sec. 3.1.4.

The Raman activities of the isolated naphthalene molecule have been calculated using
Gaussian16 (revision A.03) [92], whereas the activities for the crystalline phase were
obtained based on finite Cartesian displacements exploiting the space group symmetries
(to save computational time) using a tool developed in the course of my doctoral thesis
in physics.

3.1.2. Density-Functional Tight Binding Calculations

Electronic structure calculations within the density functional tight binding (DFTB)23

level of theory were conducted with the DFTB+ package [93]. Again, all the parameters
and settings described in this subsection are in agreement with the ones published in
Ref. [1]. In order to increase the accuracy of this approximate approach, the atomic
charges were being calculated self-consistently (Self-Consistent-Charge DFTB, SCC-
DFTB). The publicly available 3ob-3-1 Slater-Koster files were used, including the spe-
cial parameters provided by the 3ob:freq-1-2 extension in order to achieve the promised
increase in accuracy concerning vibrational frequencies [94]. These Slater-Koster para-
meters were optimised for the DFTB3 functional, which includes a third-order expansion
of the exchange-correlation energy in terms of the local charge fluctuation [79] (beyond
the second-order expansion which is used in ordinary DFTB). In order to be consistent
with the DFT settings, the D3-BJ van der Waals correction has been used employing the
recommended parameters optimised for DFTB3: a1 = 0.746 Bohr, a2 = 4.191, s6 = 1.0,
and s8 = 3.209, according to the DFTB+ manual [95]. Concerning the discretisation
of the first Brillouin zone, the same sampling as in DFT has been chosen. Moreover,
all available angular momentum atomic orbitals for each species were included in the
SCC-evaluation of the DFTB energy using a convergence criterion of 10−10 elementary
charges.
The optimisation of the lattice parameters was found to be slightly more difficult than
with VASP. In order to make use of the same approach based on an equation of state,
multiple changes would have been required in the source code of DFTB+. Therefore, the
optimisation of the four lattice parameters (the three lengths of the lattice vectors as well
as the monoclinic angle β) was conducted in the following way: for a given monoclinic
angle β, the atomic positions and the lengths of the lattice vectors were optimised with
the conjugate gradient algorithm. (This constraint of constant angles is imposed by set-
ting the keyword FixAngles = Yes). This procedure was repeated for several angles βi
such that a second-order polynomial could be fitted through the total energy-vs.-β data
23Also at the DFTB-level of theory, all phonon band structure calculations, geometry optimisations,

convergence tests, etc. were carried out by myself.
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Fig. 3.6.: DFT-calculated (PBE/D3-BJ) phonon band structure of crystalline naph-
thalene as a function of the supercell size. This figure has been taken from
the Supporting Information of Ref. [1].
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(see Supporting Information of Ref. [1]). For the so found optimal monoclinic angle, a
final optimisation of lattice vector lengths and atomic position was carried out. In all
these (constrained) optimisations a maximum residual force of 10−8 eV/Å was set as the
convergence criterion for the optimisation algorithm [1].
Note that all the later shown results based on this level of theory rely on “off-the-shelf”
parameters - i.e. no system-specific reparametrisation of the Slater-Koster files has been
done [1].

3.1.3. Force Field Calculations

The most important setting in force field-based calculations is the choice of the force
field (FF) itself containing the predefined interaction terms including free parameters
that must be obtained from some kind of reference data (more accurate levels of theory
or experiments)24. One of the simplest FFs is the General AMBER Force Field (GAFF)
[81] (AMBER: “Assisted Model Building with Energy Refinement”) which is often ap-
plied for simulations of molecular crystals [14, 96, 97, 98]. This transferable FF was
parametrised focussing on small organic molecules and only includes harmonic terms in
all bonding interactions - i.e. bond stretching, bond angle bending, dihedral torsions -
and completely neglects any interdependencies amongst those (i.e. there are no cross
terms). The non-bonding interactions are the electrostatic interaction, described by a
Coulomb potential based on assigned atomic point charges, and the van der Waals in-
teraction, implemented via a pairwise 12-6 Lennard-Jones potential - i.e. a repulsive
term proportional to r−12 and an attractive term proportional to r−6, with r referring
to the interatomic distance. The atomic point charges required for these interactions
are not predefined neither are they physical observables, and so the user must provide
reasonable values for these parameters. Here, the charges have been calculated from the
(periodic) local electrostatic potential of the geometry fully optimised within the DFT
level of theory as described above. The point charges were obtained with the REPEAT
[99] method, which essentially determines (by means of least-squares fitting) those point
charges in space which most closely reproduce the reference electrostatic potential.
The next level of sophistication can be reached by introducing anharmonic - i.e. polyno-
mial terms beyond second order or functional dependencies which can only be expressed
by an infinite series of polynomials such as the exponential function, for instance - terms
in the mathematical model functions of the interactions as well as cross terms between
those. Features like this are provided by the ready-to-use second-generation force field
COMPASS (“condensed-phase optimized molecular potentials for atomistic simulation
studies”) [83]. Due to its increased level of sophistication compared to the much sim-
pler GAFF, properties in organic semiconductors have often been simulated based on
this FF [100, 101, 102, 103]. The many additional terms are supposed to result in a
more fine-tuned description of the interatomic interactions and, thus, more accurate

24In contrast to DFT and DFTB, the phonon band structure calculations reported in Ref. [1] employing
FFs were prevailingly carried out by Sandro Wieser (GAFF and MOF-FF band structures) and
Hirotaka Kojima (COMPASS band structure). The parametrisation of the MOF-FF for naphthalene
was conducted by Sandor Wieser and Johannes P. Dürholt under the supervision of Rochus Schmid.
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phonon properties. In contrast to GAFF, COMPASS uses a 9-6 Lennard-Jones poten-
tial - i.e. the repulsive term is proportional to r−9 rather than to r−12 - to describe
van der Waals interactions. Another difference is that COMPASS provides predefined
atomic charges so that there is no need for calculating them from reference electrostatic
potentials. Since the parameters of the FFs are tuned to work best with these standard
atomic charges, no further attempts have been made to use charges different than the
provided ones.
In contrast to both chosen “off-the-shelf” FFs discussed so far [1], which nearly exclus-
ively get along without external input data, the final option which has been employed
to most accurately reproduce phonon properties is our own reparametrisation of a force
field based on the MOF-FF [84]. This FF has originally been designed for metal-organic
frameworks (MOFs [104]), but has been adapted to naphthalene mostly by SandroWieser
and Johannes P. Dürholt based on molecular reference data using the software FFgen
[84, 105]. The computational details as well as the specific FF parameters, which are
not too relevant for this thesis, can be found in Ref. [1] or directly in the associated
repository25. Note that the nature of this force field is intransferable so that it must
be reparametrised for every system of interest. During preliminary tests it turned out
that additional cross terms (so-called bb13 terms26) had to be included to improve the
accuracy of the frequencies. These terms are already included by default in COMPASS.
A difference compared to COMPASS (and GAFF) is, however, the different treatment of
van der Waals interactions by means of a damped Buckingham potential: the repulsive
part is described via an exponential term rather than being proportional to r−9 (r−12),
while the attractive r−6-term is additionally multiplied with a damping function [84].
Note that none of the van der Waals parameters have been refitted during the repara-
metrisation. Instead, the van der Waals coefficients were used which were originally
implemented in the MOF-FF based on the MM3 force field [106]. Furthermore, also the
atomic charges are treated in a more sophisticated manner in terms of Gaussian charge
distributions. Finally, in our parametrization of the MOF-FF for naphthalene, five dif-
ferent atom types (three chemically different carbons and two different hydrogens) are
distinguished, while GAFF and COMPASS only discriminate between atomic species
(i.e. one chemically inequivalent carbon atom and one hydrogen).
Regardless of the choice of the FF, the harmonic force constants have been consist-
ently calculated with the LAMMPS package [107] (and Phonopy) by Sandro Wieser
and Hirotaka Kojima [1]. Previous to phonon calculations, the geometries - i.e. atomic
coordinates as well as lattice parameters - were optimised to a maximum residual force
below 10−7 eV/Å using the conjugate gradient algorithm. A cutoff distance of 12 Å was
chosen at which the Coulomb and the van der Waals interactions were truncated. To
prevent possible discontinuities at the cutoff, an additional smoothening function in
the region between 10.8 and 12 Å distance was employed to ensure that the functional
forms of the non-bonding interactions continuously approach zero (for more details see
25https://github.com/cmc-rub/supporting_data/tree/master/85-Kamencek_JCTC_2020
26For a geometric arrangement of four atoms bonded in the sequence 1-2-3-4, the bb13 terms express

the interdependence of the stretching motion between the atom pair 1 and 2 with the atom pair 3
and 4.
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Refs. [84, 108] or the LAMMPS documentation27).
Finally, it must be stressed that in contrast to many simulations relying on classical FFs,
no molecular dynamics (MD) simulations were carried out - i.e. no atomic motion at
finite temperatures has been simulated by integrating the equation of motion. Rather
lattice dynamics simulations (at 0 K) were conducted with the FFs only being a different
means for setting up the dynamical matrix of the system.

3.1.4. Phonon Calculations

In order to use the same phonon approach consistently throughout the studied levels of
theory, the supercell approach as provided by the functionalities of the Phonopy code
[27] was chosen28. The workflow after an accurate geometry optimisation has always
been the same and is based on the one published in Ref. [1]:

1. Generate the symmetry-inequivalent Cartesian displacements of single degrees of
freedom in a supercell: single atoms are displaced by a given distance (typically
0.01 Å) in the Cartesian directions from their equilibrium positions.

2. Use the desired level of theory (DFT, DFTB, FFs, etc.) to calculate the forces in
the supercell induced by the displaced atom.

3. Collect the information about the forces for all displaced geometries (and produce
the file FORCE_SETS which is required for further phonon calculations in Phonopy).

4. Based on the information of the forces and the displacement distance/direction,
the harmonic force constants are generated by Phonopy according to the equations
described in Sec. 2.3.

5. Finally, the so produced harmonic force constants can be used to set up the dy-
namical matrix, from which all phonon properties can be calculated.

All these basic steps require additional settings such as the choice of the supercell ex-
tents and the displacement amplitude. Regarding the first step, the supercells varied
among the levels of theory. In DFTB and DFT, 2 × 3 × 2 supercells were found to be
large enough to include all relevant interatomic interaction (see Fig. 3.6) [1]. For the
calculations based on classical FFs, 3× 3× 3 supercells were used, since - based on tests
with MOF-FF, the phonon bands obtained with a 2× 3× 2 supercell still showed some
minor deviations for the lowest acoustic bands (see Fig. 3.7).
Concerning the displacement amplitude, careful tests using distances from 0.0025 to
0.02 Å were conducted as shown in the Supporting Information of Ref. [1]. However,
these relative large variation in displacement amplitude only resulted in a maximum
27Here, the pair style “buck6d/coul/gauss/long” is used: https://lammps.sandia.gov/doc/pair_

buck6d_coul_gauss.html
28Having the converged harmonic force constants for each methodology - DFT, DFTB, and FFs -

available, all the further calculations and analyses of phonon-related properties were carried out by
myself.
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Fig. 3.7.: FF-calculated (MOF-FF) phonon band structure of crystalline naphthalene
as a function of the supercell size. This figure has been taken from the
Supporting Information of Ref. [1].

absolute (Γ-)frequency difference below 0.02 THz for the PBE/D3-BJ approach. Ob-
viously, the system is relatively insensitive to this parameter (in combination with this
level of theory) so that the default value of Phonopy (0.01 Å) was used for all approaches.
The force constants were symmetrised using Phonopy to restore possibly lost symmet-
ries due to numerical noise in the finite difference approach of obtaining the (harmonic)
force constants. Group velocities were calculated analytically from the derivative of the
dynamical matrices (see Eq. 2.34) with Phonopy.
To obtain (seemingly) connected phonon bands in band diagrams, the high-symmetry
paths were sampled at 200 intermediate wave vectors q. Whenever a homogeneous
distribution of wave vectors over the entire first Brillouin zone is required - like for ther-
modynamic properties or densities of states (DOSs) - to carry out (unbiased) Brillouin
zone integration/summation, a 9×10×9 q-mesh was used to account for the anisotropic
extents of the first Brillouin zone [1]. This particular choice of the q-mesh (810 wave
vectors corresponding to 246 irreducible ones) results in a spacing of ˜0.1 Å−1 in each
direction in reciprocal space. In the following section, a few arguments are made based
in all the individual phonon modes sampled on this discrete mesh (such as frequencies
and group velocities). Note that for the calculation of group velocities and mean-squared
thermal displacements (MSTDs), these meshes were shifted away from Γ for different
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reasons. Regarding the MSTDs, the spectral envelope function weighing the (thermally
occupied) phonon contributions diverges at zero frequency. By omitting Γ, a possible
divergence can be prevented [1]. Concerning the group velocities, shifted meshes were
used to avoid biased comparisons with the reference because at Γ, the group velocities
of optical bands are always zero. If unshifted meshes (including Γ) had been used, the
sampled group velocities would have shown much better agreement with the reference
because in both approaches there are a number of phonons (at Γ) with vanishing group
velocities. Additionally, the definition of a group velocity at Γ for the three acoustic
bands is somewhat problematic as discussed in Sec. 2.3 and in Ref. [1].
In contrast to the discrete sampling of the first Brillouin zone, the DOS requires a smooth
curve as a function of frequency. To this end, the δ-distributions in Eq. (2.81) were re-
placed by Lorentzian functions with widths (σ) of 0.05 THz centred at the respective
phonon frequency, in analogy to Ref. [1]. Note that 2σ corresponds to the full width at
half-maximum29.

3.1.5. Phonon Mode Assignment

In order to compare the frequencies of phonon modes corresponding to equivalent atomic
motion but calculated with different approaches, it is necessary to assign those modes
to each other in some way. Such an assignment is necessary because, due to insufficient
accuracy, a mode with band index n in one approach might have band index m 6= n
in another approach. Thus, phonon frequencies must not simply be compared in order
of increasing frequency. There, the so-called “Hungarian algorithm” of Kuhn [109] was
exploited to solve this problem, which is called the linear assignment problem. The as-
signment procedure described in the following was developed to more reasonably analyse
the data published in Ref. [1]. In general, the linear assignment problem, in which one
wants to find the best assignment of features from two sets, is a minimisation of the
following expression:

min
∑
ij

CijXij (3.1)

In this expression, Cij is a cost matrix, which describes the “cost” of assigning the ith
feature of the first set to the jth feature of the second set. Xij is the assignment matrix,
whose elements are 1 if the ith feature of set 1 is assigned to the jth feature of set 2.
The mathematical problem is, thus, to determine the elements of Xij so that the above
expression is minimised and every feature of set 1 is assigned to one and only one feature
of set 2 - i.e. there is only one non-vanishing element in every row and every column of
Xij (equal to the numerical value 1).
The cost matrix could, in principle, be chosen arbitrarily and must be adapted to the

29In order to conserve the property of the DOS that an integration over the entire frequency range
yields the number of phonon bands, 3N , the substituted Lorentz functions must be normalised such
that the integration over the Lorentz peak equals unity: f(x|σ, x0) = 1

π
σ

(x−x0)
2+σ2 .
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given problem. Here, a cost matrix specifically designed for phonon assignment has been
proposed by myself in Ref. [1].

Cij = (1− Sij) + Pij (3.2)

In this equation, Sij is the complex dot product matrix (“overlap matrix”) of the
phonon eigenvectors (of length 3N , with N being the number of atoms per unit-cell) of
the ith mode of set 1 (=the reference) and the eigenvector of the jth mode of set 2 (=the
methodology whose modes are the target of the assignment procedure).

Sij = e
(1)†
i · e(2)

j (3.3)

The term (1− Sij) is convenient for the cost matrix, since the eigenvectors form an
orthonormal base for each wave vector q (as the dynamical matrix is hermitian, as dis-
cussed in Sec. 2.3). This means that for perfect agreement of the eigenvectors, the
corresponding element of the overlap matrix Sij is equal to unity, whereas the element
vanishes if the mode corresponds to any other of the (orthogonal) eigenvectors. There-
fore, the contribution to the cost matrix is 0 for perfect agreement and 1 for orthogonal
eigenvectors. Additionally, a penalty matrix Pij has been added to the cost matrix which
penalises the assignment of modes with large frequency differences. Here, a Gaussian-
type penalty was chosen of the following form:

Pij = A

1− exp

−
(
f

(1)
i − f

(2)
j

)2

2σ2


 (3.4)

Such a penalty with parameters A (amplitude) and σ (width) has turned out to be
necessary since at certain (off-Γ) wave vectors, the agreement between phonon eigen-
vectors in naphthalene and the eigenvectors obtained with approximate methods was
so bad that the assignment procedure resulted in frequency differences of unrealistically
large value (above 50 THz). Visual inspection of these phonon modes showed that they
were typically very different in nature, in spite of having been assigned to be equival-
ent. The penalty function, also considering the frequencies, tremendously improved the
situation resulting in a reliable mode assignment algorithm. For all the reported mode
assignments, the parameters A = 0.5 and σ = 1 THz were chosen [1].

3.2. Phonon Properties of Organic Semiconductors Other Than
Naphthalene

Based on the results of Sec. 4, various further organic semiconductors were studied
within the DFT level of theory employing the VASP code [38, 39, 40, 87] using the
recommended standard PAW-pseudopotentials [41], the PBE functional [68] and the
D3-BJ van der Waals correction [73, 74]. Since a detailed discussion of the chosen OSCs
follows in Sec. 5, only the numerical settings shall be reported at this point. The studied
systems are listed in Tab. 3.1, in which also abbreviations are introduced, which are
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Tab. 3.1.: Abbreviations of the studied organic semiconductor systems. Moreover the
chemical formulae, the molecular masses (M), the number of molecules per
unit-cell (Z) as well as the number of atoms per unit-cell (N) are shown.

System Abbreviation Chemical Formula M / amu Z N

Benzene (monoclinic) 1c_m C6H6 78.11 2 24
Benzene (orthorhombic) 1c_o C6H6 78.11 4 48
Naphthalene 2c C10H8 128.17 2 36
Anthracene 3c C14H10 178.23 2 48
Tetracene 4c C18H12 228.29 2 60
Pentacene 5c C22H14 278.35 2 72
Fluorene F C13H10 166.22 4 92
Pyrene Py C16H10 202.25 4 104
α-Quinacridone αQ C20N2O2H12 312.32 1 36
β-Quinacridone βQ C20N2O2H12 312.32 2 72
γ-Quinacridone γQ C20N2O2H12 312.32 2 72
Rubrene (monoclinic) Ru_m C42H28 532.67 2 140
Rubrene (orthorhombic) Ru_o C42H28 532.67 2 140
Biphenyl (planar) 2ph_plan C12H10 154.21 2 44
Biphenyl (twisted) 2ph_tw C12H10 154.21 2 44
Biphenyl (twisted, Z = 4) 2ph_tw4 C12H10 154.21 4 88
p-Terphenyl (planar) 3ph_plan C18H14 230.30 2 64
p-Quinquephenyl (planar) 5ph_plan C30H22 382.50 2 104

consistently used throughout Sec. 5.
Based on the same convergence criterion found applicable for naphthalene, the numerical
settings (k-mesh and plane wave energy cutoff) were chosen system-specifically such that
a convergence of the total energy below 0.5 meV per atom was reached. This level of
convergence was shown to be adequate to achieve converged phonon frequencies [1].
Gaussian smearing (σ = 0.05 eV) for describing the occupation of electronic states and
the global precision parameter Accurate (mostly determining the Fourier integration
grid) were consistently used throughout the simulations of all systems. Also the optimum
choice for the plane wave energy cutoff turned out to be 900 eV (ENCUT) for all systems
to achieve the desired level of convergence and, simultaneously, keep the basis set size at
a computationally efficient level. The used k-meshes, which were chosen such that the
different first Brillouin zones were sampled as homogeneously as possible, can be seen
in Tab. 3.3.

The original crystal structures - i.e. the starting geometries for the DFT-optimisation
- of the listed systems were obtained by downloading crystallographic information files
from the Cambridge Structural Database (https://www.ccdc.cam.ac.uk/). Tab. 3.2
shows the identifiers (and associated references) of the various crystal structures ob-

67 / 213

https://www.ccdc.cam.ac.uk/
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Tab. 3.2.: Database identifier and deposition numbers of the crystal structure entries
in the Cambridge Structural Database (https://www.ccdc.cam.ac.uk/).
Moreover, the temperatures at which the crystal structures were recorded,
and the associated publications are listed. The tabulated entries were taken
as the starting point for DFT-based geometry optimisations (see main text).
The used abbreviations for the systems can be found in Tab. 3.1. The
“2ph_tw” structure was created by applying rotations to the phenyl rings of
the “2ph_plan” structure for reasons discussed in Sec. 5.

System Database Identifier Deposition Number T / K Ref.

1c_m BENZEN03 1108752 295 [110]
1c_o BENZEN01 1108750 138 [111]
2c NAPHTA31 600182 5 [112]
3c ANTCEN14 1103074 295 [113]
4c TETCEN01 114446 175 [114]
5c PENCEN04 170187 90 [115]
F FLUREN01 1157853 295 [116]
Py PYRENE10 1432441 90 [117]
αQ QNACRD06 620257 295 [118]
βQ QNACRD07 620258 293 [118]
γQ QNACRD08 620259 293 [118]
Ru_m QQQCIG13 726175 173 [119]
Ru_o QQQCIG33 1565219 100 [120]
2ph_plan BIPHEN 1111359 295 [121]
2ph_tw - - - -
2ph_tw4 BIPHEN06 1111365 22 [122]
3ph_plan TERPHE01 1269381 295 [123]
5ph_plan ZZZZNKU01 1319611 295 [124]
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Tab. 3.3.: Sampling of the first Brillouin zone for electronic (k-mesh) and phononic
(q-mesh) states in order to obtain group velocities and thermal properties.
Moreover, the supercell dimensions (= the diagonal elements of the supercell
matrices) are listed. For the systems with no given supercell dimension/q-
mesh, no phonon calculations beyond the Γ-point have been carried out for
several reasons as discussed in Sec. 5. The used abbreviations for the systems
can be found in Tab. 3.1.

System k-mesh supercell dimension q-mesh

1c_m 3×3×2 3×3×2 10×9×7
1c_o 2×2×1 2×2×2 10×9×7
2c 2×3×2 2×3×2 9×10×9
3c 2×3×2 2×3×2 9×10×7
4c 2×2×1 2×2×2 10×8×5
5c 2×2×1 2×2×2 10×8×4
F 2×1×3 2×1×3 7×3×10
Py 2×2×1 2×2×2 10×9×6
αQ 3×2×1 4×3×2 10×6×3
βQ 2×3×1 2×3×2 10×15×2
γQ 1×3×1 2×3×2 3×10×3
Ru_m 3×3×2 - -
Ru_o 2×2×1 - -
2ph_plan 2×3×2 - -
2ph_tw 2×3×2 - -
2ph_tw4 3×2×2 - -
3ph_plan 2×3×1 - -
5ph_plan 1×3×2 - -
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tained from the database in order to unambiguously recognise the input structures. It
shall be noted, however, that for several of the considered molecular crystals, various
polymorphs are reported and documented in the Cambridge Structural Database. For
those systems, for which different polymorphs were not studied explicitly in this thesis,
typically that polymorph measured at the lowest available temperature was chosen (as
DFT calculations are formally carried out at 0 K). As will be discussed in more detail
in Sec. 5, the dihedral angle between the phenyl rings in the oligophenylenes turned out
to be somewhat problematic in the simulations. In this context, a twisted structure of
biphenyl (“2ph_tw”) was manually generated based on the database entry of a planar
configuration (“2ph_plan”) (see the detailed discussion of the observed complication in
Sec. 5). For that reason, no database entry in Tab. 3.2 is associated with the 2ph_tw
structure.
Based on these initial experimentally observed crystal structures, the atomic positions
and lattice parameters were optimised employing the same convergence criteria and op-
timisation approach as described for naphthalene in Sec. 3.1.1. The used supercells
for the phonon calculations (based on the finite displacement method as described in
Sec. 2.3) are shown in Tab. 3.3. Since the increase in unit-cell volume in real-space de-
termined by the supercell is accompanied by a reduction in reciprocal-space volume, the
electronic k-sampling can be reduced with no loss of sampling density30. For supercells,
the electronic first Brillouin zone has always been represented by the Γ-point only.
Regarding the choices of phonon wave vectors q, the high-symmetry paths between two
high-symmetry points in the band diagrams were sampled by 200 intermediate points.
For properties which require a homogeneous sampling of not only the high-symmetry
paths but the entire first Brillouin zone, system-specific q-meshes were chosen depend-
ing on the extents of the corresponding reciprocal lattice vectors. The q-meshes used to
calculate thermodynamic properties are listed in Tab. 3.3. The convergence behaviour
of the DOSs, which appeared to be the more sensitive to the sampling than thermo-
dynamic properties, is shown in the Appendix A.4 for those systems, for which the
DOSs seems to be most affected by the q-sampling. Note that, consistent with the
settings for naphthalene in Ref. [1] and in line with the considerations of Sec. 3.1, the
shown q-meshes were shifted such that they do not include Γ for the calculation of
the mean-squared thermal displacements and the group velocities, while for all other
thermodynamic properties and the DOS, unshifted meshes were used.

30For example: If a 4 × 6 × 4 k-mesh is used for the primitive cell, a 2 × 3 × 2 k-mesh in a 2 × 2 × 2
supercell provides the same sampling density of electronic wave vectors.
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4. Methodological Benchmark: The Instructive Case
of Naphthalene

The first question that arises when dealing with simulation is whether the simulation is
capable of accurately describing the physical system of interest. As pointed out in Sec.
2, phonon properties can be calculated within many levels of theory. Identifying the
“best” methodology and the optimal simulation settings has been a partial goal of this
thesis. Additionally, the associated results have already been published in Ref. [1]. The
data presented here not only contain the key messages of that article (reproduced in
part with permission from Ref. [1]: https://pubs.acs.org/doi/full/10.1021/acs.
jctc.0c00119, Copyright 2020 American Chemical Society), but also include additional
information which had to keep unpublished due to length limitations. Thus, in the fol-
lowing, it will be explicitly stressed if data is discussed, which is not already published
in Ref. [1].
Several methodologies, comprising DFT, DFTB, and FF-based approaches, have been
employed to calculate the phonon band structure of crystalline naphthalene. The reason
why the choice fell on this simple organic crystal is the availability of experimentally
measured phonon band structures in the low-frequency region (below ˜9 THz), which is
the spectral range in which mostly intermolecular vibrations are found. These comprise
the first 12 bands corresponding to the three translational and three rotational modes
of each of the two molecules in the primitive unit-cell. To the best of my knowledge,
the phonon band structure of crystalline naphthalene measured by Natkaniec et al. [24]
already in 1980 is still the only available one of an organic semiconductor at present day.

4.1. Crystalline Naphthalene

As many organic semiconductors, naphthalene crystallises in a monoclinic crystal system
with two molecules per unit-cell, which arrange in the typical herringbone fashion. The
monoclinic unit-cell is built in such a way that the lattice vector b is perpendicular to
a and c (see Fig. 4.1), the angle between which is the monoclinic angle β (˜125°). The
experimentally obtained lattice parameters are compared to the results of various simu-
lation approaches in Tab. 4.1. Since the lattice vector b is much shorter (˜5.9 Å) than
a (˜8.1 Å) or c (˜8.6 Å), anisotropic (phonon) properties are to be expected. Moreover,
the space group of the crystal (P21/a = space group number 14) has the interesting side
effect that all rank-2 tensors (such as the thermal/electrical conductivity, the Seebeck
tensor, the thermal expansion tensor, etc.) are non-diagonal. For example, a temperat-
ure gradient in x direction will not only cause a heat flux in x but also in z direction as
the thermal conductivity tensor element κxz does not vanish.
Another consequence of the monoclinic lattice is the fact that the lattice vectors - except
for b - are not collinear with their reciprocal counterpart as it is the case for (simpler)
lattices with mutually orthogonal lattice vectors. For that reason, the high-symmetry
directions drawn in the band diagrams cannot easily be identified with real-space direc-
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4. Methodological Benchmark: The Instructive Case of Naphthalene

Tab. 4.1.: Comparison of simulated lattice constants of non-deuterated naphthalene
with experimental data. The measurements have been conducted at a tem-
perature of 5 K by Capelli et al. [112] with the digits in parentheses indic-
ating the experimental error. This table has been taken from Ref. [1].

‖a‖ / Å ‖b‖ / Å ‖c‖ / Å β / deg unit-cell volume / Å3

Experiment 8.080(5) 5.933(2) 8.632(2) 124.65(4) 340.41
DFT + D3-BJ 8.078 5.903 8.622 124.24 339.91
DFT + MBD 8.090 5.910 8.608 124.24 340.25
DFT + TS 8.052 5.860 8.616 123.89 337.47
DFT + D2 7.822 5.821 8.485 125.34 315.09
DFTB 7.573 5.733 8.457 125.04 300.61
COMPASS 8.002 5.771 8.500 124.64 322.96
MOF-FF 7.998 5.884 8.635 123.18 340.18
GAFF 7.850 5.979 8.610 124.05 334.88

tions. The only exception is the ΓZ direction, which corresponds to the direction along
the lattice vector b (and also b∗).
Each naphthalene molecule consists of 18 atoms (ten C atoms and eight H atoms)

resulting in 108 (=2×18×3) degrees of freedom per unit-cell and exactly as many phonon
bands. As already mentioned, the first twelve modes are dominated by intermolecular
motion - i.e. relative motion of the two molecules as nearly rigid parts -, while the
remaining 96 phonon bands are dominated by intramolecular motion - i.e. prevailingly
distortions within the molecules.
Finally, it shall be mentioned that for comparing the simulated phonon band structure
with the experimentally obtained one, it is necessary to consider deuterated naphthalene
since the experiments were carried out for crystals of deuterated molecules. The reason
for this is that deuterium has a much larger coherent scattering cross section for neutrons
compared to the incoherent cross section than the more common protium isotope of
hydrogen [21, 22, 23].

4.2. Low-Frequency Phonons (≤ 9 THz)

4.2.1. Identifying an Accurate Reference Methodology

As discussed in detail in Sec. 2.5, different frequency ranges are typically more or less
dominantly influencing certain thermal properties. Usually, the low-frequency phonons
prevailingly govern the low-temperature characteristics due to the thermal occupation
of the phonon bands. In line with these considerations, the first step in assessing the
suitability of a simulation approach for predicting accurate phonon properties is to look
at the low-frequency bands, an in-depth discussion of which can be found in Refs. [1,
29, 30, 112]. Since properties derived from the phonon band dispersion are not easily
accessible and they cannot be calculated from the few experimentally available points in
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4.2. Low-Frequency Phonons (≤ 9 THz)

Fig. 4.1.: Unit-cell of crystalline naphthalene seen (a) along the lattice vector b and
(b) along the lattice vector c. The first Brillouin zone is shown in panel
(c) including the primitive real-space (a, b, c) and reciprocal-space lattice
vectors (a∗, b∗, c∗) represented by red and purple arrows, respectively. Note
that a, c, a∗, and c∗ lie in one plane, whereas b, and b∗ are collinear and
perpendicular to this plane. The high-symmetry points Γ, A, X, Y and Z are
those points used in the band diagrams in the following. This figure has been
taken from Ref. [1].
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the band structure31, the chosen strategy to still have reliable reference data available
for various properties consists of the following three steps:

1. Find a reliable and accurate methodology, which shows the best agreement with
experimental data

2. Use the methodology found in 1. as a base to calculate phonon-related properties

3. Compare less sophisticated methodologies to those reference properties

In order to identify the accurate reference methodology, the presented work (and
Ref. [1]) is extending the study Altvater-Brown et al. [30], who tested the impact of
different DFT functionals on the calculated phonon band structure of naphthalene com-
pared to the experimentally observed one. Note that they found that, when keeping the
unit-cell size fixed to the experimental value, also neglecting van der Waals interactions
at all, the PBE functional [68] without an additional a posteriori van der Waals correc-
tion provides a good agreement between measured and calculated phonon bands. This
is similar to what has been observed for the agreement between simulated and measured
Raman spectra - i.e. vibrations at the Γ-point of the first Brillouin zone only - of various
organic crystals [125]. Since entirely disregarding van der Waals interactions does not
allow for a consistent optimisation of the lattice parameters (the molecules would fly
apart), this strategy is not pursued. Moreover, the computationally much more expens-
ive hybrid functionals, are typically not the first choice in periodic ab initio calculations
- especially if atomic positions and/or unit cells must be optimised like for phonon cal-
culations. Thus, the presented strategy to identify a promising reference methodology
is based on the well-established PBE functional in combination with the four different
a posteriori van der Waals corrections introduced in Sec. 2.6.1: D2, D3-BJ, TS, and
MBD.
The Γ-frequencies for deuterated naphthalene obtained with the four van der Waals cor-
rections are shown in Fig. 4.2 in comparison to the experimental frequencies measured
at the center of the first Brillouin zone. Note that in order to be comparable, the phonon
frequencies were calculated for fully optimised unit-cells (atomic positions and lattice
parameters), using the approach based on the Rose-Vinet equation of state as described
in Sec. 3, consistently employing the respective van der Waals correction. The resulting
lattice parameters are shown in Tab. 4.1.
MBD and D3-BJ nearly result in the same accuracy in terms of lattice parameters and

in terms of frequencies at Γ, whereas the other two approaches (D2 and TS) yield notably
different frequencies in the spectral region below ˜8 THz - i.e. for the intermolecular
modes. As these interactions between the molecules are dominantly governed by van
der Waals interaction, it is reasonable that the respective modes are the ones affected
the most by the choice of van der Waals correction. Analysing the lattice parameters,
31In order to be able to calculate thermal properties such as heat capacities or free energies from

an experimentally measured phonon band structure, the band dispersion must be measured for a
uniform mesh of wave vectors q in the entire first Brillouin zone for all phonon bands, which is
difficult for systems with hundreds of bands such as organic semiconductors.
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Fig. 4.2.: Comparison of the experimentally obtained (“Exp.”) Γ-frequencies of deu-
terated naphthalene with the ones obtained within DFT employing the PBE
functional and different van der Waals corrections. The various panels show
different spectral ranges. The lattice parameters were fully optimised using
the same correction. The experimental data were taken from the band struc-
ture measured in Ref. [24] at the centre of the first Brillouin zone. This figure
has been taken from the Supporting Information of Ref. [1].

75 / 213



4. Methodological Benchmark: The Instructive Case of Naphthalene

one can see that D2 considerably underestimates the unit-cell volume. As a result, the
molecules are packed more densely. Thus, D2 tends to overestimate the intermolecular
frequencies to some extent. The TS correction, however, yields lattice parameters at an
accuracy comparable to this of MBD or D3-BJ, while the agreement with the experi-
mental band structure data is the worst of the tested corrections. At higher frequencies
all four corrections yield more similar values, although the D2 approach shows a small
consistent underestimation of the frequencies of the intramolecular modes above ˜40
THz.
For Γ-frequencies, the D3-BJ and the MBD approach were found to yield the best agree-
ment with experimental data, with the MBD correction being computationally more ex-
pensive by about a factor of 3 (for naphthalene32). However, it is not clear a priori that
this result also holds for the accurate description of the phonon band dispersion beyond
the Γ-point. For that reason, the entire phonon band structure has been calculated
(using 2 × 3 × 2 supercells) and compared to experiments. As the MBD approach did
not allow to calculate the entire band structure, which can most probably be ascribed
to the large number of atoms in the used supercells (12 × 36 = 432 atoms), the results
of the three remaining candidates are shown in Fig. 4.3.

The overall agreement of the D3-BJ calculation with the experimental data is excel-
lent. The root-mean-square deviation (RMSD) of frequencies (at the experimentally
accessible wave vectors q) amounts to ˜0.13 THz (˜4.3 cm−1). Contrary to the D3-BJ
results, the other two band structures are in less favourable agreement with the ex-
periments. Although the functional form of the van der Waals interactions for both
correction schemes is similar, D2 uses tabulated interaction coefficients, while TS calcu-
lates them based on atomic polarisabilities resulting from a Hirshfeld partitioning of the
charge density of the system.
It can be seen in Fig. 4.3 that the TS correction results in a notably different band dis-
persion of the low-frequency optical phonon bands, while the frequencies of the acoustic
bands can be obtained at a much higher level of accuracy. Most noticeably, the band gap
between the first intramolecular band (at ˜5 THz at Γ in the D2 and D3-BJ calculations)
and the uppermost intermolecular band can hardly be discerned.
In contrast to the TS correction, the D2 approach underestimates the unit-cell volume
by ˜10 % as a result from too short lattice vectors by approximately 0.1 to 0.2 Å. Nev-
ertheless, the agreement with the experiments is much better compared to the TS case,
although the optical bands seem to experience a slight shift towards higher frequencies
compared to the experiments, which can most probably be ascribed to the too small
unit-cell volume33.
The differences in the band structures obtained with the TS and the D2 correction
discussed so far are also visible in the low-frequency phonon density of states (DOS)

32As the MBD approach includes potential terms beyond the typical pairwise van der Waals interactions,
the calculation of higher many-body contributions becomes increasingly costly for larger numbers
of atoms per unit-cell.

33Since naphthalene shows prevailingly positive mode Grüneisen parameters [29, 126, 127], the frequen-
cies are supposed to increase with smaller unit-cell volume.
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Fig. 4.3.: Comparison of the DFT-calculated phonon band structure of deuterated
naphthalene using the (a) D3-BJ, (b) TS, and (c) D2 van der Waals cor-
rections with experimental data (open circles) measured by inelastic neutron
scattering at 6 K [24]. (d) Comparison of the normalised DOS - i.e. the DOS
divided by the number of degrees of freedom 3N . This figure has been taken
from Ref. [1]. 77 / 213



4. Methodological Benchmark: The Instructive Case of Naphthalene

in Fig. 4.3(d). In this way of displaying the vibrational states in the entire first Bril-
louin zone rather than along specific high-symmetry paths, one can even draw more
general conclusions about the methodology-dependent differences. The TS correction
shows a tendency to shift many intermolecular spectral features to higher frequencies,
which, in turn, results in the nearly complete closure of the band gap between inter-
and intramolecular modes. In the DOS using the D2 correction these shifts are less pro-
nounced, although the DOS of the acoustic region looks relatively different compared to
the other two methodologies: the spectral features are more washed out, suggesting a
more homogeneous distribution of phonon bands than for D3-BJ.
In addition to the excellent agreement between the calculated and the measured phonon
band structures at very low-frequencies, the PBE/D3-BJ approach seems to be also well-
suited to describe the high-frequency vibrations in organic crystals. This can be seen in
Fig. 4.4 in which Raman spectra for the crystalline and the molecular (gaseous) phase of
naphthalene are compared to the experimental data of Zhao and McCreery [128]. Please
note that, in contrast to inelastic neutron scattering, there is no experimental need to
use deuterated naphthalene for Raman spectra. Therefore, the vibrational spectra for
the non-deuterated case are considered here.
Besides the excellent agreement between the simulated spectrum of the crystalline

phase and the experiments, Fig. 4.4 additionally shows that the Raman spectra of the
molecular and crystalline phases are essentially identical except for the low-frequency in-
termolecular regime (below ˜5 THz). Moreover, the hybrid functional B3LYP [129, 130]
results in a consistent overestimation of frequencies and, thus, worse agreement with the
experiments.
Due to the fact that the PBE/D3-BJ approach has been identified to yield (i) the best
agreement with low-frequency band structure measurements for deuterated naphthalene
and (ii) high-frequency Raman scattering experiments for the non-deuterated case, this
methodology is clearly the best (i.e. the most accurate and efficient) high-level meth-
odology to reliably reproduce phonon properties from experiments in the entire spectral
range. Therefore, this methodology can be used to benchmark other less sophisticated,
more approximate approaches such as DFTB and FFs. Thus, the PBE/D3-BJ approach
will be referred to as “DFT ref” in the following.

4.2.2. Phonon Band Structures from Density Functional Tight Binding

Computationally demanding phonon calculation can be sped up by various lower levels of
theory, one of them being density functional tight binding (DFTB). However, this speed
up usually comes at the cost of reduced accuracy. Firstly, it can be seen in Tab. 4.1 that
the unit-cell optimisation within DFTB yields lattice constants which differ quite signi-
ficantly from the experimental values. All lattice vectors are much shorter (b and c by

˜2-3%, a even by ˜6%) resulting in a much denser packing of the molecules. Since the
low-frequency intermolecular modes are especially sensitive to the molecular packing,
one expects large discrepancies in these phonon bands. Indeed, notable differences can
be seen in Fig. 4.5(a) comparing the DFTB band structure and DOS to the reference
(DFT ref).
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Fig. 4.4.: Comparison of simulated and experimentally measured Raman spectra of
(non-deuterated) naphthalene. The spectra have been calculated for crystal-
line naphthalene using the PBE functional with the D3-BJ correction (blue
line) and for molecular naphthalene using the same van der Waals correction
with two different DFT functionals: PBE (orange line) and B3LYP (green
line). The experimental data were measured by Zhao and McCreery [128]
at room temperature using an excitation laser with a wavelength of 784 nm.
The fact that the sample was a poly-crystalline powder was not specified in
Ref. [128], but was privately communicated by Richard McCreery. This fig-
ure has been taken from the Supporting Information Ref. [1].
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Compared to DFT ref, as a result of the denser packing, which goes hand in hand with
an increased mechanical stiffness, the band widths and slopes of the acoustic bands
are overestimated resulting in a more gradual increase of the DOS in that spectral re-
gion. Also the optical bands show pronounced differences compared to the reference. In
DFTB, most of the phonon bands are typically shifted to higher frequency - often being
accompanied with considerable distortions of the shapes of the bands. Consequently, not
only are most of the low-frequency features shifted to higher frequencies, but also certain
characteristics are not present at all: the band gap between inter- and intramolecular
modes, for instance, is entirely closed in DFTB due to the strong upwards shift of the
highest intermolecular band. Visualisations of these bands show that the motion these
bands correspond to are essentially (intramolecular) twisting motions around the long
molecular axes. Naturally, such motions are sensitively affected by the increased packing
density.

At this point the question arises, if the bad agreement could be compensated by
using better unit-cell parameters, which do, however, not correspond to the energetic
minimum within the DFTB optimisation34. In principle, such an approach is equivalent
to applying an external stress to the lattice. An approach like this has been suggested
by Brandenburg and Grimme [131]. They proposed to use the unit-cell parameters from
DFT and to only optimise the atomic positions at the DFTB level of theory for the
accurate calculation of phonon frequencies in organic semiconductors. The suggested
approach has been tested to validate if it can improve the calculated phonon properties.
The data obtained from this strained unit-cell - i.e. the DFT unit-cell - are labelled as
“DFTB@DFT” in the following. The respective band structure can be seen in Fig. 4.5(b).
Indeed, DFTB@DFT shows many improvements compared to the pure DFTB ap-

proach. Although the general shape of the bands is in a better qualitative agreement
with the DFT reference, the quantitative one is still to be improved: it appears that
DFTB@DFT has the tendency to underestimate frequencies - i.e. the (low-)frequency
scale is rather compressed than expanded as in the pure DFTB approach. Since the
mode Grüneisen parameters are prevailingly positive [29, 126, 127], the logical solution
to correct for too low frequencies is decreasing the unit-cell volume such that the best
agreement compared to DFT ref (in terms of the smallest observed root-mean-square
deviations in frequencies) is achieved. This test is shown in Fig. 4.6 considering only
the low-frequency modes ≤ 9 THz. Regardless of whether only the Γ-frequencies or
phonon frequencies from the entire first Brillouin zone are considered, the best agree-
ment with the reference data is achieved for a unit-cell with a volume of 95 % of the
DFT value. This approach will be referred to as “DFTB@95%DFT”. Note that in that
test, the atomic positions were fully optimised for each rescaled unit-cell. It should
be mentioned that the energy of the unit-cell volume found to minimise the frequency
root-mean-square deviations (RMSD), the energy is ˜30 meV higher than in the unit-cell
fully optimised in DFTB, and the tensile stress amounts to ˜-5 kbar.

34Please note that a local minimum on terms of the variation of the atomic positions can still be found
such that phonon calculations still make sense.
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4.2. Low-Frequency Phonons (≤ 9 THz)

Fig. 4.5.: Phonon band structures and DOSs of various DFTB-based approaches com-
pared to the DFT reference (DFT ref). (a) Unit-cell fully optimized within
DFTB. (b) The lattice parameters were taken from DFT ref with only the
atomic positions having been optimised within DFTB. (c) The DFT ref unit-
cell was isotropically shrunk corresponding to a unit-cell volume rescaled by
a factor of 0.95. For all three approaches the atomic coordinates have been
optimised within DFTB/D3-BJ. This figure has been taken from Ref. [1].
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Fig. 4.6.: Root-mean-square deviation (RMSD) of frequencies (≤ 9 THz) between the
DFTB calculation and the DFT reference for naphthalene. The frequencies in
the DFTB case have been calculated for lattice parameters based on the DFT
unit-cell whose volume has been scaled by the shown scaling factors. The
solid line with filled symbols represents the RMSD if the entire first Brillouin
zone is considered, while the dashed line with open symbols represents the
RMSD for Γ-frequencies only. This figure has been taken from the Supporting
Information of Ref. [1].

The fact that the same optimum volume scaling factor can be discerned regardless of
whether frequencies from the entire first Brillouin zone or only Γ-frequencies are con-
sidered is very promising, as it suggests that one only would need to carry out the much
cheaper calculations of Γ-phonons in DFT to find the optimal scaling factor. This could
be especially appealing in cases in which the computation of the entire phonon band
structure in DFT is not feasible (for reasons of computational cost, for instance).
Finally, to asses, whether the rescaling of the unit-cell could be of general applicability,
this approach has also been tested for two more systems: anthracene and fluorene35.
Fig. 4.8(a) shows the comparison of the phonon band structure calculated with DFT
and the pure DFTB approach. Like it is the case for naphthalene, the DFTB bands
show significant discrepancies compared to the DFT bands. In general the DFTB bands
appear to have much larger band widths and again the band gap between ˜5-7 THz (in
the DFT calculation) is filled with states to a large extent. As a result, also the phonon
DOS has lost most of its spectral low-frequency features compared to the one calculated
with DFT.

35The shown results for these two systems have not been published in Ref. [1].
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4.2. Low-Frequency Phonons (≤ 9 THz)

Fig. 4.7.: (a) Comparison of phonon band structures and DOSs of crystalline anthra-
cene calculated with DFT (PBE/D3-BJ) and DFTB. The DFTB data have
been obtained for a unit-cell which has been optimised purely within DFTB.
(b) Comparison of band structures of crystalline anthracene calculated with
DFT (PBE/D3-BJ) and DFTB, for which unit-cells have been used which
were obtained from (isotropic) rescaling of the DFT unit-cell volume by the
scaling factors 1.0 (“DFTB@DFT”) and 0.96 (“DFTB@96%DFT”), respect-
ively.

Here again, using a rescaled version of the DFT unit-cell provides a means of improving
the phonon bands. DFTB band structures computed with (rescaled) DFT unit-cells can
be seen in Fig. 4.7(b). In contrast to the case of naphthalene, it is hard to tell at first
glance, which scaling factor achieves the best agreement with the DFT reference, as some
of the scaling factors result in better agreement of the acoustic bands, while others yield
better (intermolecular) optical modes. In order to unambiguously assess the quality of
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agreement, the RMSD of frequencies (below 9 THz) can be calculated. The dependence
of the frequency RMSD (considering only the low-frequency region ≤ 9 THz) can be
seen in Fig. 4.8. According to the shown graph, a rescaling of the DFT unit-cell volume
by 96 % yields the best quantitative agreement with the DFT reference. Like in the case
of naphthalene, the same result is consistently achieved regardless of whether the entire
first Brillouin zone or only Γ is considered.

Fig. 4.8.: Root-mean-square deviation (RMSD) of frequencies (≤ 9 THz) between the
DFTB calculation and the DFT reference for anthracene. The frequencies in
the DFTB case have been calculated for lattice parameters based on the DFT
unit-cell whose volume has been scaled by the shown scaling factors. The
solid line with filled symbols represents the RMSD if the entire first Brillouin
zone is considered, while the dashed line with open symbols represents the
RMSD for Γ-frequencies only.

An optimal scaling factor in the same range could also be identified for fluorene.
Fig. 4.9(a) shows the comparison of the phonon band structure of fluorene calculated
with DFT with two DFTB-based approaches: pure DFTB (using lattice parameters
from a DFTB optimisation) and using a rescaled DFT unit-cell with only the atomic
coordinates being optimised within DFTB. It can be seen that the agreement between
the DFT and the pure DFTB bands is rather unfavourable, whereas a suitable rescaling
of the DFT unit-cell results in a notable improvement as it has been shown to be the
case for naphthalene and anthracene as well. The scaling factor of 0.97 might, however,
be slightly more fine-tuned to achieve an improved degree of agreement as can be seen
in Fig. 4.9(b).
However, it should be stressed that before applying this approach in a general way,

further tests must be carried out considering more (diverse) systems. Moreover, the
here presented way of scaling the lattice vectors isotropically might be less favourable
for more anisotropic systems than the three discussed ones. Also the description of
anharmonicities might not necessarily be the same in DFTB and DFT - indeed, they
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Fig. 4.9.: (a) Comparison of phonon band structures and DOSs of crystalline fluorene
calculated with DFT (PBE/D3-BJ) and DFTB. The DFTB data have been
obtained for a unit-cell which has been optimised purely within DFTB
(“DFTB”) and for a unit-cell which was obtained from (isotropic) rescaling
the DFT unit-cell volume by a factor of 0.97. (b) Root-mean-square deviation
(RMSD) of frequencies (≤ 9 THz) between the DFTB calculation and the
DFT reference for anthracene. The frequencies in the DFTB case have been
calculated for lattice parameters based on the DFT unit-cell whose volume
has been scaled by the shown scaling factors. The solid line with filled symbols
represents the RMSD if the entire first Brillouin zone is considered, while the
dashed line with open symbols represents the RMSD for Γ-frequencies only.
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are very likely to differ significantly. The most elegant but least straightforward altern-
ative to improve the accuracy of DFTB would be a reparametrisation of Slater-Koster
parameters to achieve a better transferability.

4.2.3. Phonon Band Structures from Classical Force Fields

Computationally much less expensively but more approximately, the interatomic (har-
monic) force constants for phonon calculations can also be computed using classical force
fields. In this approach, the forces between atoms are not mediated by the electronic
interactions in the system such that no quantum-mechanical considerations are neces-
sary. The entire interatomic interaction is, in principle, hard-coded in pre-defined terms
depending on the bonding lengths, angles and dihedrals - i.e. the geometric arrangement
of the atoms in the system. In this benchmark of phonon properties, the suitability to
reproduce experiments/the reference data of three force fields (FFs) with different level
of sophistication has been tested [1].
As detailed in Sec. 3.1.3, GAFF was developed for organic compounds with all bond-
ing interactions being described by harmonic terms - without cross terms. Conversely,
COMPASS considers much more complex mathematical shapes of the interaction po-
tentials even including cross terms (resulting in much more parameters that were fitted
by the developers of the force field). Therefore, a remarkable increase in accuracy is
expected as the transferable nature of the force field offers so many more screws to turn
to describe the involved interatomic bonding situation. Finally, MOF-FF has been spe-
cially parametrised based on an isolated naphthalene molecule such that one expects the
most accurate results from this intransferable FF.
Before discussing the phonon properties obtained with these three FFs in more detail,
one should note that the lattice parameters from the full unit-cell optimisation are in
close agreement with the experiment and the DFT reference. Interestingly, the unit-cell
volume obtained with the MOF-FF is essentially the same as the DFT reference in spite
of the fact that only the intramolecular interactions have been fitted based on an isolated
naphthalene molecule, while the intermolecular interactions determining the molecular
packing were left untouched. Both, MOF-FF and GAFF show only small deviations
from the reference in the lattice parameters: at most ˜-2 % and ˜-3 %, respectively, for
the length of the lattice vector a, which crucially determines the intermolecular distance
between the two inequivalent molecules in the unit-cell. For COMPASS, the largest
deviation (˜-3 %) is observed for the length of lattice vector b determining the smallest
distance between a molecule and its periodic image in a neighbouring unit-cell. In spite
of the good accuracy of the lattice parameters, the geometry optimisation using the FFs
results in structures with reduced symmetry: while (considering a tolerance of 10−5 Å)
with COMPASS and GAFF all symmetries are lost (space group P1), with MOF-FF at
least inversion symmetry in the crystal structure (space group P 1̄) is conserved. Com-
putationally this reduction of symmetries compared to the original (experimental) space
group (P21/c) means that much more symmetry-inequivalent Cartesian displacements
must be calculated to obtain the full dynamical matrix: for the correct space group,
only 54 inequivalent atomic displacements have to be considered, while for space group
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Fig. 4.10.: Phonon band structures and DOSs of various FF-based approaches com-
pared to the DFT reference (DFT ref). (a) COMPASS [83] (b) our para-
metrisation of the MOF-FF [84], and (c) GAFF [81]. This figure has been
taken from Ref. [1].
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P1 (P 1̄) 216 (108) displacements are necessary to compute. This issue is, however, not
a real problem for the computational cost using FFs, as the gigantic speed-up caused by
not treating quantum-mechanics explicitly more than compensates the loss of symmet-
ries.
The low-frequency phonon band structures are shown together with the corresponding
DOSs in Fig. 4.10. While COMPASS is obviously suitable to accurately describe the
acoustic bands and the corresponding region of the DOS (the onset of the DOS up to ˜1.2
THz perfectly agrees with the reference), the optical bands show only few similarities
with the DFT reference regarding energy scale, dispersion and band gaps. In particular
the highest shown bands - i.e. the first intramolecular bands - severely deviate from the
reference. This finding can be ascribed to the fact that for these motions, it is the bond-
ing interactions rather than the van der Waals interaction which counts, suggesting that
the parametrisation of COMPASS might still be improvable for high-accuracy phonon
calculations.
Compared to COMPASS, our parametrisation of the MOF-FF shows a much better
agreement with the reference band structure in the entire low-frequency region, as most
of the spectral features are reproduced. While the bands below ˜2 THz are slightly
shifted towards lower frequencies, the first intramolecular bands fit particularly well to
the DFT reference. The latter is not unexpected as, in contrast to the universally ap-
plicable COMPASS FF, this FF has been parametrised especially to mimic interatomic
interactions in a naphthalene molecule.
Surprisingly, the acoustic and low-frequency intermolecular bands calculated with the
GAFF are in excellent agreement with the reference. Up to frequencies of 4.5 THz, the
agreement is even comparable with the much more sophisticated MOF-FF, while for the
acoustic bands, GAFF even outperforms MOF-FF. The fact that mostly non-bonding in-
teractions (van der Waals, Coulomb interaction) are responsible for those low-frequency
intermolecular motions suggests that the 12-6-Lennard Jones description as implemen-
ted in the GAFF is slightly more suited to account for these interactions. For higher
frequencies, at which intramolecular motions start to dominate, the agreement visibly
deteriorates, which can be ascribed to the only harmonic description of bonding inter-
actions in the GAFF.
All the general observations and comparisons of the band structures discussed up to now,
equally apply to comparisons of the deuterated crystals with the experimental data as
shown in Fig. 4.11.
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Fig. 4.11.: Phonon band structures (solid lines) of deuterated naphthalene calculated
with (a) DFT (PBE/D3-BJ), (b) DFTB (with DFTB-optimised lattice vec-
tors), (c) DFTB@DFT (DFTB with DFT-optimised lattice vectors), (d)
DFTB@95%DFT (DFTB with DFT-optimised lattice vectors which were
rescaled such that the volume amounts to only to 95 % of the original DFT-
volume), (e) COMPASS (an anharmonic, transferable FF), (f) MOF-FF (an
anharmonic, intransferable FF), and (g) GAFF (a harmonic, transferable
FF) in comparison with the experimental data points (open circles). The
latter were measured at a temperature of 6 K by Natkaniec et al. [24]. This
figure has been taken from the Supporting Information of Ref. [1].
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4.2.4. Quantitative Benchmark of Low-Frequency Phonon Properties

Although the previous discussion of discrepancies in the phonon band structures of
various approximate methodologies provides valuable insights, it lacks quantitative as-
sessment. In order to generate more specific insights into the accuracy and performance
of these methodologies, it is more reasonable to focus not only on the band structure
along certain high-symmetry paths, but rather on the entire first Brillouin zone. Since
the simulations consider crystals of infinite extension, the space of wave vectors q be-
comes continuous. Still, one must discretise the q-space for numerical calculations. As
described in Sec. 3.1, the sampling must be as homogeneously distributed as possible
all over the first Brillouin zone. Here, a 9×10×9 q-mesh was chosen to yield converged
thermodynamic properties for which an integration over the first Brillouin zone is re-
quired.
In the course of the following discussion, most of the arguments will be based on statist-
ical measures to quantify the deviations from the DFT reference data. A quantity that
is often used to describe the discrepancies with respect to a reference is the root-mean-
square deviation (RMSD) of a certain property x:

RMSDx =

√√√√ 1

N

N∑
i

(xi − xref,i)2 (4.1)

However, these RMSD values are not capable of indicating whether there is a general
trend to over- or underestimate the reference property as the sign is lost when squaring
the differences in (4.1). This knowledge is especially important when band structure-
related properties (such as frequencies) enter thermodynamic expressions to calculate
physical observables because under- and overestimated frequencies might compensate
each other, for instance. In order to judge if a methodology is robust against such
effects, it is useful to also consider the average deviations (AD) of the property x:

ADx =
1

N

N∑
i

(xi − xref,i) (4.2)

A last step is still required to reasonably compute these statistical measures. Since
the band index of a certain vibration can vary amongst the systems36 comparing, e.g.,
frequencies, one must identify the corresponding phonon bands according to the ap-
proach described in Sec. 3.1.5 based on the algorithm of Kuhn [109] and the phonon
eigenvectors (or polarisation vectors).

Starting with the basic ingredient for all phonon-related properties, the frequencies,
Fig. 4.12(a) shows the frequency differences of the tested methodologies compared to the
reference frequency (after the phonon mode assignment) as a function of this reference

36This means that a given vibration with a specific atomic motion can be the nth band in the reference
and the mth band in an approximate method (with n 6= m) depending on how dense the bands lie
and how accurately they can be reproduced by the compared method.
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frequency, while panel (b) shows the cumulative RMSDf values (for the frequencies)
up to a cutoff-frequency as a function of that frequency cutoff. The values of RMSDf

at the highest shown frequency (9 THz) are listed in Tab. 4.2 together with the aver-
age deviations ADf to quantitatively assess potential trends in the deviations from the
reference.

Fig. 4.12.: (a) Frequency differences of the tested approximate approaches with respect
to the DFT reference (PBE/D3-BJ) as a function of the reference frequency
in the low-frequency region. The frequency differences of each tested meth-
odology are plotted with respect to its own zero line (thick black horizontal
lines). (b) Cumulative root-mean-square deviations of frequencies consid-
ering phonon modes up to a certain cutoff frequency as a function of that
cutoff. The symbols in (b) do not represent the actually calculated data
points, which lie much more densely, but rather serve as guides to the eye.
This figure has been taken from Ref. [1].
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In line with the qualitative discussion of the band structures above, the pure DFTB
approach shows a consistent shift of phonon modes towards higher frequencies (by up
to ˜1.5 THz). The frequency differences increase in a nearly linear fashion for the in-
termolecular modes up to ˜4 THz, resulting in a particularly large RMSDf and a large
positive ADf . In contrast to that, the DFTB@DFT approach rather experiences a shift
towards lower frequencies, which is also indicated by the negative ADf . Below 2 THz,
however, the cululative RMSDf is the highest of all approaches consistent with the ob-
servation from the band diagrams that the band dispersion of the acoustic bands is
particularly underestimated. Both error descriptors can be significantly decreased by
rescaling the unit-cell (DFTB@95%DFT) resulting in the smallest RMDSf of all tested
approaches in the low-frequency regime.
Regarding the frequencies obtained with the three FFs, COMPASS shows the tendency
to overestimate the intermolecular modes up to ˜4 THz. The frequencies of the first
intramolecular modes are, however, underestimated so severely that the overall ADf

is relatively small considering that the RMSDf is the second largest of all approaches.
The frequency differences can be found within a relatively large spread of approxim-
ately ±1.5 THz around the reference. The particularly bad description of the first
intramolecular bands starting at ˜6 THz is the reason for the abrupt increase in the cu-
mulative RMSDf . With MOF-FF, this broad distribution of frequency differences can be
notably reduced such that the RMSDf is only slightly higher than for DFTB@95%DFT.
Owing to the absence of any tendencies of over- or underestimations, the ADf is the
smallest of all approaches. Consistent with the conclusions drawn from the comparison
of the band structures, the GAFF calculation shows excellent agreement with the ref-
erence data for very low frequencies up to ˜2.5 THz. In this spectral region also the
RMSDf value is the smallest of all approaches in spite of the simplicity of the underlying
force field. However, the error increases relatively rapidly above that frequency due to
a consistent overestimation of phonon frequencies resulting in an essentially equivalent
overall RMSDf as DFTB@DFT.
In the following, the phonon group velocities vg are discussed in terms of their (vector)

norms, vg = ‖vg‖. First insights are generated from the analysis of the density of group
velocities (DOGV). In analogy to the definition of the density of states according to
Eq. (2.81), the DOGV is defined as follows [1]:

DOGV(vg) =
1

3N

1

Nq

3N∑
n

Nq∑
q

δ
(
vg − vgn,q

)
(4.3)

Note that the used definition of the DOGV differs from that of the DOS by the ad-
ditional factor of (3N)−1. This factor is used in order to normalise the integral of the
DOGV over all group velocities to unity instead of 3N . Therefore, the DOGV has all the
properties of a probability density (non-negativity and normalisation [132]). Here, only
the low-frequency modes up to 9 THz have been considered in the sum. Consequently,
the normalisation factor was chosen not to be 3N but the number of low-frequency bands
entering the summation. The DOGVs of all approaches are shown and compared to the
DFT reference in Fig. 4.13. Conceptually, the DOGVs are very similar in all approxim-
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Tab. 4.2.: Average differences (ADx) and root-mean-square deviations (RMSDx) of
various phonon-related properties, x, with respect to the DFT refer-
ence. Here, the subscript x refers to different quantities: f . . . frequencies,
vg . . . vector norm of the group velocities, u2 . . .mean square thermal dis-
placements (MSTD). While the numerical averaging in the calculation of
ADx and RMSDx for frequencies and group velocities has been carried out
over phonon modes in the entire first Brillouin zone (sampling as described
in Sec. 3.1), the averaging for the MSTD has been carried out over atoms.
This table has been taken from Ref. [1].
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Frequencies RMSDf / THz 0.72 0.48 0.14 0.60 0.20 0.48
(≤ 9 THz) ADf / THz 0.62 -0.46 -0.05 0.07 -0.03 0.31

Frequencies RMSDf / THz 1.43 1.50 1.46 2.10 0.76 4.14
(entire range) ADf/ THz -0.55 -0.84 -0.73 0.17 0.06 1.10

Group velocities RMSDvg / THzÅ 5.2 3.3 3.8 5.8 3.6 4.1
(≤ 9 THz) ADvg / THzÅ 3.8 -0.9 1.2 3.3 1.6 1.7

MSTD RMSDu2 / Å2 0.024 0.076 0.019 0.005 0.033 0.002
(150 K) ADu2 / Å2 -0.023 0.074 -0.019 -0.002 0.033 0.001

MSTD RMSDu2 / Å2 0.048 0.152 0.039 0.009 0.066 0.004
(300 K) ADu2 / Å2 -0.046 0.147 0.037 -0.004 0.066 0.003
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ate methods - i.e. the DOGVs show maxima for relatively low group velocities in the
range of up to 10 THzÅ and vanish for high group velocities beyond ˜30 THzÅ, although
some of the low-frequency modes show higher group velocities (up to ˜50 THzÅ). The
reason the DOGV still (approximately) vanishes for these high group velocities is the
fact that only a few bands (of the 108 in total) show these large extents of dispersion
and typically only close to the centre of the first Brillouin zone.
However, a closer look at the various DOGVs from the different approaches reveals that
the densities of large group velocities are typically overestimated - i.e. the maxima of
the DOGVs are typically shifted to larger values of vg - while, consequently, the dens-
ity of lower group velocities is rather underestimated. Interestingly, the DFTB@DFT
approach yields the best agreement with the reference DOGV for very small group ve-
locities up to about 4 THzÅ. Unfortunately, the analysis of the DOGV does not allow
to draw conclusions about the spectral regions in which the band dispersion is typic-
ally over- or underestimated. Here, a statistical analysis similar to the one applied for
frequencies above provides more quantitative insight. The cumulative RMSDvg in the
low-frequency regime as well as the group velocities of all sampled phonon modes as a
function of the associated frequency are shown in Fig. 4.14. Note that for reasons of
visibility, the RMSDvg has been multiplied by a factor of 5. The computed average and
RMS deviations are listed in Tab. 4.2. In line with the observation from the DOGVs, the
typical shifts to higher group velocities are in agreement with the prevailingly positive
ADvg in all cases except for DFTB@DFT. This approach also shows the best quantitat-
ive agreement in low-frequency group velocities, since the RMSDvg and the ADvg are the
smallest of all approximate methods. However, the cumulative RMSDvg is particularly
large in the spectral region up to ˜0.5 THz. This means that the band dispersion of
the acoustic phonons, which are typically the most important ones for phonon transport
properties, is described with a relatively bad accuracy.
Except for DFTB@DFT, the cumulative RMSDvg values shown in Fig. 4.14 stay relat-
ively constant throughout the entire low-frequency region suggesting that there is not a
large variation in the accuracy of the description of the group velocities in this spectral
regime. However, the absolute values of the RMSDvg (˜3. . . ˜6 THzÅ; see Tab. 4.2)
are relatively large compared to the actual group velocities. This suggests that the
performance of the approximate methods is still improvable when it comes to accur-
ately describing group velocities, and none of them really offers a reliable alternative to
DFT-based calculations.
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Fig. 4.13.: Density of group velocities (DOGV) as a function of the vector norms of the
phonon group velocity. The DOGVs have been calculated according to the
definition of Eq. (4.3) replacing the delta distributions by functions with
a finite width. Here, Lorentzian peaks with a full width at half maximum
of 1 THzÅ were chosen, centred at the group velocities of the sampled low-
frequency (≤ 9 THz) modes. The blue shaded area represents the DOGV
of the DFT reference. This figure has been taken from Ref. [1].
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Fig. 4.14.: Vector norms of phonon group velocities as function of the associated
phonon frequency. Here, the phonon modes were sampled on a discrete
mesh as described in Sec. 3.1. The solid black lines show the cumulative
RMSDvg , which has been scaled by a factor of 5 for reasons of visibility.
This figure has been taken from Ref. [1].96 / 213
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4.2.5. Assessment of the Suitability of Approximate Methods to Describe
Physical Observables Based on the (Low-Frequency) Phonon Band
Structure

It has already been shown in Sec. 2.4 that many physically observable quantities prevail-
ingly depend on low-frequency phonon modes. This results from the thermal occupation
of phonon states. For the same reason, it is reasonable to analyse how the already
discussed differences in the low-frequency phonon band structure affect thermodynamic
properties. To this end, the physical observables will be compared to the properties
calculated based on the DFT reference phonons. The first of the discussed quantities is
the mean-squared thermal displacement (MSTD), which is defined in Eq. (2.86). This
quantity describes the average squared displacement of an atom from its 0 K equilib-
rium position at finite temperature. It has already been shown by George et al. that
the DFT/D3-BJ approach is highly suitable to reproduce experimental MSTDs [133],
which can be extracted from high-quality X-Ray diffraction experiments, for instance.
Although, in general, the MSTD has three Cartesian components for each atom in the
crystal, which define the three axes of the so-called thermal ellipsoids, the discussion is
restricted to a scalar quantity, which is simply the sum of the three Cartesian compon-
ents of the MSTD.
Figure 4.15(a) shows the atom-resolved MSTD for each methodology calculated for a
temperature of 300 K. It can be seen that the MSTDs vary to some extent between the
chemically different carbon atoms. Also in the MSTDs of the chemically inequivalent
hydrogen atoms, slight variations can be discerned. In general, the MSTDs of the hy-
drogen atoms are on average about 70 % larger because of the smaller atomic mass of
this species. This circumstance can be seen qualitatively in the thermal ellipsoids in
Fig. 4.15(b), which show the surfaces within which the atoms can be found with 75 %
probability at all times.
Regarding the suitability of the approximate methods to yield accurate values for the
MSTDs, Fig. 4.15(a) shows that the best agreement with the DFT reference is achieved
with COMPASS and the GAFF. Quantitatively, this is evident by the small RMSDu2

as listed in Tab. 4.2. The pure DFTB approach results in underestimated MSTDs (in
line with a negative ADu2), whereas they are overestimated by the DFTB@95%DFT,
MOF-FF, and DFTB@DFT approaches, in increasing order of ADu2 . In the latter case,
the extent of overestimation is particularly bad, as the MSTDs are too large by about a
factor of 2. The key to understanding the reason for this behaviour is Eq. (2.86). The
spectral function which weights the DOS and the eigenvector contributions to the MSTD
is (1 + 2n(ω))/ω. Both factors, one of them containing the Bose-Einstein distribution
n and the other one ω−1, favour low frequencies so that the description of the acoustic
phonons is of crucial importance. Note that the factor (1 + 2n(ω))/ω can also be ra-
tionalised by semi-classical arguments by equalling the potential energy of a harmonic
oscillator (determined by the amplitude u0, its mass m, and the angular frequency ω)
with the quantised energy of the quantum harmonic oscillator [134]:
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More rigorously, the spectral function (1 + 2n(ω))/ω has its origin in the definition
of the position operator in terms of creation an annihilation operators in a harmonic
oscillator and their commutation relations as shown in Sec. 2.4.
Consequently, the surprisingly good agreement between COMPASS and GAFF with the
reference can be ascribed to their accurate descriptions of acoustic phonon bands and the
resulting onset of the DOS in that spectral region. In DFTB, the acoustic frequencies
are significantly overestimated resulting in a too gradual increase of the DOS, which,
in turn, causes a decrease of the occupation of those modes at a given temperature.
The diminished thermal occupation of the acoustic band is the reason why there are
fewer contributions to the MSTDs leading to underestimations of this quantity. In
contrast, for those methodologies which tend to underestimate the band dispersion of
the acoustic bands (most significantly DFTB@DFT), too many contributions enter the
sum (integral), resulting in overestimated MSTDs.
Concerning the temperature dependence of the differences in MSTDs, Tab. 4.2 shows,

that the absolute magnitudes of the deviations approximately increase by a factor of
2 from 150 to 300 K. However, the ratios between the RMSDu2 and the MSTDs stay
about the same. This can be understood by the following considerations. The only
term that contains the temperature in the equation for the MSTD is the Bose-Einstein
distribution. For ~ω � kBT , one can approximate the exponential function appearing
in the Bose-Einstein distribution:

n(ω|T ) =
1

exp
{

~ω
kBT

}
− 1
≈ 1

1 +
(

~ω
kBT

)
− 1

=
kBT

~ω
(4.5)

Thus, for the acoustic phonons with frequencies, for which ~ω is small compared to kBT ,
one expects a linear scaling with the temperature.

Besides the thermal displacements of the atoms, another important thermodynamic
property directly related to the phonon band structure is the heat capacity (at constant
volume) CV . As shown in Sec. 2.4, CV is the derivative of the internal energy with respect
to the temperature for fixed unit-cell volume. Introducing the DOS and an integral over
a continuous frequency instead of the summation over bands and discrete wave vectors,
one can alternatively interpret the heat capacity as an integral of the DOS multiplied
with a (smooth) low-pass filter whose cutoff frequency f1/2 scales with temperature as37:

37The proportionality is obtained by finding the argument x = ~ω
kBT

at which the low-pass filter drops

to the value 1/2 - i.e. by numerically solving the equation (x∗/2)2

sinh2(x∗/2)
= 1

2 for x∗, which yields

x∗ ≈ 2.98286714. Solving for the frequency yields f1/2 = kBx
∗T
h .
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Fig. 4.15.: (a) Mean-square thermal displacements (MSTDs) 〈‖uj‖〉 at a temperat-
ure of 300 K as a function of the atom index. The shaded area corres-
ponds to the DFT reference, while both, lines connecting MSTDs and the
vertical lines, are only guides to the eye and facilitate the visual percep-
tion of the differences with respect to the reference. (b) Atom indices in
the unit-cell of naphthalene used as the abscissa in (a). The MSTDs are
three-dimensionally visualised by plotting the thermal ellipsoids with Mer-
cury [135]. These can be obtained by using spatial Gaussian probability
distributions for the atomic positions, with the MSTDs being related to the
covariance matrices in those distributions [136]. Consequently, thermal el-
lipsoids can be calculated for every probability. Here, they are drawn such
that the atoms can be found within the thermal ellipsoids with a probability
of 75 %. This figure has been taken from Ref. [1].
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f1/2 = 0.06215285
THz
K
· T (4.6)

This means that at a temperature of 100 K, the DOS is (approximately) integrated
over frequencies ≤ 6.2 THz. This statement, however, is not strictly true, since the
low-pass filter function does not have a sharp cutoff at f1/2, but a smooth one with a
certain width, which also increases with temperature. Therefore, at low temperatures,
CV is dominated by the low-frequency phonon modes. The earlier defined low-frequency
region in the naphthalene band structure (≤ 9 THz) is, thus contained in the integra-
tion at ˜150 K. This is the temperature range of CV which should be the subject of the
following discussion.
Fig. 4.16(a) shows the heat capacities per unit-cell of all tested methodologies as a func-
tion of temperature. Note that the heat capacities have been normalised by the limiting
value 3NkB at T → ∞ - i.e. the value of CV in the classical limit (so-called Dulong-
Petit law), with 3N being the number of phonon bands (=3× the number of atoms
per unit-cell = degrees of freedom per unit-cell) and kB being the Boltzmann constant.
In order to facilitate the assessment of the performance of the approximate methodo-
logies compared to the reference data, Fig. 4.16(b) shows the difference in CV of each
approach with respect to the reference as a function of temperature. In all approaches,
the largest deviations can be found at temperatures below ˜75 K. In line with the dis-
cussion of the phonon band structure and the MSTDs, the DFTB approach shows an
underestimation of the heat capacity in the entire shown temperature range, since the
low-frequency DOS increases too gradually, owed to the too high band dispersion of the
acoustic bands and the typical shift of spectral features to higher frequencies. Likewise,
COMPASS and GAFF, which yielded the best agreement for the MSTDs, show also
the smallest deviations for CV , but only up to very small temperatures (˜15 K). This
temperature corresponds to a f1/2 value of approximately 1 THz - i.e. it involves mostly
the acoustic bands, which are described acceptably well with these two force fields. For
higher temperatures - i.e. as soon as more optical bands start to contribute to CV -
the agreement deteriorates. The reason why the the errors change much more with the
temperature than it was the case for the MSTDs are the different “low-pass filters” of
both quantities. The low-pass filter relevant for CV extends to much higher frequencies
than the one in the equation of the MSTDs. Thus, optical bands become important for
the heat capacity already at lower temperatures38. Therefore, the trends in the differ-
ences in CV (underestimation with COMPASS and GAFF) are even reversed at higher
temperatures because of the underestimation of many optical frequencies. For COM-
PASS, this reversion happens particularly early (due to the severe underestimation of
frequencies of the lowest intramolecular modes): at ˜80 K the over- and underestimation
of frequencies causes a total cancellation of errors so that the reference heat capacity is
reproduced (∆CV = 0). This compensation of errors is consistent with the particularly

38This can be qualitatively understood by recalling that in statistical physics, the heat capacity is
related to the variance of the energy (see Sec. 2.4) in a system (at a given temperature). Higher-
frequency phonons have higher contributions to those energy fluctuations and, thus, contribute more
strongly than one would expect from the thermal occupation only.
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small average deviation of frequencies, ADf , for COMPASS (see Tab. 4.2). Due to this
cancellation of errors, the COMPASS force field achieves acceptable values for the heat
capacity in the entire shown temperature range, although one might see this more as a
coincidence than a real achievement.

Fig. 4.16.: (a) Phonon contribution to the heat capacity CV per unit-cell normalised
by the Boltzmann constant kB and the number of phonon modes (3N) as a
function of temperature for all the tested methods. The blue shaded area
corresponds to the DFT reference. (b) Difference in CV relative to the heat
capacity obtained with the DFT reference data. The symbols in both panels
do not represent the actually calculated data points, which lie much more
densely, but rather serve as guides to the eye. This figure has been taken
from Ref. [1].

For MOF-FF and DFTB@95%DFT, the differences in CV with respect to the refer-
ence are significantly smaller in the entire temperature range, which is consistent with
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the generally very satisfying performance of these two approaches in the low-frequency
region for both, inter- and intramolecular modes. The most notable discrepancies for the
heat capacity are found for the DFTB and DFTB@DFT approaches, with the former
underestimating and the latter overestimating CV in a consistent way. Similar to the
previously discussed cases, this behaviour can be traced back to the significant over-
estimation (underestimation) of frequencies with the DFTB (DFTB@DFT) approach.
Eventually, the relative deviations from the reference heat capacity amount to up to
20 % at ˜45 K in DFTB and as much as 43 % in DFTB@DFT at ˜25 K. Still, the
absolute errors are very small corresponding to roughly 1.6 % of the saturation value
determined by the Dulong-Petit limit. The reason for that is that at 150 K, the heat
capacity has only reached approximately 17 % of the classical limit, which is (hypothet-
ically) approached above ˜3500 K (i.e. at much higher temperatures than the melting
point of crystalline naphthalene at 353 K [137]). This unrealistically high temperature
required to establish classical circumstances - i.e. satisfying the equipartition theorem
- is a result of the very high frequencies of C-H stretching modes (above ˜90 THz). In
order to extend the low-pass filter so much that these frequencies are fully covered in
the integration, these extreme temperatures are required (see Fig. 4.17).

Fig. 4.17.: Saturation behaviour of the phonon heat capacity CV as a function of tem-
perature for the tested approaches. The vertical dotted line indicates the
melting point of crystalline naphthalene (353 K [137]), while the horizontal
line shows the classical limit for T → ∞. This figure has been taken from
the Supporting Information of Ref. [1].
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4.3. High-Frequency Phonons (> 9 THz)

The discrepancies in the heat capacities discussed in Sec. 4.2.5 already indicate that for
certain thermodynamic properties, especially at elevated temperatures, the higher-lying
optical phonons increasingly gain in importance. Because of the fundamental differences
in the nature of those higher optical phonon modes compared to the ones in the low-
frequency region, with the former being dominated by intermolecular motion, while the
latter are governed by intramolecular distortions within the molecules, it is worthwhile
paying attention to the performance of the various approaches in that spectral regime
separately. In terms of interactions, for the intermolecular modes, the non-bonding in-
teractions (electrostatic Coulomb interaction and van der Waals forces) are important,
while the bonding interactions - i.e. the much stronger covalent bonding motifs - are
responsible for the intramolecular modes. For that reason, the performance of the ap-
proximate methods in this spectral region is very likely to deviate from the discussion
considering the low-frequency regime. The fact that these two types of vibrational modes
are dependent on fundamentally different physical interactions is also the reason why
the choice of the van der Waals correction in DFT does not play such a big role for those
higher frequencies, as shown earlier in Fig. 4.2.
Regarding experimental validation, no phonon band structures above ˜4.1 THz are avail-
able. Thus, one must resort to Raman spectra showing phonon modes at the centre of
the first Brillouin zone, Γ. As already discussed, Fig. 4.4 shows the excellent agree-
ment of the DFT (PBE/D3-BJ) reference methodology with the experimental spectrum
measured by Zhao and McCreery [128], regardless of whether a molecular or a peri-
odic system is simulated. The simulated spectrum for the crystal, however, shows a
pronounced difference at the low-frequency end of the spectrum: in contrast to the isol-
ated molecule, the (Raman-active) intermolecular modes are accessible with the periodic
simulation. The overall agreement between the calculations with PBE/D3-BJ even out-
performs the results of using the hybrid functional B3LYP [129, 130]. Therefore, the
reference methodology (“DFT ref”) is still valid to be seen as such.

4.3.1. Quantitative Benchmark of High-Frequency Phonon Properties

A comparison of the DOSs obtained with the various tested methodologies is shown in
Fig. 4.18 for the entire range of occurring frequencies in the system. Several conclusions
can be drawn from that figure: (i) all the three DFTB-based approaches show relatively
similar spectral features above 9 THz regardless of the chosen lattice parameters. This
observation emphasises once more that these high-frequency intramolecular modes are
relatively unaffected by the crystal packing, which, in turn, is determined by the differ-
ent unit-cell volumes. (ii) The lower edge of the large band gap (˜49 - 92 THz) is in
excellent agreement with the DFT reference. These frequencies correspond to in-plane
C-C stretching in the molecules, which are obviously accurately described within DFTB.
In contrast, COMPASS and GAFF significantly overestimate these frequencies, with the
latter showing the more severe effect. However, MOF-FF slightly underestimates these
C-C stretching frequencies. This observation suggests that the parameters in none of the
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force fields are optimally tuned for these modes. (iii) The C-H stretching modes, which
can be seen as the sharp peaks above 90 THz in the DOSs appear to be quite difficult
to describe for most of the approaches: except for MOF-FF, which is the only approach
that yields satisfying agreement with the reference, all the other methodologies show
a distinct underestimation of those frequencies, with GAFF being the worst, followed
by the three DFTB approaches, and COMPASS. The latter shows, however, a much
more wide-spread accumulation of C-H peaks than the relatively narrow distributions of
frequencies in all other methodologies.
A severe disadvantage of the comparison of the DOSs of different approaches is, how-

ever, that the DOS is not capable of telling which types of vibrational states can be
found at a certain frequency but only if and how many states are present at a given
frequency. This means that, hypothetically, the DOS could not resolve the error in an
approximate methodology if an intermolecular mode happened to coincidentally have
the same frequency as another intramolecular mode (in the worst case). Therefore, it
is not enough to only discuss differences in the DOS, but one really has to make sure
that one compares frequency differences corresponding to the equivalent atomic motion
patterns. To account for the real nature of the modes, again the algorithm of Kuhn [109]
has been employed based on a cost function dependent on the (complex) dot product of
phonon eigenvectors as described in Sec. 3.1.5.
Fig. 4.19 shows the typical outcome of such an assignment of phonon modes for a given
wave vector q (here they are shown for Γ). The leftmost column of Fig. 4.19 shows the
penalty matrices introduced to overcome mode assignments with unrealistically high
frequency differences. Some of the aspects discussed before can also be seen in these
penalty matrices, which have large elements at all entries Pij at which the frequency
of the ith mode in the DFT reference is far from the jth frequency in an approximate
method. Therefore, the penalty in the region of the C-H stretching modes (starting with
mode number 93) is large for all methods except for COMPASS and MOF-FF.
Typically the most important factor in the mode assignment is the overlap between

eigenvectors of the DFT reference with eigenvectors of an approximate methodology.
In order to facilitate the discussion and improve the visibility of those matrices for the
reader, the overlap matrices for MOF-FF and GAFF are shown again in Fig. 4.20 with
increased size.
The overlap matrix for MOF-FF looks very encouraging with large values being found
nearly exclusively on the main diagonal of the matrix. This observation is equivalent
to saying that MOF-FF has the tendency that the ith mode corresponds also to the
ith reference mode. In particular, the first ˜ 70 phonon modes are in nearly the same
order as the reference (with small deviations around mode 30). Also the DFTB-based
approaches fare relatively well in this comparison (see Fig. 4.19) such that modes appear
typically in the same order as in the reference and the similarity of the atomic motion
with the reference is high.
Besides these rather promising results, the situation is much worse for GAFF and COM-
PASS. Looking at the overlap matrix for GAFF in more detail (see Fig. 4.20(b)), one
notices that above band index ˜20, the number of larger off-diagonal elements in the
overlap matrices continuously increases and in some cases there are entire rows and
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Fig. 4.18.: Phonon densities of states as a function of frequency of crystalline naph-
thalene for all tested approaches. The hatched area indicates the low-
frequency regime discussed in Sec. 4.2. This figure has been taken from
Ref. [1].
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Fig. 4.19.: Penalty (left), overlap (centre), and cost matrix (right) of the (a) DFTB,
(b) DFTB@DFT, (c) DFTB@95%DFT, (d) COMPASS, (e) MOF-FF, and
(f) GAFF phonon modes at Γ compared to the DFT reference. The shown
matrices are defined according to the equations in Sec. 3.1.5. This figure
has been taken from the Supporting Information of Ref. [1].106 / 213
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columns, for which only several smaller overlaps can be calculated. This means that
those methodologies partly produce phonon modes which correspond to motion that
does not agree well with any of the vibrations in the reference. Finally, it should be
remarked that the overlap matrices show notably large off-diagonal elements at wave
vectors different from Γ. A detailed q-resolved analysis of this behaviour lies, however,
beyond the scope of this thesis.

Once equivalent vibrations have been identified and the order of the modes has been
adjusted accordingly, one can carry out quantitative comparisons of frequencies and
frequency differences in terms of (cumulative) RMSDf and ADf in the same way as for
the low-frequency regime. Fig 4.21 shows the frequency differences of assigned phonon
modes in the entire first Brillouin zone and the cumulative RMSDf as a function of
the cutoff frequency. The ADf and the RMSDf values taking into account the entire
spectrum are listed in Tab. 4.2.
The frequency differences displayed in Fig. 4.21 show that the discrepancies with re-

spect to the DFT reference are much more severe than in the low-frequency region. In
particular, COMPASS and GAFF show massive difficulties for phonon bands with fre-
quencies above ˜20 THz. There, frequency differences sometimes amount to 10 THz with
varying sign. For both methodologies, this results in a steep increase in the cumulative
RMSDf . The situation even becomes much worse starting at ˜40 THz. Although COM-
PASS has a relatively low overall ADf , the cumulative RMSDf is the second largest of
all approaches (after GAFF). This means that the frequency differences are arbitrarily
positive and negative and, on average, cancel each other to a large extent. The analysis
of the displacement patterns of these modes with the largest deviations reveals that it is
the C-C stretching and C-H in-plane bending motions which are most poorly described.
These modes sometimes show frequency differences amounting to up to 15 THz. A pos-
sible reason to explain these discrepancies in spite of the rather complex nature of the
force field including several cross-terms and anharmonic interactions, could be the fact
that all chemical species in the unit cell are treated equally. That is, no distinction is
made between atoms of the same species which should be chemically inequivalent due
to their local environment. This assumption in the force field is very likely to be poorly
justified as it does not reflect the real situation very well.
Also in this region (for GAFF between 35 and 50 THz), one can observe a tremendous
overestimation of frequencies. On the one hand, this can be attributed to the fact that
any cross-terms are omitted in this force field, which are needed to accurately describe
the involved intramolecular motions for these modes. On the other hand, one can see
that the harmonic force constants for the C-C interactions are much larger than in the
DFT reference (see below).
In nearly the entire frequency range - except for the region between ˜10 and 30 THz -
MOF-FF shows the smallest RMSDf of all approaches. This is not utterly surprising as
the MOF-FF has been specifically parametrised based on the intramolecular geometry
and the force constants of a naphthalene molecule, while all the other methods rather
rely on publicly available parametrisation - either in terms of standard pseudopoten-
tials, Slater-Koster parameters or ready-to-use force field parametrisations. Therefore,
the harmonic C-C force constants are in excellent agreement with the DFT reference
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Fig. 4.20.: Overlap matrix of Γ-eigenvectors of the DFT reference with the eigenvectors
obtained with (a) MOF-FF and (b) GAFF. The shown panels are enlarged
views of panels (e) and (f) of Fig. 4.19 for enhanced visibility. The overlap
matrix Sij is defined as the complex dot product of the ith eigenvector of
the reference with the jth eigenvector of the methodology to be compared
(see Eq. (3.3)). This figure has been taken from Ref. [1].
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Fig. 4.21.: (a) Frequency differences of the tested approximate approaches with respect
to the DFT reference (PBE/D3-BJ) as a function of the reference frequency
for the entire spectral range of phonon frequencies in the system. The
frequency differences of each tested methodology are plotted with respect
to its own zero line (thick black horizontal lines). (b) Cumulative root-mean-
square deviations of frequencies considering phonon modes up to a certain
cutoff frequency as a function of that cutoff. The hatched area indicates
the low-frequency regime discussed in Sec. 4.2. The symbols in (b) do not
represent the actually calculated data points, which lie much more densely,
but rather serve as guides to the eye. This figure has been taken from
Ref. [1].
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(see below). Similarly to the case of COMPASS, there is no systematic over- or under-
estimation of frequencies in certain spectral regions resulting in the smallest ADf of all
tested methodologies considering the entire frequency range.
Before a more detailed analysis of the harmonic force constants is presented, the per-
formance of the DFTB-based approaches should be briefly commented on. Above the
low-frequency region, all DFTB approaches slightly tend to under- rather than to over-
estimate the intramolecular frequencies. This notion is supported by the consistently
negative values of the ADf . For an almost comprehensive part of the frequency range,
the cumulative RMSDf of the DFTB-based approaches is comparable to that of MOF-
FF: it is approximately constant from ˜30 THz until the frequency of the C-H stretching
vibrations. At this point the cumulative RMSDf values of the DFTB approaches exper-
ience a sharp increase due to the underestimation of those phonon frequencies by about
-3 THz. The reason for this pronounced underestimation can be rationalised by the C-H
harmonic force constants which are notably smaller in DFTB than in the DFT reference
as will be discussed in the following excursus.

Some more details on the harmonic force constant:
The harmonic force constants (HFCs), which are the actually calculated quantities be-
fore their Fourier transform (=the dynamical matrix) yields the frequencies, typically
can be analysed to understand the origin of the observed over- or underestimation of
intramolecular modes. In simple cases, one can qualitatively correlate the discrepancies
in phonon frequencies with notable differences in the HFCs.
The only complication with the analysis of the HFCs is, that these quantities are tensors
of rank 2. In order to facilitate the following discussion, the arguments are based on
the traces rather than on all nine elements of the tensors, since the trace of a tensor is
invariant under arbitrary rotations. The choice of the trace as descriptor for the mag-
nitude of the HFCs is insofar convenient as it allows to disregard orientational differences
between the atoms in different approaches. It can be seen in Fig. 4.22 that the traces of
the HFCs decay rapidly to zero within short distances of ˜3 Å regardless of the type of
the associated pair of atoms (carbon-carbon, carbon-hydrogen, or hydrogen-hydrogen).
This observation implies that all relevant interactions are captured within the spatial ex-
tents of the considered supercells resulting in converged dynamical matrices. Moreover,
the dependence of the HFCs on the distance does not seem to be very sensitive to the
actual used method, as all approximate methodologies as well as DFT ref show a similar
decaying behaviour of the HFCs with the interatomic distances. At this point it is useful
to separate those values appearing at zero distance from all the others by introducing
a different nomenclature. In the following, the HFCs at zero distance will be referred
to as self-harmonic force constants (SHFCs) because these are the HFCs of an atom
with itself. According to the acoustic sum rules (ASR, see Eq. (2.31)), the SHFC of
an atoms is the negative sum of interactions of that atom with all the other atoms in
the supercell. For that reason, the SHFCs are typically much larger than the HFCs
and have different signs. The SHFCs are convenient measures to assess the contribu-
tions from atoms beyond the nearest covalently bonded neighbour: if there is only one
dominant HFC between an atom and another one, then the SHFC will be equivalent to
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Fig. 4.22.: Traces of the harmonic force constant tensors (HFCs) of carbon-carbon,
carbon-hydrogen, and hydrogen-hydrogen interactions as a function of the
distance between the involved atoms considering periodic boundary condi-
tions. The distance axis has been limited to the shown range for reasons
of visibility. The maximum distance of probed HFCs ranges beyond 15 Å.
This figure has been taken from the Supporting Information of Ref. [1].

111 / 213



4. Methodological Benchmark: The Instructive Case of Naphthalene

the negative value of that dominant (and only relevant) HFC. If this is not the case,
this means that there are significant long-range interactions present contributing to the
SHFC. This circumstance will be exploited below.
Besides the SHFCs, the HFCs are apparently largest for atom pairs which are covalently
bonded (C-C and C-H). The HFCs between atoms of different molecules or atoms in the
same molecules which are far apart show significantly smaller magnitude. For example,
the H-H HFCs can be found to be smaller by two orders of magnitude compared to the
C-C or the C-H HFCs because they are not bonded covalently. This can be seen even
better in Fig. 4.23: while the largest C-C (C-H) HFCs amount to ˜-50 (40) eVÅ2, the
largest H-H HFCs only reach values of up to ˜-0.2 eVÅ2. At this point it is especially
interesting to compare the (S)HFCs obtained with different methods.
Panels (a) and (b) of Fig. 4.23 show that all considered DFTB-based approaches as
well as MOF-FF yield relatively similar values for the C-C HFCs and SHFCs, while one
can observe distinct discrepancies in COMPASS and GAFF. Both obviously overestim-
ate the magnitude of the nearest-neighbour C-C HFCs (GAFF much more severely as
COMPASS), which contributes to the overestimation of the C-C SHFCs. In the case of
COMPASS, the overestimation of C-C SHFCs can mostly be ascribed to the too large
magnitudes of the C-C HFCs, while in GAFF also an overestimation of C-H HFCs has
an contribution. These are much better described in COMPASS and even better in
MOF-FF, which has been parametrised to molecular naphthalene data.
All the DFTB approaches, however, show notable underestimations of the C-H HFCs
resulting in the too low frequencies of C-H stretching vibrations. In case of the DFTB-
based approaches, the underestimation of these C-H HFCs (and the resulting discrepan-
cies in the SHFCs) are the only obvious drawback in the description of intramolecular
frequencies within this level of theory. Compared to the reference C-H HFCs, GAFF
shows deviations of a similar magnitude as DFTB, but with a different sign. This would
actually imply a spectral shift of C-H vibrations to higher frequencies. However, the situ-
ation for GAFF is slightly more involved. For all approaches except for GAFF, the H-H
SHFCs (shown in Fig. 4.23(d)) approximately equal the sum of the nearest-neighbour
C-H HFCs and H-H HFCs (Fig. 4.23(c) and (e), respectively). In other words, this
means that in all cases except for GAFF, the hydrogens nearly exclusively show relevant
interactions only with the carbon atoms, which which they are covalently bonded, and
with the nearest hydrogen neighbours (through non-bonding interactions). This is not
true for GAFF: although it overestimates both C-H and H-H HFCs, the H-H SHFCs
are still underestimated, which strongly suggests interactions beyond the distance of
covalently bonded atoms, as the SHFC must equal the (negative) sum of all HFCs.

Indeed, the HFCs of the next-nearest C-H interactions are found to be much larger
than in all the other tested approximate methodologies. Only by adding them to the
nearest-neighbour H-H HFCs and C-H HFCs, the underestimated H-H SHFCs can be
explained. The interatomic distances of these next-nearest C-H neighbours is in the
range of ˜1.8 to ˜2.3 Å. These overestimated force constants are increased by about a
factor of -3.6 with respect to the reference. A detailed view of the distance-resolved
HFCs showing these overestimated C-H HFCs can be found in Fig. 4.24.
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Fig. 4.23.: Traces of the harmonic force constants obtained from the different tested
approaches: (a,d) Self-HFCs for carbon and hydrogen atoms, respectively.
(b,c,e) HFCs for the nearest neighbour interactions sorted according to the
involved atomic species (C-C, C-H, H-H). This figure has been taken from
the Supporting Information of Ref. [1]. 113 / 213
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Fig. 4.24.: Enlarged view of a limited region of the middle panel of Fig. 4.22 showing
the traces of the harmonic force constants of C-H interactions obtained from
the different tested approaches as a function of the distance of the involved
pair of atoms considering periodic boundary conditions. The distance axis
is limited to values such that only interactions of C and H atoms are shown
which are farther apart than the observed covalent bonding distances. The
significantly overestimated C-H HFCs from GAFF are indicated with the
red box. This figure has been taken from the Supporting Information of
Ref. [1].

These complex circumstances of over-and underestimation in C-H HFCs in GAFF
leads to the C-H bending vibrations showing massively increased frequencies, while the
frequencies of the C-H stretching vibrations come out too low.

4.3.2. Assessment of the Suitability of Approximate Methods to Describe
Physical Observables Based on the Entire Phonon Spectrum

Following the discussed tendencies of the various approximate methodologies to over-
or underestimate phonon frequencies in certain spectral ranges, an analysis of the per-
formance to accurately describe thermodynamic (phonon) properties can be carried out.
First of all, the temperature dependence beyond the limited temperature range already
discussed in Sec. 4.2.5 should be commented on. The heat capacity as well as the differ-
ence with respect to the DFT reference, ∆CV , as a function of temperature are shown in
Fig. 4.25. Note that at 300 K, the cutoff frequency f1/2 amounts to ˜18.6 THz, with the
tail of the envelope function reaching beyond 40 THz. For that reason, the discrepancies
discussed in Sec. 4.3.1 increasingly affect the heat capacities at elevated temperatures.
The mentioned overestimation of frequencies between 30 and 50 THz in GAFF result
in a pronounced underestimation of the heat capacity starting at 200 K because the
corresponding phonon bands are missing in the integration, decreasing the value of the
integral (see Eq. (2.84)) as a result. This can most obviously be seen in the difference
plot in Fig. 4.25(b).
COMPASS yields a comparably small ∆CV owing to the cancellation of errors which
also results in the small overall ADf . Also MOF-FF exhibits an excellence performance
when it comes to reproducing the DFT reference values for the heat capacity. In contrast
to COMPASS, both the RMSDf and the ADf adopt relatively small values, implying
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4.3. High-Frequency Phonons (> 9 THz)

that in MOF-FF, the good agreement is really an achievement of the well-parametrised
force field rather than a result of an accidental cancellation of errors.

Fig. 4.25.: (a) Phonon contribution to the heat capacity CV per unit-cell normalised
by the Boltzmann constant kB and the number of phonon modes (3N) as a
function of temperature for all the tested methods over an extended temper-
ature range. The blue shaded area corresponds to the DFT reference. (b)
Difference in CV relative to the heat capacity obtained with the DFT refer-
ence data as a function of temperature. The vertical dotted line indicates
the melting point of the naphthalene crystal (353 K at ambient pressure
[137]). The symbols in both panels do not represent the actually calculated
data points, which lie much more densely, but rather serve as guides to the
eye. This figure has been taken from Ref. [1].

For the three approaches based on DFTB, the typical observation that phonon fre-
quencies above ˜10 THz are slightly underestimated leads to positive ∆CV values at
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Fig. 4.26.: Difference in CV with respect to the DFT reference as a function of tem-
perature shown for an unrealistically high temperature range. The melting
point of the naphthalene crystal (353 K at ambient pressure [137]) is in-
dicated by the vertical dotted line. The symbols in both panels do not
represent the actually calculated data points, which lie much more densely,
but rather serve as guides to the eye. This figure has been taken from the
Supporting Information of Ref. [1].

higher temperatures. The absolute values of the deviations from the reference strongly
depends, however, on the performance in the low-frequency region - i.e. whether the low-
frequency bands are typically underestimated (DFTB@DFT) or overestimated (DFTB).
In the latter case, the two types of errors partially cancel in the summation (integra-
tion) for calculating the heat capacity, while they add up and amplify the total error
for DFTB@DFT. This is also evident by the fact that for DFTB, ∆CV changes sign at
about 225 K suggesting that at this temperature the overestimation of the low-frequency
bands is cancelled by the underestimation of high-frequency modes entering the sum (in-
tegral) for CV . However, DFTB@95%DFT shows a relatively small difference in the heat
capacity with respect ot the DFT reference at low temperatures owing to the good agree-
ment of the low-frequency phonon band structure. At higher temperatures - starting
at ˜150 K, the error increases due to the underestimated frequencies in the same spec-
tral region as the other two DFTB approaches. Based on the impression conveyed by
Fig. 4.25(b), it can also be hypothesised that the ∆CV values of all DFTB approaches
converge to the same value at higher temperatures.
This can be seen when plotting the (hypothetical) heat capacity differences for very

high temperatures, far beyond the melting point of the system. Although not being
physically meaningful, it is still instructive to trace the errors to higher temperatures to
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examine the limiting behaviour of the error. Fig. 4.26 shows the difference in the heat ca-
pacities with respect to the DFT reference (normalised by the number of phonon modes
and the Boltzmann constant). This plot reveals that, indeed, the DFTB approaches
converge to the same ∆CV at about 1000 K. GAFF shows the largest deviations of
all approaches climaxing at about 600 K, before the error starts to decrease again for
higher temperatures. The fact that the error vanishes for T → ∞ is a consequence of
the Dulong-Petit limit: the heat capacity (per unit-cell) converges towards the value
3NkB at high temperatures such that the errors must converge to zero. The fastest
convergence is obviously achieved by MOF-FF and COMPASS. While the former shows
excellent agreement for the high-frequency modes, the latter exhibits a more or less
arbitrary under- and overestimation of frequencies resulting in a cancellation of errors
upon summation.
In spite of the above-discussed deviations from the reference heat capacity, it must be
stressed that the heat capacity is a relatively robust quantity overall, since the relative
error at 300 K in none of the cases exceeds 0.5 %.

Apart from the heat capacity, another crucial thermodynamic quantity is the Helm-
holtz free energy. This quantity is the thermodynamic potential of the canonical en-
semble (NVT ensemble), from which all thermodynamic properties can be calculated by
computing its partial derivatives. For this reason, the Helmholtz free energy is relevant
for considerations of thermodynamic stability (in the canonical ensemble - and in the
grand canonical ensemble if the chemical potential vanishes like for phonons). For large
electronic band gaps between the valence and the conduction band, the temperature
dependence of the electronic free energy can be neglected and the electronic contribu-
tion would only cause an offset of the total free energy. Therefore, it suffices to take
the phonon contribution into account. Moreover, it is typically hard to quantitatively
compare total energies from different levels of theory (even from the same level of theory
using different pseudopotentials or different codes which define the energy zero point in
a different way).
The analytical expression for the vibrational free energy, F (see Eq. (2.62)), can be writ-
ten as a temperature-dependent term and a term in which only the phonon frequencies
enter. The latter is the zero-point energy (ZPE) of the harmonic oscillators, which is
independent from the thermal phonon occupation and, thus, also relevant at 0 K, while
the temperature-dependent part vanishes for T → 0. This suggests that for the ZPE,
all frequency ranges are equally important and deviations of phonon frequencies directly
lead to differences in the ZPE. This is especially important at lower temperatures at
which the ZPE dominates over the temperature-dependent term of F . Only upon in-
creasing the system’s temperature, the temperature-dependent contribution to F starts
to dominate, which considers the thermal occupation of phonon modes - i.e. the tem-
perature dependence is prevailingly determined by the low-frequency phonons.
Fig. 4.27(a) shows the temperature dependence of F for the tested approaches, while the
differences in free enrgy, ∆F compared to the DFT reference are shown in panel (b). At
and close to 0 K, it is apparent that MOF-FF and COMPASS show the closest agree-
ment with DFT ref. All three DFTB-based approaches exhibit too small ZPE, while

117 / 213



4. Methodological Benchmark: The Instructive Case of Naphthalene

Fig. 4.27.: (a) Phonon contribution to the free energy, F and (b) differences in F
with respect to the reference calculation as a function of temperature. The
vertical dotted line indicates the melting point of the naphthalene crystal
(353 K at ambient pressure [137]). The symbols in both panels do not
represent the actually calculated data points, which lie much more densely,
but rather serve as guides to the eye. This figure has been taken from
Ref. [1].
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4.3. High-Frequency Phonons (> 9 THz)

Fig. 4.28.: Differences in the vibrational free energy with respect to the reference cal-
culation as a function of temperature shown for an unrealistically high tem-
perature range. The melting point of the naphthalene crystal (353 K at
ambient pressure [137]) is indicated by the vertical dotted line. The sym-
bols in both panels do not represent the actually calculated data points,
which are much more densely, but rather serve as guides to the eye. This
figure has been taken from the Supporting Information of Ref. [1].

for GAFF, it is too large. These observations are perfectly in line with the ADf values
considering the entire frequency range (see Tab. 4.2), which is not surprising as the ZPE
can be thought of as being proportional to the average frequency ω̄ in the system:

ZPE =
1

Nq

∑
λ=(n,q)

~ωλ
2

=
3N~

2
ω̄ with ω̄ =

1

3NNq

∑
λ=(n,q)

ωλ (4.7)

Consequently, the difference in ZPEs are proportional to the ADf values. Therefore,
COMPASS again profits from the cancellation of errors resulting in an excellent ZPE -
only slightly worse than MOF-FF. Conversely, the severe underestimation of the (many)
C-H vibrations to quite a considerable extent by DFTB results in the decreased ZPE,
while in GAFF the many overestimated C-C stretching and C-H in-plane bending vibra-
tions significantly increase the ZPE (and the ADf ). The absolute errors in the ZPE are
notable amounting to up to 0.25 eV, which can already exceed the energetic differences
typically occurring for different polymorphs [18].
Regarding the temperature-dependence of the free energies obtained with the approx-
imate methods, one can see in Fig. 4.27 that the deviations from the DFT reference
only relatively weakly depend on the temperature in case of the three force fields and
DFTB@95%DFT. Since the temperature-dependence is mostly determined by the low-
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frequency phonons (at low temperatures), this is a result of the relatively good agreement
in the low-frequency region. Therefore, the ∆F values nearly stay at the offset determ-
ined by the difference in the ZPE.
For DFTB and DFTB@DFT, the situation is quite a different one. One can observe a
pronounced decrease in the absolute magnitude of the deviation ∆F in case of DFTB
and an increase in case of DFTB@DFT. This behaviour can be attributed to the fact
that in both cases, the underestimation of the ZPE has its origin in the large number
of underestimated high-frequency intramolecular modes. While this effect can be partly
compensated at finite temperatures by the overestimated low-frequency bands in DFTB,
the two effects add up in DFTB@DFT.
Finally, the high-temperature behaviour of ∆F shall be briefly commented on. The dif-
ference in free energy relative to the DFT reference is displayed in Fig. 4.28. In contrast
to ∆CV , the difference in F does not converge to zero nor to any other value because
the free energy itself does not converge for T → ∞. Over the huge shown temperature
range of up to 3500 K, MOF-FF and COMPASS only exhibit differences in the free en-
ergy of ±0.3 eV, which suggests that these two approaches are capable of quite reliably
describing the free energy over a wide temperature range. The tendency of ∆F of a
given methodology to increase or to decrease with temperature qualitatively agrees with
the sign of the low-frequency ADf (signADf = signd(∆F )

dT
).

4.4. Summary and Conclusions of the Methodological
Benchmark

In order to briefly summarise the comprehensive performance tests and to see weak-
nesses and strengths at first glance, Fig. 4.29 shows a relative comparison of the tested
approaches in various categories comprising the main quantities of interest: frequencies,
group velocities, mean-squared thermal displacements, heat capacities and free ener-
gies. For mode-resolved quantities such as frequencies and group velocities as well as for
atom-resolved ones such as the MSTDs, it is useful to resort to statistical analysis and
report a RMSD value. For frequencies, however, the average deviation, ADf , is taken
into account as well, as this error indicator is able to predict cancellations of errors in
thermodynamic properties. Additionally, the ADf is capable of quantitatively assessing
the difference in ZPE (ADf of the entire spectral range) and qualitatively predicting
the temperature behaviour of the difference in free energy (ADf of the low-frequency
regime).
The reference values for all the tested DFTB- and FF-based approaches is the DFT
reference methodology relying on the PBE functional and the D3-BJ van der Waals cor-
rection. This level of theory has been shown to outperform different methodologies
(PBE/D2, PBE/TS) when it comes to reproducing experimental phonon band struc-
tures of (deuterated) naphthalene. Moreover the PBE/D3-BJ approach even yields a
better agreement with measured (powder) Raman spectra than using the B3LYP func-
tional (and the same van der Waals correction).
Overall, the best performance is exhibited by the second-generation force field MOF-
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Fig. 4.29.: Radar charts showing the summarised relative performances of (a) DFTB-
and (b) FF-based methodologies compared to the DFT reference results.
The axes for each category are normalised in such a way that 1 corresponds
to the maximum observed error indicator amongst all tested approaches.
The quantities considered in this comparison comprise the average devi-
ations in the calculated frequencies with respect to the DFT (PBE/D3-
BJ) reference, ADf , and the root-mean-square deviations of frequencies,
RMSDf , both separately calculated for the low-frequency region (≤ 9 THz)
and the entire spectral range (full). Moreover, the plots include the RMSD
value of vector norms of phonon group velocities in the low-frequency re-
gime (RMSDvg) and the absolute deviations in thermodynamic properties
(phonon contributions to the free energy F and the heat capacity CV ) at
various temperatures. Furthermore, the RMSD values of the mean-squared
thermal displacements (RMSDu2) are displayed, which are computed as the
mean quadratic difference of thermal displacements with respect to the ref-
erence considering all atoms in the unit-cell. This figure has been taken
from Ref. [1].

121 / 213



4. Methodological Benchmark: The Instructive Case of Naphthalene

FF, which was specifically parametrised based on molecular naphthalene ab initio data.
The MOF-FF is only outperformed in the category of the mean-squared thermal displace-
ments (MSTDs) by almost every other approach except for the DFTB@DFT method.
This finding can be ascribed to the fact that (especially the force fields GAFF and
COMPASS) show a slightly better description of the acoustic phonon bands compared
to MOF-FF. A possible strategy to improve the performance of the MOF-FF even more
is, thus, to modify the description of the van der Waals interaction in that force field.
Besides the accurate description of the acoustic bands, the COMPASS force field pro-
duces thermodynamic properties with a high degree of agreement with the DFT reference
(heat capacities and free energies), despite the fact that the RMSDf is relatively large.
Therefore, one can conclude that the good performance of COMPASS in describing
properties which involve a summation over frequencies has its origin in a fortuitous can-
cellation of errors rather than in an accurately parametrised description of inter- and
intramolecular interactions. The (arbitrary) under- and overestimations of frequencies
often compensate each other resulting in a low difference in the zero-point energy (ZPE)
and the heat capacity, for instance.
Conversely, for GAFF one can identify a typical tendency to overestimate frequencies
- especially in the frequency range from ˜30 to ˜50 K. As a result, the heat capacity
is underestimated because higher temperatures are required to achieve occupation of
the higher-lying phonon bands. In line with this overestimation of frequencies, the free
energy is overestimated in the entire temperature range starting from 0 K with the ZPE,
which is too high by ˜0.25 eV (per unit-cell) with the error increasing with temperature.
DFTB, in spite of the considerably increased computational cost compared to the clas-
sical force fields, typically does not achieve an increase in accuracy without special
precautions: the best agreement in terms of the RMSDf value for low frequencies of all
tested approaches is obtained by the DFTB@95%DFT approach. Here, the strategy is
to rely on the DFT-optimised lattice parameters rather than on a pure DFTB-based
optimisation and, additionally, to (isotropically) scale the unit-cell volume down to a
value slightly below 100 % of the DFT unit-cell volume. Optimal scaling factors, which
reduce the low-frequency RMSDf to a minimum39, have been shown to be rather similar
for naphthalene, anthracene, and fluorene. This approach is, however, far from generally
applicable before much more comprehensive testing has been carried out. At higher fre-
quencies, the unit-cell parameters become less relevant and all DFTB approaches yield
essentially identical high-frequency intramolecular frequencies. However, compared to
the DFT reference band structure, these are typically slightly underestimated - except
for the very accurate C-C stretching vibration - which results in notably underestim-
ated zero-point energies. Regarding the temperature dependence of the error in the
free energy, it was shown that it is strongly dependent on the low-frequency ADf : for
DFTB, which typically overestimates the low-frequency intermolecular modes (due to
closer packing because of the reduced unit-cell volume), one can observe a partial can-
cellation of errors as the positive slope of the error in the free energy as a function of
temperature compensates the negative offset due to the underestimated ZPE at some

39Regardless of whether frequencies in the entire first Brillouin zone or only Γ-frequencies are considered.
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point.
Since the radar charts in Fig. 4.29 only show a relative comparison between the meth-
odologies it is worthwhile to individually comment on the general suitability of the
approximate methodologies to describe certain properties in absolute values. Further-
more, it should be briefly summarised which of the quantities are more robust and less
prone to possible inaccurate descriptions of phonon band structures than others. The
heat capacities, for instance, are described relatively accurately in all approaches. Even
in the worst case (GAFF), the error never exceeds 0.5 % of the reference value at room
temperature [1].
Conversely, the free energy is a more sensitive quantity, for which the errors are generally
larger reaching up to ˜3 % for several of the tested approaches. The discrepancies with
respect to the reference can amount to ˜250 meV per unit cell, which is larger than typ-
ically reported energy differences between different organic polymorphs [17, 18, 19, 138].
The reason for this enhanced susceptibility to frequency errors is the fact that the vi-
brational free energy can be decomposed into the temperature-independent ZPE and a
temperature-dependent contribution. While the former, already at 0 K, takes into ac-
count all frequencies in the crystal and, thus, sets the energy scale, the latter is mostly
determined by the low-frequency modes. In order to achieve a good performance of
a methodology for this quantity, a constantly high accuracy of phonon frequencies is
required40. The MOF-FF is able to achieve that goal so that, as a consequence of the
accurately described phonon frequencies, the vibrational free energy only varies within
±0.01 eV compared to the DFT reverence over a wide range of temperatures [1].
The quantities most sensitive to an accurate description of the (acoustic) phonon bands
are the mean-squared thermal displacements (MSTDs). The most severe overestimation
(factor of 2) is exerted by the DFTB@DFT approach, while, surprisingly, COMPASS
and GAFF yield the most satisfying agreement with the DFT reference. This extreme
level of sensitiveness of the MSTDs has its origin in the fact that they are prevailingly af-
fected by the acoustic phonon bands. These frequencies are typically so low (in the range
of 1 THz) that already deviations which would be considered small in other spectral re-
gions have a huge relative impact. This effect distorts the description of the thermal
motion of the atoms. GAFF and COMPASS fare especially well when it comes to the
description of the acoustic bands so that their MSTDs are in close agreement with the
reference [1].

The results presented in this chapter suggest that there are indeed promising low-cost
alternatives to state-of-the-art DFT available for calculating phonon properties in or-
ganic semiconductors employing approximate methods. However, the above discussion
also implies that no “off-the-shelf” approximate method is likely to compete with well-
established ab initio approaches in terms of accuracy to a fully satisfying extent [1]. It
is believed that system-specifically parametrised, non-transferable force fields such as

40Or an symmetrically distributed scattering of frequencies around the real frequencies resulting in
a cancellation of errors when the summation over frequencies is performed, as it is the case for
COMPASS.
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the MOF-FF are most likely to have the potential to achieve that goal (one day). In
spite of the supposedly high potential, there is still room for improvement especially
regarding the implemented description of the van der Waals interactions. The presented
results suggest that a large improvement of the low-frequency bands and the properties
sensitive to those modes (especially the group velocities) can be achieved by a more
accurate energy term for those non-bonding interactions. Regarding the DFTB-based
approaches tested to achieve the best phonon properties possible, it can be concluded
that the Slater-Koster parameters used in this work, which are supposedly the most fre-
quently applied and the most advanced publicly available ones, are probably not optimal
for the usage in molecular crystals. It might be advisable to consider a reparametrisa-
tion to improve the results and increase the suitability of this approach, which should
be technically more straightforward (at least if only the repulsive Energy is refitted)
than FFs because different interatomic interactions should be resulting from quantum
mechanics “automatically” without the need to parametrise every type of interaction
separately with predefined terms. Very lately, Stöhr, Sandonas and Tkatchenko have
presented a new way of improving many (anharmonic) potentials in a number of mo-
lecules by replacing the conventional pairwise repulsive energy by a local many-body
interaction repulsive energy via machine learning approaches [80]. It remains to be seen
how far and if approximate methods will advance to make reliable phonon calculations
more accessible.
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Since the DFTB-based approaches were found inadequate for reliable and accurate cal-
culations of phonon-related properties (based on the used 3ob-3-1 Slater-Koster files
[94]) and the intransferable nature of MOF-FF would have required a lot of additional
work parametrising the force field, the method of choice to study structure-to-property
relations is the PBE/D3-BJ approach. Based on the extraordinarily good agreement
with experimental evidence for naphthalene presented in Sec. 4, this level of theory is
chosen to be applied to other organic semiconductors.
In order to try to draw reasonable conclusions, the molecules shown in Fig. 5.1 were
systematically selected to be studied. In particular, simple structure-to-property rela-
tions were supposed to be established as a function of the molecule length in oligoacenes
(Fig. 5.1(a-e)) and oligophenylenes (Fig. 5.1(a,i-k)). Furthermore, one is interested in
how the different spatial arrangement of the four phenyl rings in pyrene compared to
tetracene (Fig. 5.1(d) and (f), respectively) or the relatively bulky functionalisation of
tetracene by four additional phenyl rings (resulting in rubrene; Fig. 5.1(l)) affect the
phonon properties. Fluorene (Fig. 5.1(g)) has been chosen to see what happens if the
two six-membered phenyl rings cannot undergo torsional oscillations so easy any more
as in the biphenyl molecule where the rings are only connected by a single bond. Fi-
nally, quinacridone (Fig. 5.1(h)) can be seen as a functionalised and substituted version
of pentacene such that the impact of this chemical variation on the phonon properties
can be investigated. Moreover, in this system one is supposed to observe other inter-
molecular bonding motifs than in the other crystals (hydrogen bridges), which are likely
to notably affect the phonon band structures.

Unfortunately, the situation in the crystalline systems is much more involved than
the simple structural formulae in Fig. 5.1 might convey. Very often, several packing
arrangements or small geometric differences must be considered for molecular crystals
of one given molecule. The different crystal structures for the studied molecular crystals
are shown in Tab. 3.1 together with the abbreviations used in the following, the chemical
formulae of the molecules, the molecular masses (M), the number of molecules per unit-
cell (Z), and the number of atoms-per unit-cell (N)41. Even for benzene, the simplest
of the studied organic crystals, there are two different phases: an orthorhombic and
a monoclinic phase with four and two molecules per unit cell, respectively. According
to simulations of the phase diagram of crystalline benzene with quasi-harmonic lattice
dynamics [139, 140] (the results in both references being in excellent agreement with ex-
perimental data), the orthorhombic phase should be the dominant, thermodynamically
stable phase at ambient pressure. The other, monoclinic phase, however, allows to draw
more reasonable connections to naphthalene and anthracene, both of which crystallise
in monoclinic Bravais lattices. Even this small number of symmetries which are still
present in those systems with monoclinic space groups are lost in case of tetracene and

41N could alternatively be easily calculated from the chemical formulae and Z. The reason why it is
listed is rather a matter of convenience.
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Fig. 5.1.: Structural formulae of (a) benzene, (b) naphthalene, (c) anthracene, (d) tet-
racene, (e) pentacene, (f) pyrene, (g) fluorene, (h) quinacridone, (i) biphenyl,
(j) (para-)terphenyl, (k) (para-)quinquephenyl, and (l) rubrene. The hydro-
gen atoms bonded to carbons have been omitted for reasons of visibility.
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pentacene, whose crystal systems are already triclinic with unit-cell angles distinctly
different from 90° (see Tab. 5.1).
While for fluorene (orthorhombic) and pyrene (monoclinic) comparably unique poly-
morphs are relevant, quinacridone even forms three different phases with varying space
groups and numbers of molecules per unit-cell, Z. Also rubrene crystallises in several
polymorphs. Two of them, a monoclinic one with space group P21/c, typical of many
organic semiconductors, and an orthorhombic one have been considered in the context
of this thesis.
The most problematic structures turned out to be the various oligophenylenes (biphenyl,
para-terphenyl, para-quinquephenyl). Usually, when searching for structures in e.g. the
Cambridge Structural Database, one finds many crystal structure files for geometries, in
which all phenyl rings lie perfectly in one plane. In reality, this is typically not the case
[141, 142, 143]. The deposited crystal structures might be the result of the averaging
nature of X-ray diffraction: in some unit-cells the inter-ring torsion angle is most prob-
ably positive, while it is negative (by the same absolute magnitude) in others so that in
an X-ray diffraction experiment, on sees the average. Interestingly, although the planar
configuration should not correspond to an energetic minimum in molecular biphenyl as
shown in Ref. [141], here, still no imaginary frequencies at Γ are observed suggesting
that the used structures indeed represent a minimum of the potential energy surface
(within DFT using the PBE/D3-BJ methodology). Nevertheless, the system might be
dynamically unstable resulting in imaginary phonon frequencies for non-vanishing wave
vectors. This very complex situation has been accounted for from a phononic point
of view by considering not only the planar configurations (“2ph_plan”,“3ph_plan”, and
“5ph_plan”), but also twisted ones in biphenyl. When imposing a non-vanishing inter-
ring torsion angle in biphenyl, one can additionally find a unit-cell doubled in size along
the lattice vector b containing four molecules (“2ph_tw4”) showing an arrangement of
torsion angles that cannot be achieved with only two molecules per unit-cell (“2ph_tw”).
For all the systems listed in Tab. 3.1, a full optimisation according to the procedure de-
scribed in Sec. 3.2 was carried out based on the experimental starting structures listed in
Tab. 3.2. This resulted in the lattice parameters (and space groups) shown in Tab. 5.1.
Moreover, the systems’ packing densities (Z/V ), mass densities (ρ) and the four fit

parameters extracted from the fitted equation of state (volume V , bulk modulus B,
pressure derivative of the bulk modulus B′ and the equilibrium energy E0) are listed in
Tab. 5.2. The fitted equilibrium energy E0 divided by the number of molecules per unit-
cell Z is particularly relevant to energetically compare different polymorphs containing
different numbers of molecules per unit-cell.
The table shows, for instance, that the orthorhombic phase of benzene indeed has a lower
energy per molecule by ˜18 meV than the monoclinic phase. Moreover, the orthorhombic
phase’s packing and mass densities are slightly lower, despite the increased bulk mod-
ulus - i.e. the increased (isothermal) mechanical resistance of a system’s volume V
against compression due to hydrostatic (=isotropic) pressure p (or, more strictly speak-
ing, the isotropic pressure p required to induce a certain relative change in volume V ;
see Eq.(5.1)):
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Tab. 5.1.: Lattice constants (lengths of lattice vectors a, b, and c, and angles between
the lattice vectors α, β, and γ) as a result of the unit-cell optimisation within
the PBE/D3-BJ level of theory for the studied systems. Moreover, the space
groups of the optimised crystal structures are listed. The used abbreviations
for the systems can be found in Tab. 3.1.

System Space Group Lattice Constants
int. Symbol Number a / Å b / Å c / Å α / β / γ /

1c_m P21/c 14 5.632 5.558 7.768 90.00 111.17 90.00
1c_o Pbca 61 6.756 7.318 9.288 90.00 90.00 90.00
2c P21/c 14 8.078 5.903 8.622 90.00 124.24 90.00
3c P21/c 14 8.426 5.930 11.110 90.00 125.43 90.00
4c P1̄ 2 6.016 7.776 12.911 77.10 72.58 85.52
5c P1̄ 2 6.271 7.638 14.314 76.76 88.99 84.08
F Pnma 62 8.310 18.715 5.599 90.00 90.00 90.00
Py P21/c 14 8.335 9.143 13.429 90.00 100.10 90.00
αQ P1̄ 2 3.833 6.451 14.566 100.67 96.86 101.42
βQ P21/c 14 5.710 3.900 29.822 90.00 96.44 90.00
γQ P21/c 14 13.553 3.861 13.280 90.00 99.34 90.00
Ru_m P21/c 14 8.676 10.065 15.542 90.00 90.54 90.00
Ru_o Cmce 64 13.755 13.755 14.129 90.00 90.00 30.14
2ph_plan P21/c 14 7.770 5.514 9.427 90.00 93.65 90.00
2ph_tw Pc 7 7.770 5.514 9.427 90.00 93.65 90.00
2ph_tw4 Pc 7 7.811 11.014 9.431 90.00 93.87 90.00
3ph_plan P21/c 14 7.732 5.527 13.534 90.00 93.76 90.00
5ph_plan P21/c 14 22.071 5.513 7.723 90.00 99.06 90.00
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Fig. 5.2.: Bulk modulus from the fitted equations of state as a function of the length
of the oligoacene molecules. For benzene (1 ring), the monoclinic phase is
considered in this plot because it has the same number of molecules per unit-
cell as the larger oligoacenes.

B = −V ∂p

∂V

∣∣∣∣
T

(5.1)

For the calculated crystalline oligoacenes, the total energy per molecule seems to
decrease by about 44 eV for each additional ring. The bulk modulus increases (roughly
linearly) with the molecular length for the oligoacenes (see Fig. 5.1).

In passing it should be noted that the bulk modulus calculated in that way is typically
slightly overestimating the experimental values, as it was reported for naphthalene [29].
A more accurate way to determine the bulk modulus would be a full evaluation of
the elastic tensors of the systems, from which the linear compressibility and the bulk
modulus can be extracted [144].
It can also be seen that the energetic stability for the polymorphs of quinacridone is
(in order of increasing energy): γQ, βQ, and αQ. The energies per molecule lie in a
very narrow energy window (within ˜0.07 eV) so that the phononic contributions (zero-
point energy and thermally activated phonon occupation) might change the picture of
the relative thermodynamic stability. Especially the β- and the γ-polymorph are very
close in energy - in line with the experimental results in the literature [145]. Moreover,
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Tab. 5.2.: Parameters extracted from the fitted equations of state (Rose-Vinet type):
unit-cell volume (V ), equilibrium energy (E0), bulk modulus (B), and deriv-
ative of the bulk modulus with respect to pressure (B′). Moreover, derived
quantities such as the molecular packing density (Z/V ), the mass density
(ρ), and the equilibrium energy per molecule (E0/Z) are listed. The used
abbreviations for the systems can be found in Tab. 3.1.

System Z
V
/ nm−3 ρ / kgm−3 V / Å3 B / GPa B′ E0 / eV E0

Z
/ eV

1c_m 8.82 1144.04 226.75 7.426 7.69 -153.84 -76.918
1c_o 8.71 1129.84 459.21 7.523 8.29 -307.75 -76.936
2c 5.88 1252.28 339.91 8.865 8.91 -242.15 -121.074
3c 4.42 1308.58 452.33 9.326 9.09 -330.17 -165.083
4c 3.56 1349.85 561.66 10.024 9.16 -418.11 -209.053
5c 3.01 1392.53 663.84 10.659 8.15 -506.04 -253.020
F 4.59 1267.92 870.76 8.721 8.43 -623.91 -155.977
Py 3.97 1333.30 1007.56 9.061 8.40 -735.54 -183.884
αQ 2.92 1514.93 342.34 9.895 18.82 -259.08 -259.080
βQ 3.03 1571.60 659.99 12.077 7.22 -518.27 -259.133
γQ 2.92 1512.51 685.78 9.481 9.10 -518.31 -259.154
Ru_m 1.47 1303.55 1357.09 9.762 11.29 -972.20 -486.100
Ru_o 1.49 1317.88 1342.34 11.113 17.42 -972.21 -486.107
2ph_plan 4.96 1270.64 403.05 9.051 8.07 -293.22 -146.611
2ph_tw 4.96 1270.65 403.05 9.292 8.75 -293.22 -146.611
2ph_tw4 4.94 1265.22 809.56 7.029 32.33 -586.45 -146.612
3ph_plan 3.47 1325.20 577.16 13.399 22.04 -432.72 -216.359
5ph_plan 2.16 1368.84 928.01 13.703 26.53 -711.62 -355.812

the β-polymorph shows a slightly increased packing density, accompanied by a notably
increased bulk modulus (by roughly 30 %).
For the two tested phases of rubrene (Ru_m and Ru_o), the minimum energy per
molecule from the fitted equation of state turns out to be essentially the same. This
case most strongly motivates taking the phonon contribution to the free energy into
account. The situation is very similar for the three considered modifications of biphenyl
(planar: 2ph_plan, twisted: 2ph_tw, and twisted with four molecules per unit-cell:
2ph_tw4), for which the minimum energy is essentially indistinguishable (except for
small rounding differences).

This very brief discussion emphasises the importance of considering temperature ef-
fects and the relative stability of different polymorphs, which is often not possible to
predict accurately from the electronic contributions only. Therefore, the full phonon
band structure must be available, from which various thermodynamic properties can
be derived. In general, the Γ-phonons are not sufficient to calculate any thermody-
namic properties, which is, however, still relatively often done in literature (e.g. in Refs.
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[28, 29]). It has already been stressed in Sec. 2.4 and visualised in Fig. 2.1 that this ap-
proach usually results in some discrepancies in the calculated thermodynamic properties
in that way. Thus, in the following, phonon contributions to the thermodynamic prop-
erties based on the full phonon band structure will be reported. In order to understand
those, one must, as a first step, discuss and understand the low-frequency band structure
in detail. This will be the main focus in Sec. 5.1, before the derived thermodynamic
quantities can be reasonably discussed in Sec. 5.2.

Unfortunately, certain technical difficulties prevented the successful calculation of the
phonon modes beyond the centre of the first Brillouin zone, Γ, for a few systems (as
implied in Tab. 3.3 in Sec. 3.2):

1. Rubrene
Both considered polymorphs of rubrene contain 140 atoms per unit-cell. The smal-
lest reasonable size of a supercell would have been a 2 × 2 × 2, resulting in 1120
atoms per supercell. For systems with that size, the DFT calculations typically
become prohibitively expensive and massively inefficient due to the scaling beha-
viour with respect to the number of atoms. Systems of that size would favour
the use of DFPT-based phonon calculations for which no supercells (just a dense
enough q-mesh) are required to obtain the entire phonon band structure.

2. Biphenyl
The static interring-twisting configuration of the phenyl rings in biphenyl appeared
to pose a significant challenge on the simulations carried out in the framework
of lattice dynamics. Despite many attempts of increasing the supercell size in
the most simple (and most symmetric) planar configuration with two molecules
per unit-cell (2ph_plan), imaginary (acoustic) phonon modes persisted at various
points of the first Brillouin zone (see Fig. 5.3). Note that not imaginary frequen-
cies are found at Γ. Maybe even larger supercells are required (especially in the
b-direction, arriving at sizes as large as 3× 4× 3 and beyond) to achieve entirely
non-imaginary phonon bands, which would have meant a significant increase in
computational cost. Also here, DFPT might provide a solution to this problem.
What seemed to be more promising than increasing supercell sizes was to slightly
modify the structure because, besides lacking convergence of supercell size, ima-
ginary phonon modes can also indicate (dynamic) structural instabilities. This
decision was motivated by the fact that in the ΓA-direction, the acoustic bands
cause (due to the phase shift as a result of the non-vanishing wave vector) a wave in
which the atomic motion contains an interring-twisting of the biphenyl molecules.
The fact that these frequencies are found to be imaginary suggest that at this wave
vector, the system’s energy is effectively decreased - even below that of the sup-
posed equilibrium geometry. Since also the gas phase shows a distinct inclination
angle of the two phenyl rings, the possibility of a crystal structure with twisted
biphenyl molecules was considered, ending up in the 2ph_tw system.
Due to the reduced symmetry of 2ph_tw compared to 2ph_plan, the number of
symmetry-inequivalent Cartesian displacements necessary to obtain the harmonic
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Fig. 5.3.: Phonon band structure of crystalline biphenyl (planar configuration) calcu-
lated with PBE/D3-BJ for two sizes of supercells. Independent from the su-
percell size, the band structure shows pronounced imaginary phonon bands
around A and Z (and further high symmetry points which are not shown).

force constants increase by a factor of 2 (from 66 to 132) as the inversion symmetry
is lost when twisting the molecules. Therefore, the phonon calculations would have
cost additional computational resources without any guarantee that this structure
would solve the problem. The concern that this structure was maybe still not
the optimal choice was additionally supported by the fact that in the Cambridge
Structural Database, all entries of twisted biphenyl unit-cells contained four mo-
lecules (which were predominantly deposited for the deuterated molecules, so that
they might have been the results from elastic neutron scattering experiments, in
which one has a clearer view of the hydrogen positions). Such a twisted structure
containing four molecules per unit-cell (2ph_tw4) has been fully optimised within
PBE/D3-BJ and even its Γ-phonons have been calculated. However, a (supercell-
based) calculation of the phonon band structure was seen uneconomical because (i)
the larger number of atoms in the system (with the same space group as 2ph_tw)
results in a larger number of symmetry-inequivalent Cartesian atomic displacement
(264 instead of 132 or 66 for 2ph_tw and 2ph_plan, respectively) and (ii) each
of these many more displacements would have required much more computational
time (at least four times more if the computational time only scaled quadratically
with the number of atoms). For those reasons, the phonon calculations based on
supercells in real space could not overcome the many problems in the seemingly
simple biphenyl system.
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3. Oligophenylenes
Following the problems exhibited by the much simpler situation in crystalline bi-
phenyl, similar problems were observed for p-terphenyl (3ph) when trying to calcu-
late the phonon band structure. Here, the situation is much more involved because
even in one molecule the three rings can be tilted in different ways (alternating
or helical tilting). Extrapolating those problems to p-Quinquephenyl (5ph), the
complexity of the ring twisting configuration explodes. Therefore, for 5ph all at-
tempts to calculate the phonon band structure have been cancelled, and for 3ph,
no further configuration besides the planar one with two molecules per unit-cell
has been considered, since the problem has not been solved successfully even for
biphenyl.

In the following, the low-frequency band structure of both phases of benzene, naph-
thalene42, anthracene, tetracene, pentacene, fluorene, pyrene and the three phases of
quinacridone are discussed.

5.1. Low-Frequency Band Structures

5.1.1. Benzene

The simplest organic molecule covered in this thesis is benzene crystallising either in
a monoclinic (1c_m) or an orthorhombic (1c_o) crystal structure. In order to more
reasonably discuss the band dispersion, the unit-cells as well as the corresponding first
Brillouin zones of both phases are shown in Fig. 5.4. In anticipation of the later dis-
cussed phonon properties, the atoms in the crystal structure are plotted in terms of the
calculated thermal ellipsoids based on the simulated phonon band structures using the
Mercury software [135].
Although both phases show the typical herringbone stacking common for organic

crystals, the phonon band structures shown in Fig. 5.5 cannot be compared on a one-
to-one basis because of the different Bravais lattice. In general, it can be seen that
the “low-frequency” region earlier defined for naphthalene is restricted to even a lower
spectral range in benzene. The reason is clearly that the intramolecular bands are found
at higher frequencies, whereas the intermolecular bands reach similar frequencies as in
naphthalene. The reason why the gap between intra- and intermolecular modes is in-
creased so significantly is simply that the flexibility of a molecule typically increases with
its spatial extent - i.e. it is much harder to deform the shorter benzene molecule than the
more compliant naphthalene molecule. The increased molecular flexibility with larger
molecule lengths should, however, not be confused with the fact that the bulk modulus,
which could be thought of as a measure for the crystal stiffness, still increases with the
length of the oligoacene as shown in Fig. 5.2. The reason for the increased bulk modulus
is the packing of the molecules in the unit-cell and the interactions between those, which
are supposed to increase with the molecule size because the van der Waals interactions

42Only for the sake of completeness, as it has been the topic of the intensive discussion in Sec. 4.
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Fig. 5.4.: (a,c) First Brillouin zone including the high symmetry points used in the
band structure diagrams and (b,d) real-space unit-cell of crystalline benzene
in the monoclinic (1c_m) and the orthorhombic (1c_o) phase, respectively.
The atoms are drawn in terms of the thermal ellipsoids for a probability level
of 50 % and a temperature of 0°C since the melting point of benzene is about
5.5°C at ambient pressure [137].
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Fig. 5.5.: PBE/D3-BJ-calculated phonon band structure and DOS of (a) monoclinic
(1c_m) and (b) orthorhombic (1c_o) benzene.
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become stronger. In contrast, the molecular flexibility of those molecules, here, is as-
sessed only in an intramolecular way: it is easier to share a given external deformation
of a molecule among many bonds instead of demanding that only a few bonds distort to
the entire extent of the total deformation. This can be thought of as a series of springs,
for which every single spring has to elongate much less for a given total elongation. As
a result, the total spring constant of such a series of springs is smaller than that of every
single spring in it. Thus, for small molecules like benzene, one would expect a relatively
pronounced separation between the inter- and intramolecular phonon modes.
In the case of 1c_m, one can easily check that the shown phonon bands really correspond
to all intermolecular bands in the crystal. Since 1c_m has two molecules per unit-cell,
there must be 12 intermolecular bands because every molecule has six degrees of freedom
(three translational and three rotational ones). The identification of the nature of these
bands’ motion requires, however, other means, as will be discussed later. In the case
of 1c_o, counting the bands is slightly harder since the bands lie so densely, but their
number amounts to 24, consistent with the four molecules per unit-cell in this structure.
It is, however interesting to note that the intermolecular regime for both phases extends
to ˜4 THz, similar as in naphthalene. This implies that the highest intermolecular force
constant between the benzene molecules amounts to only ˜61 % of that in naphthalene.
This number is based on the following consideration: if the frequency is (approximately)
equal, one can equate the ratio of intermolecular force constant Φ and molecular mass
M for both systems, which corresponds to the squared (angular) frequency:

ω2
1c = ω2

2c

Φ1c

M1c

=
Φ2c

M2c

⇒ Φ1c

Φ2c

=
M1c

M2c

≈ 0.601 (5.2)

This result is consistent with the notion that the low-frequency modes are determined
by van der Waals interaction, which increases in strength with the lateral extension of
the molecule. Therefore, one would only expect the intermolecular frequency range to
increase for larger oligoacenes (with similar packing density) if the intermolecular force
constants increase more rapidly than the molecular mass.
A difference between the band structures of the two phases is the fact that the highest
intermolecular frequencies in 1c_o are slightly larger than in 1c_m. This is consistent
with the observation that the bulk modulus is slightly higher, suggesting stronger inter-
molecular interaction. Additionally, the increased number of molecules per unit-cell in
1c_o results in many relatively flat bands between 2 and 3 THz. The very same spec-
tral region is relatively poor in bands in the case of 1c_m, resulting in a pronounced
minimum in the DOS, whereas one can see a notable maximum in the DOS of 1c_o.
A similarity in both DOSs is the relatively large frequency range in which the DOS has a
Debye-like quadratic shape (up to ˜1.5 THz). This is a consequence of the band disper-
sion of the acoustic bands showing a nearly linear q-dependence throughout the entire
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shown high-symmetry paths. Only in a few instances they are interrupted by inter-
molecular optical bands with the same irreducible representation of the symmetry of the
atomic motion such that an avoided crossing occurs. Obviously, this phenomenon seems
to be more common for the 1c_m system. A few notable examples in 1c_m include the
avoided crossing of the highest (longitudinal) acoustic band along ΓX at about 1.8 THz,
the second-highest (transverse) acoustic band along ΓY at ˜1.5 THz or the multiple
avoided crossings in ΓA-direction, whereas one can only observe an avoided crossing
along ΓY in 1c_o. Basic understanding of group theory reveals the reason for the more
common occurrences of avoided crossings in 1c_m. Due to the reduced symmetry in this
system (space group P21/c) there are fewer irreducible symmetry representations43 than
in the 1c_o system with more symmetries (space group Pbca). Therefore, the probab-
ility that two bands with the same irreducible representation cross is notably increased
in 1c_m.
The dispersion of the acoustic bands can relatively easily be observed when colouring
the bands according to the corresponding mode participation ratio (PR) (see Eq. (2.42)
in Sec. 2.3). Obviously, the acoustic bands correspond to motion in which all the atoms
in the crystal participate in the wave. Thus, the acoustic bands have a very high PR,
at Γ even exactly 1 as shown in Fig. 5.6. In passing it should be noted that the PR (for
simple phonon modes) is supposed to decrease for non-vanishing wave vectors because
these waves have finite wavelengths and, thus, there must be parts in the structure that
do not move significantly at every instance.
The PR-coloured bands in Fig. 5.6 facilitate the recognition of the (high-PR) acoustic
bands. This enhanced visual recognition reveals that the acoustic bands in ΓZ direc-
tion in the 1c_m system show the largest bandwidths of all the shown directions in
the band diagram (˜2.3 THz). The real-space equivalent of this direction is along the
short lattice vector b - i.e. the direction in which the molecules pack most closely in
a parallel way. A similar effect can be seen for the orthorhombic phase as well: the
bandwidths in ΓZ and ΓY are approximately the same, but in ΓX, it is notably re-
duced. In real-space, the ΓX-direction corresponds to the lattice vector c, which is the
largest lattice parameter. Thus, the reduced packing distance in this direction decreases
the effective stiffness of the system, which, in turn, reduces the acoustic band dispersion.

43At Γ, the symmetry (point) groups are C2h and D2h in 1c_m and 1c_o, respectively. The character
tables of these point groups (see e.g. Ref. [146]) contain four and eight irreducible representations
(irreps), respectively. For wave vectors different than Γ, the symmetry is even further reduced,
ending up in less symmetric point groups with even fewer irreps. Therefore, avoided crossings of
two bands, which requires the same irrep of the involved bands, are less likely in 1c_o.
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Fig. 5.6.: PBE/D3-BJ-calculated phonon band structure coloured according to the
mode participation ratio of (a) monoclinic (1c_m) and (b) orthorhombic
benzene (1c_o).

Besides facilitating the recognition of the acoustic bands, the PR-colouring allows
to identify optical phonons with particularly high degree of atomic motion: in 1c_m,
modes of that kind can, e.g., be found at Γ for the frequencies 2.10, 2.62, and 3.14 THz.
Visualising the corresponding displacement patterns of these modes reveals that these
high-PR optical phonons correspond to intermolecular modes in which the two molecules
per unit-cell translationally oscillate with respect to each other keeping the internal
molecular geometry mostly unaffected. In other words, the molecules oscillate “rigidly”.
These 3(Z − 1) rigid intermolecular translational modes (with Z being the number of
molecules per unit-cell), which I will refer to as “RIMMs” in the following, are often
severely affecting the charge transport properties of organic semiconductors so that for
many systems they might be referred to as the killer phonon modes [10]. The other
3Z intermolecular bands44 with slightly decreased PRs correspond to rigid rotations of

44In general, a system with Z molecules per primitive unit-cell has 6Z intermolecular modes, since
each molecule brings in 3 translational and 3 rotational degrees of freedom. Of the in total 6Z
intermolecular modes, three correspond to the three acoustic modes of the crystal, resulting in
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the molecules, which show less atomic motion because at least the axis of rotation has
to stand still (resulting in lower PRs). RIMMs (characterised by rigid translational
motions) can also be observed in the band structure of 1c_o (See Fig. 5.6(b)). Due to
the increased number of molecules per unit-cell, one can observe nine RIMMs in that
system: at 1.81, 1.85, 2.11, 2.18, 2.71, 3.05, 3.07, and 3.20 THz at Γ. The frequencies of
these RIMMs will be focussed on during the later discussion in the course of a comparison
among the longer oligoacenes.

5.1.2. Naphthalene

Since the low-frequency band structure of naphthalene has been the topic of the intens-
ive discussion in Sec. 4, this section should be kept relatively short and rather serve as a
consistent continuation of the discussion of the oligoacenes. Fig. 5.7 shows the first Bril-
louin zone and the real-space unit-cell (including the thermal ellipsoids) of naphthalene.
It can be seen that the molecules again pack in a herringbone fashion.

Fig. 5.7.: (a) First Brillouin zone including the high symmetry points used in the band
structure diagrams and (b) real-space unit-cell of crystalline naphthalene (2c).
The atoms are drawn in terms of the thermal ellipsoids for a probability level
of 50 % and a temperature of 0°C. The melting point of naphthalene is about
80°C at ambient pressure [137].

6Z − 3 optical intermolecular modes. Those can again be split into 3(Z − 1) optical intermolecular
modes characterised by translational motion (=“RIMMs”), and into 3Z intermolecular rotational
modes.
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Fig. 5.8.: PBE/D3-BJ-calculated phonon band structure and DOS for naphthalene
(2c).

In contrast to benzene, first intramolecular bands appear at already relatively low fre-
quencies (between ˜5.2 and 6.5 THz). They correspond to bending and twisting motions
of the rings around the long molecular axis (see Appendix A.5). Bands with relatively
little dispersion as those appear as comparably sharp peaks in the DOS (see Fig. 5.8)
separated from the more continuous low-frequency part of the DOS (due to the inter-
molecular modes) by a much smaller band gap (slightly above 1.2 THz) compared to the
discussed benzene polymorphs. Similarly to benzene, one can identify a region in the
DOS (up to ˜1.4 THz) with a typical Debye-like shape caused by the (approximately)
linear dispersion of the acoustic phonons.
The closest distance between the molecules is found in the direction of the lattice vector
b, which corresponds to the ΓZ-direction in reciprocal space. In this direction, however,
the stacking is parallel rather than herringbone-type because only a molecule and its
periodic replica are involved (rather than the two inequivalent molecules). Following the
observations made for benzene, one expects a higher acoustic band dispersion in this
direction, as the stacking is much denser. This is, however, not true for naphthalene
which can most probably be ascribed to the reduced symmetry of the naphthalene mo-
lecule compared to benzene: i.e., naphthalene has a distinct long molecular axis, which
adds an additional component of anisotropy besides the anisotropic stacking. Therefore,
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Fig. 5.9.: PBE/D3-BJ-calculated phonon band structure of naphthalene (2c) coloured
according to the mode participation ratio.

motions in certain directions experience more van der Waals interactions than others.
As a result, the acoustic band widths are relatively similar along ΓZ and ΓX. Only in ΓY
it seems, at first glance, that the band widths of the longitudinal acoustic band - i.e. the
acoustic band with the highest frequency near Γ - is notably reduced. The mode-PRs
(see Fig. 5.9) reveal, however, that this is more a consequence of avoided crossings with
optical intermolecular bands with a relatively high degree of phonon hybridisation, as a
comparably wide gap is opened in between the bands involved in the avoided crossing.
The high PRs of the bands at about 2 THz at the high symmetry point Y suggest that
this is the rest of the longitudinal acoustic (LA) band along this direction.
Besides facilitating the visual recognition of the band dispersion, the PR-coloured

bands very clearly show the RIMMs (at Γ at 1.66, 2.27 and 3.20 THz). In contrast to
the case of benzene, one can more easily distinguish between the physical origin of these
three modes in naphthalene due to the reduced molecular symmetry. Visualising the
displacement patterns, it can be seen that the lowest of these RIMMs corresponds to
the (nearly) rigid relative displacements of the two molecules along their long molecular
axes, close to lattice vector c (see Fig. 5.10(a)). Compared to the frequencies of the
corresponding modes in benzene, the frequency is decreased, which is most probably a
result of the higher molecular mass. Also the second-lowest RIMM (see Fig. 5.10(b))
is slightly reduced in frequency with respect to the 1c_m system, whereas the highest
RIMM (at ˜3.2 THz at Γ; see Fig. 5.10(c)) is found at about the same frequency as in
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Fig. 5.10.: Γ-point displacement patters of the rigid intermolecular modes at (a) 1.66
THz, (b) 2.27 THz, and (c) 3.20 THz in naphthalene. The red and blue
wireframe structures correspond to the positive and negative amplitudes of
the vibration, respectively.
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1c_o and only negligibly higher than in 1c_m. As shown in the displacement pattern,
this RIMM corresponds to a vibration, which periodically de- and increases the herring-
bone stacking distances. According to the argumentation using Eq. (5.2), this suggests
slightly higher intermolecular force constants in this direction than in benzene (as the
frequency is approximately the same in spite of the increased mass).

Quantitatively, one can estimate45 the extent to which these intermolecular force con-
stants must increase in naphthalene compared to benzene given the observed frequencies
of the RIMMs. To this end, the following approximation can be employed (using the
same nomenclature as for Eq. (5.2), but with an additional band index n) to quant-
itatively assess the ratio of intermolecular force constants based on the ratios of the
(squared) frequencies and the molecular masses:

ω2
n,1c/2c =

Φn,1c/2c

M1c/2c

⇒
(
ωn,2c
ωn,1c

)2
M2c

M1c

=
Φn,2c

Φn,1c

(5.3)

Evaluating Eq. (5.3) for the three RIMMs (in order of increasing frequency) in naph-
thalene compared to 1c_m benzene, the ratio of intermolecular force constants for these
modes amount to 1.01, 1.23, and 1.70, respectively. This result is interesting, as the first
RIMM, which corresponds to the anti-phase displacement of the two molecules along
their long molecular axes, is obviously mostly shifted in frequency due to the mass dif-
ference of benzene and naphthalene, as the estimated molecular force constants for such
a displacement are approximately equal. The other two RIMMs show higher ratios of
the corresponding frequencies, which cannot be ascribed to the mass difference only, as
can be seen by the notably increased intermolecular force constants (Φn,2c/Φn,1c > 1).
This curiosity will be checked in the larger oligoacenes in the following subsections in
order to test, whether there is a systematic trend behind this observation.

5.1.3. Anthracene

In terms of its structure, the monoclinic anthracene crystal is relatively similar to that of
naphthalene. In order to fit the larger molecules inside the unit-cell, the lattice vectors
must be longer: a and c by ˜0.3 Å and 2.5 Å, respectively, while b is essentially the
same (see Tab. 5.1). The unit-cell including two molecules (drawn in terms of the atomic
thermal ellipsoids) as well as the corresponding first Brillouin zone are shown in Fig. 5.11.

45Note that this is only a crude estimation because here, the molecular mass is used as the mass of the
corresponding harmonic oscillator, while actually the mode effective mass (see Eq. (2.40)) should
be used. The high participation ratio, however, shows that the entire molecule is moving and, thus,
the molecular mass provides an acceptable quick means to estimate the effective mass.
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Fig. 5.11.: (a) First Brillouin zone including the high symmetry points used in the band
structure diagrams and (b) real-space unit-cell of crystalline anthracene (3c).
The atoms are drawn in terms of the thermal ellipsoids for a probability level
of 50 % and a temperature of 0°C. The melting point of benzene is about
216°C at ambient pressure [137].

Again, the DOS (see Fig. 5.12) exhibits a Debye-like behaviour up to ˜1 THz owing
to the linear band dispersion of the acoustic bands. Similarly to naphthalene, the band
widths of the acoustic bands are approximately the same in ΓX, ΓZ, and ΓY, with the
latter showing several avoided crossings involving acoustic bands near the Brillouin zone
boundary. A considerably higher band dispersion is only reached in ΓA (like in naph-
thalene), which can partly be ascribed to the increased length of this high-symmetry
path in reciprocal space.
As a result of the enhanced molecular flexibility due to the increased size of the molecule,
intramolecular distortions such as bending or twisting are expected to be observed at
increasingly lower frequencies as a function of the number of rings in the oligoacene.
Moreover, one can see several sharp peaks in the DOS in Fig. 5.12 starting at ˜7 THz.
At first glance, it seems as if the spectral band gap between the inter- and intramolecular
modes had increased compared to the previously discussed DOS and the band structure
of naphthalene. Also the DOS of anthracene supports this (wrong) impression because
of its continuous nature up to ˜5 THz. Analysing the band structures in Fig. 5.12, one
can, however, find that this supposedly intermolecular spectral region up to 5 THz con-
tains 16 bands, although there should only be twelve. This finding implies that there
are already four intramolecular modes so low in frequency that they overlap with the
actual intermolecular region. These bands can be discerned by means of the low PRs:
the two bands with a frequency of ˜5 THz at Γ (intramolecular torsions) and those with
frequencies of ˜3.2 and 3.8 THz at Γ (in-phase and anti-phase bending of the two mo-
lecules, respectively). It is, however, interesting that these low-frequency intramolecular
bands show a significant degree of dispersion, unlike most of the higher modes starting
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at ˜7 THz, which display a non-negligible band dispersion only in exceptional cases.
Therefore, these dispersing low-frequency bands might be potential candidates for the
effective contribution to phonon-related transport properties such as the thermal con-
ductivity.
Anthracene also displays three RIMMs like 1c_m and 2c above. The frequencies (ra-
tios of force constants compared to 1c_m) for the equivalent types of motion shown in
Fig. 5.10 are: 1.4 THz (1.0), 2.1 THz (1.47), and 3.1 THz (2.29). These frequencies
are in agreement with the trends observed for naphthalene: the frequencies of the first
two RIMMs are decreased, with the lower one being nearly exclusively the result of the
enhanced molecular mass. For the higher one of these two, the mass ratio (with respect
to 1c_m) alone is not able to explain the frequency reduction compared to both 1c_m
and 2c. Instead, for that and the highest RIMM, a notable increase of the respons-
ible intermolecular force constant is suspected. This increase is particularly large for
the highest RIMM showing nearly the same frequency as in 1c_m and 2c. Therefore,
the corresponding intermolecular force constant is supposed to entirely make up for the
higher molecular mass of anthracene.

Fig. 5.12.: PBE/D3-BJ-calculated phonon band structure (coloured according to the
mode participation ratio) and DOS of anthracene (3c).
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5.1.4. Tetracene

Extending the discussion to a system with one more ring, one arrives at the tetracene
crystal packing in a triclinic Bravais lattice. The unit-cell containing the thermal ellips-
oids (for 0°C) as well as the corresponding first Brillouin zone are shown in Fig. 5.13.
The long molecular axis is approximately oriented along the lattice vector c, whose ori-
entation is similar to its reciprocal analogue c∗. Due to the triclinic lattice, correlating
the high-symmetry paths to real-space direction is much more involved. Moreover, it is
not reasonable any more to draw continuous band diagrams as the only “high-symmetry”
paths are those emerging from Γ. The DOS and the phonon band structures (coloured
according to the PRs) are shown in Fig. 5.14.

Fig. 5.13.: (a) First Brillouin zone including the high symmetry points used in the band
structure diagrams and (b) real-space unit-cell of crystalline tetracene (4c).
The atoms are drawn in terms of the thermal ellipsoids for a probability
level of 50 % and a temperature of 0°C. The melting point of tetracene is
about 357°C at ambient pressure [137].

Besides the reduced symmetry and the caused obstacles in the interpretation of the
band diagrams, the entire phonon situation is drastically affected compared to the shorter
oligoacenes. The only feature that is at least similar to anthracene is that, starting at
about 5 THz, one can find relatively localised (low PR) and dispersionless bands. Since
a band with little or no dispersion is equivalent to a high number of phonon states per
frequency interval, the corresponding DOS typically shows a (sharp) peak. Equivalently,
for bands with a large bandwidth, the phonon modes are spread over a wide frequency
window, resulting in a much flatter shape of the DOS. The lowest intramolecular peak
around 5 THz again conveys the wrong impression of an extended intermolecular spec-
tral regime characterised by a continuous DOS. The bands corresponding to that peak
in the DOS as well as the two bands below at ˜4.2 and 4.5 THz at Γ (with particularly
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Fig. 5.14.: PBE/D3-BJ-calculated phonon band structure (coloured according to the
mode participation ratio) and DOS of tetracene (4c). Here, the DOS was
obtained for a denser mesh than for the thermal properties (according to
Tab. 3.3) using a 20×17×9 q-mesh (see Appendix A.4).

low PR), again correspond to intramolecular motion which require only little energy due
to the flexibility of the longer molecule, resulting in those low frequencies.
The onset of the DOS at very low frequencies does not show the same perfect agree-

ment with a parabolic behaviour (Debye model) as the DOSs of the previously discussed
systems exhibit. Instead, the parabolic shape is confined to a narrower frequency inter-
val (up to ˜0.5 THz). At approximately that frequency, the onset of the DOS shows a
slight kink. This is a result of the relatively different band widths of the acoustic bands:
while ΓX, ΓY, and ΓR show similar band widths, the acoustic bands in ΓZ-direction
arrive at the Brillouin zone boundary at much lower frequencies. In other (not shown)
directions, this might as well be the case, resulting in the deviations from the parabolic
Debye-like behaviour of the DOS, which is - strictly speaking - only valid for an isotropic
crystal. The condition of isotropy is expected to become increasingly invalid for such
low-symmetry triclinic systems. Interestingly, although the band width in ΓY-direction
is very similar to the others, the slope of the bands is massively reduced as a consequence
of the longer distance of this high-symmetry path in reciprocal space. Acoustic phonon
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transport is, thus, supposed to be particularly bad in this specific direction, which is
roughly perpendicular to the long molecular axes (for the geometric relations see Fig.
5.13).
Moreover, the phonon transport properties are supposed to be reduced significantly by
the high density of avoided crossings in the band structure. For each occurrence of such
a phonon hybridisation, dispersive parts of the involved band (high group velocities) are
replaced by less dispersive segments - depending on the hybridisation strength. Bands of
a system with such a low-symmetry space group as tetracene (P1̄) is particularly prone
to avoided crossings because there are hardly any irreducible symmetry representations
available for the phonon eigenvectors (at Γ, there are only two irreducible representation
for the point group Ci [146]) so that nearly every pair of crossing bands is supposed
to hybridise causing an avoided crossing. These phenomena are frequently found to be
unfavourable for phonon transport [147, 148, 149].

Also the RIMMs are partly affected by such a hybridisation process: the RIMM
with the highest frequency (˜3.2 THz) and the one with the second-highest frequency
(˜2.2 THz) happen to hybridse with other bands near Γ. Therefore, the displacement
patterns of these modes involve notable bending of the molecule as well. Still, their
frequencies and ratios of intermolecular force constants are consistent with the trends
observed so far: the highest RIMM-frequency (in spite of the additional bending char-
acter) is close to the frequency in the corresponding RIMM in all smaller oligoacenes,
which suggests an increase of the intermolecular force constant by a factor of ˜2.94 com-
pared to 1c_m. The frequency of the second-highest RIMM is, again, slightly lower
than in 1c_m (but higher than in 3c) so that one can estimate an intermolecular force
constant larger than the equivalent one in 1c_m by a factor of ˜1.97. The RIMM at
the lowest frequency (1.1 THz) (oscillatory displacement along the long molecular axes;
see Fig. 5.10(a)) exhibits the largest PR and also the least additional molecule bend-
ing. According to the considerations of Eq. (5.3), the intermolecular force constant in
tetracene is smaller (0.78) compared to 1c_m. It is obvious that tetracene does not lie
as perfectly in the trend of the shorter oligoacenes, which consistently showed a ratio
of ˜1 for this force constant. This slight discrepancy can most probably be ascribed to
(i) the particular situation that there are modes with the same symmetry (irreducible
representation) present, which cause a hybridisation, and (ii) the increased molecule
flexibility which induces low-frequency bending modes. The fact that it is much easier
to bend the molecule is also the reason why it is relatively difficult to assess the inter- or
intramolecular nature of the modes just from visual inspection. In fact, a slight degree
of additional molecule bending can be found for most of the low-frequency modes (at
Γ).

5.1.5. Pentacene

The situation is similar for pentacene (5c), whose triclinic unit-cell (with the atoms being
displayed in terms of their thermal ellipsoids at 0°C) and the first Brillouin zone are
shown in Fig. 5.15. In analogy to tetracene, several sharp peaks appear in the low-
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frequency regime of the DOS above ˜5 THz. These modes correspond to bending,
twisting etc. of higher order46. Most pronouncedly, one can observe a massive peak in
the DOS in the spectral region between ˜3.5 and 4.5 THz. This is a result of the relatively
dense accumulation of weakly dispersing bands in that region including several forms
of bending and twisting of the flexible molecules as well as the highest intermolecular
modes (intermolecular rotations around the long molecular axis). The latter can also be
seen when following the two bands with increased dispersion, which emerge at ˜3.3 THz
at X .
Due to the highly anisotropic shape of the first Brillouin zone, the acoustic bands arrive
at the zone boundary at very diverse frequencies. The band widths in ΓZ are, for
instance, notably decreased compared to the other shown high-symmetry paths. As a
result, the DOS shows a kink below 1 THz (similarly to tetracene) rather than exhibiting
the parabolic Debye-like shape as for the shorter oligoacenes.
Since pentacene crystallises in the same space group as tetracene, many avoided crossings
of the bands are expected for the same reasons as discussed in Sec. 5.1.4. Most obviously,
examples of avoided crossings can be seen for the acoustic bands near Z and near X.

Fig. 5.15.: (a) First Brillouin zone including the high symmetry points used in the band
structure diagrams and (b) real-space unit-cell of crystalline pentacene (5c).
The atoms are drawn in terms of the thermal ellipsoids for a probability level
of 50 % and a temperature of 0°C.

46By “higher-order” bending/twisting, an oscillation is referred to, which is characterised by more nodes.
For example: a first-order bending of a stick which is kept fixed at its ends shows two nodes (at the
ends, where it is fixed). A second-order bending introduces a further node in the middle of the stick
such that the left half bends upwards while the right part simultaneously bends downwards (and
vice versa).
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Fig. 5.16.: PBE/D3-BJ-calculated phonon band structure (coloured according to the
mode participation ratio) and DOS of pentacene (5c). Here, the DOS was
obtained for a denser mesh than for the thermal properties (according to
Tab. 3.3) using a 20×15×10 q-mesh (see Appendix A.4).

Concerning the nature of the low-frequency phonon modes, the situation is even more
complex than in tetracene, as one observes a pronounced intermixing of spectral re-
gions of inter- and intramolecular modes. For example, (first-order) bending modes can
already be discerned at ˜1.78 and 2.84 THz (at Γ). These interfere with the inter-
molecular modes at certain points in the first Brillouin zone. Additionally, the highest
intermolecular modes are overlapping with the many flat bands between 3.5 and 4.5 THz,
as mentioned before. However, the RIMMs can still be identified based on the high PRs
(1.3, 2.2, and 3.2 THz). Surprisingly, the recognition of those modes is even much less
involved than in tetracene. Comparing their frequencies to the corresponding ones in
the 1c_m system, the ratios of intermolecular force constants Φn,5c/Φn,1c can be identi-
fied according to Eq. (5.3). They amount to 1.38, 2.54, and 3.74 (in order of increasing
frequency). These values are again consistent with the observations for the shorter oli-
goacenes discussed so far: the ratio of the intermolecular force constants of the RIMMs
with the highest and second-highest frequency scales nearly linearly with the number of
rings (see Fig. 5.17) because of the enhanced van der Waals interaction caused by the
larger lateral extent of the oligoacenes.
Since the frequency for the highest RIMM (n = 3) stays approximately constant among
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Fig. 5.17.: Ratios of intermolecular force constants Φn,Nc/Φn,1c_m for the rigid inter-
molecular modes (RIMMs) compared to the monoclinic benzene structure
1c_m as a function of the number of rings per molecule (1 ≤ N ≤ 5). The
slight deviations in the force constants ratio of the lowest RIMM (n = 1)
from unity for tetracene (N = 4) and pentacene (N = 5) are most probably
a result of the phonon hybridisation near Γ and the different crystal struc-
ture.

the studied oligoacenes, this means that the increasing molecular mass is counterbal-
anced by the increasing intermolecular force constants - i.e. the increasing strength of
the van der Waals interaction with the molecule length. For the intermediate RIMM
(n = 2 in Fig. 5.17), one can observe a slight decrease in frequency with increasing mo-
lecular length in spite of the increasing intermolecular force constants. Here, the effect
of the increasing mass cannot be cancelled by the stronger interaction. The RIMM with
the lowest frequency (displacement along the long molecular axes; n = 1 in Fig. 5.17)
exhibits a less unambiguous trend: as can be seen in Fig. 5.17, the ratio of the corres-
ponding intermolecular force constants with respect to 1c_m is close to unity for 2c and
3c, but scatters around this value for the larger oligoacenes 4c and 5c. Most probably
this behaviour can be ascribed to the fact that tetracene and pentacene show much
higher molecular flexibility so that the assumptions made in this quantitative estima-
tion - namely that the molecules move rigidly, with the “effective mass” equalling the
entire molecular mass - do not hold exactly any more. Additionally, the difference in
crystal class and the involved geometric details of the molecular packing might have a
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contribution to the deviation from the trend. Moreover, the errors are naturally largest
for the smallest frequency/force constant. Therefore, it is believed that the vibrations
along the long molecular axes are determined by an intermolecular force constant that
is roughly the same as in simple benzene. This can be rationalised by the notion that in
those modes, the effective loss/gain in interaction and, thus, the curvature in the PES
is approximately the same when oscillating along the long molecular axis regardless of
the length of the molecule: the loss/gain in interaction strength is determined by the
geometric overlap, which predominantly varies only at the very ends of the molecules.
Conversely, in the other RIMM motions, the increased van der Waals forces result in
enhanced intermolecular interactions: (i) for displacements along the short molecular
axis (n = 2), the geometric overlap is varied along the entire length of the molecule;
(ii) for displacements increasing/decreasing the packing distance (n = 3), the geometric
overlap is determined by the entire molecular area. Thus, for the lowest RIMM, the
drop in frequency observed for longer oligoacenes can (nearly) exclusively be ascribed
to the higher molecular mass, while for the higher ones, the increased van der Waals in-
teractions play a role as well. For the highest RIMM, the two effects even cancel each
other resulting in a constant frequency of the associated modes.

5.1.6. Fluorene

The increasing overlap of the inter- and intramolecular regions observed in the oligo-
acenes starting at anthracene is supposed to deteriorate properties that rely on the band
dispersion of low-frequency modes: as more weakly dispersing bands are present in the
low-frequency regime, the average group velocity (for similar length scales - i.e. lattice
constants) is decreased.
A potential pathway to separate these two regimes more strictly again could be in-

creasing the stiffness of the molecules. Here, fluorene containing a five-membered ring
(including an sp3-hybridised carbon interrupting the aromatic electronic structure of the
molecules) in between two six-membered rings could show enhanced molecular stiffness.
The reason for this hypothesis is that - in contrast to anthracene - the “central” ring is
shorter (i.e. it contains fewer bonds). However, the sp3-hybridised carbon is supposed
to (on average) form slightly weaker bonds to the neighbouring atoms compared to the
sp2-hybridised carbons in anthracene. As the latter is hypothesised to play only a minor
role, the molecule should become less flexible, which, in turn, is supposed to shift the
intramolecular bands to higher frequencies. Unfortunately, the unit-cell of fluorene con-
tains four molecules, which raises the complexity of the analysis. However, the increased
(orthorhombic) symmetry reduces the a priori probability of avoided crossings, which
can be seen as unbeneficial for transport properties [147, 148, 149].
The orthorhombic unit-cell (containing the thermal ellipsoids) as well as the corres-
ponding first Brillouin zone are shown in Fig. 5.18. The four molecules arrange in layers
perpendicular to the lattice vector b, along which the long molecular axes of all mo-
lecules are oriented. This layer-like molecular packing, with these layers being much
more separated from each other than in the oligoacenes, suggests a weak interlayer
coupling compared to the interactions within a layer. The most obvious difference in
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Fig. 5.18.: (a) First Brillouin zone including the high symmetry points used in the band
structure diagrams and (b) real-space unit-cell of crystalline fluorene (F).
The atoms are drawn in terms of the thermal ellipsoids for a probability
level of 50 % and a temperature of 0°C.

Fig. 5.19.: PBE/D3-BJ-calculated phonon band structure (coloured according to the
mode participation ratio) and DOS of fluorene (F). Here, the DOS was
obtained for a denser mesh than for the thermal properties (according to
Tab. 3.3) using a 13×6×20 q-mesh (see Appendix A.4).
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this layered structure of fluorene and that in the oligoacenes is the angle between the
long molecular axes and boundary planes of those layers: while in fluorene, this angle
amounts to (nearly) 90°, one observes a notably reduced angle between the long molecu-
lar axes and layer boundaries in the oligoacenes. In the latter case, part of the van der
Waals interaction acts between the layers, whereas this is hardly possible in fluorene.
This circumstance is expected to result in a decreased band dispersion of the transverse
acoustic bands of wave vectors perpendicular to the layer boundaries. Such wave vectors
would correspond to the direction of the reciprocal lattice vector b∗ (=̂ΓZ).
This expectation is fulfilled by the band structure, which can be seen in Fig. 5.19. Along
the very short ΓZ-path, the band dispersions of the two (lower-lying) transverse acous-
tic (TA) bands are considerably decreased compared to the longitudinal acoustic (LA)
band. Partly owing to the longer distances in reciprocal space, the band widths of the
acoustic bands are typically larger in the other directions. In general, the difference in
band dispersion between the TA and the LA bands seems to be more pronounced in
fluorene than in, e.g., orthorhombic benzene, which is very likely a result of the sheet-
like packing of the molecules.
Moreover, the DOS displays no real band gaps below ˜5 THz - similar to anthracene.
The intended separation of inter- and intramolecular modes is, thus, only partly success-
ful: in spite of the (supposedly) vanishing gap in the DOS47, the phonon bands of the
intramolecular modes are well separated from the intermolecular ones. The latter can
be easily discerned in the band structure with the aid of the mode-PRs. Up to ˜3 THz,
one can find relatively high PRs. All bands up to this limit correspond to intermolecular
modes. The (only very small) separation between inter- and intramolecular modes can
rather be ascribed to the fact that the bands of the intermolecular modes do not reach
high enough frequencies that they can overlap with the lowest intramolecular ones. The
latter can be found to start at frequencies similar as in anthracene. Here, the inter-
molecular bands are much more confined to lower frequencies - particularly densely in
the spectral region from ˜0.8 to 1.5 THz, which results in the pronounced peak in the
DOS. Interestingly, the presence of this large and broad spectral feature can be ascribed
(partly) to the fact that several bands, including the acoustic bands as well, do not show
significant degrees of dispersion. Most probably, this is a consequence of the structure
consisting of (weakly) coupled layers. In fact, bands for wave vectors, which correspond
to directions that lie in planes parallel to the layer boundaries (i.e. perpendicular to the
lattice vector b), show only little dispersion.

5.1.7. Pyrene

A further organic semiconductor, which (i) does not show the same strict layer-like struc-
ture with only little interlayer coupling as fluorene (and, thus, is supposed to not show

47In fact, the DOS should vanish in the spectral proximity of ˜3 THz, where, according to the band
diagram, one finds a tiny band gap (˜0.05 THz) between the intermolecular regime and the first
intramolecular modes. The fact that the DOS still does not perfectly vanish in this gap is essentially
an artefact from the finite broadening of the DOS using Lorentzian functions with a full-width-at-
half-maximum of 0.1 THz (see Sec. 3.1.4).
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Fig. 5.20.: (a) First Brillouin zone including the high symmetry points used in the band
structure diagrams and (b) real-space unit-cell of crystalline pyrene (Py).
The atoms are drawn in terms of the thermal ellipsoids for a probability
level of 50 % and a temperature of 0°C.

that many acoustic bands with little dispersion) and (ii) is expected to be structurally
less flexible than those molecules with a more pronounced long axis, is crystalline pyrene
consisting of four (aromatic) molecules per unit-cell. The monoclinic structure contain-
ing the atoms as thermal ellipsoids is shown in Fig. 5.20 together with its first Brillouin
zone. The low-frequency phonon band structure is displayed in Fig. 5.21.

Due to the larger lateral extent of the aromatic pyrene molecules compared to the
more strip-like oligoacenes one expects that e.g. the bending of the long molecular
axis is shifted to higher frequencies (low-PR bands below 4 THz). Furthermore, the
large spatial extent of the molecules leads to trampoline-modes (low-PR bands below

˜7 THz, see Fig. 5.22(a)). Such trampoline modes, which might be considered as a
two-dimensional bending, have not been observed in the low-frequency band structures
of any of the other organic semiconductors discussed so far. The molecule itself can be
roughly seen as a “stiffened” version of biphenyl, which, in contrast to the single addi-
tional (five-membered) ring in fluorene, stabilises the relatively flexible interring twisting
configuration from two sides. This is the reason why the intramolecular modes char-
acterised by those torsional motion (see 5.22(b)) are found at frequencies between ˜4.5
and 5.5 THz. Interestingly, these bands show a significant degree of dispersion along
ΓX and ΓA. In terms of band widths they even exceed those of the TA bands, for which
they only amount to 0.6-0.8 THz.
Generally, the difference in band widths of the LA and TA bands is relatively large com-
pared to, e.g., tetracene or pentacene. Especially in ΓZ-direction (= b∗), the lowest TA
band shows a considerably smaller band dispersion and width than the LA band. This
is similar to fluorene, where this was an effect of the layer-like crystal packing. Here, the
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Fig. 5.21.: PBE/D3-BJ-calculated phonon band structure (coloured according to the
mode participation ratio) and DOS of pyrene (Py).

Fig. 5.22.: Γ-point displacement patters of the (a) trampoline modes at 6.5 to 7.0 THz
and (b) intramolecular torsions at 4.5 to 5.5 THz in pyrene. The red and blue
wireframe structures correspond to the positive and negative amplitudes of
the vibration, respectively.
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atomic displacement - i.e. the phonon polarisation - is oriented such that the molecules
move nearly within their original planes, which is energetically not so unfavourable as
motions effectively altering the packing distance between the molecules.
Due to the consistent, relatively small bandwidths of the TA bands, the DOS in the
low-frequency regime shows a parabolic Debye-like shape up to ˜0.8 THz. After that
point, several peaks are present in the DOS as a result of the densely lying intermolecular
bands (especially around ˜1.2 THz). By means of visual inspection of the corresponding
phonon animations, one can see that the entire intermolecular regime is condensed in
the spectral region below ˜3.4 THz, with no intramolecular bands appearing in that
range. This observation can also be made from the PR-coloured band structure: the
bands with the highest mode PRs can be found for the lowest 24 bands, while all (in-
tramolecular) bands above are typically more localised. Based on the conclusions drawn
from the discussion about the oligoacenes, the dominant effect for shifting (most of) the
frequencies in the intermolecular regime appears to be the influence of the molecular
mass rather than the interaction strength. Also here, the higher molecular mass (202.25
amu, which lies between the mass of anthracene and tetracene) is hypothesised to be
responsible for condensing the intermolecular region to the observed frequency range
and, thus, separating the inter- and intramolecular regimes.

5.1.8. Quinacridone

The most complex organic semiconductor discussed in this thesis is quinacridone. Not
only does it have the same number of atoms per molecule as pentacene, but also exists
in several polymorphic arrangements, three of which are covered here and are shown in
Fig. 5.23 along with their corresponding first Brillouin zones. Moreover, the molecular
packing in these phases are more complicated than in the OSCs discussed so far because
the molecules do not only interact via van der Waals interaction but also via hydrogen
bonds. In spite of the fact that the α-phase only has one molecule per unit-cell - a
feature that none of the discussed systems so far has shown - the analysis is complicated
by the triclinic Bravais lattice. Conversely, both remaining phases (β and γ) exhibit
a monoclinic crystal system, but contain two molecules per unit-cell. Note that both
phases show extreme ratios of lattice parameters: in γQ, the ratio between the longest
and the shortest lattice vector amounts to roughly 3.5, while in βQ one even finds a
ratio of ˜7.6. Consistently, the first Brillouin zones have a distinctly anisotropic shape.
Looking at the crystal structure of βQ, one might immediately expect that the two

inequivalent molecules per unit-cell arrange in such a way that each of them and their
respective periodic replica lie almost perfectly in common planes (this is shown more
clearly in the Appendix A.6). Additionally, one can observe a structural similarity to
fluorene: the crystal can again be decomposed into two inequivalent repeated layers
(with boundaries approximately parallel to the plane defined by the lattice vectors a
and b, see Appendix A.6), with the long molecular axes of the molecules being roughly
perpendicular to those layers. As in fluorene, the layers are rather strictly separated
from each other so that a large interlayer interaction is less likely. Therefore, similar
effects are to be expected in the phonon band structure as for fluorene. In addition to
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Fig. 5.23.: (a,c,e) First Brillouin zones including the high symmetry points used in the
band structure diagrams and (b,d,f) real-space unit-cell of the α-, β-, and
γ-phase of crystalline quinacridone, respectively (αQ, βQ, γQ). The atoms
are drawn in terms of the thermal ellipsoids for a probability level of 50 %
and a temperature of 0°C.
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the anisotropy of the unit-cell, also the interactions are supposed to be relatively an-
isotropic [150]: within the layers, the dominant interaction is caused by the π-stacking
of the relatively closely packing molecules in one direction (close to lattice vector a)
and hydrogen bonds due to the polar oxygens in the molecule in the other direction.
Conversely, the layers are loosely coupled by van der Waals interactions.
In γQ, the molecules pack in a “hunter fence” fashion (see Appendix A.7), which can
most easily be seen by looking at the crystal along lattice vector c. This perspective
reveals that the molecules mimic the typical rhombic pattern of a hunter fence. Again,
this crystal structure can be considered layered, although the polar moieties in the quin-
acridone molecules are directed towards the layer boundaries. Thus, one expects the
layers to be coupled to a significant extent also by hydrogen bridges.
A first interesting difference between the three phases can be seen in the DOS in the very
low frequency region. In contrast to the DOS in αQ, which shows a typical parabolic on-
set up to ˜1 THz, the DOSs of the other two systems rather reminds of a linear increase
- especially in the β-phase. It can be shown easily that in three dimensions, a dispersion
relation like ω(q) ∝ q3/2 would result in a linear DOS. This unusual q-dependence (linear
for acoustic bands, quadratic for entirely free phonons) might be explained by the fact
that many acoustic bands (in particular in βQ) show a nearly quadratic dispersion near
Γ such as the TA bands along ΓZ, as it is often observed for two-dimensional systems
such as graphene [151]. The observed dispersion of those bands is, thus, supposed to
be related to the layered structure of βQ, since within the layers, parallel planes can be
discerned, in which entire molecules lie and couple to each other by means of hydrogen
bonds forming (quasi-)two-dimensional sheets (see Appendix A.6).
This precise alignment of molecules in certain planes is not exactly fulfilled in γQ. That
circumstance is most probably also the reason why the band dispersion of the acoustic
bands is rather linear than quadratic for most of the bands except for the lowest TA band
along ΓY. Here, the linear behaviour of the DOS near zero frequency might rather be a
coincidence determined by the relatively broad variation in band widths of the acoustic
bands: nearly every band hits the boundary of the first Brillouin zone at a different
frequency such that the increase in the DOS due to the flattening of the band near the
boundary of the first Brillouin zone happens at many frequencies. These individual con-
tributions add up to this more linear shape of the DOS. In other words, the anisotropic
shape of the crystal structure leads to notable deviations from the (isotropic) Debye-like
behaviour of the acoustic bands.
In general, the band widths of the acoustic bands are relatively small in γQ compared
to the other phases, where they sometimes amount to more than 3 THz. However, this
might also be a consequence of the relatively densely lying bands in the low-frequency
region causing several avoided crossings and, thus, diminishing the band widths.
For all three systems, the first notable band gap is found slightly above ˜4 THz. How-
ever, this frequency range cannot be unambiguously identified as being the intermolecu-
lar regime. In particular, there are only three (rotational) intermolecular modes for the
α-phase as there is only one molecule per unit-cell. This means that at Γ, all molecules
in the crystal oscillate equivalently, and such RIMMs as for the other systems with more
molecules per unit-cells cannot be observed. In both the other phases, one can find
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bands with particularly high PR below ˜4 THz. The discrimination between inter- and
intramolecular modes is, however, much more involved than in any of the previously
discussed systems. Intermolecular modes are often found at very low frequencies, signi-
ficantly overlapping in spectral regimes with other intermolecular motions. For example,
the high-PR band found at 1.07 THz at Γ in the β-phase corresponds to the rigid os-
cillation of the two layers with respect to each other. The two bands directly above
are already two low-PR intramolecular bands (at 1.46 and 1.52 THz at Γ), which are
related to first- and second-order bending of the molecules. A further complication re-
garding the strict separation of inter- and intramolecular regimes is the fact that most of
the modes below ˜3 THz show an extraordinarily high degree of dispersion. Therefore,
bands belonging to one regime or the other cross, and, thus, blur the spectral boundaries
significantly.
Also in γQ, the separation according to the nature of the observed phonon modes is
complicated by relatively low-lying intramolecular modes such as a (first-order) bending
mode at 1.84 THz at Γ or even torsions around the long molecular axes at 2.44 THz. In
contrast to βQ, the band dispersion is, however, considerably decreased. One can even
identify a pronounced region of flat bands near 1 THz, which happen to coincide with
the frequency at which several acoustic bands hit the boundary of the first Brillouin
zone. This can be seen as a peak in the DOS at that region.
Since already in the low-frequency region, a detailed discussion of the optical bands

would go beyond the scope of this thesis, it should be briefly commented on the aniso-
tropy of the acoustic band dispersion in the following paragraph. In αQ, the slope of the
LA band near Γ is relatively similar in all (shown) high-symmetry directions, although
the LA band in ΓZ-direction is slightly steeper than in the other directions, in spite
of the band width being strongly reduced due to the shorter corresponding length in
reciprocal space. The reason for this slight increase in band dispersion in that direction
might be ascribed to the fact that this direction is closer to the long molecular axis than
the other high-symmetry directions. Therefore, to make compression waves propagate in
this direction, many strong covalent bonds have to be stretched and compressed, which
is, of course, energetically more unfavourable than displacing the molecule in directions
which are dominated by non-bonding interactions. Conversely, the ΓX direction is close
to being perpendicular to the planes in which the molecules lie. Thus, the intermolecular
interactions are supposed to be dominated by non-bonding interactions such as van der
Waals interactions and the interactions between the π-clouds of the molecules. Both
the LA and the TA band higher in frequency contain intermolecular motion in which
the molecules approach each other close to the plane normal, while the lower TA band
involves a slipping motion roughly in the plane of the molecules along the molecular
axis. The latter shows a notably reduced band dispersion suggesting that it is more fa-
vourable to only slip the molecules (with large parts of the π-interactions remaining the
same) instead of effectively reducing/increasing the distance in the π-stacking direction.
For the same reason, the higher TA band in ΓY-direction shows a similar dispersion as
the lower TA band along ΓX, since the corresponding motion contains such a slipping
displacement. The LA bands in this direction involve periodic compressions of the crys-
tal nearly along the short molecular axis, in which the sum of non-bonding interactions
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Fig. 5.24.: PBE/D3-BJ-calculated phonon band structure (coloured according to the
mode participation ratio) and DOS of (a) α- (αQ), (b) β- (βQ), and (c)
γ-quinacridone (γQ).
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(H-bonds, van der Waals) result in an effective stiffness similar to the one governed by
the π-interactions in ΓX. Finally, the low-dispersion TA band along ΓY again involves
molecular slipping, which does not happen in the direction of the H-bonds and is, thus,
only determined by the van der Waals interactions. Hence, the effective stiffness is much
lower, consistent with the smaller band dispersion.
A very similar type of motion is also responsible for the unusual band dispersion of the
lowest TA band in βQ along ΓZ. The effective interactions are basically only determined
by the weak van der Waals forces of only a small number of atoms. Thus, the aforemen-
tioned layers consisting of periodic replica of one of the two molecules per unit-cell, can
slip with respect to each other with hardly any hindrance (similar for the TA bands in
ΓY). Besides the typically low band dispersion of the TA bands near Γ, the LA bands
are extraordinarily steep in all high-symmetry directions suggesting a high resistance
against compressive deformation.
Also for γQ, the slopes of the acoustic bands seem to be relatively similar, with the LA
bands being slightly steeper in ΓY, which is close to the direction perpendicular to the
“hunter fence” and, thus, the short molecular axes. The reason for this additional degree
of dispersion might be the extra intermolecular interactions determined by the H-bonds
in that direction. One can also observe a small difference in band slope of the LA bands
in ΓX- and ΓZ-direction, with the latter being somewhat decreased compared to the
former. This is most probably again a consequence of the fact that along ΓX (roughly
parallel to a), more covalent bonds in the molecules can be found, which have to be
compressed for the propagation of acoustic waves with q 6= 0. In contrast, the stacking
in ΓZ direction (corresponding exactly to the direction of b) is dominated by van der
Waals and π-interaction and less by the covalent bonds.
The example of the three phases of quinacridone emphasises how important the molecu-
lar packing in an organic crystal is for determining its phonon properties. The resulting
properties derived from the phonon band structures are quantitatively discussed in the
next section.

5.2. Properties Derived from the Phonon Spectrum

5.2.1. Group Velocities

Prior to the discussion of thermodynamic phonon properties depending also on the
higher-lying intramolecular phonons, the band dispersion shall be briefly discussed in
terms of the associated group velocities as a measure for the speed at which phonon
wave packages transport heat in the crystal. Since every phonon mode (characterised
by two quantum numbers: band index n and wave vector q) can be assigned a group
velocity, which is a three-component vector, a detailed discussion of the Cartesian com-
ponents is considered too complicated. Thus, the group velocities have been analysed
in terms of their (vector-)norms. Additionally, it is useful to relate the group velocities
to the frequency of the corresponding phonon modes to assess how relevant they are
(lower frequencies are thermally occupied already at lower temperatures). The group
velocities of the discussed organic semiconductors as a function of frequency are shown
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in Fig. 5.25 for the oligoacenes and in Fig. 5.26 for the remaining systems. Unfortu-
nately, these scatter plots fail to convey a quantitative picture of the density of phonons
with certain group velocities. Therefore, an averaged group velocity according to the
following equation is plotted as well:

〈vg〉p (ω) =

∑
λ=(n,q)

p(ωλ|ω)vg,λ∑
λ=(n,q)

p(ωλ|ω)
(5.4)

In Eq. (5.4), the function p(ωλ|ω) is a weighting function (with a parameter (vector)
ω) that can be chosen arbitrarily. Here, it has been chosen to be (i) a step function
with p(ωλ|ω) = 1 if ωλ is below a given cutoff frequency ω and p(ωλ) = 0 above, and
(ii) a window function (p = 1 for frequencies between two cutoff frequencies ω1/2, p = 0
everywhere else). While case (i) corresponds to a quantity that can be referred to as
“running mean”, case (ii) represents the average group velocity in a small frequency
window with a width of 0.1 THz (“window mean”).
One notices that the group velocities near 0 THz (corresponding to the acoustic bands
near Γ) are typically the largest. They correspond to the (anisotropic) speed of sound
in the respective materials and range from ˜33 THzÅ (=3300 ms−1) in 1c_m to ˜40
THzÅ (=4000 ms−1) in 5c. Additionally, Fig. 5.25 shows that for 1c_m, 1c_o and
2c, the running mean of group velocities starts at about 20 THzÅ and drops below 10
THzÅ considering all modes in the low-frequency region. For 3c, 4c, and 5c, this is
insofar slightly different as the running vg mean increases from a notably smaller value
at small frequencies to peak values at ˜0.5 THz which are somewhat higher (lower) in 4c
and 5c (3c) than for the smaller oligoacenes. Considering the entire low-frequency regime
(i.e. looking at the running mean at the upper limit of the shown frequency range), all
systems show comparable values of the average group velocity of ˜8 THzÅ, suggesting
that, on average, phonon transport is comparably fast in all oligoacenes. Conversely,
the most notable differences between the systems occur in the very low-frequency region
(below 2 THz). Interestingly, anthracene seems to represent some kind of minimum
in terms of the (average) group velocities amongst the studied oligoacenes in this very
limited region which is dominated by intermolecular interactions. This could possibly be
rationalised with the following argument based on the simple expression for the group
velocity in a one-dimensional linear chains of atoms with mass m, coupled by springs
with force constant k, separated by the lattice constant a [134]:

vg = ±a
√
k

m
cos
(qa

2

)
(5.5)

Although, strictly speaking, Eq. (5.5) is only valid for the acoustic band of a one-
dimensional chain, it still helps to emphasise the basic concept that for group velocities,
an additional length scale is necessary to obtain the correct units: in general, the group
velocities are the q-gradients of the frequencies (vgi = ∂ω/∂qi). Since the dimension of vg
is length/time, while it is 1/time for ω, a proportionality between ω and vg must include
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the lattice parameter(s) as the length scale. In other words, the group velocities must
include products of length-quantities (lattice vectors) and frequencies (or band widths).
As it has already been discussed in Sec. 5.1, the frequency scales for the intermolecular
modes show the tendency to rather decrease with increasing molecular size of the oli-
goacenes: the increasing interaction strength is typically outweighed by the increasing
mass (see Fig. 5.17). Therefore, the frequency factor in this general consideration of the
group velocity decreases, while the lattice parameters (length scales) increase with the
size of the oligoacene. Thus, a minimum at a certain molecular size might appear, which
could be (close to) anthracene.
Interestingly, the window vg mean shows some distinct regions above ˜2 THz for 4c,
4c and 5c which exhibit increased (average) group velocities suggesting that also low-
frequency optical bands could be promising pathways for transporting thermal energy
through the crystal.

In the same way, the group velocities for the phonons sampled on discrete meshes,
the running and the window means of group velocities are shown for fluorene, pyrene,
α-, β-, and γ-quinacridone in Fig. 5.26. The overall situation for fluorene is relatively
similar to that for the oligoacenes: the highest group velocities are found below ˜1 THz
(up to 39 THzÅ), with the running mean dropping to roughly 7 THzÅ at the right end
of the shown spectral region. The optical bands present in this low-frequency regime do
not show high group velocities. In pyrene, however, the latter statement does not apply.
In this system, one observes large group velocities for the optical bands between ˜4.5
and 5.5 THz. As discussed before, these modes correspond to intramolecular torsions
of the aromatic molecules (see Fig. 5.22(b)), and they can be clearly seen in a peak of
the window mean in this frequency range. In contrast to the peak of similar height at

˜2.2 THz, the group velocities are much less spread suggesting that all the bands in that
region show a high dispersion. Although the running mean converges to about the same
value as in fluorene at 10 THz, the optical bands show much more features than the
more monotonically decreasing behaviour of the group velocities with the frequency in
fluorene.
In terms of their group velocities, the three polymorphs of quinacridone cold not be more
diverse. While in αQ, the group velocities at low-frequency start already at a moderate
level, some modes at slightly elevated frequency show group velocities higher than in
all previously discussed organic crystals for a comparable frequency (> 50 THzÅ). The
window vg mean shows, however, that the average group velocity per frequency interval
is much lower, although both the running and the window vg mean stay approximately
constant (amounting to roughly 20 THzÅ) up to frequencies greater than 2 THz. This
observation is really astonishing because both averages typically tend to decay relatively
rapidly with increasing frequency. Here, the extraordinarily large band widths of the
acoustic bands (and those parts of them after potential avoided crossings) retain a con-
stant high level of group velocities over a relatively large frequency range. In total, the
average group velocity considering all modes is slightly higher (> 10 THzÅ) than in all
other systems.
Consistent with the band structures, βQ shows extremely high group velocities at low

164 / 213



5.2. Properties Derived from the Phonon Spectrum

Fig. 5.25.: Group velocities of the phonon modes sampled on the discrete q-meshes in
Tab. 3.3 for monoclinic (1c_m) and orthorhombic benzene (1c_o), naph-
thalene (2c), anthracene (3c), tetracene (4c) and pentacene (5). Each data-
set has its own zero-line (horizontal, thick black lines), while the alternating
grey-white shading serves as guide to the eyes indicating a group velocity
magnitude of 10 THzÅ each, which is also shown by the scale bar on the
right hand side. The solid and dashed curves represent the running mean
considering all modes up to the shown (cutoff) frequency and the mean in a
certain moving frequency window (0.1 THz width), respectively. For details
see main text.
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Fig. 5.26.: Group velocities of the phonon modes sampled on the discrete q-meshes in
Tab. 3.3 for the fluorene (F), pyrene (Py), and the quinacridone polymorphs
(α-, β-, and γQ). Each dataset has its own zero-line (horizontal, thick black
lines), while the alternating grey-white shading serves as guide to the eyes
indicating a group velocity magnitude of 10 THzÅ each, which is also shown
by the scale bar on the right hand side. The solid and dashed curves rep-
resent the running mean considering all modes up to the shown (cutoff)
frequency and the mean in a certain moving frequency window (0.1 THz
width), respectively. For details see main text.
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frequencies (> 60 THzÅ) - even higher than in αQ. These initial extremes drop, how-
ever relatively fast to moderate level, with only a few high-vg modes being present up
to frequencies beyond ˜2 THz. The strong anisotropy and the spectral overlap of inter-
and intramolecular modes results in a relatively large spread around the window and the
running vg mean, which - after the initial drop - remains at a level comparable to αQ in
that frequency range. In spite of the unprecedented magnitude of the group velocities
in the very low-frequency region, the group velocities are notably smaller for the optical
bands above ˜7 THz than in the α-polymorph. This is probably the reason, why the
final value of the running vg mean is somewhat lower than in αQ.
The γ-polymorph shows consistently smaller values of the group velocities than the
other two for frequencies up to ˜5.5 THz (max. ˜30 THzÅ). Also the spread around the
(window) mean is notably reduced compared to α- and βQ. Except for the first peak
below 1 THz due to the acoustic bands, the running vg mean essentially stays constant
throughout the entire low-frequency regime, and reaches a value of ˜8 THzÅ in the end.
The overall notion of the group velocities is that they are (constantly) rather low, which
also applies to the optical bands - with some exceptions such as the pronounced peak
near 8 THz.
In order to facilitate the quantitative direct comparison between the systems, the

running means of group velocities are replotted in Fig. 5.27. Several conclusions can be
drawn from this plot. The upper panel emphasises that (i) the orthorhombic benzene
phase shows higher (average) group velocities than the monoclinic phase up to ˜2.5 THz
(in line with the reduced density of avoided crossings due to the higher symmetry), where
the running mean of the monoclinic phases exceeds it due to the lower group velocities of
the increased number of optical (intermolecular) bands. This is natural, as these bands
typically show slightly smaller band widths. (ii) Pentacene shows the largest running
vg mean of all the oligoacenes up considering all modes up to ˜4 THz. (iii) Anthracene
displays the smallest height in the peak around 1 THz suggesting the smallest (average)
low-frequency group velocities. (iv) The running means of the larger oligoacenes keep
decaying with frequency, while the corresponding graphs for the crystals containing
smaller molecules stay nearly constant. This observation is only a consequence of the
fact that in 3c, 4c, or 5c the intramolecular modes with small group velocities are already
included in the averaging to some extent, while no or few new (intramolecular) phonons
enter the averaging for 1c and 2c due to the larger separation of the two regimes.
The lower panel of Fig. 5.27 stresses the extraordinarily large running vg mean in βQ:
starting above ˜48 THzÅ, it relatively quickly drops (below ˜1 THz) to essentially the
same value as in αQ, both being larger as any of the oligoacenes. The running vg mean
of γQ is considerably lower than that of the other two polymorphs. In fact, it is more
similar to 4c and 5c rather than to αQ and βQ. Finally, the running vg mean of fluorene
and pyrene are even lower, with that of Py being the smallest amongst all studied systems
(except for the frequencies below ˜0.6 THz) followed by fluorene with the second-smallest
overall running mean. In the case of pyrene (Py), the bands show a minor degree of
dispersion, with the lattice constants not being extraordinarily much larger than for 4c
or 5c. Both contributions result in (on average) small group velocities so that, effectively,
phonon transport is expected to be the least efficient in this system. For fluorene (F),
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Fig. 5.27.: Direct comparison of the running means of group velocities considering all
modes up to the shown (cutoff) frequency. The symbols only serve as guides
to the eye and do not represent the actually calculated data points, which
lie much more densely. The legend uses the consistently used abbreviations
for the studied systems as introduced in Tab. 3.1.

the negligibly higher overall mean of group velocities in the low-frequency region can
be ascribed to (i) relatively flat bands occurring already at low frequencies due to the
layer-like packing of the molecules in the unit-cell and (ii) the early presence (=low
frequencies) of flat intramolecular bands. Therefore, in terms of the averaged group
velocities, Py and F promise to be bad choices when efficient transport via phonons is
needed (unless the phonon lifetimes in these systems are surprisingly much higher than
in all others).

5.2.2. Densities of States

In this section, the phonon densities of states (DOSs) of the systems, for which the entire
band structure was computationally accessible, should be briefly discussed. Starting with
1c_m and 1c_o, one can see a clear separation (˜4-12 THz) between the low-frequency
intermolecular modes and the high-frequency intramolecular modes with only little dis-
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Fig. 5.28.: PBE/D3-BJ-calculated phonon densities of states (DOS) as a function of
phonon frequency for the studied molecular crystals (according to the ab-
breviations introduced in Tab. 3.1). Every DOS has been normalised indi-
vidually by the respective number of degrees of freedom per unit-cell.
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persion. Thus, these modes appear as sharp peaks in the DOS. With larger molecule
size, this distinct gap is increasingly filled with (intramolecular) bands. This also ap-
plies to the smaller gaps between the well-resolved intramolecular peaks in the benzene
polymorphs: the more complex the molecules become, the more all gaps are filled with
densely packed peaks originating from the increasing number of intramolecular modes.
In fact, the high-frequency intramolecular regime grows very rapidly in peaks, whereas
the low-frequency intermolecular region keeps its number of peaks for a constant number
of molecules per unit-cell: while the former only consists of 6Z modes (with Z being the
number of molecules per unit-cell) the latter encompasses 3N − 6Z = 3N(1 − 2/nmol)
bands (with N being the number of atoms per unit-cell and nmol = N/Z the number of
atoms per molecule). Thus, if Z is fixed, the number of intramolecular modes grows pro-
portional to 3N , while the number of intermolecular bands stays the same. Additionally,
it can be shown that the number of the former outweighs the latter always, provided
that the molecule in question consists of more than 4 atoms. Thus, the high-frequency
phonon spectrum of pyrene and fluorene is particularly dense. However, due to the fact
that both systems contain only two atomic species, the possible frequencies are limited
to some extent. The nitrogen and oxygen in quinacridone, however, introduce much
more variation in the detailed chemical environment within the molecule such that even
a larger spread of intramolecular frequencies becomes possible.
Interestingly, the different polymorphs of a given molecule (1c_m and 1c_o or the poly-
morphs of quinacridone) yield nearly exactly the same high-frequency spectrum emphas-
ising once more that these vibrations are more related to the molecules than to the exact
packing in the unit-cells. The most pronounced deviation from this observations are the
highest peaks in γQ (see discussion below).
For all systems, one can observe a large band gap between ˜50 THz and ˜92 THz
(˜88 THz in the case of fluorene) separating the motions involving the carbon atoms,
with the highest frequencies corresponding to modes in which the molecules experience
in-plane deformations, from the high-energy C-H stretching vibrations. One notices that
the lower edge of this large band gap is slightly decreased for the benzene polymorphs
compared to the remaining systems, whereas one observes a somewhat increased lower
edge for the quinacridone polymorphs. The reason for the lower band edge in benzene is
the fact that all carbons are equivalent (disregarding the crystalline environment which,
for intramolecular modes, can be done as an approximation) with two carbon and one
hydrogen nearest neighbour. In the larger oligoacenes, there are, however, also carbon
sites which are covalently bonded with three carbon atoms and no hydrogen. As the
C-C force constant is (somewhat) higher than the C-H force constant (see the discussion
in Sec. 4.3.1, Fig. 4.23), participation of those carbon atoms in the vibrations lead to
slightly higher frequencies. Conversely, it is the slight increase in the force constants
caused by the nitrogen and, to a smaller extent, also by the oxygen in the quinacridone
molecules which leads to the somewhat increased lower band edge in those three systems.
There are two reasons why the C-H stretching vibrations show so high frequencies: (i)
the moving atoms - i.e. the hydrogen - is very lightweight and (ii) the bonding potential
is relatively strong and results in a high force constant comparable to that of a C-C
bond. Because of the large number of C-H bonds in the considered molecular crystals,
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there are many nearly equivalent C-H-stretching bands resulting in high, sharp peaks
at 92-93 THz. In fluorene, two peaks at lower frequencies can be found. The reason for
this observation is that only in fluorene there are sp3-hybridised carbon atoms bonded
to two hydrogen atoms. These two atoms undergo a symmetric (89.4 THz at Γ) and an
anti-symmetric (90.2 THz at Γ) stretching motion, which are both lower in frequency
than the C-H stretching found in aromatic (sp2-hybridised) moieties.
Finally, one sees a notable difference in the high-frequency ends of the spectrum of γQ
compared to the other two quinacridone polymorphs: while αQ and βQ display peaks
at ˜97 THz (corresponding to N-H stretching motion), these peaks seem to be missing
in the γ-phase. At second glance, one recognises the smaller peaks at 92.1-92.7 THz,
which, according to the animations of the corresponding vibrations, are the supposedly
missing N-H stretching modes. Interestingly, they lie significantly lower in γQ than in
the other polymorphs. This must be a direct consequence of the hunter-fence packing
via the H-bridges: the covalent bonding distance between N and H amounts to 1.04 Å,
while the hydrogen and (partially negative) oxygen from the neighbouring molecule are
only 1.70 Å apart. The electrostatic interaction obviously distorts the potential energy
surface of the hydrogen coordinates in such a way that its curvature (i.e. the force
constants) becomes significantly smaller. More graphically speaking, the oxygen from
the neighbouring molecule exerts such a strong force on the hydrogen that the effective
(covalent) N-H bonding potential is reduced. This is possible due to the nearly linear
alignment of the three atoms (the N-H-O angle amounts to 165.6°). Although a similar
geometrical arrangement can be observed for αQ, the N-H bonding distance is slightly
shorter (1.04 Å), the H-bonding distance between O and H is somewhat larger (1.81 Å),
and also the angle between the three atoms is reduced by a few degrees (159.2°). These
differences are obviously enough to considerably (by more than 4 THz) shift the associ-
ated N-H stretching modes. Notably, these modes offer a much more convenient way to
identify the γ-polymorph by means of vibrational spectroscopy other than conducting
experimentally more challenging low-frequency measurements.

5.2.3. Thermodynamic Properties

Based on the equations from statistical physics derived for a (grand) canonical ensemble
(see Sec. 2.4), one is able to calculate the contributions of the phonons to various thermo-
dynamic properties. It should be stressed again that in the (grand) canonical ensemble
the volume is constant and the (Helmholtz) free energy F is the thermodynamic po-
tential from which all other macroscopic thermodynamic quantities can be calculated
by partially differentiating F . The discussion will, thus, focus on the free energy being
the basic quantity from which, theoretically, all further thermodynamic properties can
be computed. However, it is more instructive to start the discussion with the phonon
contribution to the heat capacity (at constant volume), CV . The reason for this is that
at low temperatures only low-frequency modes enter the expression for CV , with the
relevant spectral region being extended with temperature, while for F already at 0 K
the high-frequency intramolecular modes contribute in terms of the zero-point energy
(ZPE) of the harmonic oscillators (which is a quantum-mechanical effect).
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In contrast to the methodological benchmark for naphthalene (see Sec. 4), here, differ-
ent systems (with different numbers of atoms per unit-cell, N , and different numbers
of molecules per unit-cell, Z) are compared. Thus, it is necessary to not only look at
the heat capacity per unit-cell normalised by 3N and the Boltzmann constant as before,
but also to consider the heat capacity per formula unit (i.e. per molecule) - as it would
be measured in an experiment. This is most conveniently done by converting the heat
capacities to the unit J/mol/K.48

Fig. 5.29 shows the heat capacities in the two mentioned ways. In the upper panel, which
displays the normalised heat capacity per unit-cell (corresponding to the heat capacity
per degree of freedom), one can see that there are hardly any differences between the
relatively diverse systems. The most notable difference is observed for the two benzene
polymorphs, for which the temperature dependence of the heat capacity shows a distinct
shoulder above all other curves for temperatures between ˜50 an 150 K. The reason for
this feature is essentially the small number of atoms per unit-cell. At these very low
temperatures, basically only the intermolecular modes contribute to the heat capacity.
In case of 1c_m (1c_o), this amounts to a fraction of 12/72=1/6 (24/144=1/6) of all
modes, which is the value CV /(3N/kB) reaches for both polymorphs at roughly 118 K.
For all the other crystals with more atoms per unit-cell, the ratio of intermolecular
modes to the total number of modes is much smaller, thus, leading to a notably smal-
ler heat capacity at very low temperatures. A zoom into the temperature range up to
150 K is shown in the Appendix in Fig. A.10. For a similar reason, 2c and F show the
next-highest normalised heat capacity after benzene up to ˜100 K. Considering only the
intermolecular modes, this would correspond to the fraction 12/108=1/9 in naphthalene
and 24/276=2/23≈ 0.087 in fluorene. In the former case, this fraction roughly agrees
with the normalised heat capacity at about 80 K, whereas, in the latter case, this estima-
tion results in a slight overestimation of the heat capacity. For fluorene, the comparably
rapid increase in the heat capacity is a result of the low-lying (first) intramolecular
bands. Including those (eight) bands in the estimation yields (24 + 8)/276 ≈ 0.116,
which is reached by CV /(3NkB) at ˜88 K. To sum up, the high density of states at low
frequencies in fluorene is responsible for the normalised heat capacity being comparably
large.
While most of the other systems (3c, 4c, 5c, and Py) show essentially the same tem-
perature behaviour, there is one further peculiarity in the data. Interestingly, above

˜200 K, the normalised heat capacity of all three polymorphs of quinacridone is larger
than for all other systems. The reason for that is clearly the chemical structure of the
molecules and can be rationalised as follows. Due to the fact that quinacridone contains
two oxygen atoms instead of two carbons which would have needed a bond to a hydrogen
atom each, effectively, in quinacridone there should be 2× 3 fewer (high-frequency) C-H
modes per molecule compared to e.g. pentacene, which consists of the same number
of atoms (per molecule). Instead, these high-frequency modes are replaced by modes

48For the sake of comprehensibility, the normalised heat capacities per unit-cell, CV /(3NkB), are
multiplied with a factor 3NkBNA/Z, with NA being the Avogadro constant and n being the number
of atoms per primitive unit-cell.
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Fig. 5.29.: Phonon contributions to the heat capacities (CV ) as a function of tem-
perature for the studied molecular crystals (according to the abbreviations
introduced in Tab. 3.1). The upper panel shows the dimensionless phonon
heat capacity per degree of freedom (= the heat capacity per unit-cell, CV ,
normalised by the number of bands, 3N , and the Boltzmann constant, kB)
so that lim

T→∞
CV /(3NkB) = 1. The lower panel shows the heat capacity per

mole of the molecule, Cm
V , (i.e. considering the number of molecules per

unit-cell). The symbols only serve as guides to the eye and do not represent
the actually calculated data points, which lie much more densely.
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with moderate frequencies, which can contribute to the heat capacity already at lower
temperatures. Thus, the normalised heat capacity is somewhat larger than in those
(hydrocarbon-based) systems with more C-H modes.
Interestingly, one notices that at 300 K, the normalised heat capacities are basically
identical for most systems and amount to ˜0.33. Only for the quinacridone polymorphs,
they are slightly larger because of the aforementioned reasons (˜0.36). Although the
normalised values are very similar, the absolute molar heat capacities are visibly differ-
ent amongst the systems. This offers a simple strategy for estimating the molar heat
capacity of (hydrocarbon-based) organic crystals similar to the ones investigated here
at room temperature:

Cm
V ≈ 0.33× 3N

Z
NAkB ≈

N

Z
NakB (5.6)

It turns out that this very simple approximation only relying on the number of atoms
per unit-cell, N , and the number of molecules per unit-cell, Z (indeed, N/Z is simply the
number of atoms per molecule), can be used to estimate the heat capacities very quickly
and with an acceptable accuracy. For example, for tetracene and pentacene, Eq. (5.6)
yields 249.3 and 299.2 J/mol/K, respectively. Fulem et al. measured the molar heat
capacity of tetracene and pentacene by means of differential scanning calorimetry and
obtained values of 260.7 and 312.6 J/mol/K [152], respectively, which is less than ˜5%
larger than estimated with the crude approximation above. The exact simulated values
for the heat capacity per mole for tetracene and pentacene are 250.5 and 301.3 J/mol/K,
respectively, which is even closer to the experiments. However, note that they measured
the experimentally more easily accessible heat capacities at constant pressure, Cp, which
can be shown to be always larger than CV [7] (the derivation is shown in the Appendix).
Thus, this difference is not only small, but also physically required.
The different ratios of N/Z for the studied systems explains the considerable differences
in the magnitudes of the molar heat capacities as shown in the lower panel of Fig. 5.29.
Therefore, the heat capacity increases linearly as a function of the number of rings in the
oligoacenes, as per additional ring, the molecules contain six atoms more. Furthermore,
pyrene and fluorene with two more, respectively one fewer atom per molecule than an-
thracene, show also slightly increased and decreased molar heat capacities. Additionally,
the heat capacities of the different phases of benzene or quinacridone are too similar to
be distinguished reasonably. Only at a few 10 K, one encounters (nearly negligible)
differences due to the variations in the intermolecular phonons.
A final remark regarding the normalised heat capacity: note that at the highest shown
temperature (400 K, at which benzene and naphthalene have already reached their melt-
ing temperatures) the normalised heat capacities are still below 0.5 - i.e. only half of
the saturation value in the classical limit. If the temperature-dependence were simil-
arly linear for the higher temperatures, this would mean that all degrees of freedom
behave classically only at another 400 K. However, the slope of the normalised heat
capacity decreases at higher temperatures so that it takes several thousand Kelvin
to achieve an approximately classical, equipartitioned system. Such conditions are,
however, never achieved in reality such that, in principle, one should always consider
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quantum-mechanical thermal occupation of vibrational states in those systems.

As a final quantity to be compared among the systems, the discussion shall focus on
the vibrational free energy F , which is the phonon contribution to the thermodynamic
potential of the canonical ensemble - i.e. at constant volume and temperature49. As
shown in Sec. 2.4, this thermodynamic property can be decomposed into a temperature-
dependent contribution, A(T ), and the zero-point energy, ZPE. If one additionally norm-
alises the free energy by the number of phonon bands, 3N , the normalised ZPE directly
corresponds to (half) the average phonon frequency in the crystal (with ~ being the
proportionality constant; see Eq. (4.7)). The upper panel of Fig. 5.30 shows the nor-
malised vibrational free energy for all the systems calculated from their entire phonon
band structure. Focussing on the ZPE (= F (T = 0 K)), one can see that among the
oligoacenes, the average frequency obviously decreases with the number of rings. This
can easily be rationalised by the fact that with growing molecular size, the number of
carbon atoms increases more than the number of hydrogen atoms. Thus, one expects
more moderate-frequency modes related to motion of the heavier carbon atoms than the
high-frequency modes involving the hydrogens.
Regarding the molecular systems which do not consist of oligoacenes, both pyrene and
fluorene have the same number of hydrogen atoms per molecule as anthracene. However,
the pyrene (fluorene) molecule has two carbon atoms more (one fewer) than anthracene,
so that the average frequency is obviously shifted to lower (higher) frequencies compared
to anthracene. In fact, the ratio of carbon to hydrogen atoms in fluorene is only slightly
higher than even in naphthalene so that one would expect even a better agreement
with the (normalised) vibrational free energy of naphthalene. However, one must keep
in mind that in the phonon spectrum of fluorene a few high-frequency C-H stretching
modes are shifted to lower frequencies due to the different hybridisation of one carbon
atom in the molecule.
Consistently with the above-discussed reasons for the slightly increased heat capacities
in the polymorphs of quinacridone (less hydrogen, but oxygen and nitrogen instead), the
ZPEs and, thus, the average frequency in the crystals are notably smaller than in the
other systems.
With higher temperature, the total free energy is increasingly reduced due to the neg-
ative contribution from the temperature-dependent term A(T ), which favours the low-
frequency modes (see mathematical form derived in Sec. 2.4). Thus, one expects a
stronger decrease in F for those systems with comparably many low-frequency modes -
such as the benzene polymorphs. It can indeed be seen in the temperature dependence
of the (normalised) vibrational free energies, that F/(3N) drops more rapidly for 1c_m
and 1c_o than for the other systems, which show a comparable, similar temperature-
dependence, although the spread between the values at 400 K is slightly smaller than
the spread of ZPEs at 0 K. This suggests that among those systems, the ones with a
higher ZPE also show a (slightly) more pronounced temperature-dependence. As the

49Or, equivalently, for the grand-canonical potential if the chemical potential - as for the case of phonons
- vanishes.
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Fig. 5.30.: Phonon contributions to the Helmholtz free energy (F ) as a function of tem-
perature for the studied molecular crystals (according to the abbreviations
introduced in Tab. 3.1). The upper panel shows the phonon free energy per
unit-cell normalised by the number of bands (3N). The lower panel shows
the free energy per mole of the molecule, Fm (i.e. considering the number
of molecules per unit-cell). The symbols only serve as guides to the eye and
do not represent the actually calculated data points, which lie much more
densely.
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Fig. 5.31.: Total free energy (sum of the electronic energy E0 obtained from the equa-
tion of state and the vibrational free energy F ) per mole of the two phases
of benzene (1c_m: monoclinic, 1c_o: orthorhombic). The symbols only
serve as guides to the eye and do not represent the actually calculated data
points, which lie much more densely.

Fig. 5.32.: Total free energy (sum of the electronic energy E0 obtained from the equa-
tion of state and the vibrational free energy F ) per mole of the three phases
of quinacridone. The symbols only serve as guides to the eye and do not
represent the actually calculated data points, which lie much more densely.
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(negative) partial derivative of the vibrational free energy with respect to temperature
corresponds to the entropy, one can indeed see a slightly increased entropy for naph-
thalene and fluorene as well as a notably higher (normalised) entropy for the benzene
polymorphs as shown in Fig. A.12 in the Appendix.
In terms of absolute scales, the vibrational free energies do not vary more than a few
tens of kJ/mol in the entire shown temperature range also showing no large differences
within the polymorphic systems. In the normalised vibrational energies one can only
vaguely recognise that the vibrational free energy would actually favour the monoclinic
phase of benzene over the orthorhombic one. The energetic advantage becomes even
more pronounced at higher temperatures. However, when considering also the elec-
tronic energy (in terms of the fitted energy E0 from the equation of state; see Tab. 5.2),
the orthorhombic polymorph turns out to be the thermodynamically stable one over the
entire shown temperature range (see Fig. 5.31). Since solid benzene melts at ˜278.65 K
[137], the monoclinic phase should be thermodynamically only accessible under variation
of the pressure - i.e. if the volume is allowed to change, which is not the case in the
(grand) canonical ensemble. This is in agreement with what has been found in literature
[139, 140]. Hypothetically, one would expect a phase transition beyond 400 K, as there,
the free energy of the phonons reverses the relative energetic stability of the two phases.
At this point it should be emphasised once more that these considerations are only valid
for the (grand) canonical ensemble - i.e. for fixed volume rather than fixed pressure.
This means one neglects the effect of thermal expansion of the lattice on the phonon
frequencies. In order to include these effects (and pressure) as well, one must perform
lattice dynamics simulations within the quasi-harmonic approximation (QHA), which,
however, still neglects certain anharmonic effects [26].
Similarly, the vibrational free energy alone would predict the following relative stabil-
ity of the polymorphs of quinacridone (in order of increasing F ) over the entire shown
temperature range: γQ, αQ, and βQ, with αQ and γQ showing essentially the same
values, while the vibrational free energy of βQ is somewhat higher. Including also the
electronic contribution into the thermodynamic considerations results in the situation
shown in Fig. 5.32. According to the total free energy, the γ-phase should be the ther-
modynamically most stably polymorph, followed by βQ and αQ, which is in agreement
with experimental observations [118]. Here, the order of αQ and βQ are switched de-
pending on whether the total or only the vibrational free energy is considered, leading to
αQ becoming thermodynamically more stable (within the canonical ensemble, neglect-
ing thermal expansion) than the β-phase. Since the γ-phase shows both, the smallest
vibrational free energy and the smallest electronic energy, this phases will never be over-
taken in terms of thermodynamic stability by means of a variation of temperature only.
The influence of pressure could, again, be studied within the QHA.
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Organic semiconductors (OSCs) are a fascinating class of materials. They have not only
already become industrially important, but they also remain an interesting scientific
topic in many fields of science and engineering. Today a lot of effort has been spent
to understand and design their electronic properties, which enabled their application
in real-live devices such as organic light-emitting diodes, organic thin film transistors,
or organic solar cells. However, other also practically relevant properties in OSCs are
less well understood. Many of those properties in crystalline OSCs are primarily de-
termined by the quanta of lattice vibrations (phonons). The importance of phonons in
OSCs is obvious from the number of relevant quantities, which rely on lattice vibrations:
heat capacities, the entropy, thermal expansion, the free energy of a crystal relevant for
the relative thermodynamic stability of a polymorph, phonon (heat) transport, thermal
atomic motion, vibrational spectra for fast experimental structure identification, and
even for electronic (charge) transport and thermoelectricity, where the electron-phonon
coupling is often seen to be one of the main obstacles for the charge carrier mobility
[10]. The basic ingredient for all phonon-related properties - the phonon band structure
- of OSCs turns out to pose significant challenges on both, experiments and simulations.
Nevertheless, it is more convenient to rely on the latter rather than on the former, since
many aspects regarding the sample preparation and the measurement itself require much
more effort than in other (inorganic) materials.
As OSCs typically contain large numbers of atoms per unit-cell, the widely used supercell-
based approach to compute phonon bands soon becomes rather expensive using state-
of-the-art quantum-mechanical methods such as dispersion-corrected density functional
theory (DFT) [65, 66]. To efficiently handle periodic quantum-mechanical systems, one
desires to have an alternative (less expensive) method to successfully and reliably pro-
duce phonon band structures with no or little loss of accuracy. Several alternative meth-
odologies with varying level of sophistication are available, which could, in principle, be
utilised to compute the phonon band structure of a given crystal structure. However,
here one must precisely know which approximations are made and why. One of such
approximate methods is density functional tight binding (DFTB), which is based on
the DFT formalism, but approximates the Hamiltonian as a Taylor series in the charge
density up to second or third order [32, 79]. Additionally, only a special shape of the
variation in charge density in comparison to the free atom charge density is allowed in
this formalism, and all necessary integrals occurring in the Schrödinger equations are
read from tabulated parameter files. Classical force fields (FFs) go even a step further
and do not consider quantum-mechanical effects (and, thus, the electrons) explicitly. In-
stead, they aim at directly describing the potential energy surface - i.e. the interatomic
interactions - by means of fixed energy terms for bond distances, angles, dihedrals etc.,
and combinations of those [81].
At this point the questions arise whether and to which extent dispersion-corrected DFT
or even such an approximate methodology is capable of yielding reliable phonon band
structures and the derived properties. Quantitatively answering these questions has
been the first goal of this thesis. To this end, (deuterated) naphthalene was chosen as
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a benchmarking system, which is still the only OSC for which the phonon band struc-
ture was also obtained experimentally [24]. These experimental results were used as
an integral part of the quantitative comparisons of the simulations: the phonon band
structure and selected derived properties were calculated with various levels of theory
- comprising DFT, DFTB, and FFs - and compared to the experiments. By the time
of writing, the majority of the results of this study has already been published in the
Journal of Chemical Theory and Computation [1].
The employed strategic approach in this benchmark was the following: as a first step, a
suitable “high-level” reference methodology (DFT with different dispersion corrections)
had to be found, which most closely reproduces experimental observables such as the lat-
tice constants, vibrational (Raman) spectra, and, most importantly, the low-frequency
phonon band structure. Judging based only on the former two criteria, the PBE func-
tional [68] in combination with the two a posteriori van der Waals corrections - the
D3-BJ [73, 74] or the many-body dispersion (MBD) van der Waals correction [76, 77]
as implemented in the Vienna Ab-Initio Simulation Package (VASP [38, 39, 40, 87]) -
turned out to be the most promising candidates to reproduce the experiments. However,
the latter, which is computationally much more expensive than the former, was found in-
capable of handling the large number of atoms present in the supercells. Therefore, only
the D3-BJ method remained as a potential reference methodology. In fact, the agree-
ment between the PBE/D3-BJ-simulated phonon band structure and the experimental
data is more than satisfying (with a root-mean-square deviation of frequencies of ˜0.13
THz). Beyond the low-frequency regime dominated by intermolecular modes, also ex-
cellent agreement regarding the high-frequency intramolecular modes is observed. This
is evident by comparing the simulated Raman spectra with an experimentally obtained
one [128]. Since the PBE/D3-BJ approach shows an extra-ordinarily good agreement in
both spectral regimes (inter- and intramolecular phonon modes), it was chosen as the
reference method, to whose results those of potential approximate methodologies should
be compared [1].
However, the DFTB approach did not yield a good agreement with this reference method:
the optimised unit-cells were too closely packed resulting in distorted phonon bands with
prevailingly overestimated frequencies. Also the approach suggested in literature (see
Ref. [131]) to use DFTB with the DFT-optimised unit-cell could not achieve a sat-
isfying improvement, although the qualitative agreement with the low-frequency DFT
bands was notably increased compared to the situation with the DFTB-optimised lattice
vectors. Since with this approach, the majority of the frequencies were observed to be
too low, a logical but physically little motivated trick was applied: starting from the
DFT-optimised unit-cell, the volume was isotropically reduced to create slightly more
densely packed unit-cells as input for the DFTB calculations. The volume was reduced
such that the root-mean-square deviation of frequencies compared to the reference data
was minimised. In the case of naphthalene, this volume scaling factor was found to
amount to 95 %. Although this approach is, of course, not a general applicable one,
and one must carry out careful tests to find the optimal value for such a scaling, similar
improvements to the phonon bands within DFTB were also found for anthracene and
fluorene with similar volume scaling factors (96 and 97 %, respectively) in both cases.
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As the next step of simplification, the interatomic interactions were modelled with three
classical force fields of varying sophistication. The simplest of the tested FFs was the
GAFF [81], which describes the bonded interactions only via harmonic terms without any
cross terms and the van der Waals interactions via a commonly used 12-6-Lennard-Jones
potential. The next level of complexity was brought about by the so-called COMPASS
FF [83], which already contains anharmonic terms and couplings between the bonded
interaction, while the van der Waals interactions are described via a softer 9-6-Lennard-
Jones potential. While these two FFs belong to the class of transferable FFs - i.e. they
could, in principle, be used for other systems without the need for a reparametrisation
- also an intransferable FF, especially parametrised for naphthalene was included in the
benchmark. To this end, our own parametrisation of the MOF-FF [84] (parametrised
with molecular naphthalene), a second-generation FF containing anharmonic terms and
cross terms for the bonded interaction, and utilising a (damped) Buckingham potential
for the dispersion forces, has been tested [1].
Because of the fundamental differences of the physical origin of the low- and the high-
frequency phonons due to intermolecular (dominated by van der Waals interaction) and
intramolecular motion (dominated by covalent bonding), respectively, the evaluation of
the observed discrepancies was split into these two separate regimes, partly by means
of statistical analysis. Thus, the tested methodologies were quantitatively compared in
the following categories: the deviations in frequencies in the low-frequency region and in
the entire spectrum, the group velocities of the low-frequency modes, the mean-squared
thermal displacements (MSTDs), the vibrational free energy at 0 K (zero-point energy)
and at 300 K, and the (phonon contribution to the) heat capacity. In the low-frequency
regime, MOF-FF and the DFTB approach based on the slightly shrunk DFT-optimised
unit-cell (“DFTB@95%DFT”) show the best agreement with the reference phonon band
structures. Overall, considering all tested categories, the clear winner among the tested
approaches is the system-specifically parametrised MOF-FF. Besides its only slightly
higher frequency error in the low-frequency band structure compared to the lowest ob-
served value (DFTB@95%DFT), it is only outperformed in terms of its suitability to
reproduce MSTDs (here, all methodologies except for the pure DFTB approach fare
better). Interestingly, the best agreement when it comes to reproducing the MSTDs is
exerted by GAFF and COMPASS, whose strength obviously lies in an accurate descrip-
tion of the low-frequency acoustic phonon band dispersion. While GAFF very often finds
itself at the bottom of the ranking lists in the above-mentioned categories, COMPASS
often yields results of acceptable accuracy for properties involving a summation over
frequencies. This is, however, rather a coincidence than an indicator for high accuracy,
since many frequencies are equally over- and underestimated. As it was shown, a case
like this results in a cancellation of errors when computing sums over phonon frequencies
as they appear in the free energy or the heat capacity, for instance.
The origin of intramolecular modes being over- or underestimated in frequency can typ-
ically be found through a detailed analysis of the relevant harmonic force constants.
It turns out that in all DFTB approaches, the C-H force constants are drastically too
small, resulting in too low C-H stretching frequencies. This fact, in turn, significantly
reduces the zero-point energy (ZPE) calculated with DFTB. In general, the C-H interac-

181 / 213



6. Summary

tions seem to pose quite a challenge to all approximate approaches except for MOF-FF,
which, as a result, shows the best agreement in terms of ZPE with the reference. The
difference in free energy between an approximate methodology and the reference was
found to decrease with temperature if the average (signed) frequency deviation in the
low-frequency region is positive. In contrast to the more involved case of the free energy,
the heat capacity is a more robust quantity and, regardless of the method, only shows
relative deviations of up to 0.5 % at room temperature.
The only category in which all the tested methodologies should be considered as hav-
ing dramatically failed is the description of group velocities. Here, none of the tested
methodologies yields a good agreement with the PBE/D3-BJ reference, with errors com-
parable to the actual magnitudes of the group velocities.

The only methodology to most reliably reproduce the majority of aspects of the ref-
erence data is the MOF-FF (which is intransferable and would have been required to be
parametrised for every studied system separately). Because of that and its few remain-
ing weaknesses (group velocities and mean-squared thermal displacements), the reference
methodology PBE/D3-BJ was employed to study further, systematically chosen crystal-
line OSCs. These include various oligoacenes, oligophenylenes, rubrene, fluorene, pyrene
and (polymorphs of) quinacridone. Unfortunately, technical reasons (inconsistencies in
the crystal structures or the too large system sizes) prevented obtaining phonon frequen-
cies beyond Γ for the oligophenylenes and rubrene. Nevertheless, interesting insights into
structure-to-property relations in the remaining eleven systems could be established.
An analysis based on the mode participation ratios (PRs) revealing those phonon modes
with a large degree of atomic motion was utilised to identify acoustic modes beyond pos-
sible avoided crossings with other, symmetry-equivalent bands. Moreover, the PRs show
special intermolecular modes, in which the inequivalent molecules per unit-cell rigidly
undergo translational motions, which are referred to as RIMMs (“rigid intermolecular
modes”) in the following. By monitoring the frequencies of the RIMMS as a function of
the molecule size in the studied oligoacenes, one can see that the intermolecular force
constant responsible for rigid molecular displacements perpendicular to the long molecu-
lar axes - i.e. along the short molecular axis or in those directions increasing/decreasing
the herringbone packing distance - increases in strength with the number of rings in the
molecule. This can be rationalised by stronger variation of the van der Waals interac-
tion for these two types of displacements: in this way, a part of every ring contributes
to the gain/loss in interaction leading to an enhanced curvature of this special section
of the potential energy surface. In contrast, the intermolecular force constant for dis-
placements along the long molecular axis was found to stay approximately constant
throughout the oligoacenes. Based on the arguments above, this is to be expected, since
for all oligoacenes, the absolute gain/loss in van der Waals interaction is always the same
(roughly only determined by the “first” and “last” ring) for this type of displacement.
Thus, for translational modes along the long molecular axis, the frequency dependence
can be ascribed only to the increased mass of the larger oligoacenes. For the modes cor-
responding to displacements perpendicular to the long molecular axes, the higher mass
is (partly) compensated by the stronger interaction. If similar relations can be verified
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also for further systems, this insight is supposed to be promising to quickly estimate the
frequency of modes which have been found to be rather unbeneficial for charge transport
in literature (killer phonon mode [10]).
Based on the studied band structures, the group velocities were evaluated in a statistical
way. The running mean of group velocity (vector) norms is typically found to be higher
for larger oligoacenes up to a certain threshold frequency, at which more and more dis-
persionless low-lying bands reduce the average value again. Thus, pentacene shows the
largest values for modes up to ˜4 THz. This frequency approximately corresponds to
the upper limit of the intermolecular regime observed in all oligoacenes. Compared to
the oligoacenes, pyrene and fluorene display slightly reduced (running means of) group
velocities due to a weaker intermolecular interaction and the special layer-like packing,
respectively. Concerning the polymorphs of quinacridone, the β- and α-phases show
extra-ordinarily large regions with increased band dispersion due to the gigantic band
widths of the acoustic bands (with the former displaying the highest group velocities
among all studied systems). Conversely, the thermodynamically most stable γ-phase
is more similar to the oligoacenes. Because of the pronounced differences in the band
structures of the three studied phases, a phase transition is supposed to tremendously
impact the phonon properties of the material.
Another important finding concerns the group velocities in different polymorphs of the
same organic molecule. In crystals with reduced symmetry, the phonon bands are more
likely to experience hybridisation effects (avoided crossings) with other bands such that,
effectively, the band dispersion in the region of the hybridisation is decreased. This effect
can be seen very clearly when comparing the average group velocities in orthorhombic
benzene with that of the monoclinic polymorph. In the latter, the average group ve-
locity is notably reduced due to the higher amount of avoided crossings. The higher
average group velocity in the orthorhombic phase can, however, only be observed up to
that point at which the larger number of (nearly dispersionless) higher-lying bands are
considered, which decrease the average value again. This means that - in analogy to the
observations in Refs. [147, 148, 149] - one could use/functionalise molecules in such a
way that the space group of the crystal is reduced, thus, leading to more avoided cross-
ings and decreased group velocities, when less efficient phonon transport in the OSC is
desired.
Regarding thermodynamic quantities in the canonical ensemble, the phonon heat ca-
pacities calculated in the context of this thesis are found to be in excellent agreement
with experimental data for the oligoacenes. An interesting aspect in this context is
that the heat capacity was shown to be roughly 33 % of the respective classical lim-
iting value (hypothetically approached for T → ∞) throughout all hydrocarbon-based
systems. Only in the polymorphs of quinacridone it amounts to a slightly higher value
(˜36%) due to the reduced number of high-frequency C-H stretching modes. Thus, for
the systems consisting of carbon and hydrogen only, the fact that the heat capacity per
unit-cell relative to its saturation value is (approximately) constant can be exploited to
conveniently estimate the molar heat capacity at room temperature by only knowing
the number of atoms per molecule.
As a last aspect, the phonon contribution to the free energy is discussed for all sys-
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tems. For the oligoacenes it can be observed that the ZPE normalised by the number
of bands (being proportional to the average phonon frequency in the system) decreases
with the molecule size (approximately from 75 to 71 meV per unit-cell). This can be
rationalised by the fact that the larger the oligoacene, the more the ratio of carbon
atoms to hydrogen atoms increases. Thus, more intermediate frequencies are added to
the system rather than new high-frequency modes involving hydrogen. For the same
reason, the normalised ZPE of the quinacridone polymorphs is notably reduced (˜68
meV per unit-cell) compared to the pure hydrocarbon-based systems. Considering the
sum of the electronic energy and the vibrational free energy, the correct, experiment-
ally observed relative order of the thermodynamic stability of the studied polymorphs
of benzene and quinacridone could be reproduced, further verifying the quality of the
simulated data. Eventually, a temperature-induced phase transition from the second-
most stable β-polymorph to the least stable α-polymorph is predicted at temperatures
beyond 400 K - disregarding thermal expansion, pressure and anharmonic effects in the
(grand) canonical ensemble.
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A. Appendices

A.1. Mathematical Details for the Derivation of the
Bose-Einstein Distribution

∞∑
n=0

nqn (A.1)

∞∑
n=0

qn =
1

1− q
| d
dq

(A.2)

∞∑
n=0

nqn−1 =
1

(1− q)2 (A.3)

∞∑
n=0

nqn−1 =
1

q

∞∑
n=0

nqn (A.4)

∞∑
n=0

nqn =
q

(1− q)2 (A.5)

A.2. Commutation Rules for Phonon Ladder Operators

The important commutation relations should be briefly listed here [36]:[
aλ, a

†
λ′

]
= δλ,λ′ (A.6)

Here, again, λ has been used as a condensed quantum number labelling the band n and
the wave vector q.

δλ,λ′ = δn,n′δ (q− q′) (A.7)

[aλ, aλ′ ] =
[
a†λ, a

†
λ′

]
= 0 (A.8)

A.3. Some More Details on the One-Dimensional Phonon Model
System

The one-dimensional model system used to illustrate the quantum effects on the average
kinetic energy consists of three atoms per unit-cell (lattice parameter a). One of the
three atoms is heavier with mass M , while the others have a reduced mass m < M .
Here, M/m = 5 has been chosen. The atoms are coupled by linear springs which
only connect the nearest neighbours. There is one force constant which describes the
interaction between the two lighter atom (γ) and one (k = γ/2) quantifying the force
constant between the heavy and one of the light atoms. A sketch of the one-dimensional
crystal is shown in the following figure.
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A. Appendices

Fig. A.1.: One-dimensional model system consisting of three atoms per unit-cell (blue
box) with lattice parameter a. One of the three atoms (large ball) has a larger
mass than the others M > m. Furthermore, the force constant between the
heavy and the light atoms (k) is smaller than the force constant coupling
the two light atoms (γ).

Fig. A.2.: Phonon band structure of the descibed three-atomic model system. The
(angular) frequency ω is given in units of the force constant k and the heavy
massM (see the text in Sec. A.3). The right panel shows the associated dens-
ity of states (DOS) as a function of frequency. The DOS has been calculated
according to Eq. (2.81), replacing the delta-distributions by Lorentzian func-
tion with a full-width at half maximum of 0.01 (angular) frequency units.
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A.3. Some More Details on the One-Dimensional Phonon Model System

The relatively large difference in mass and bonding strength leads to the phonon band
structure and DOS shown in Fig. A.2. A relatively large band gap opens between the
acoustic and the first optical band similar to the case of two atoms per unit-cell. Due
to the third atom (and the considerably stiffer bond), there is a third band at higher
frequencies corresponding to modes, in which the light atoms move out of phase so
that the much stiffer bond is constantly stretched and compressed resulting in the high
energy of this vibration. This band results in a very sharp peak in the DOS due to
the absence of a relevant band dispersion. The first optical band has only a relatively
small band width so that the part of the DOS corresponding to this band is limited
to a narrow spectral window with two peaks (van Hove singularity) typical for one-
dimensional DOSs. In contrast to the three-dimensional case, in which the linear band
dispersion of the acoustic modes results in a quadratically increasing DOS near zero
frequency, in one-dimensional space, the DOS is constant for a linear band dispersion as
is reproduced correctly in the shown DOS.
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A. Appendices

A.4. Convergence of the DOSs with respect to the wave vector
sampling

Fig. A.3.: Convergence of the PE/D3-BJ-calculated phonon DOSs of tetracene with
respect to the q-mesh sampling (see legend). The curves have been slightly
shifted vertically to improve the visibility.
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A.4. Convergence of the DOSs with respect to the wave vector sampling

Fig. A.4.: Convergence of the PE/D3-BJ-calculated phonon DOSs of tetracene with
respect to the q-mesh sampling (see legend). The curves have been slightly
shifted vertically to improve the visibility.
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Fig. A.5.: Convergence of the PE/D3-BJ-calculated phonon DOSs of tetracene with
respect to the q-mesh sampling (see legend). The curves have been slightly
shifted vertically to improve the visibility.
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A.5. Lowest-frequency Intramolecular Modes in Naphthalene

A.5. Lowest-frequency Intramolecular Modes in Naphthalene

Fig. A.6.: Γ-point displacement patterns of the lowest intramolecular bands: (a) bend-
ing modes (in-phase at 5.3 THz and anti-phase at 5.8 THz at Γ) (b) in-
tramolecular torsions (anti-phase at 6.37 THz and in-phase at 6.41 THz at
Γ) in naphthalene. The red and blue wireframe structures correspond to the
positive and negative amplitudes of the vibration, respectively.
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A.6. More Views of the Crystal Structure of β-Quinacridone

Fig. A.7.: Crystal structure of β-quinacridone (visualised with Ovito [153]) seen in
the direction along the lattice vector b (colour coding: C...grey, H...white,
N...blue, O...red). The two well separated layers consisting of only one of the
two inequivalent molecules per unit-cell and its periodic replica are indicated
by the green and orange background, respectively.
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A.6. More Views of the Crystal Structure of β-Quinacridone

Fig. A.8.: Detailed view of one of the layers shown in Fig. A.7. (a) Within the layers,
the molecules arrange in such a way that they nearly perfectly lie in (parallel)
planes, which are indicated by the black dashed lines. (b) Top view of
one such a plane (green box in (a)) showing the similarity of the planes to
two-dimensional graphene, for instance (colour coding: C...grey, H...white,
N...blue, O...red). The crystal structure was visualised with Ovito [153].
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A.7. More Views of the Crystal Structure of γ-Quinacridone

Fig. A.9.: Crystal structure of γ-quinacridone (visualised with Ovito [153]) seen in
the direction along the lattice vector c (colour coding: C...grey, H...white,
N...blue, O...red). The two molecules per unit-cell arrange in a so-called
“hunter fence” pattern.
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A.8. Further Thermodynamic Properties

A.8. Further Thermodynamic Properties

Fig. A.10.: Phonon contributions to the heat capacities (CV ) as a function of tem-
perature for the shown molecular crystals (according to the abbreviations
introduced in Tab. 3.1) for a smaller temperature range. The upper panel
shows the phonon heat capacity per unit-cell normalised by the number of
bands (3N) and the Boltzmann constant (kB) so that lim

T→∞
CV /(3NkB) = 1.

The lower panel shows the heat capacity per mole of the molecule, Cm
V , (i.e.

considering the number of molecules per unit-cell). The symbols only serve
as guides to the eye and do not represent the actually calculated data
points, which lie much more densely.
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Fig. A.11.: Phonon contributions to the internal energy (U) as a function of temper-
ature for the shown molecular crystals (according to the abbreviations in-
troduced in Tab. 3.1). The upper panel shows the phonon internal energy
per unit-cell normalised by the number of bands (3N). The lower panel
shows the internal energy per mole of the molecule, Um, (i.e. considering
the number of molecules per unit-cell). The symbols only serve as guides
to the eye and do not represent the actually calculated data points, which
lie much more densely.
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A.8. Further Thermodynamic Properties

Fig. A.12.: Phonon contributions to the entropy (S) as a function of temperature for
the shown molecular crystals (according to the abbreviations introduced
in Tab. 3.1). The upper panel shows the phonon entropy per unit-cell
normalised by the number of bands (3N) and the Boltzmann constant
(kB). The lower panel shows the entropy per mole of the molecule, Sm
(i.e. considering the number of molecules per unit-cell). The symbols only
serve as guides to the eye and do not represent the actually calculated data
points, which lie much more densely.
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A.9. General relation between the heat capacities at constant
pressure and at constant volume

The derivation can, in principle, be found in Ref. [7], although some additional steps are
included here. The notation ∂x

∂y

∣∣∣
z
is used here to describe the partial derivative of x with

respect to the variable y with z being kept constant. Analogously to Ref. [7], one starts
with expressing the entropy as its partial derivative with respect to experimentally easily
accessible variables temperature T and pressure p:

dS =
∂S

∂T

∣∣∣∣
p

dT +
∂S

∂p

∣∣∣∣
T

dp (A.9)

This equation can be partially differentiated with respect to T , which yields:

∂S

∂T

∣∣∣∣
V

=
∂S

∂T

∣∣∣∣
p

+
∂S

∂p

∣∣∣∣
T

∂p

∂T

∣∣∣∣
V

(A.10)

The resulting partial derivatives of the entropy with respect to temperature at constant
volume/pressure in this equation can be most easily evaluated by using the relation
between entropy and the internal energy U :

dS =
dU

T
⇒ ∂S

∂T

∣∣∣∣
V/P

=
1

T

∂U

∂T

∣∣∣∣
V/p

=
CV/p
T

(A.11)

The second term on the right hand side in Eq. A.10 can be evaluated by (i) recalling
the proper Maxwell relation stemming from the differential expression of the Gibbs free
enthalpy G, which is the thermodynamic potential in (N, p, T ) space:

dG = dU − SdT + V dp(+µdN) (A.12)

The last term in brackets being the (differential) contribution from the chemical potential
µ of the involved particles, which is not relevant in this derivation. One can, however,
write the entropy as partial derivative of G:

S = − ∂G

∂T

∣∣∣∣
p

⇒ ∂S

∂p

∣∣∣∣
T

= − ∂2G

∂T∂p
= − ∂V

∂T

∣∣∣∣
p

= −αV V (A.13)

Here, it has been used that one can switch the order of differentiation so that ∂G/∂p =
V can be used. The temperature-derivative of the volume at constant pressure, can
equivalently be written as the volumetric thermal expansion coefficient αV multiplied
with the volume V .
Finally, the last required term is the derivative of the pressure with respect to the
temperature at constant volume. To this end, the total derivative of the volume (in the
Gibbs ensemble) can be written as:

dV =
∂V

∂T

∣∣∣∣
p

dT +
∂V

∂p

∣∣∣∣
T

dp (A.14)
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A.9. General relation between the heat capacities at constant pressure and at constant
volume

For the condition of constant volume, one requires dV = 0 so that one can rewrite the
above equation:

∂p

∂T

∣∣∣∣
V

= − ∂V

∂T

∣∣∣∣
p

∂p

∂V

∣∣∣∣
T

(A.15)

The first derivative in this equation can again be rewritten using the volumetric thermal
expansion coefficient (= αV V ), while the second factor is proportional to the bulk mod-
ulus B ( ∂p

∂V

∣∣
T

= −B/V ). Both factors together yield:

∂p

∂T

∣∣∣∣
V

= +αVB (A.16)

Putting together the results from Eqs. (A.10), (A.11), and (A.16), one finally arrives at
the relation between Cp and CV :

Cp − CV = Tα2
V V B (A.17)
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