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A B S T R A C T

We consider the problem of computing the integral∫
U (d)

ui1 j1 · · · uin jn ūi′1 j′1
· · · ūi′n′ j

′
n′

dU, (1)

where the integration takes place with respect to the probability Haar

measure on the unitary group, and the uij denotes the ij-th entry of a

unitary matrix U. We present a unified approach connecting classical

results ([11], [22], [18]), the explicit formula for the integral (1) given by

B. Collins and P. Sniady [6] and subsequent works of various authors

providing different points of view. Finally we are able to provide an

explicit formula for the 2n-th moment of the trace of a unitary Haar

random matrix, generalizing a result of P. Diaconis [8].
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1
I N T R O D U C T I O N

Let GL(d) denote the group of invertible, complex d × d matrices,

and let U (d) be the subgroup of unitary matrices. Recall that every For a proof of the
existence and
uniqueness of the
Haar measure we
refer to the paper G.
K. Pedersen [17].

locally compact topological group G admits a regular Borel measure

µ, which is invariant under left translation i.e., µ(g · X) = µ(X) for all

measurable sets X. This measure is unique up to a constant multiple.

Any such measure is called left Haar measure on G. Similarly there

is also a right Haar measure on G. These two measure do not have to

agree, but if they do G is called unimodular.

The Haar measure induces a left-invariant integral on G,∫
G

f (hg)dµ(g) =
∫

G
f (g)dµ(g),

for all h ∈ G and any Haar integrable function f on G.

If G is compact, then µ(G) < ∞ and G is unimodular. This is the

reason why many arguments from the representation theory of finite

groups carry over to compact groups almost verbatim. In many cases

all we need to do is exchanging 1
|G| ∑g∈G with the normalized Haar

measure on G for the proofs to remain valid.

As U (d) is compact, it admits a unique probability Haar measure. The

problem we are considering is the computation of the integrals with

respect to this probability measure of the following kind

∫
U (d)

ui1 j1 · · · uin jn ūi′1 j′1
· · · ūi′n′ j

′
n′

dU, (2)

where the uij denote the entries of a unitary matrix U, and ūij denote

the complex conjugate of said entries.

This at once allows us for example to define and compute an inner

product on the algebra A of polynomial functions on U (d) i.e., the set

of functions f : U (d) → C for which there exists a polynomial p f in

d2 variables with f (U) = p f (u11, . . . , udd). As we will see, the integral

(2) is zero unless n = n′. This means that A admits a decomposition

into homogeneous components i.e.,

A =
∞⊕

k=0

A(k),
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introduction

where A(k) denotes the space of homogeneous polynomial functions

of degree k [13].

Apart from answering natural questions about one of the classical

groups, these integrals have many applications in random matrix

theory and mathematical physics, especially quantum physics and

quantum information theory. References for these applications can

be found in [24], [13]. Furthermore they have been used to derive

formulas for the pseudoinverse of Gaussian matrices and the inverse of

compound Wishart matrices [5], and to describe integrals of Brownian

motions on the classical groups [7].

The study of these integrals was initiated by physicists in the 1970s

(e.g. [23]). It was realized, that the integral can be expanded in terms

of a sum over functions which only depend on the cycle structure

of certain permutations. D. Weingarten was the first to study the

asymptotic behavior of these functions [22], hence these functions

were later coined Weingarten functions by B. Collins. Explicit formulas

for the Weingarten functions were first derived by S. Samuel [18] and

B. Collins [3] under the assumption that d ≥ n and later by B. Collins

and P. Sniady [6] in full generality. In the same paper B. Collins and P.

Sniady also derived formulas for the integrals of polynomial functions

on the orthogonal and symplectic groups. An alternative formula in

terms of Jucys-Murphy elements was given by J. Novak [15] in 2009.

This approach was generalized to the orthogonal group by P. Zinn-

Justin [25] in 2010, and the computation of the Weingarten functions

was seen to be equivalent to the computation of the Moore-Penrose

inverse of a certain matrix.

There are several ways to tackle the problem of computing the integral

(2). The first approach due to S. Samuel [18] exploits certain symme-

tries of the integral, and leads to an ansatz valid for d ≥ n. It is not

obvious how to generalize this idea to a proof valid for all n and d.

On the other hand the method used by B. Collins and P. Sniady at

first glance may look somewhat indirect, but leads to a valid general

formula. The methods used by B. Collins and P. Sniady, and thus all

subsequent approaches as well, heavily depend on the Schur-Weyl

duality and the double centralizer theorem. Furthermore we will make

extensive use of both the classical as well as the modern approach to

the representation theory of the symmetric group.

In order to motivate the general approach we compute the smallest

possible example by hand in two different ways.
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Example 1. We seek to compute∫
U (d)
|u11|2 dU =

∫
U (d)
|u11|2 dU.

First we will use a direct approach. Let U be a unitary Haar distributed

d× d random matrix. All entries of U have the same law. To see this

note that permutation matries are orthogonal and hence unitary. Left

and right multiplication with permutation matrices can be used to

exchange u11 with any uij we like. By the invariance of the Haar mea-

sure under such transformations all entries have the same distribution.

Since the columns of U are orthonormal we get∫
U (d)
|u11|2 dU =

1
d

d

∑
i=1

∫
U (d)
|u1i|2 dU =

1
d

∫
U (d)

d

∑
i=1
|u1i|2 dU =

1
d

.

This method is direct, quick and only relies on elementary properties

of the Haar-integral. However it is not obvious how to generalize this.

The following approach is in the spirit of B. Collins and P. Sniady. It is

somewhat indirect, but easily lends itself to generalizations.

Let D = diag(1, 0, . . . , 0) = e1e∗1 ∈ Md(C) and note that∫
U (d)
|u11|2 dU =

∫
U (d)

e∗1Ue1e∗1U∗e1 dU

=
∫
U (d)

Tr (e∗1Ue1e∗1U∗e1) dU

=
∫
U (d)

Tr (e1e∗1Ue1e∗1U∗) dU

= Tr
(∫
U (d)

e1e∗1Ue1e∗1U∗ dU
)

= Tr
(

D
∫
U (d)

UDU∗ dU
)

.

By the invariance of the Haar measure we get that A matrix that
commutes with U (d)
is a scalar multiply
of the identity. This
is a direct
consequence of
Schur’s lemma
(Lemma 4 and its
corollary).
Alternatively one
can use the fact, that
every matrix can be
written as a linear
combination of
unitary matrices.

W
(∫
U (d)

UDU∗ dU
)

W∗ =
∫
U (d)

(WU)D(WU)∗ dU =
∫
U (d)

UDU∗ dU

for all W ∈ U (d).
Therefore

∫
U (d) UDU∗ dU is a scalar multiple of the identity, say λ idCd .

We get that

λ =
1
d

Tr
(∫
U (d)

UDU∗ dU
)

=
1
d

∫
U (d)

Tr (UDU∗) dU

=
1
d

∫
U (d)

Tr (U∗UD) dU

=
1
d

∫
U (d)

1 dU =
1
d

.
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Hence we compute∫
U (d)
|u11|2 dU = Tr

(
D
∫
U (d)

UDU∗ dU
)
=

1
d

Tr (D) =
1
d

.

The main benefit of the second approach is that it can be generalized

quite easily. Repeatedly applying the canonical isomorphism between

tensor and Kronecker products

A⊗ B '


a11B · · · a1dB

...
. . .

...

ad1B · · · addB

 ,

for A, B ∈ End(V), to the matrix U, we see that the entries of U⊗n

and (U∗)⊗n are ui1 j1 · · · uin jn and ūi1 j1 · · · ūin jn respectively. Thus, if we

try to select more than one pair of indices at once we end up with

expressions of the form

Tr
(

B
∫
U (d)

U⊗n A(U∗)⊗n dU
)

,

for a suitable choice of A and B ∈ Md(C)⊗n. Using this the compu-

tation of the integrals reduces to the study of certain linear maps. In

fact we will see, that the computation of the integral (2) is equivalent

to the computation of an orthogonal projection E onto End(V⊗n). In

order to describe them efficiently we introduce some notation.

1.1 notation

Let V = Cd and let A be an element of End(V⊗n) = End(V)⊗n. We

define

E (A) =
∫
U (d)

U⊗n A(U∗)⊗n dU,

where the integration is performed with respect to the unique proba-

bilty Haar measure on U (d). As we will see in Proposition 29, E is the

orthogonal projection from End(V)⊗n onto CU (d), the centralizer of all

U⊗n for U ∈ U (d) in End(V)⊗n. The main takeaway from the above

example is that the properties of E (A) and therefore the properties of

the map E itself are central to our study.

Additionally we introduce some notation to efficiently work with

multiindices. Let In
d = {(i1, . . . , in) | 1 ≤ ik ≤ d} be the set of n-tupels

with entries in 1, . . . , d. We denote multiindices with bold lowercase

4



1.1 notation

letters e.g., i = (i1, . . . , in), and note that the Kronecker delta for a pair

of multiindices is given by

δi,j =
n

∏
k=1

δik ,jk =

1 i = j

0 i 6= j
.

With this we write

Id(i, j, i′, j′) =
∫
U (d)

ui1 j1 · · · uin jn ūi′1 j′1
· · · ūi′n′ j

′
n′

dU,

for the integral.

This notation allows for a natural description of tensor products. Let

{ei}
d
i=1 be a basis of V and let {e∗i }

d
i=1 be its dual basis. We see that{

ei

}
i∈In

d
is a basis of V⊗n, where ei = ei1 ⊗ · · · ⊗ ein . By setting

eie
∗
j = ei1 e∗j1 ⊗ · · · ⊗ ein

e∗jn

we get that the eie
∗
j for i, j ∈ In

d form a basis of End(V)⊗n. Therefore

our problem is now to compute

Id(i, j, i′, j′) = Tr
(

ei′e
∗
i E
(

eje
∗
j′

))
= e∗i E

(
eje
∗
j′

)
ei′ .

In other words, the entries of the matrix of E with respect to the

standard basis of End(V⊗n) contain all the information we need.

However the matrix of E contains a lot of redundant information as

we will see, and computing E directly is quite a challenging task. Thus

we do not explicitly compute E. Instead we will use the representation

theory of the symmetric group Sn and the Schur-Weyl duality for the

unitary group U (d) to extract all the information we need from E. In

the next chapter we will develop the necessary theory for this.
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2
P R E L I M I N A R I E S

In this chapter we will briefly review basic notions from representation

theory, the Haar measure and the Schur-Weyl duality. We are mainly

interested in the representation theory of finite and compact groups.

Additionally we will need a few results from the representation theory

of associative algebras. The representation theory of compact groups

closely resembles the representation theory of finite groups. Moreover

the algebras in question are group algebras of finite or compact groups

and the representation theory of the group carries over to the group

algebra. Thus we only consider the representation theory of finite

groups. This presentation is largely based on the exposition of the

material given by J.-P. Serre [19] with some results beeing taken from

B. Simon [20] and P. Etingof [1]. For a treatment of the representation

theory of compact groups and algebras, we refer to the books of D.

Bump [2] and P. Etingof [1] respectively.

2.1 representation theory

Throughout this chapter we consider complex, finite dimensional

representations, i.e., V always denotes a complex, finite dimensional

vector space.

Definition 2 (Representation). Let G be a finite (or compact) group

and A an associative algebra. A representation of G is a (continu-

ous) homomorphism π : G → GL(V). A representation of A is a

homomorphism π : A → End(V).

A subrepresentation of π is a subspace of V which is invariant under

π(x) for all x in G or A.

If V 6= 0, π is called irreducible, if its only subrepresentations are 0

and V itself.

The group G acts on a vector space V via a representation ρ

g · v := ρ(g)v.

We will sometimes call the vector space V itself a representation of G
if there is no ambiguity regarding the associated action.

7



preliminaries

Given two representations π : G → GL(V) and ρ : G → GL(W) we

can construct a number of other representations.

They give rise to representations on V ⊕W and V ⊗W, the latter via

g · (v⊗ w) = (π(g)v)⊗ (ρ(g)w).

For every representation π : G → GL(V) we can define its dual
representation π∗ : G → GL(V∗), by π∗(g) = π(g−1)T. This definition

guarantees, that the dual paring 〈·, ·〉 is invariant under the group

action i.e.,Since 〈 , 〉 is the
dual pairing and not

a complex scalar
product we take the

transpose and not the
conjugate of π(g−1).

〈π∗(g)v, π(g), w〉 = 〈v, w〉.

We can also construct a representation of G on Hom(V, W), by setting

g · T = ρ(g) ◦ T ◦ π(g−1),

for T ∈ Hom(V, W). This directly follows from unraveling the ho-

momorphism Hom(V, W) ' V∗ ⊗W and the definition of the dual

representation.

Definition 3 (Intertwiner). An intertwiner between two representa-

tions π : G → End(V) and ρ : G → End(W) is a homomorphism

T : V → W which commutes with the action of G i.e., T(π(g)v) =

ρ(g)T(v) or more concisely T(g · v) = g · T(v).
Two representations are said to be isomorphic, if there exists a bijective

intertwiner between them.

Furthermore we denote with HomG(V, W) the space of all intertwin-

ing operators between V and W.

For every representation U of G we can define

UG = {u ∈ U | g · u = u, ∀g ∈ G} ,

the set of all elements of U fixed under the action of G. In the special

case of U = Hom(V, W) we get HomG(V, W) = Hom(V, W)G.

Lemma 4 (Schur’s lemma).

Let V and W be two representations of G and φ ∈ HomG(V, W). If φ 6= 0

we have:

1. If V is irreducible, φ is injective.

2. If W is irreducible, φ is surjective.

3. If V and W are irreducible, φ is an isomorphism.

8



2.1 representation theory

Proof. Note that ker (φ) and im (φ) are subrepresentations of V and

W respectively, and neither of them can be trivial since φ 6= 0.

Corollary 5.

Let V be an irreducible representation of G and let φ ∈ EndG(V). Then
φ = λ idV for some λ ∈ C.

Proof. Since C is algebraically closed the characteristic polynomial of

φ has a root λ. φ− λ idV is an intertwiner with nontrivial kernel and

therefore by the previous lemma φ− λ idV = 0.

Corollary 6.

Let U and V be irreducible representations of G. Then we have:

1. If U 6' V, then HomG(U, V) = 0.

2. dim (EndG(V)) = 1.

Lemma 7.

Every nonzero representation π : G → GL(V) has an irreducible subrepre-
sentation.

Proof. Let W = {π(g)v | g ∈ G} for some v 6= 0 in V. W is a subrep-

resentation and 0 < dim W < dim V. Either W is already irreducible

or it has a nontrivial subrepresentation W ′, in which case we repeat

the argument with W ′ inplace of W.

The standard theorems relating direct sums, tensor products and

Hom-sets extend to representations. We have for example

n⊕
i=1

HomG(Vi, W) ' HomG(
n⊕

i=1

Vi, W).

In the case where W is irreducible Schur’s lemma implies that the di-

mension of HomG(V, W) is equal to the number of subrepresentations

of V isomorphic to W.

Definition 8 (Group algebra). Let G be a finite group. The group

algebra C[G] consists of all function f : G → C with the product given

by convolution

( f g)(x) = ∑
u∈G

f (u)g(u−1x)

9
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Remark. C[G] can also be thought of as the free vector space on G
over C , with the product given by(

∑
g∈G

αgg

)(
∑

h∈G
βhh

)
= ∑

g,h∈G
αgβhgh.

A function f : G → C corresponds to the formal sum ∑g∈G f (g)g.

Note that C[G] is itself a representation of G with the action given by

left multiplication, called the (left) regular representation. We will use

the functional notation δg whenever we want to emphasize that one

should think of elements of C[G] as function and we will use the free

vector space notation when we are working with elements of C[G]

that are meant to act by left mulitplication.

Remark. The definition of the group algebra can be adopted almost

verbatim for compact groups. Let dG denote the unique probability

Haar measure on G and define the convolution of f , g : G → C to be

( f g)(x) =
∫

G
f (u)g(x−1u)dG(u).

Theorem 9 (Maschke’s theorem).

Every subrepresentation W of a representation V has a complement which is
invariant under G, i.e., a subrepresentation.

Proof. There always exists an algebraic complement U′ such that V =

W ⊕U′, but U′ might not be invariant. Let p be the projection along

U′ onto W, and define

P := ∑
g∈G

π(g)pπ(g−1),

where π is the action of G on V. P is a projection, im (P) = W and

hence V = W ⊕ ker (P). Note that ker (P) is invariant and therefore

W has a complementary subrepresentation in V.

Remark. To adapt this proof to the compact case, we can use Weyl’s

unitary trick. Let π : G → GL(V) be a representation of a compact

group G. If V admits an inner product 〈·, ·〉 invariant under the group

action i.e.,
〈π(g)u, π(g)v〉 = 〈v, u〉

for all u, v ∈ V, then the orthogonal complement with respect to this

scalar product of any subrepresentation of V is again a subrepre-

sentation. Note that for an arbitrary scalar product 〈·, ·〉 the scalar

product

(u, v) :=
∫

G
〈g · u, g · v〉dG

10



2.1 representation theory

is well-defined by the compactness of G and invariant.

Corollary 10.

Every representation is a direct sum of irreducible representations.

Definition 11 (Character). For a given representation π : G → GL(V)

the function χπ(g) := Tr (π(g)) is called the character of π.

Characters of irreducible representations are called irreducible charac-

ters. We further note that χπ ∈ C[G].

In the case of the dual representation we get

χπ∗(g) = χπ(g).

Given some action of G on a finite set X, we can define a representation

π of G by considering the free vector space V = {ex | x ∈ X} on X,

setting π(g)ex = eg·x. In this case the character of π is equal to

χπ(g) = Tr (π(g)) = fix(g),

the number of elements of X fixed under g.

Note that the characters of V ⊕W and V ⊗W are χV + χW and χVχW

respectively.

We can define a scalar product on the group algebra C[G] by setting

〈χ, φ〉 = 1
|G| ∑

g∈G
χ(g)φ(g).

Proposition 12 (Orthogonality of characters).

Let π : G → GL(V) and ρ : G → GL(W) be two irreducible representations
of G. Characters are orthogonal in the sense that

〈χπ, χρ〉 =

1 V 'W

0 V 6'W
.

Proof. Note that for any representation σ : G → GL(U) the map

Φ =
1
|G| ∑

g∈G
σ(g) ∈ EndG(U)

is a projection onto UG. Furthermore we have

dim
(

UG
)
= Tr (Φ) =

1
|G| ∑

g∈G
χσ(g).

If we set U = Hom(V, W) and note that χHom(V,W) = χπ(g)χρ(g) we

immediately get

dim (HomG(V, W)) =
1
|G| ∑

g∈G
χπ(g)χρ(g) = 〈χπ, χρ〉.

We conclude by applying Corollary 6.

11
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Since characters are constant on conjugacy classes, we immediately

get the following corollary.

Corollary 13.

The number of irreducible representations is less than or equal to the number
of conjugacy classes.

Hence we know that for any finite group the number of irreducible

representation is itself finite. We denote with Ĝ an indexing set of all

irreducible representation of G. Any given representation π : G →
GL(V) admits a decomposition

V
⊕
α∈Ĝ

naVa

where Vα denotes an irreducible representation of G and nα denotes

the number of times this irreducible representation appears in V as

a direct summand. The subresentation nαVα is called the α-isotypic

component of V.

Note that the character of the regular representation satisfies

χC[G](g) = |G|δg,e,

since multiplication in C[G] has no fixed points with the exception of

the neutral element.

Let Ĝ be an indexing set for the irreducible representations of G and

let

C[G] =
⊕
α∈Ĝ

nαVα

be the irreducible decomposition of C[G]. We have that

nα = 〈χα, χC[G]〉 = χα(e)
χC[G](e)
|G| = dim (Vα) .

Corollary 14.

The group algebra decomposes into

C[G] '
⊕
α∈Ĝ

dim (Vα) Vα '
⊕
α∈Ĝ

End(Vα).

Proof. The second isomorphism warrants some further explanation,

since it will become important later on.

Consider the map φ : C[G]→ ⊕
α End(Vα) defined by

f 7→
(

∑
g∈G

f (g)πα(g)

)
α∈Ĝ

12



2.1 representation theory

where πα is the action on Vα.

φ( f ) = 0 implies that ∑g f (g)πα(g) = 0 for all α ∈ Ĝ. This in turn

implies that ∑ f (g)ρ(g) = 0 for any representation ρ. Applying this

to the left regular representation yields f = 0. Hence this mapping is

injective, and since the dimensions agree it is also bijective.

Functions f : G → C which are constant on conjugacy classes are

called class functions. Note that characters are class functions.

For any representation ρ : G → GL(V) and any class function f we

define

ρ f = ∑
g∈G

f (g)ρ(g) ∈ EndG(V).

If V is irreducible the elements of EndG(V) are just scalar multiples

of the identity map and we get that

ρ f =
Tr
(
ρ f
)

dim (V)
idV =

|G|
dim (V)

〈χ∗ρ, f 〉 idV .

Proposition 15.

The irreducible characters are an orthonormal basis of the class functions.

Proof. We show that 〈χ∗α〉⊥ = 0. For f ∈ 〈χ∗α〉⊥ we have ρ f = 0 for

any irreducible representation ρ and hence for any representation.

Applying this to the left regular representation yields f = 0.

Corollary 16.

The number of irreducible characters is equal to the number of conjugacy
classes.

Definition 17 (minimal central projection). A projection (i.e. an idem-

potent) p in A is called minimal if for every pair of projections r and

q we have that p = r + q implies p = 0 or q = 0. The projection p is

called minimal central if this is true for all projections q, r in the center

of A.
For a more detailed
treatment of minimal
projections we refer
to the book by B.
Simon [20].

Let ρ : G → GL(W) be an arbitrary representation of G and let

π : G → GL(V) be an irreducible one. Then

dim (V)

|G| ρχ∗π

is the minimal central projection onto the π-isotypic component of ρ.

13
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Definition 18 (Partition). A partition of an integer n ∈ N is a tuple

λ = (λ1, . . . , λl) such that λ1 ≥ · · · ≥ λl > 0 and λ1 + · · ·+ λl = n.

The number l is called the length of λ and denoted by l(λ). If λ is a

partition of n we write λ ` n.

Note that there is a bijection between partitions of n and the conju-

gacy classes of Sn. This is due to the following considerations. Two

permutations are conjugate if and only if they have the same cycle

structure. Furthermore disjoint cycles commute in Sn. This allows us

to decompose any permutation σ into a composition of disjoint cycles

of descending length σ1 · · · σl . The lengths of the cycles l(σi) sums up

to n. This yields a partition λ(σ) = (l(σ1), . . . , l(σl)) of n.

To each partition λ we can associate its Young diagram. A Young

diagram is a finite collection of boxes arranged in a top-left-justified

rectangle, such that the i-th row contains λi boxes. The box in the i-th
row and j-th column will be denoted by the pair (i, j). We define Y(n)
to be the set of all Young diagrams associated to partitions of n and

T : Sn → Y(n) the map mapping a permutation to the Young diagram

of its conjugacy class. For later use we define for each µ ∈ Y(n) the

element Cµ ∈ C [Sn] to be

Cµ = ∑
T(σ)=µ

δσ,

i.e., the characteristic function of the conjugacy class of µ. As for

partitions let l(µ) denote the number of rows of µ ∈ Y(n).
In view of Corollary 16 this means that the irreducible representations

of Sn are indexed by partitions. They are called Specht modules and

will be denoted by Sλ. The associated action of Sn on Sλ will be

denoted by πλ and we will write χSλ for its character.

Young diagram
of the partition
λ = (4, 3, 2, 2, 1)
with the hook of
the box (2, 4) in
grey.

In order to compute the dimensions of the representations that are

going to appear, we need one more concept related to Young diagrams,

namely the hook of a box (i, j). For a given Young diagram µ the hook

Hµ(i, j) consists of all boxes above or to the left of the box (i, j). The

hook length hµ(i, j) is the number of boxes in Hµ(i, j) (the box (i, j) also

belongs to the hook).

The classical approach to the representation theory of Sn uses Young

Tableaux/Young Symmetrizers, as detailed in W. Fulton and J. Harris

[9]. Additionally there is an alternative approach due to A. Okounkov

and A. Vershik [16]. Discussing the details of this alternative approach

is beyond the scope of this work, however we will briefly touch upon
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a certain construction used by Okounkov and Vershik. The Jucys-

Murphy elements Ji are special elements of the group algebra C [Sn],

independently introduced by G. E. Murphy [14] and A.-A. A. Jucys

[12]. They are defined as sums of the Coxeter generators of Sn:

J1 = 0

J2 = (1, 2)

J3 = (1, 3) + (2, 3)
...

Jn = (1, n) + (2, n) + · · ·+ (n− 1, n).

Let C [Sk−1] ⊆ C [Sn] be the subalgebra consisting of all permutations

of {1, . . . , k− 1}. Note that for any σ ∈ C [Sk−1] we have

σJkσ−1 =
k−1

∑
i=1

σ(i, k)σ−1 =
k−1

∑
i=1

(σ(i), k) = Jk.

Thus any two Jucys-Murphy elements commute with each other and

Jk commutes with the subalgebra C [Sk−1] of C [Sn]. In fact the sub-

algebra C[J2, . . . , Jn] ⊆ C [Sn] is a maximal commutative subalgebra,

known as Gelfand-Tsetlin algebra. The Jucys-Murphy elements possess

a number of very useful properties. However we will only need the

following result due to Jucys and a rough estimate of their eigenvalues.

Theorem 19 (Jucys, [12]).

For r ∈ {1, . . . , n}, let

er(J1, . . . , Jn) = ∑
1≤i1<···<ir≤n

Ji1 · · · Jir

be the elementary symmetric polynomials evaluated in the Jucys-Murphy
elements. Then

er(J1, . . . , Jn) = ∑
µ∈Y(n)

l(µ)=n−r

Cµ.

Note that this means that er(J1, . . . , Jn) is the characteristic function of

all permutations with exactly n− r cycles.

We can think of every element in C [Sn] as a vector space homomor-

phism by considering the left regular representation (i.e. acting by

left multiplication) of C [Sn] on itself. Note that C [Sn] has a basis

indexed by permutations. Hence the action of σ ∈ C [Sn] corresponds

to a n!× n! matrix L(σ) with complex entries. The multiplication in

C [Sn] mimics the multiplication of these matrices. When we speak

15
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of eigenvalues of σ ∈ C [Sn] we mean the eigenvalues of the matrix

corresponding to left multiplication by σ.

Note that the matrix L(Jk) of any Jucys-Murphy element Jk is symmet-

ric, since all the matrices corresponding to (i, k) are. Furthermore the

entries of L(Jk) are either 0 or 1 and all columns (and hence all rows)

of L(Jk) sum to k. The next lemma proves that all eigenvalues of Jk+1

lie in the interval [−k, k].The lemma and its
application to the
eigenvalues of the

Jucys-Murphy
elements is due to an

answer of D. E.
Speyer on the

mathoverflow

stackexchange [21].

Lemma 20.

Let A be a symmetric matrix with nonnegative entries, whose rows and
columns all sum to k. Then the eigenvalues of A lie in the interval [−k, k].

Proof. For any vector v we have

〈v, Av〉 = k ∑
i

v2
i −∑

i<j
Aij(vi − vj)

2 ≤ k ∑
i

v2
i = k〈v, v〉.

Hence the Reyleigh quotient is atmost k, which implies the statement.

In order to discuss P. Zinn-Justin’s approach, we need one more

classical concept from the representation theory of Sn, namely the

notion of a Standard Young Tableau. Let λ ` n be a partition of n, and

T the Young diagram corresponding to λ. We can fill the boxes of T
with the numbers 1, . . . , n to obtain a Young tableau. If the entries in

each row and column are increasing, then the Young tableau is called

a standard Young tableau. We write SYT(λ) for the set of all standard

Young tableaux of shape λ. This allows us to introduce the set of

Young’s orthogonal idempotents eT for a standard Young tableau T
with n boxes. They are completely characterized by the following

properties

eTeS = δTSeT and ∑
T:|T|=n

eT = 1. (3)

Furthermore they diagonalizing the Jucys-Murphy elements,

JkeT = eT Jk = c(Tk)eT, for k = 1, . . . , n, (4)

where c(Tk) is the content of the box of T labelled k, defined by c(Tk) =

j− i if the box (i, j) has label k.

Finally we can define the central idempotent pλ associated to λ ` n,

pλ = ∑
T∈SYT(λ)

eT. (5)
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From the definition of eT it is immediate that

pλ pµ = 0 for µ 6= λ, and (pλ)2 = pλ.

One can show, that pλ is nothing else but the minimal central pro-

jection onto the λ-isotypic component of π. Hence it can be written

as

pλ =
dim

(
Sλ
)

n!
χSλ .

Now we will have a look at the irreducible representation of the unitary

group U (d). The irreducible representations ρλ : U (d) → GL(Uλ) of

the unitary group U (d) can be indexed by partitions λ ` n, such that

l(λ) ≤ d. The Uλ’s are called Weyl modules [9].

The next theorem will allow us to compute the Weingarten functions

in practice.

Theorem 21 (Hook length formula).

The dimensions of the irreducible representations of Sn and U (d) are given
by

dim
(

Sλ
)
=

n!
∏(i,j)∈λ hλ(i, j)

,

dim
(

Uλ
)
= ∏

(i,j)∈λ

d + j− i
hλ(i, j)

= ∏
1≤i<j≤d

λi − λj + j− i
j− i

.

Next we will introduce two group actions on In
d , one for Sn and one

for Sd. These actions will lift to representations of Sn and Sd on V⊗n.

Furthermore we will introduce a representation of U (d) on V⊗n. The

relationship between the representations of Sn and U (d) will be one

of the cornerstones of our theory.

The action of Sn is denoted with σ(i) and defined by permuting the

entries i.e., σ(i) = (iσ−1(1), . . . , iσ−1(n)). This lifts to a representation π :

Sn → V⊗n of Sn via π(σ)ei = e
σ(i). Thus for arbitrary v1, . . . , vn ∈ V

we have

π(σ) : v1 ⊗ · · · ⊗ vn 7→ vσ−1(1) ⊗ · · · ⊗ vσ−1(n).

Remark. We have to make sure that (στ)(i) = σ(τ(i)) in order for it

to be a group action. If we were to define the action of σ ∈ Sn for an
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arbitrary i ∈ In
d by σ(i) = (iσ(1), . . . , iσ(n)) we would end up with the

right action

σ(τ(i)) = σ(iτ(1), . . . , iτ(n))

= σ(j1, . . . , jn)

= (jσ(1), . . . , jσ(n))

= (iτ(σ(1)), . . . , iτ(σ(n)))

= (τσ)(i),

where ji = iτ(i). Permuting according to the inverse of σ yields a left

action.

Remark. In view of the isomorphism V⊗n ' Cn ⊗ V we see that π

acts on the Cn component, while ρ acts on V,

π(σ) = σ⊗ idV ,

ρ(σ) = idCn ⊗ σ.

The action of Sd is denoted with ρ[i] and exchanges the entries of

multiindices i.e., ρ[i] = (ρ(i1), . . . , ρ(in)). This again yields an action

of Sd on V⊗n, that is best understood in a slightly different fashion

than π. For any ρ ∈ Sd define Sρ to be the linear map

Sρ =
d

∑
i=1

eρ(i)e
∗
i .

Clearly we have S⊗n
ρ ei = e

ρ[i]. Furthermore since Sρ is unitary, the

actions of Sn and Sd commute. Note that S−1
ρ = ST

ρ = S∗ρ = Sρ−1 .

The representation ρ : U (d) → V⊗n of the unitary group is given by

the tensor power i.e., ρ(U) = U⊗n. Thus for any v1, . . . , vn ∈ V we

have

ρ(U) : v1 ⊗ · · · ⊗ vn 7→ (Uv1)⊗ · · · ⊗ (Uvn).

Note that π(σ) commutes with every U⊗n for U ∈ U (d). In fact π(σ)

commutes with the diagonal action of End(V) on End(V)⊗n i.e., with

every M⊗n for M ∈ End(V). Furthermore note that π(σ)∗ = π(σ)T =

π(σ−1) = π(σ)−1. Let χ(σ) = Tr (π(σ)) be the character of π. This

map will be of central importance, thus we compute it explicitly.

Lemma 22.

The character of π is given by

χ(σ) = d#σ,

where d = dim (V) and #σ denotes the number of disjoint cycles σ in the
canonical factorization.
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Proof. As π(σ) is a permutation matrix, its trace is given by the number

of fixed points of the group action. In order for a multiindex i to be

fixed under this action, the elements of every cycle of σ have to be

identical. There are d elements with which we can fill any cycle, and

#σ cycles in total, yielding exactly d#σ elements fixed under the action

of σ.

Since the actions π and ρ commute they give rise to a joint action of

Sn ×U(d) on V⊗n, which is the subject of the next section.

2.2 schur-weyl duality

Let A = 〈π(σ) | σ ∈ Sn〉 and B = 〈U⊗n | U ∈ U (d)〉 be the subalge-

bras of End(V⊗n) generated by the actions of Sn and U (d) respectively.

Note that A = π(C [Sn]) and B = ρ(C [U (d)]). As it will turn out, the

centralizer CU (d) = EndB(V⊗n) of B and the question of how exactly

we can decompose A into images of irreducible representations of

Sn will be of central importance. These questions are the subject of

the double centralizer theorem. The following version is taken from

Etingof et al. [1].

Theorem 23 (Double Centralizer Theorem).

Let A and B be two subalgebras of End(V). If A is semisimple and B =

EndA(V) then:

1. B is semisimple.

2. A = EndB(V).

3. As a representation of A⊗ B, V decomposes into

V =
⊗
i∈I

Vi ⊗Wi, (6)

where Ui are all the irreducible representations of A and Wi are all the
irreducible representations of B.

Proof (Sketch). Since A is semisimple it has an isotypical decompo-

sition, A =
⊕

i∈I End(Vi). Furthermore V ' ⊕
i∈I Vi ⊗HomA(Vi, V),

since the characters of the two representations agree. By Schurs’s

lemma B = EndA(V) ' ⊕i∈I End(Wi) with Wi = HomA(Vi, V). This

implies all statements of the theorem.
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Applying this to our objects of interest, A = σ(C [Sn]) and B =

ρ(C [U (d)]), we get the following classical result. The proof is taken

from R. Goodman and N. R. Wallach [10].

Theorem 24.

A and B are centralizers of each other i.e.,

EndA(V⊗n) = B and EndB(V⊗n) = A. (7)

Proof. Let B = (bij) ∈ End(V⊗n). Since

Bπ(σ)ej = Beσ(j) = ∑
i

biσ(j)ei

and

π(σ)Bej = ∑
i

bijeσ(i) = ∑
i

bσ−1(i)jei,

we have B ∈ EndA(V⊗n) if and only if bi,j = bσ(i)σ(j) for all i, j ∈ In
d

and σ ∈ Sn.

Consider the nondegenerate bilinear form 〈X, Y〉 := Tr (XY). We

will show that the restriction of this form to EndA(V⊗n) is still non-

degenerate. To this end consider the projection P from End(V⊗n) onto

EndA(V⊗n) explicitly given by

P(X) =
1
n! ∑

σ∈Sn

π(σ)Xπ(σ−1).

For any B ∈ EndA(V⊗n) and X ∈ End(V⊗n) we get

〈P(X), B〉 = 1
n! ∑

σ∈Sn

Tr
(

π(σ)Xπ(σ−1)B
)
= 〈X, B〉.

Thus 〈A, B〉 = 0 for all A ∈ EndA(V⊗n) implies 〈X, B〉 = 0 for all X ∈
End(V⊗n) and by the non-degeneracy of 〈·, ·〉 on End(V⊗n) we get

that B = 0. Therefore it is sufficient to show that EndA(V⊗n)∩B⊥ = 0

in order to prove that EndA(V⊗n) = B.

In fact there is room for a slight generalization. We do not need to

restrict ourselves to unitary transformations. The following argument

applies to both, GL(d) and U (d).
Note that for any G ∈ GL(d) we have G⊗n = (gij) = (gi1 j1 · · · gin jn).

For a fixed B ∈ EndA(V⊗n) ∩ B⊥ this yields

〈B, G〉 = ∑
i

eT
i BGei = ∑

i,j

bjigji.

Associate to B a polynomial function fB on End(V),

fB(X) = ∑
i,j

bijxij = ∑
i,j

bijxi1 j1 · · · xin jn , (8)
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2.2 schur-weyl duality

for X ∈ End(V). Note that fB vanishes on GL(d) and since GL(d) is

dense in End(V) we have fB ≡ 0. Plugging this into equation (8) we

get

∑
i,j

bijxi1 j1 · · · xin jn = 0. (9)

Let i and j be fixed and define X ∈ End(V) according to

xij =

1 if i ∈ {i} and j ∈ {j}

0 otherwise

Note that xi′ j′ = 1 if and only if i′ = σ(i) and j′ = σ(j′) for some

σ ∈ Sn. Since bσ(i)σ(j) = bi,j for all σ ∈ Sn this implies that B = 0.

Corollary 25.

With A and B as before we have

EndA(V⊗n) = 〈G⊗n | G ∈ GL(d)〉 = 〈T⊗n | T ∈ End(V)〉 = B

Combining Theorem 23 and 24 yields the main part of the Schur-Weyl

duality. We do not prove that the irreducible representations of U (d)
are indexed by partitions λ ` n with length l(λ) ≤ d, as this would

require the notion of a weight space and the so called theorem of the
highest weight. For an exposition of this fact, we refer to [9].

Theorem 26 (Schur-Weyl Duality).

The action of Sn×U (d) is multiplicity free, i.e., no irreducible representation
of Sn ×U (d) appears twice. The decomposition into irreducible components
is given by

V⊗n =
⊕
λ`n

l(λ)≤d

Sλ ⊗Uλ. (10)
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3
I N T E G R AT I O N O N U N I TA RY G R O U P S

In this chapter we are going to discuss several ways to compute the

integrals Id(i, j, i′, j′) and related quantities. Furthermore we are going

to derive closed form expressions for special choices of i, j, i′ and j′.

We start with some elementary properties of the integral Id(i, j, i′, j′),

that do not require any sophisticated theory. Then we will discuss

the general approach to the computation of Id(i, j, i′, j′) due to B.

Collins and P. Sniady and its consequences. Finally we will consider

alternative approaches using the theory of Jucy-Murphy elements and

Moore-Penrose inverses.

3.1 elementary properties

Proposition 27.

The integral vanishes unless n = n′.

Proof. Let k be an integer such that k does not divide n− n′ and let u
be a k-th root of unity. Note that u idV ∈ U (d). Since the Haar measure

is invariant under the group action we get

un−n′
∫

U(d)
U(i, j, i′, j′)dU =

∫
U(d)

U(i, j, i′, j′)dU,

but un−n′ 6= 1 by our choice of k and hence the integral vanishes.

Variations of this argument will allow us to prove many properties of

the integral, but first we consider the basic properties of the map E.

Since the expectation of a random matrix U is defined componentwise

(E (U) corresponds to the matrix (E
(
Uij
)
)ij) the previous theorem

already has some interesting consequences.

Proposition 28.

For k ≥ 1 we have

1. E(Uk) = 0.

2. E(Tr (U)k) = E(Tr
(
Uk)) = 0.
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3. E(det (U)k) = 0.

The next proposition is concerned with the basic properties of the map

E (A) =
∫
U (d) U⊗n A(U∗)⊗n dU.

Proposition 29.

The map E is an orthogonal projection onto CU (d) with respect to the scalar
product 〈A, B〉 = Tr (A∗B) having the following properties:

1. W⊗nE (A) (W∗)⊗n = E (A) = E (W⊗n A(W∗)⊗n) for W ∈ U (d).

2. Tr (A) = Tr (E (A)).

3. E (XAY) = XE (A)Y for all X, Y ∈ CU (d).

4. Tr (AE (B)) = Tr (E (A) B).

5. E
(

eie
∗
j

)
= 0 unless j = σ(i) for some σ ∈ Sn.

6. E
(

eie
∗
j

)
= E

(
e

ρ[i]e
∗
ρ[j]

)
for all ρ ∈ Sd.

Proof. We start by noting, that E (A) = A for every A in the centralizer

of the maps U⊗n for U ∈ U (d), and hence im (E) ⊆ CU (d). By the

invariance of the Haar measure we get

W⊗nE (A) (W∗)⊗n =
∫
U (d)

(WU)⊗n A((WU)∗)⊗n dU

=
∫
U (d)

U⊗n A(U∗)⊗n dU = E (A)

=
∫
U (d)

(UW)⊗n A(UW)⊗n dU

= E
(
W⊗n A(W∗)⊗n) .

Thus im (E) = CU (d) and the first property holds. Now since E (A)

and U⊗n commute for U ∈ U (d), we get that

E (E (A)) = E (E (A) idV⊗n) = E (A)E (idV⊗n) = E (A)

i.e., E2 = E. We first prove the second property in order to see that E

is indeed an orthogonal projection. This follows immediatly from the

fact that the Haar integral commutes with the trace,

Tr (E (A)) = Tr
(∫
U (d)

U⊗n A(U∗)⊗n dU
)

=
∫
U (d)

Tr
(
U⊗n A(U∗)⊗n) dU

=
∫
U (d)

Tr (A) dU = Tr (A) .
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Thus we have

〈E (A) , E (B)〉 = Tr
(

E (A)∗
∫
U (d)

U⊗nB(U∗)⊗n dU
)

=
∫
U (d)

Tr
(
U⊗nE (A)∗ B(U∗)⊗n) dU

=
∫
U (d)

Tr
(
E (A)∗ B

)
dU

= Tr
(
E (A)∗ B

)
= 〈E (A) , B〉.

Property 3 is a direct consequence of the fact that all X, Y ∈ CU (d)
commute with U⊗n for U ∈ U (d).
The fourth property is now a simple calculation

Tr (AE (B)) = Tr (E (AE (B))) = Tr (E (A)E (B))

= Tr (E (E (A) B)) = Tr (E (A) B) = Tr (BE (A)) .

To prove the fifth property we define for some multiindex i the multiset

{i} =
{{

ij
}}n

j=1 of all integers appearing as entries of i. Note that

j 6= σ(i) for all σ ∈ Sn if and only if {i} 6= {j}. Let i∗ ∈ {i} \ {j},
λ ∈ C such that |λ| = 1 and let t be the number of times i∗ appears as

an entry of i. The operator

T = λei∗e
∗
i∗ + ∑

i 6=i∗
eie
∗
i

is an element of U (d). By the first property we have

E
(

eie
∗
j

)
= E

(
T⊗neie

∗
j (T

∗)⊗n
)
= λtE

(
eie
∗
j

)
.

For a suitable choice of λ this implies that E
(

eie
∗
j

)
= 0.

To prove the last property, recall that Sρ ∈ U (d). By the first property

E
(

eie
∗
j

)
= E

(
S⊗n

ρ eie
∗
j S⊗n

ρ−1

)
= E

(
eρ[i]e

∗
ρ[j]

)
.

Proposition 30 (Symmetries of the integral).

The integral vanishes unless i′ = σ(i) and j′ = τ(j) for some σ, τ ∈ Sn,
and has the following symmetries:

1. Id(i, j, i′, j′) = Id(σ(i), σ(j), τ(i′), τ(j′)) ,

2. Id(i, j, i′, j′) = Id(π[i], ρ[j], π[i′], ρ[j′]),

3. Id(i, j, σ(i), τ(j)) = Id(i, j, i, σ−1(τ(j))),

4. Id(i, σ(j), i′, τ(j′)) = Id(σ
−1(i), j, τ−1(i′), j′),
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5. Id(i, j, i′, j′) = Id(j′, i′, j, i),

for all σ, τ ∈ Sn and π, ρ ∈ Sd.

Proof. By the fifth property of Proposition 29, we have

Id(i, j, i′, j′) = Tr
(

ei′e
∗
i E
(

eje
∗
j′

))
= Tr

(
eje
∗
j′E
(
ei′e
∗
i

))
,

which is zero unless i′ = σ(i) and j′ = τ(j) for some σ, τ ∈ Sn. The

first symmetry is just a rewording of the fact, that multiplication in C

is commutative. To prove the second symmetry we apply the fourth

and last property of Proposition 29 multiple times,

Id(i, j, i′, j′) = Tr
(

ei′e
∗
i E
(

eje
∗
j′

))
= Tr

(
ei′e
∗
i E
(

eρ[j]e
∗
ρ[j′]

))
= Tr

(
eρ[j]e

∗
ρ[j′]E

(
ei′e
∗
i

))
= Tr

(
eρ[j]e

∗
ρ[j′]E

(
eπ[i′]e

∗
π[i]

))
= Tr

(
eπ[i′]e

∗
π[i]E

(
eρ[j]e

∗
ρ[j′]

))
= Id(π[i], ρ[j], π[i′], ρ[j′]).

The third property is a consequence of the fact, that the representation

π of Sn commutes with every U⊗n. We get

Id(i, j, σ(i), τ(j)) = Tr
(

eσ(i)e
∗
i E
(

eje
∗
τ(j)

))
= Tr

(
π(σ)eie

∗
i E
(

eje
∗
τ(j)

))
= Tr

(
eie
∗
i E
(

eje
∗
τ(j)π(σ−1)∗

))
= Tr

(
eie
∗
i E
(

eje
∗
σ−1(τ(j))

))
= Id(i, j, i, σ−1(τ(j))).

To prove the fourth property note that

Id(i, σ(j), i′, τ(j′)) = Tr
(

ei′e
∗
i E
(

eσ(j)e
∗
τ(j′)

))
= Tr

(
ei′e
∗
i E
(

π(σ)eje
∗
j′π(τ)∗

))
= Tr

(
π(τ−1)ei′e

∗
i π(σ−1)∗E

(
eje
∗
j′

))
= Id(σ

−1(i), j, τ−1(i′), j′).

The last property is a simple consequence of the fact that the map

U 7→ U∗ is itself unitary.

This allows us to quickly recover some classical results.
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3.2 classical results

3.2 classical results

The following section is concerned with the classical theory of the

integral (2). The results can be found in the book of E. Hewitt and K.

A. Ross [11].

Proposition 31 ([11], p. 116).

Let aj and bj be arbitrary non-negative integers and let nj ∈ {1, . . . , d} for
j = 1, . . . , d. Then the integrals

1.
∫
U (d)

d

∏
j=1

(
unj j

)aj
(

ūnj j

)bj
dU,

2.
∫
U (d)

d

∏
j=1

(
ujj
)aj
(
ūjj
)bj dU,

3.
∫
U (d)

d

∏
j=1

(
u1j
)aj
(
ū1j
)bj dU,

vanish unless aj = bj for all j,

Proof. The first statement follows immediately from the fact that the

multiindices

j = (1, . . . , 1︸ ︷︷ ︸
a1

, . . . , d, . . . , d︸ ︷︷ ︸
ad

)

and

j′ = (1, . . . , 1︸ ︷︷ ︸
b1

, . . . , d, . . . , d︸ ︷︷ ︸
bd

)

have to be permutations of eachother in order for the integral to not

vanish. This is only possible if aj = bj for every j. The last two claims

are direct consequences of the first.

Next we define P(n, d) =
{

a ∈Nd | ∑i ai = n
}

, the set of all non-

ordered partitions (compositions) of n consisting of atmost d parts. For

a ∈ P(n, d) we define the multinomial coefficient to be(
n
a

)
=

n!
a1! · · · an!

.

For x1, . . . , xn ∈ C we write xa inplace of xa1
1 · · · x

ad
d . Using this we get

that (
d

∑
i=1

xi

)n

= ∑
a∈P(n,d)

(
n
a

)
xa.
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Furthermore the coefficient of |x|2a = |x1|2ai · · · |xd|2ad in the sum∣∣∣∑d
i=1 xi

∣∣∣2n
is given by (n

a)
2. To see this note that for any a ∈ P(n, d)

the term |x|2a occurs exactly once in the double sum∣∣∣∣∣ d

∑
i=1

xi

∣∣∣∣∣
2n

=

(
d

∑
i=1

xi

)n( d

∑
i=1

x̄i

)n

=

(
∑

a∈P(n,d)

(
n
a

)
xa

)n(
∑

b∈P(n,d)

(
n
b

)
x̄b

)n

,

namely when b = a.

The following two lemmas, although somewhat technical in their

nature, are the main ingredients to the computation of the integral

Id(i, j, i′, j′) for some special choices of i, j, i′ and j′.

Lemma 32 ([11], Lemma 29.7).

For every t ∈N the set of functions{
cos(θ)2t−2r sin(θ)2r | r = 0, . . . , t

}
(11)

for θ ∈ [0, π
2 ] is linearly independent.

Proof. Assume that
t

∑
r=s

ar cos(θ)2t−2r sin(θ)2r = 0 for θ ∈ (0, π
2 ) and

that as 6= 0. Dividing by sin(θ)2s yields,

t

∑
r=s

ar cos(θ)2t−2r sin(θ)2r−2s = 0.

Sending θ → 0 implies as = 0, contradicting our assumption.

Lemma 33 ([11], Lemma 29.8).

Let s and d be positive integers, a ∈ P(n, d) and n =
(
nj
)d

j=1 ∈ I
d
d . If

nk = nl for some k, l ∈ {1, . . . , d} then we have

(ak + 1)
∫
U (d)
|unl l |

2
d

∏
j=1
|unj j|

2aj dU =

(al + 1)
∫
U (d)
|unkk|2

d

∏
j=1
|unj j|

2aj dU. (12)

Proof. We may assume that k 6= l, since otherwise the assertion is

trivial. Furthermore we may assume without loss of generality that

k = 1, l = 2 and nl = 1. To see this, choose permutations τ, σ ∈ Sd

such that σ(nl) = 1, τ(k) = 1 and τ(l) = 2 and apply the symmetries

from Proposition 30.
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Now, for θ in [0, π
2 ] define Vθ ∈ U (d) by the following rules

Vθe1 = cos(θ)e1 + sin(θ)e2,

Vθe2 = − sin(θ)e1 + cos(θ)e2,

Vθei = ei for i 6= 1, 2.

With this we get

I :=
∫
U (d)
|u11|2a1+2a2+2

d

∏
j=3
|unj j|

2aj dU =

∫
U (d)
|e∗1Ue1|2a1+2a2+2

d

∏
j=3
|e∗nj

Uej|2aj dU =

∫
U (d)
|e∗1UVθe1|2a1+2a2+2

d

∏
j=3
|e∗nj

UVθej|2aj dU =

∫
U (d)
| cos(θ)u11 + sin(θ)u12|2a1+2a2+2

d

∏
j=3
|unj j|

2aj dU, (13)

using the convention that empty products are 1.

Expanding | cos(θ)u11 + sin(θ)u12|2a1+2a2+2 by the binomial theorem

and using Proposition 30 we see that all non-vanashing terms of the

resulting sum have integrands of the form (using t := a1 + a2 + 1)

| cos(θ)|2r| sin(θ)|2t−2r
d

∏
j=3
|unj j|

2aj ,

for r = 0, . . . , t. It follows that the integral in (13) is equal to

I =
t

∑
r=0

(
t
r

)2

sin(θ)2r cos(θ)2t−2r
∫
U (d)
|u11|2r|u12|2t

d

∏
j=3
|unj j|

2aj dU.

(14)

Furthermore we have

I =
(
sin(θ)2 + cos(θ)2)t

I =
t

∑
r=0

(
t
r

)
sin(θ)2r cos(θ)2t−2r I. (15)

By Lemma 32 we can compare the coefficients in the sums (14) and

(15). Doing this yields(
t

a1

)2 ∫
U (d)
|u11|2a1 |u12|2a2

d

∏
j=3
|unj j|

2aj dU =

(
t

a1

)
I, (16)

for r = a1 and(
t

a1 + 1

)2 ∫
U (d)
|u11|2a1+1|u12|2a2

d

∏
j=3
|unj j|

2aj dU =

(
t

a1 + 1

)
I (17)
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for r = a1 + 1. Combining (16) and (17) we get(
t

a1 + 1

) ∫
U (d)
|u11|2a1+1|u12|2a2

d

∏
j=3
|unj j|

2aj dU

=

(
t

a1

) ∫
U (d)
|u11|2a1 |u12|2a2

d

∏
j=3
|unj j|

2aj dU

from which the theorem follows.

Theorem 34 ([11], Theorem 29.9).

For a ∈ P(n, d) we have∫
U (d)

d

∏
j=1
|u1j|2aj dU =

(d− 1)!
(n + d− 1)!

d

∏
j=1

aj!.

Proof. This theorem will be proved inductively. For n = 1 we already

know that
∫
U (d) |u1j|2 dU = 1

d . Now let n ≥ 2 and assume that the

theorem holds for all a ∈ P(n− 1, d). Using Lemma 33 with l = 1,

al = a1 − 1 and nj = 1 for all j we get

(ak + 1)
∫
U (d)

d

∏
j=1
|u1j|2aj dU = a1

∫
U (d)
|u1k|2|u11|2a1−2

d

∏
j=2
|u1j|2aj dU.

(18)

Plugging in the induction hypothesis yields

(d− 1)!
(n + d− 2)!

(a1 − 1)!
d

∏
j=2

aj! =
∫
U (d)
|u11|2a1−2

d

∏
j=2
|u1j|2aj dU.

Since the columns of a unitary matrix have norm 1, this is equal to

∫
U (d)
|u11|2a1−2

(
d

∑
k=1
|u1k|2

)
d

∏
j=2
|u1j|2aj dU =

∫
U (d)

d

∏
j=1
|u1j|2aj dU +

d

∑
k=2

∫
U (d)
|u1k|2|u11|2a1−2

d

∏
j=2
|u1j|2aj dU.

Using (18) and rearranging terms we see, that this is the same as(
1 +

d

∑
k=2

ak + 1
a1

) ∫
U (d)

d

∏
j=1
|u1j|2aj dU =

n + d− 1
a1

∫
U (d)

d

∏
j=1
|u1j|2aj dU.

Solving for
∫
U (d) ∏d

j=1 |u1j|2aj dU finishes the proof.

Corollary 35 ([11], Corollary 29.10).

For i, j ∈ {1, . . . , d} and n ∈N we have∫
U (d)
|uij|2n dU =

(
d + n− 1

d− 1

)−1

.
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3.3 weingarten calculus

Proof. This immediately follows from Theorem 34 using a = (n, 0, . . . , 0)

and the symmetries from Proposition 30.

So far we have only computed special cases by somewhat adhoc

methods. Our next goal is to compute Id(i, j, i′, j′) for arbitrary values

of i, j, i′ and j′.

3.3 weingarten calculus

In this section we will present the method used by B. Collins and P.

Sniady in [6] to derive a formula for the Weingarten function. Our

main tools will be the Schur-Weyl duality (Theorem 26), the double

centralizer theorem (Theorem 24) and the representations π and ρ of

Sn and U (d) respectively.

We can use linear extensions of π and ρ to map C [Sn] and C [U (d)] to

subalgebras of End(V⊗n). Using the notation from Section 2.2 these

subalgebras are denoted by A = π(C [Sn]) = 〈π(σ) | σ ∈ Sn〉 and

B = ρ(C [U (d)]) = 〈U⊗n | U ∈ U (d)〉. Recall that the group algebra

of the symmetric group admits the following decomposition

C [Sn] =
⊕
λ`n

End(Sλ). (19)

There is however no a priori reason why its image A as a subset of

End(V⊗n) should respect this decomposition. In fact we will see that

this does not hold if d < n. Accounting for this was one of the main

shortcomings of the initial attempts to compute the integral.

In order to describe A we define the following subalgebra of C [Sn]

Cd[Sn] =

(
∑

λ`n, l(λ)≤d
pλ

)
C [Sn] =

⊕
λ`n

l(λ)≤d

End(Sλ). (20)

As we will prove shortly, π(C [Sn]) = A. The explicit description of A
is what enabled B. Collins and P. Sniady to drop the restriction d ≥ n
limiting on earlier formulas (e.g. [18]).

Note that by the Schur-Weyl duality the action of π can be thought of

as a special case of the joint action of π and ρ, namely π = π× ρ(·, id).

Furthermore by the Schur-Weyl duality we have
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End(V⊗n) = Hom(
⊕
λ`n

l(λ)≤d

Sλ ⊗Uλ,
⊕
λ`n

l(λ)≤d

Sµ ⊗Uµ)

'
⊕
λ,µ

Hom(Sλ ⊗Uλ, Sµ ⊗Uµ)

'
⊕
λ,µ

(
Sλ ⊗Uλ

)∗
⊗ (Sµ ⊗Uµ)

'
⊕
λ,µ

(Sλ)∗ ⊗ (Uλ)∗ ⊗ Sµ ⊗Uµ

'
⊕
λ,µ

(Sλ)∗ ⊗ Sµ ⊗ (Uλ)∗ ⊗Uµ

'
⊕
λ,µ

Hom(Sλ, Sµ)⊗Hom(Uλ, Uµ),

and hence

π(C [Sn]) = π × ρ(C [Sn] , id) =

(
∑

λ`n, l(λ)≤d
πλ ⊗ ρλ(id)

)
(C [Sn])

=
⊕
λ`n

l(λ)≤d

πλ(End(Sλ))

(21)

Lemma 36.

π embeds Cd[Sn] into End(V⊗n), and hence π(C [Sn]) ' Cd[Sn].

Proof. Let x = ∑ xgδg ∈ C[Sn]. The Schur-Weyl duality implies

π(x) = ∑
λ`n

l(λ)≤d

πλ(x)⊗ idUλ ,

where πλ(x) = ∑ xgπλ(g). This map is essentially the same as the

map in Corollary 14. The are two minor differences. The range is

restricted to components associated to partitions of length at most d,

and we take tensor products with idUλ , but neither of those operations

impairs injectivity.

Since π is injective, each πλ : End(Sλ) → C [Sn] has to be injective.

Hence equation 21 implies that π(C [Sn]) = Cd[Sn].

This directly leads to our next proposition. Recall that for an inclusion

of algebras M ⊆ N a conditional expectation is a M-bimodule map

E : N →M such that E (idN ) = idM.

Proposition 37.

E is a conditional expectation of End(V⊗n) onto Cd[Sn].
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Proof. By the preceeding discussion we get that A = Cd[Sn]. By theo-

rem 24 and Proposition 29 we get Cd[Sn] = A = CU (d) = im (E). Since

E (idV⊗n) = idV⊗n property three of Proposition 29 implies that E is a

conditional expectation of End(V⊗n) onto Cd[Sn].

Next we can define a special element of C [Sn] which will allow

us to derive an explicit formula for the Weingarten function. For

A ∈ End(V⊗n) we define

Φ(A) = ∑
τ∈Sn

Tr
(

Aπ(τ−1)
)

δτ. (22)

Lemma 38.

Φ (A) is a C [Sn]−C [Sn] bimodule homomorphism, in the sense that

Φ (Aπ(σ)) = Φ (A) · σ,

Φ (π(σ)A) = σ ·Φ (A) .

Proof. Note that

Φ (Aπ(σ)) = ∑
g∈Sn

Tr
(

Aπ(g−1σ)
)

δg

= ∑
g∈Sn

Tr
(

Aπ(g−1)
)

δgσ

= Φ (A) · σ

In the exact same way we can show that

Φ (π(σ)A) = σ ·Φ (A) .

Proposition 39 (Weingarten function).

We have Φ (id) = χπ, the character of π. Furthermore χπ is an invertible
element of C [Sn] and its inverse is given by

Wg =
1

(n!)2 ∑
λ`n

l(λ)≤d

dim
(
Sλ
)2

dim (Uλ)
χSλ , (23)

where χSλ denotes the character of the irreducible representation Sλ.

Remark. As we will see shortly Wg is the Weingarten function and

will allow us to compute the integral Id(i, j, i′, j′). Note that the Wein-

garten function is constant on conjugacy classes, as a sum of class

functions. This means that the Weingarten function essentially is a

function of partitions of n.
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Proof. Note that

Φ (id) = ∑
τ∈Sn

Tr
(

π(τ−1)
)

δτ = ∑
τ∈Sn

χπ

(
τ−1

)
δτ = χπ,

where the last equality is due to the fact that τ and τ−1 are conjugate.

Since χπ(τ) = χπ×ρ (τ, id) the Schur-Weyl duality implies that

χπ(τ) = ∑
λ`n

l(λ)≤d

χπλ×ρλ
(τ, id)

= ∑
λ`n

l(λ)≤d

χSλ (τ) χUλ (id)

= ∑
λ`n

l(λ)≤d

χSλ (τ)dim
(

Uλ
)

= n! ∑
λ`n

l(λ)≤d

dim
(
Uλ
)

dim (Sλ)
pλ

Since this sum is direct and pλ acts as the identity on the λ-isotypic

component of Cd[Sn], all we have to do in order to invert χπ is taking

the reciprocal of the coefficient of pλ. This yields

Wg := χ−1
Sλ =

1
(n!)2 ∑

λ`n
l(λ)≤d

dim
(
Sλ
)2

dim (Uλ)
χSλ .

The following identities will allow us to derive an explicit formula

for the integral Id(i, j, i′, j′). From here on we identify elements of

Cd[Sn] with elements of A = π(Cd[Sn]) = im (E) and vice versa. Since

π : Cd[Sn]→ End(V⊗n) is injective this is justified.

Proposition 40.

We have

1. Φ (A) = E(A)Φ (id).

2. im (Φ) = Cd[Sn].

3. Φ(AE(B)) = Φ(A)Φ(B)Φ (id)−1.

Proof. Since Tr (E(A)) = Tr (A) and E(A) ∈ Cd[Sn], we have

Φ (A) = ∑
τ∈Sn

Tr
(

Aπ(τ−1)
)

δτ = ∑
τ∈Sn

Tr
(

E(A)π(τ−1)
)

δτ

= Φ (E(A)) = Φ (E(A)id) = E(A)Φ (id) .
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This directly implies that im (Φ) = Cd[Sn], because Φ (id) is invertible

and im (E) = Cd[Sn].

The third equality is a direct consequence of the first one.

Φ (AE(B)) = E(AE(B))Φ (id) = E(A)E(B)Φ (id)

= Φ (A)Φ (B)Φ (id)−2 Φ (id)

= Φ (A)Φ (B)Φ (id)−1 .

Now we are finally able to compute the integral.

Theorem 41 (Collins & Sniady, [6]).

For i, j, i′, j′ ∈ In
d we have

Id(i, j, i′, j′) = ∑
σ,τ∈Sn

δσ(i),i′δτ(j),j′Wg(τσ−1). (24)

Proof. Recall that

Id(i, j, i′, j′) = e∗i E
(

eje
∗
j′

)
ei′ = Tr

(
ei′e
∗
i E
(

eje
∗
j′

))
.

If we define A = ei′e
∗
i and B = eje

∗
j′ we get that the integral is

equal to Φ (AE (B)) (e) i.e., to the coefficient of δe in Φ (AE (B)) =

Φ (A)Φ (B)Φ (id)−1.

Note that

Φ (A) = ∑
σ∈Sn

Tr
(

ei′e
∗
i π(σ−1)

)
δσ

= ∑
σ∈Sn

e∗i π(σ−1)ei′ δσ

= ∑
σ∈Sn

δi,σ−1(i′) δσ

= ∑
σ∈Sn

δσ(i),i′ δσ

Similarly

Φ (B) = ∑
τ∈Sn

δj′,τ−1(j) δτ = ∑
τ∈Sn

δj′,τ(j) δτ−1 .

Putting everything together we get

Φ (A)Φ (B)Wg = ∑
σ∈Sn

δσ(i),i′ δσ ∑
τ∈Sn

δτ(j),j′ δτ−1 ∑
x∈Sn

Wg(x)δx

= ∑
σ,τ,x∈Sn

δσ(i),i′δτ(j),j′Wg(x) δστ−1x.

Since στ−1x = e if and only if x = τσ−1 we get that the coefficient of

δe is equal to

∑
σ,τ∈Sn

δσ(i),i′δτ(j),j′Wg(τσ−1).
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3.4 jucys-murphy elements and the moore-penrose in-

verse

Next we discuss the connection between the Weingarten function and

the Jucys-Murphy elements. This result is due to J. I. Novak [15]. Recall

that the Weingarten function Wg is the inverse of the character χπ.

Since characters are constant on conjugacy classes, Lemma 22 implies

that χπ can be written as

χπ = Wg−1 = ∑
µ∈Y(n)

dl(µ)Cµ. (25)

Theorem 42 (Novak, [15]).

For d ≥ n the Weingarten function equals

Wg = (d + J1)
−1 · · · (d + Jn)

−1, (26)

where Jk denotes the k-th Jucys-Murphy element.

Proof. From the discussion preceding Lemma 20 we get that the eigen-

values of Jk (and hence of −Jk) all lie in the inverval [−n + 1, n− 1].

Hence for d ≥ n the element d + Jk is invertible by a Neumann series.

In view of equation (25) and Jucys’ theorem (Theorem 19) we write

(d + J1) · · · (d + Jn) =
n

∑
k=0

dn−kek(J1, . . . , Jn)

=
n

∑
k=0

∑
µ∈Y(n)

l(µ)=n−k

dn−kCµ

= ∑
µ∈Y(n)

dl(µ)Cµ

= χπ = Wg−1.

The following self-contained, inductive proof of the equality χπ =

(d + J1) · · · (d + Jn) is due to P. Zinn-Justin [25] and completely avoids

the usage of Theorem 19.

Alternative proof of theorem 42. Note that by expanding the product we

get a sum with n! terms. We will inductively establish a one-to-one

correspondense between the terms of both sides of the equation χπ =

(d + J1) · · · (d + Jn).

In the base case n = 1 the equation reduces to d = d. For n ≥ 2 and

σ ∈ Sn we distinguish two cases:
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3.4 jucys-murphy elements and the moore-penrose inverse

1. σ(n) = n.

2. σ(n) 6= n.

In the first case we use the induction hypothesis to see that the term

corresponding to σ
∣∣
{1,...,n−1} is among the terms of the expansion of

(d + J1) · · · (d + Jn−1). Since σ has one more cycle than σ
∣∣
{1,...,n−1} we

multply it with the d in the remaining term d + Jn.

In the second case the decomposition of σ into disjoint cycles is of the

following form

σ = σ1 · · · σk · (σ, n, σ−1(n), . . . ).

Now we define the permutation τ to be

τ := σ · (n, σ−1(n)) = σ1 · · · σk · (σ(n), σ−1(n), . . . )(n),

and apply the induction hypothesis to τ
∣∣
{1,...,n−1}. Since τ

∣∣
{1,...,n−1} and

σ have the same number of cycles we get d#(σ)σ by multiplying the

term corresponding to τ
∣∣
{1,...,n−1} with the transposition (σ−1(n), n)

in Jn.

Yet another approach to the computation of the Weingarten function is

due to P. Zinn-Justin [25]. Since we already know that the Weingarten

function is the inverse of the character χπ, we can try the following

ansatz. We define the Gram matrix G by

Gστ = 〈π(σ), π(τ)〉 = Tr (π(σ)∗π(τ)) = d#(σ−1τ). (27)

If G is invertible, the first row (and hence also the first column) of

its inverse W = G−1 would contain all the values of the Weingarten

function. If G is not invertible we can still define W to be the Moore-

Penrose inverse of G i.e., the unique matrix satisfying the following

properties

GWG = G,

WGW = W,

(WG)∗ = WG,

(GW)∗ = GW.

(28)

The existence of the Moore-Penrose inverse can be directly verified

by considering either the singular value decomposition, or a rank

factorization of G. Note that if G is invertible, the inverse and the
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Moore-Penrose inverse agree. The matrix W has been called Wein-

garten matrix by P. Zinn-Justin. As we will see the name is justified

and the definition of W is perfectly consistent with Theorem 41 and

the theory outlined so far.

Note that χπ can be written as

χπ = ∑
σ∈Sn

d#σδσ.

This looks strikingly similar to the Gram matrix G just defined. In

fact, if we let χπ act on C [Sn] by left (or right multiplication), we get

L(χπ) = G, with respect to standard basis Sn of C [Sn].

We can now use the properties of Young’s orthogonal idempotents eT

outlined in Section 2.1 to simplify this. Note that the equation

χπ =
n

∏
k=1

(d + Jk)

remains true even if d < n. Multiplying by 1 = ∑T:|T|=n eT we get

n

∏
k=1

1(d + Jk) =
n

∏
k=1

∑
T:|T|=n

eT(d + Jk)

=
n

∏
k=1

∑
T:|T|=n

eT(d + c(Tk)).

Ordering the tableaux by the shape of their underlying Young diagram

and plugging in the definition of c(Tk) we get

χπ =
n

∏
k=1

∑
T:|T|=n

eT(d + c(Tk)) = ∑
λ`n

cλ pλ, (29)

with cλ = ∏(i,j)∈λ(d + j− i). If G is invertible we immediately see that

its inverse equals

G−1 = ∑
λ`n

c−1
λ L(pλ).

If G is not invertible we can still define w

w = ∑
λ`n
cλ 6=0

c−1
λ pλ, (30)

and consider W = L(w). Using

wχπ = ∑
λ`n
cλ 6=0

pλ

we get WG = W which in turn implies that W satisfies the conditions

of the Moore-Penrose inverse. Note that for d ≥ n all the cλ are non-

zero since the difference j− i can never be smaller than −n+ 1. On the
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3.4 jucys-murphy elements and the moore-penrose inverse

other hand if d < n one can certainly find a partition λ ` n such that

the Young diagram of λ contains a box (i, j) where d+ j− i = 0. Hence

d ≥ n is a necessary and sufficient condition for G to be invertible.

Furthermore the condition l(λ) ≤ d in the definition of the Weingarten

function (23) is equivalent to cλ 6= 0.

Using Theorem 21 we write

dim
(

Uλ
)
= ∏

(i,j)∈λ

d + j− i
hλ(i, j)

= ∏
(i,j)∈λ

1
hλ(i, j)

cλ =
dim

(
Sλ
)

n!
cλ.

(31)

As the minimal central character pλ can be written as pλ =
dim(Sλ)

n! χSλ ,

we get

w = ∑
λ`n
cλ 6=0

1
cλ

pλ =
1

(n!)2 ∑
λ`n

l(λ)≤d

dim
(
Sλ
)2

dim (Uλ)
χSλ = Wg.

Since the Weingarten function is constant on conjugacy classes, the

matrix W is symmetric. Hence it is also the matrix of the right-regular

action of Wg. Summing up, we get the following theorem.

Theorem 43 (Zinn-Justin, [25]).

The Moore-Penrose inverse W of the Gram matrix G corresponds to the
matrix of the regular action of the Weingarten function on C [Sn] i.e., Wτσ =

Wg(τ−1σ).

Given the form of W in (30) and the fact that pλ acts as the identity on

the λ-isotypical components of C [Sn], we can immediately describe

the eigenstructure of W.

Corollary 44 (Eigenstructure of W).

W has dim
(
Sλ
)2 eigenvectors with eigenvalue c−1

λ for l(λ) ≤ d, and the
nullity of W is given by

null (W) = ∑
λ`n

l(λ)>d

dim
(

Sλ
)2

.

Proposition 45 (B. Collins, S. Matsumoto, N. Saad, [5]).

∑
σ∈Sn

Wg(σ) =
1

d(d + 1) · · · (d + n− 1)
. (32)
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integration on unitary groups

Proof. On the one hand this is a direct consequence of Theorem 34

and Theorem 41 (setting aj = 1 for all j). On the other hand we can

apply the trivial representation T : C [Sn]→ C, defined by σ 7→ 1, to

the identity

χπWgχπ = χπ.

Since

χπ =
n

∏
k=1

(d + Jk) and T (
n

∏
k=1

(d + Jk)) =
n

∏
k=1

(d + k− 1)

the theorem follows.

The Weingarten formula can also be used to compute the joint expec-

tation of the entries of a complex hermitian random matrix invariant

under unitary conjugation. To this end we introduce a new notation.

Let W be a d× d complex hermitian random variable such that UWU∗

has the same distribution as W for all U ∈ U (d). For τ ∈ Sn with cycle

type λ(τ) = (τ1, . . . , τl) we define

trτ (W) = Tr (Wτ1) · · ·Tr (Wτl ) . (33)

Theorem 46 (Collins, Matsumoto, Saad, [5]).

Let W be as above. For i, j ∈ In
d we have

E
(

W⊗n
ij

)
= E

(
Wi1 j1 · · ·Win jn

)
= ∑

σ,τ∈Sn

δi,σ(j)Wg(σ−1τ)E (trτ (W)) .
(34)

The proof hinges on the so called spectral theorem for unitary invariant
random matrices. For a proof of this theorem we refer to B. Collins and

C. Male [4].

Theorem 47.

Let W be a d× d complex hermitian or unitary matrix whose distribution is
invariant under unitary conjugation. Then W = UDU∗, where

1. U is a unitary Haar random Matrix,

2. D is a diagonal matrix containing the eigenvalues of W in increasing
order if W is hermitian, or in increasing order of the argument θ ∈
[−π, π) if W is unitary,

3. U and D are independent.
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3.5 a new result

Proof (Theorem 46). Let W = UDU∗ as in Theorem 47 and denote the

eigenvalues of W with c1, . . . , cd i.e., D = diag(c1, . . . , cd). Using the

independence of U and D, and that D⊗n can be written as

D⊗n = ∑
r∈In

d

cr1 · · · crn ere∗r

we get

E
(
Wi1 ji · · ·Win jn

)
= ∑

r∈In
d

E (cr1 · · · crn) Id(i, r, j, r)

= ∑
σ,τ∈Sn

δi,σ(j)Wg(σ−1τ) ∑
r∈In

d

δr,τ(r)E (cr1 · · · crn)

= ∑
σ,τ∈Sn

δi,σ(j)Wg(σ−1τ)E (trτ (W)) .

3.5 a new result

In [8] P. Diaconis and S. N. Evans computed among other things∫
U (d)
|Tr
(

Uk
)
|2n dU = knn!

for 1 ≤ kn ≤ d. In his 2014 review article [24] L. Zhang mentions,

that the case kn > d is still open. At least for k = 1 we are able to

generalize this.

Proposition 48.

∫
U (d)
|Tr (U) |2n dU = ∑

λ`n
l(λ)≤d

dim
(

Sλ
)2

.

Proof. We start by noting that∫
U (d)
|Tr (U) |2n dU =

∫
U (d)

(
d

∑
k,l=1

ukkūll

)n

dU

= ∑
i,j

e∗i E
(

eie
∗
j

)
ej.

Since E is the orthogonal projection onto CU (d), the dimension of CU (d)
is equal to the trace of E,

dim
(

CU (d)
)
= ∑

i,j

〈eie
∗
j , E

(
eie
∗
j

)
〉

= ∑
i,j

Tr
(
(eie

∗
j )
∗E
(

eie
∗
j

))
= ∑

i,j

e∗i E
(

eie
∗
j

)
ej.
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integration on unitary groups

Using Lemma 36 and Theorem 24 we get that

dim
(

CU (d)
)
= dim (Cd[Sn]) = ∑

λ`n
l(λ)≤d

dim
(

Sλ
)2

.

The integral Id(i, i, j, j) vanishes unless j = σ(i) for some σ ∈ Sn, in

which case the integral is equal to Id(i, i, i, i) by Proposition 30. Thus

for every i, j only takes values in orb(i). Since stab(i) is a subgroup

of Sn we have

Id(i, i, i, i) = ∑
σ,τ∈Sn

δi,σ(i)δi,τ(i)Wg(στ−1)

= |stab(i)| ∑
σ∈stab(i)

Wg(σ).

The Orbit-Stabilizer theorem yields∫
U (d)
|Tr (U) |2n dU = ∑

i,j

Id(i, i, j, j)

= ∑
i

|orb(i)| Id(i, i, i, i)

= ∑
i

|orb(i)| |stab(i)| ∑
σ∈stab(i)

Wg(σ)

= n! ∑
i

∑
σ∈stab(i)

Wg(σ).

(35)

Hence ∑i ∑σ∈stab(i) Wg(σ) is a measure of how many partitions we

lose if we restrict the length of the partitions to be at most d.

We can use (35) to compute the number of orbits of the Sn action on

In
d . Recall that for an arbitrary finite group G acting on a finite set X

the Cauchy-Frobenius theorem holds:

|X/G| = 1
|G| ∑

g∈G
|fix(g)| = 1

|G| ∑
x∈X
|stab(x)|, (36)

where fix(g) = {x ∈ X | gx = x} and |X/G| denotes the number of

orbits.

This leads to the following proposition.

Proposition 49.

|In
d /Sn| = dn

(
∑

λ`n, l(λ)≤d
dim

(
Sλ
)2
)−1

.
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3.5 a new result

Proof. Combining Theorem 41 with equations (36) and (35) yields

Tr
(
id⊗n

V
)
= dn = Tr

 ∑
i,j∈In

d

eie
∗
i E
(

eje
∗
j

)
= ∑

i,j∈In
d

Id(i, j, i, j)

= ∑
i,j∈In

d

∑
σ,τ∈Sn

δσ(i),iδτ(j),jWg(στ−1)

= ∑
i

∑
σ∈stab(i)

∑
j

∑
σ∈stab(j)

Wg(στ−1)

=
1
n! ∑

i

|stab(i)|
∫
U (d)
|Tr (U) |2n dU

= |In
d /Sn|

∫
U (d)
|Tr (U) |2n dU.

Remark. Proposition 48 does not readily generalize to the case k > 1.

If we denote with uk
ij the (i, j)-th entry of Uk we get

∫
U (d)
|Tr
(

Uk
)
|2n dU =

∫
U (d)

(
d

∑
r,s=1

uk
rrūk

ss

)n

dU

= ∑
i,j

∫
U (d)

uk
i1i1 · · · u

k
inin

ūk
j1 j1 · · · ū

k
jn jn dU

(37)

Plugging in

uk
ij =

d

∑
p1,...,pk−1=1

ui1 p1 · · · upk−1i1

we get

∑
i,j

∫
U (d)

(
d

∑
p1,...,pk−1=1

ui1 p1 · · · upk−1i1

)
· · ·
(

d

∑
s1,...,sk−1=1

uins1 · · · usk−1in

)
(

d

∑
q1,...,qk−1=1

ūj1q1 · · · ūqk−1 j1

)
· · ·
(

d

∑
r1,...,rk−1=1

ūjnr1 · · · ūrk−1 jn

)
dU.

Performing the multiplications in the integral we see that∫
U (d)
|Tr
(

Uk
)
|2n dU = ∑ Id(i, j, i′, j′)

where i, j, i′ and j′ are multiindices in Ink
d of the form

i = (i1, p1, p2, . . . , pk−1, . . . , in, s1, s2, . . . , sk−1),

j = (p1, p2, . . . , pk−1, i1, . . . , s1, s2, . . . , sk−1, in),

i′ = (q1, q2, . . . , qk−1, j1, . . . , r1, r2, . . . , rk−1, jn),

j′ = (j1, q1, q2, . . . , qk−1, . . . , jn, r1, r2, . . . , rk−1).
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integration on unitary groups

Note that j = γ(i) and j′ = γ−1(i′), where γ = γ1 . . . γk ∈ Snk and γl

is the cyclic permutation given by

γl = (ln, ln− 1, . . . , ln− k + 1). (38)

Intuitively speaking, we split the numbers 1, . . . , kn into n blocks of

length k and permute the l-th block cyclically according to γl . This

yields ∫
U (d)
|Tr
(

Uk
)
|2n dU = ∑

i,j∈Ikn
d

Id(i, γ(i), γ(j), j).

Hence the the simplifications performed in the proof of Proposition

48 do not carry over.
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