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Abstract

Extreme precipitation events are the result of the interplay of the atmospheric con-

ditions at di�erent scales. While the large-scale circulation can provide a favor-

able environment, events are eventually triggered by local factors like atmospheric

stability and moisture content. Therefore, the in�uence of possible drivers on dif-

ferent scales on extreme precipitation over Europe and Austria is studied. The

obtained GEV distributions for the SNAO, SEA, tropical precipitation and the In-

dian Summer Monsoon as predictors show comparable patterns to �ndings on mean

precipitation. In Austria, extremes in regions south of the Alps are accompanied

by moisture in�ow from the Mediterranean, which is supported by the jet stream

pattern, whereas north of the Alps, extremes are associated with north to north-

westerly �ow. In terms of weather types, the highest risk for extreme precipitation

are found for types associated with low pressure systems over or south of Austria.

The seasonal cycles of precipitation conditional on the weather types show maxima

mostly in summer and are more pronounced for high percentiles. The atmosphere in

the vicinity of extreme precipitation events is found to be warmer and more unstable

than in the climatological mean. A positive relationship between CAPE and precip-

itation intensities is obtained for most regions and seasons, although high CAPE is

not a su�cient for extreme precipitation to occur. CIN exhibits both positive and

negative relationships with precipitation intensities, with large variations between

regions and seasons.
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Kurzfassung

Extreme Niederschlagsereignisse sind das Ergebnis des Zusammenspiels der atmo-

sphärischen Bedingungen auf verschieden Skalen. Während die groÿskalige Zirku-

lation eine günstige Umgebung bereitstellen kann, werden Ereignisse letztendlich

von lokalen Faktoren wie der Stabilität und dem Feuchtegehalt der Atmosphäre

ausgelöst. Daher wird der Ein�uss möglicher Treiber auf verschiedenen Skalen auf

Extremniederschläge in Europa und Österreich untersucht. Die erhaltenen GEV

Verteilungen für die SNAO and SEA, für tropischen Niederschlag und den indischen

Sommermonsoon als Prädiktoren zeigen vergleichbare Muster mit Erkenntnissen zu

gemittelten Niederschlägen. In Österreich werden Extreme in Regionen südlich der

Alpen begleitet von Feuchtigkeitszustrom vom Mittelmeer, sichtbar auch im Jet

Stream Muster, während nördlich der Alpen Extreme mit nördlicher bis nordwest-

licher Strömung assoziiert werden. Bezüglich Wetterlagen geht die gröÿte Gefahr

für Extremniederschlag von Lagen aus, die mit Tiefdrucksystemen über oder südlich

der Alpen assoziiert sind. Die Jahresgänge des Niederschlags abhängig von der Wet-

terlage habe ihre Maxima meistens im Sommer und sind ausgeprägter für höhere

Perzentile. Die Atmosphäre in der Umgebung von extremen Niederschlagsereignis-

sen ist wärmer und instabiler als im klimatologischen Mittel. Ein positiver Zusam-

menhang zwischen CAPE und Niederschlagsintensitäten zeigt sich für die meis-

ten Regionen und Jahreszeiten, obwohl hohes CAPE nicht ausreicht dass Extrem-

niederschlag auftritt. CIN weist sowohl positive wie negative Zusammenhänge mit

Niederschlagsintensitäten auf, mit groÿen Unterschieden zwischen den Regionen und

Jahreszeiten.
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Chapter 1

Introduction

Extreme precipitation is one of the major disasters related to climate. It threatens

human lives by causing �ooding, land slides, debris �ow and hail storms. Climate

change is expected to intensify extreme precipitation in general, by the increased

moisture holding capacity of the air at higher temperatures according to the ther-

modynamic Clausius-Clapeyron relationship (Allen and Ingram, 2002). On regional

scales however, this can di�er from the global-scale increase, with some regions show-

ing no changes or even a decrease (Fischer et al., 2014). This has been attributed

to changes in the dynamic contributions (Pfahl et al., 2017).

Two examples in recent history for devastating impacts caused by extreme pre-

cipitation are the August 2002 �ood in several central European countries, especially

along the Elbe and Danube river basins (Grazzini and van der Grijn, 2002; Ulbrich

et al., 2003b,a), and the June 2013 �ood in Bavaria and Austria (Grams et al., 2014).

The August 2002 �ood directly a�ected over 2 million people, claiming 100 fa-

talities in total and causing an economic loss estimated at around 30 billion Euro,

which makes it the most expensive weather-related catastrophe in Europe in recent

decades. An anomalous large-scale circulation in July and August 2002 was found

to be the driving force of the event. In July, strong zonal �ow over the Atlantic led

to several transient waves passing western and central Europe, causing a �rst wave

of anomalous precipitation in the later a�ected areas. In August, a more blocked cir-

culation with high pressure over northern Europe caused enhanced cyclogenesis over

the Mediterranean. The main rainfall event between the 10th and 13th of August

was associated with a cyclone moving slowly from the Gulf of Genoa northeastward

on a Vb cyclone path, which is known to be responsible for heavy precipitation

over central Europe (Messmer et al., 2015; Hofstätter et al., 2018).This advected

warm and moist air into central Europe and caused enhanced orographic lifting

at the northern slopes of the central European mountain ranges. Several stations

experienced record-breaking 24-hour accumulated precipitation values during this

time. The gauge level of the Elbe river in Dresden measured in the aftermath of the
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precipitation was the highest since 1275.

The �ood event in early June 2013, a�ecting the entire northern side and foothills

of the Alps as well as the Czech Republic, caused 25 fatalities and an economic dam-

age of more than 12 billion Euro (Grams et al., 2014). The event was preceded by

a blocked circulation over Europe over the second half of May, with anticyclonic

conditions over the central northern Atlantic and over Scandinavia. Over central

Europe, a quasi-stationary upper-level cut-o� low established, caused by repeated

upper-tropospheric Rossby wave breaking. This already led to anomalous high rain-

fall rates in the later a�ected regions prior to the �ooding. The main precipitation

events during the �rst days in June were associated with three cyclones, all of which

were formed over the Balkans and moved on an unusual track northwestward, es-

tablishing a northern �ow towards the Alps.

These examples demonstrate, that such extreme precipitation events are in�u-

enced by processes on di�erent scales. While ultimately the precipitation is triggered

by local factors like instability, increased uplift and enhanced moisture availability,

the larger-scale synoptic circulation is crucial in providing a favorable environment

for these factors (Barlow et al., 2019). A favorable synoptic situation for extreme

precipitation in a speci�c region, in turn, is more or less likely to appear depending

on the conditions on the continental to hemispheric scale.

Thus, in this thesis, drivers at di�erent scales which might be relevant for extreme

precipitation over Europe (in case of large-scale drivers) and Austria (when going

to synoptic- to regional-scale drivers) will be investigated. On the large-scale, the

Summer North Atlantic Oscillation (SNAO) and the Summer East Atlantic (SEA) as

well as teleconnections from tropical precipitation and the Indian Summer Monsoon

will be considered. Furthermore, typical patterns of the jet stream and moisture

transport during extreme events will be revealed. At the synoptic scale, the in�uence

of di�erent weather types on extreme precipitation in Austria are studied. Finally,

the atmospheric stability in the vicinity of the events will be investigated.

Of course, the drivers considered here are only a selection. Other important

drivers from sea ice extend and sea surface temperatures to cut-o� lows,fronts and

soil moisture are not explicitly considered in this thesis.

In Chapter 2, general aspects and fundamentals of the later analysed drivers are

given. Chapter 3 lists the used data, de�nes regions in Austria in which extreme

precipitation events are investigated and introduces the method used for the ex-

treme value analysis. Chapter 4 shows and discusses the results. Chapter 5 gives a

summary and conclusion.
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Chapter 2

General aspects

2.1 Large-scale drivers

In this section, several modes of climate variability and climate phenomena and their

already investigated impacts on European summer surface temperatures and (mean)

precipitation are presented. The corresponding indices are then used to investigate

a possible in�uence on extreme precipitation in summer in Europe with the methods

described in Sec. 3.3 and 3.4.

2.1.1 Summer North Atlantic Oscillation

The North Atlantic Oscillation (NAO) is the most prominent regional pattern of sea

level pressure variability in the North Atlantic (Hurrell et al., 2003a). The Summer

North Atlantic Oscillation (SNAO) can be de�ned similar to the NAO, as the leading

empirical orthogonal function of mean sea level pressure (SLP) in the North Atlantic

in the summer season. The North Atlantic region and summer season are de�ned

as the domain [20◦N-70◦N; 90◦W-40◦E] and the months June-August (Hurrell et al.,

2003b). In some studies, the domain is restricted to the region north of 40◦N (Bladé

et al., 2012) or the shortened season July-August is used (Folland et al., 2009),

motivated by discontinuity problems in Northern Africa and the di�ering behaviour

of the June NAO compared to July and August. However, neither of these di�erences

did alter the results in these studies.

Figure 2.1 shows the spatial patterns of the leading EOFs of mean SLP in the

North Atlantic for each season separately as de�ned in (Hurrell et al., 2003b). The

SNAO is characterized in its positive phase by increased pressure in northwestern

Europe and stretching out to the North Atlantic, and negative anomalies over Green-

land. Compared to the winter NAO, the centers of action are shifted poleward and

the pattern has a smaller spatial extent. The variance explained is highest in winter

with 36.7% compared to 22.1% in summer. With other de�nitions the explained

11



Figure 2.1: Leading EOFs of mean SLP anomalies for the period 1899-2001 in the North
Atlantic (20◦N-70◦N, 90◦W-40◦E) for each season. The value gives the percentage of
total variance explained by the EOF. The contours show the amplitude in hPa, obtained
by regressing the hemispheric sea level pressure anomalies upon the leading principal
component time series. The contour increment is 0.5 hPa, the zero contour has been
excluded. The �gure is taken from Hurrell et al. (2003b).
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variance in summer can also be higher (Bladé et al., 2012; Folland et al., 2009), but

remains always lower than in the winter months.

This pattern results in some obvious surface impacts of the SNAO over Europe.

In its positive phase, positive temperature anomalies as well as reduced cloudiness

and precipitation are observed over the United Kingdom and Scandinavia associated

with the increased pressure in this region (Folland et al., 2009; Chronis et al., 2011).

Less obvious are the strong anti-correlations of the SNAO with temperature and

precipitation over southern Europe, especially in the eastern Mediterranean and over

the Balkans (Bladé et al., 2012; Mariotti and Arkin, 2006; Mariotti and Dell'Aquila,

2012), For precipitation, the resulting pattern is a northwest - southeast dipole over

Europe, with highest anti-correlations (up to 0.8) stretching from Ireland to southern

Scandinavia and positive correlations of up to 0.6 in Italy, Greece and the Balkans.

This is broadly opposite to the precipitation pattern arising from the winter NAO

(Vicente-Serrano and López-Moreno, 2008). This pattern also strongly resembles

the pattern of the �rst EOF of European summer precipitation, which has a tripole

pattern with enhanced precipitation spanning a region from the British Isles to the

Baltic Sea and western Russia and suppressed precipitation in northern Scandinavia

and over the Mediterranean (Zveryaev and Allan, 2010). The SNAO can explain

up to 45% of this variance in the North and Baltic Sea and 30% in the eastern

Mediterranean (Mariotti and Arkin, 2006).

While the change in sign in northern Europe can be explained by the anticyclonic

conditions there, an in�uence of the SNAO on precipitation in the Mediterranean

area is not obvious, since the centers of action of the SNAO are too far away to ex-

plain modulations of the in�ow of maritime air into this region as in winter. Bladé

et al. (2012) have found that the positive SNAO phase is accompanied by an upper

level trough over the Balkans and a second weaker trough west of Iberia, resulting

in an increased potential instability. Together with the warm summer Sea Surface

Temperatures (SSTs) and the orographic uplift along the mountains, this suggests a

possible explanation of the positive correlations between the SNAO and precipitation

in these regions by providing a favourable environment for enhanced summer con-

vection. The upper level troughs were furthermore linked to a hemispheric pattern

of anomalies, which could be triggered by a quasi-stationary Rossby wave excited

by the SNAO.

The abovementioned studies on the in�uence of the SNAO on precipitation con-

sidered only the mean of the distribution. Tabari and Willems (2018) studied the

in�uence of several large-scale patterns, including the NAO, on decadal anomalies

of European summer precipitation extremes in di�erent seasons. They found a pro-

found in�uence of the NAO on winter extremes, roughly resembling the pattern

found for mean precipitation. For summer extremes no signi�cant in�uence were

13



found. This can be due to the de�nition of the NAO used in their study. They

de�ne the NAO index as the normalized sea level pressure (SLP) di�erence between

the Azores high pressure and the Icelandic low pressure. However, they noted an

in�uence of the concurrent Western Mediterranean Oscillation (WeMO) and the

preceding winter NAO and Southern Oscillation Index (SOI) on summer extreme

precipitation over Europe.

Rahimpour et al. (2016) have estimated the parameters of the generalized ex-

treme value (GEV) distribution for monthly and annual maxima of daily precipita-

tion at di�erent stations in the Netherlands, by taking the NAO into account. They

concluded that the positive NAO phase intensify extreme precipitation, but they

did not distinguish between individual months or seasons.

2.1.2 Summer East Atlantic pattern and tropical precipita-

tion

The Summer East Atlantic (SEA) pattern is the second leading EOF of geopotential

height anomalies in the North Atlantic after the SNAO, explaining 18% of the JJA

mean z500 variance in the 1979-2016 period (Wul� et al., 2017). Fig. 2.2 shows the

mean z500 anomalies in the North Atlantic and over Europe as found by Wul� et al.

(2017). The positive phase of the SEA pattern is characterized by signi�cant nega-

tive height anomalies over the entire North Atlantic, centered southwest of Iceland

and covering Iceland, Greenland and stretching into the North American continent.

Positive anomalies of smaller magnitude are seen over central and northern Europe,

centered over the Baltic Sea. A second positive area does appear over the Atlantic

o� the coast of the United States. Wul� et al. (2017) showed that height anomalies

are also present outside this region over the entire northern hemisphere in an zonally

alternating way and that it coincides with the jet stream position, indicating that

the SEA pattern is part of a circumglobal wave train.

The impacts on surface temperature over the Atlantic and Europe were found to

be strongest in the same regions were the height anomalies have their maxima, with

positive surface temperature anomalies coinciding with positive height anomalies.

The regression of precipitation on the SEA index, de�ned as the corresponding

Principal Component time series of the EOF, reveals negative in�uence around the

Baltic Sea and only a small region of signi�cantly enhanced precipitation west of

Ireland.

Interestingly, surface temperatures and precipitation in the tropical Paci�c and

Atlantic do also covary with the SEA index. The positive SEA phase is accompanied

by anomalous warm and wet conditions over the tropical Paci�c and with rather dry

and cold conditions over central America and the tropical Atlantic. For precipitation
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Figure 2.2: Second EOF of JJA mean geopotential height anomalies for the period 1979-
2016 in the North Atlantic (40◦N-70◦N, 90◦W-30◦E). The �gure is taken from Wul� et al.
(2017).

also signi�cantly reduced precipitation over Indonesia were found.

Wul� et al. (2017) argued that, instead of the SEA causing these anomalies in

the tropics, the tropical Paci�c-Atlantic dipole is actually forcing the SEA pattern

by showing that the JJA mean z500 regressed on an index based on the di�erence of

tropical Paci�c and Atlantic precipitation reveals a pattern strongly resembling the

SEA pattern. However, they did not investigate whether the surface temperatures

and precipitation does also covary with tropical precipitation in the same way as

with the SEA. A possible explanation for this forcing might be tropical-extratropical

teleconnection induced by a Rossby Wave Source, which can be generated by the

diabatic heating associated with the tropical precipitation anomalies (Sardeshmukh

and Hoskins, 1988).

2.1.3 Indian Summer Monsoon

The Indian Summer Monsoon is part of the Asian monsoon system and does account

for 60-90% of annual rainfall in India between June and September (Shukla and

Huang, 2016). It exhibits large spatial and temporal variations in�uenced by a

wide range of drivers, including the El Niño Southern Oscillation, the Indian Ocean

Dipole, the Atlantic Multidecadal Oscillation and the Paci�c Decadal Oscillation

(Ashok et al., 2001; Nair et al., 2018).

The Indian Summer Monsoon in turn has been known to in�uence the Mediter-

ranean via the so called "monsoon-desert teleconnection" (Rodwell and Hoskins,

1996).Theoretically, remote diabatic heating in the Indian Summer Monsoon re-

gion induces a Rossby wave propagating to the west. Over the eastern Sahara and
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Mediterranean, the interaction of the Rossby wave with the southern �ank of the

mid-latitude westerlies causes the air to descent adiabatically, causing dry conditions

in these regions during summer. It has been shown that this theoretical teleconnec-

tion is indeed present in atmospheric reanalysis data (Tyrlis, 2013).

Ossó et al. (2019) found signi�cant correlations between precipitation anomalies

over the Balkans and a precipitation index representative for the Indian Summer

Monsoon. Overall, 40% of the interannual summer precipitation variability in this

area can be explained by the Indian Summer Monsoon. No other regions of strong

tropical precipitation were found to signi�cantly correlate with precipitation in this

area, strengthening the assumption of an in�uence of the Indian Summer Monsoon.

They further showed with model experiments that the monsoon-desert teleconnec-

tion plays a key role in forcing this precipitation response.

2.2 Jet stream

The jet stream is a narrow wind current in the upper troposphere, with winds often

exceeding 30 m/s and peaks up to 150 m/s, which are among the strongest winds

found on earth. It is a consequence of the thermal wind balance between the vertical

shear of the zonal wind and the meridional temperature gradient (Holton, 2004).

The thermal wind can be derived by taking the geostrophic wind relationship

ug = − 1

f

∂Φ

∂y
(2.1)

and substituting the geopotential Φ with the help of the hydrostatic equation and

the ideal gas law:
∂Φ

∂p
= −α = −RT

p
(2.2)

Integrating the result from pressure level p0 to p1 yields a relationship for the thermal

wind:

uT = −R
f

(
∂ 〈T 〉
∂y

)
p

ln

(
p0
p1

)
(2.3)

where R denotes the speci�c gas constant, f the Coriolis parameter and 〈T 〉 the
mean temperature in the layer between p0 and p1. This shows that the thermal

wind is proportional to the meridional temperature gradient ∂〈T 〉
∂y

and increases with

height. It is actually the di�erence between the geostrophic wind on two pressure

levels, i.e. the vertical wind shear. There is also a component proportional to the

longitudinal temperature gradient, which is in general much weaker.

The jet streams therefore arise at latitudes with a high meridional temperature

gradient between the warm tropics and the cold poles near the tropopause at roughly

300 hPa. They blow parallel to the isotherms , with the warm air to the right facing
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downstream in the Northern Hemisphere. A counterclockwise turning geostrophic

wind with height is associated with cold-air advection, while clockwise turning yields

warm-air advection (Holton, 2004).

In each hemisphere, two jets are usually distinguished: The subtropical jet stream

and the polar front or eddy-driven jet stream. The subtropical jet stream is formed

at the poleward edge of the Hadley cell at ∼30◦ latitude and is shallow, while

the polar front jet stream is created by eddy momentum �ux convergence usually

between 40◦ and 60◦ latitude and reaches deeper into the troposphere (Panetta,

1993; Woollings et al., 2010). Due to the high variability in jet position, especially

for the polar front jet stream, the two jets cannot always be separated (Lee and

Kim, 2003).

The jet stream has a key role in the formation of mid-latitude cyclones, because

it signi�es the existance of enhanced baroclinicity and potential energy (Koch et al.,

2006). Conceptually, in order to decrease the surface pressure and forming a cyclone,

there must be a net divergence of mass in the region above the cyclone. If the

jet stream exhibits disturbances from the normal zonal �ow and move in a wave

like form, the maximum wind speeds will be found in the ridges, while the wind

speed is lower in the troughs. This can be explained when representing the wind

�eld associated with the wave by the gradient wind, as this wind is less than the

geostrophic wind (subgeostrophic) in cyclones and greather than the geostrophic

wind (supergeostrophic) in anticyclones (Lynch and Cassano, 2006). Therefore,

there will be an acceleration of the jet stream when the air moves from a trough to a

ridge, resulting in upper level divergence and, in further consequence, in lower level

convergence and cyclogenesis to the east of an upper level trough. Vice versa, there

will be upper level convergence and lower level divergence to the left of an upper

level trough (see Fig. 2.3).
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Figure 2.3: (a) The divergence �eld in the horizontal. The maximum wind speed of the
air moving through a wave will be found in the ridge (supergeostrophic wind) and the
minima in the trough (subgeostrophic wind). (b) the divergence �eld in the vertical.
Upper level divergence (convergence) regions cause corresponding lower level convergence
(divergence) regions. The �gure is taken from Lynch and Cassano (2006).

Since the jet stream can be linked to surface weather, there are several studies

concerning the features of the jet stream during extreme precipitation events. Toreti

et al. (2010) investigated daily extreme precipitation along the Mediterranean coast

and found that the position of the subtropical jet stream supports the precipita-

tion region to be in a divergence area with enhanced ascent motions and instability.

Barbero et al. (2019) found that the jet stream is a major driver of hourly precip-

itation extremes along the west coast of the United States. Lavers et al. (2015)

looked into the connection of the large-scale atmospheric circulation with river �ows

and groundwater levels in England, concluding that the jet stream is usually sig-

ni�cantly shifted southward in the months prior to the most extreme events. Jet

stream maps can be further used to identify quasi-stationary Rossby waves, which

are known to cause extreme surface weather conditions by blocking the normal cir-

culation (Petoukhov et al., 2013; Screen and Simmonds, 2014; Coumou et al., 2014).

Stadtherr et al. (2016) have shown that the Balkan �oods 2014 were caused by

an unusual slow moving cyclone due to a quasi-stationary wave train around the

Northern Hemisphere at this time.

18



2.3 Weather types relevant for extreme precipita-

tion in Austria

Going to the synoptic scale, weather types or synoptic patterns are often used to

describe the atmospheric conditions in a region during a speci�c situation, e.g. an

extreme precipitation event. The synoptic scale has an order of 1000 kilometers,

which corresponds to the scale of typical high- and low-pressure systems as well

as extratropical cyclones. The idea of classifying synoptic patterns into a �nite

number of weather types is to use these emerged weather types for an objective and

statistical description of e.g. associated precipitation patterns. Within one weather

type, the conditions in terms of advection and circulation should be quite similar

(Beck and Philipp, 2010).

There is a long history on the investigation of the relevance of weather types

on precipitation over di�erent regions in Europe. Already in the 19th century,

van Bebber (1891) classi�ed cyclone tracks relevant for Europe, identifying the Vb-

track, which is known to have a high potential for heavy precipitation and �oods

in central Europe (Messmer et al., 2015; Hofstätter et al., 2018). During the 20th

century, several methods for classifying weather types have been developed (Hess

and Brezowsky, 1999; Schüepp, 1968; Lauscher, 1972). These methods are often

optimized for a certain region and do include subjective components and elements

of the observed weather and can rely on relatively small-scale features. This makes

it unsuitable for applications outside the regions for which there were designed for.

Nonetheless, some of these are still standard methods used by national meteorologi-

cal services: Hess and Brezowsky (1999) in Germany, Schüepp (1968) in Switzerland

and Lauscher (1972) in Austria by the Zentralanstalt für Meteorologie und Geody-

namik (ZAMG).

(Hess and Brezowsky, 1999) used mean sea level pressure �elds for their clas-

si�cation. They obtain 29 weather types ("Groÿwetterlagen"), which were further

grouped into three categories based on the large-scale circulation: zonal, meridional

and mixed. Since they only considered the region between 45◦and 65◦ latitude, this

classi�cation does not su�ciently include the Alpine region and the Mediterranean,

both necessary for an adequate description of weather types relevant in Austria.

Therefore, Lauscher (1972) adapted the method of Hess and Brezowsky (1999) by

using a smaller region over the eastern Alps and considering the in�uence of cyclone

activities over the Mediterranean. He ended up with a total of 17 classes (termed

"Lauscher Classes" from now on), grouped into �ve categories.

More recently, Seibert et al. (2007) investigated synoptic patterns with relevance

for extreme precipitation in Austria. Using a trajectory clustering method, they

identi�ed seven distinct synoptic patterns which can in�uence extreme precipitation
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and analysed the corresponding precipitation patterns. Moreover, they also identi-

�ed seven regions in Autria with similar daily precipitation. The regions used for

the analysis (see Sec. 3.2) will be based on these results.

Although the method by Seibert et al. (2007) would be appropriate for an anal-

ysis of the in�uence of di�erent weather types on extreme precipitation in Austria,

the implementation of such a method would be beyond the scope of this thesis.

Instead, the Lauscher Classes will be used to di�er between the weather types, as

this method is still used by the ZAMG, which provides con�dence in the quality

of the classi�cation. Moreover, with 17 classes this system should also provide a

higher frequency per class than other comparable systems, which makes it more

applicable for statistical analysis. Nonetheless, one should keep in mind that the

Lauscher Classes were not designed to separate di�erent synoptic situations leading

to extreme precipitation in Austria. They also do neither include the temporal di-

mension of the synoptic development nor a characterisation of the intensity (Seibert

et al., 2007).

Table 2.1 lists all Lauscher Classes which appeared in the series for the time

period 1997-2018 provided by ZAMG. There are 18 classes compared to the 17

originally de�ned by Lauscher, with TSW being the new class. All high pressure

classes won't be considered further, as they are not expected to be relevant for

extreme precipitation and are not used in the analysis. The remaining classes can

be divided into several groups. Classes where Austria is under direct low pressure

in�uence are TK, where there is a low pressure system over middle Europe, TR,

with several low pressure cores ordered meridionally over Europe and Vb, which is

a special case of low pressure system which moves from the Adriatic Sea towards

Poland. Classes where Austria lies a the edge of a low pressure system contains low

pressure over the British Isles (TB), to the southwest of Austria (TSW), over the

western Mediterranean (TwM, Genoa low) and over the Adriatic Sea (TS). The

classes N, NW, W, SW and S indicate a strong and linear large-scale upper air

�ow from the corresponding direction. All days which cannot be classi�ed in either

of these groups fall into the remaining class G.

In Sec. 4.3, the parameters of the generalized pareto distribution (GPD, see

Sec. 3.3) will be estimated based on the precipitation on days where a speci�c

Lauscher Class occurred. Since there is not enough data to do this for each season

separately (see Tab. 4.1), additionally the seasonal cycle of precipitation will be

�tted for each Lauscher Class.
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Table 2.1: The Lauscher Classes

Group Class German long name

High pressure
H Hochdrucklage
Hz zonale Hochdruckbrücke
h Zwischenhoch

High pressure edge
HF Hoch über Fennoskandien
HE Hoch über Osteuropa

Low pressure
TK Tief über dem Kontinent
TR meridionale Tiefdruckrinne
Vb Tief Adria-Polen

Low pressure edge

TS Tief im Süden
TSW Tief im Südwesten
TwM Tief im westlichen Mittelmeer
TB Tief über den britischen Inseln

Linear upper air �ow

N Nordströmung
NW Nordwestströmung
W Westströmung
SW Südwestströmung
S Südströmung
G Gradientenschwach

2.4 Atmospheric instability

The large- and synoptic-scale circulation can provide the required environment for

extreme precipitation to occur (Barlow et al., 2019). As extreme precipitation is

commonly associated with convective rainfall, three basic ingredients are needed:

instability, moisture and a lifting mechanism (Doswell et al., 1996).

Since pressure decreases with height, an air parcel, which is moved upward, will

expand and thus perform work and consume energy. If the amount of heat in the

air parcel stays unchanged, such a process is called adiabatic and the energy needed

will be taken by reducing the temperature of the parcel. In the atmosphere, such

processes will usually be (approximately) adiabatic (Iribarne and Godson, 1981).

This allows the derivation of the rate of the temperature change with height of a

rising air parcel, called adiabatic lapse rate. For dry air it is

Γd ≡ −
dT

dz
=

g

cp
= 0.98 K/100 m, (2.4)

where g is the gravitational acceleration and cp the speci�c heat capacity. Since air

can hold less moisture at lower temperatures according to the Clausius-Clapeyron

relationship, rising and thus cooling moist air will eventually be saturated and start

to condensate. This will release latent heat, counteracting the cooling e�ects of the

expansion. The lapse rate of saturated moist air will therefore be lower than the

dry adiabatic lapse rate:
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Γs ≡ −
dT

dz
= Γd

1 + Lws

RT

1 + L2εws

RcpT 2

≈ 0.65 K/100 m. (2.5)

L depicts the latent heat, ws the saturation mixing ratio, R the individual gas

constant and T the temperature of the parcel. Because of the temperature depen-

dency, the moist adiabatic lapse rate is not constant throughout the troposphere.

It deviates the strongest from the dry adiabatic lapse rate at high temperature, i.e.

the lower troposphere and approaches the dry adiabatic lapse rate with decreasing

temperatures, i.e. in the upper troposphere.

The stability of the atmosphere is determined by its temperature gradient, i.e.

the lapse rate Γ of the environment compared to the dry and moist adiabatic lapse

rates of the air parcel (Barry and Chorley, 1984). Five cases can be distinguished:

Γ < Γs absolutely stable

Γ = Γs saturated neutral

Γs < Γ < Γd conditionally unstable

Γ = Γd dry neutral

Γ > Γd absolutely unstable

The case of absolute stability is not relevant in this context, as it completely pro-

hibits convection and the development of clouds. Conditions of absolute instability

are usually not observed in the atmosphere. As saturated and dry neutral represent

only two speci�c values of Γ, the most relevant case is conditionally instability. This

means that a moist air parcel, which is lifted to the height where it becomes satu-

rated and condensation sets in and further to the point where it becomes warmer

than its surroundings, would rise freely from this point on until either all the mois-

ture in the parcel is condensated or the atmosphere becomes absolutely stable again.

This is the most common case for i.e. the development of thunderstorms. The lifting

mechanism is often provided by either local surface heating or by a mountain range,

where the air is forced to rise at his slopes. This is especially important in Austria,

where the Alps are located. The moister the air, the sooner it will reach the point

where condensation sets in.

A commonly used method to quantify the instability of an atmospheric layer is

to calculate the convective potential energy (CAPE) in this layer (Holton, 2004),

de�ned as

CAPE =

∫ zEL

zLFC

g

(
Tv,p − Tv,e

Tv,e

)
dz. (2.6)
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The integrand is nothing else than the parcel buoyancy, with Tv,p and Tv,e the virtual

temperature of the parcel and the environment and g the gravitational acceleration.

It is vertically integrated between the level of free convection (zLFC), where the

temperature of the parcel, after condensation set in, exceeds the temperature of the

environment, and the equilibrium level (zEL), where the parcel temperature is equal

to the environmental temperature again. This calculation assumes no mixing of the

rising air with the environment, which would usually reduce the buoyancy and thus

CAPE, as the environmental air is not saturated and some of the already liquid

water in the parcel has to evaporate to maintain saturation, leading to a cooling

e�ect. Values of CAPE of >2500 J/kg are considered very unstable and only occur

in severe midlatitude storms (Holton, 2004; Lynch and Cassano, 2006).

High values of CAPE are not su�cient for deep convection to occur. To release

CAPE, the air parcel has �rst to be lifted to the LFC by a lifting mechanism. The

energy required to achieve this is the convective inhibition (CIN). It is calculated

analogously to CAPE as

CIN =

∫ zLFC

zLCL

g

(
Tv,p − Tv,e

Tv,e

)
dz, (2.7)

integrated from the lifted condensation level (zLCL) to the LFC. The LCL is the level

at which a lifted parcel gets saturated, i.e. where its temperature is equal to its dew

point temperature, and condensation sets in. It has a negative value (Westermayer

et al., 2017).

Theoretically, CAPE can be directly linked to the expected rainfall rate. As

CAPE is a measure of the parcels buoyancy, the theoretical maximum vertical ve-

locity which can be obtained from CAPE is

wmax =
√

2 CAPE. (2.8)

Again this does not consider e�ects of water condensation which reduces the buoy-

ancy (North and Erukhimova, 2009). The rainfall rate is assumed to be proportional

to the magnitude of the vertical moisture �ux, giving

R = Ewq (2.9)

for the rainfall rate R, with w denoting the vertical velocity and q the mixing ratio

of the rising parcel. E is the precipitation e�ciency, taking into account that not all

the water vapor has to condensate and precipitate (Doswell et al., 1996). This gives

a proportionality between the precipitation intensity and the square root of CAPE:

I ∼
√
CAPE = CAPE0.5 (2.10)
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In reality the exponent will deviate from 0.5 because of entrainment, vertical wind

shear and other factors (Lepore et al., 2015).

Several studies have been investigated the relationship between precipitation

intensities and CAPE. Lepore et al. (2015) and Lepore et al. (2016) studied rainfall

extremes in the United States, �nding a slightly weaker relationship as predicted

by (2.10), with values between 0.2 and 0.5 for the exponent, depending on the region

and the extremeness of the events. Applying the same model to CIN, they found

a slightly negative relationship with precipitation intensities. Dong et al. (2019)

looked into rainfall extremes over China, �nding almost no relationship between

precipitation intensities and CAPE. As they mentioned, a reason could be that they

used data with only a daily resolution for both precipitation and CAPE which could

be insu�cient to catch the phase relationship between CAPE and precipitation.

Loriaux et al. (2016) studied the relationship between peak precipitation intensities

and the atmospheric conditions, including temperature pro�les and CAPE, for all

precipitation deciles. They found a warmer and more unstable atmosphere for more

extreme deciles. For CAPE, a general increase with higher peak intensities was

noted, but also a large spread of possible intensities for high percentiles, indicating

that the developed CAPE is not always consumed.

In Sec. 4.4, temperature gradients and pro�les as well as CAPE and CIN as-

sociated with extreme precipitation events will be calculated to investigate possible

relationships between those values and the precipitation intensity. A model accord-

ing to (2.10) will be �tted to the CAPE and CIN values.
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Chapter 3

Data and methods

3.1 Data

The following data is used for the analysis: For the jet stream and moisture trans-

port composite analysis (Sec. 4.2) precipitation data is taken from the ZAMG-

SPARTACUS dataset (Hiebl and Frei, 2018), which provides daily precipitation

over Austria on a 1 km × 1 km grid for the time period 1979-2018. The precipita-

tion data used for the investigation of the in�uence of large-scale drivers (Sec. 4.1)

and weather types (Sec. 4.3) on extreme precipitation over Europe and Austria is

the gridded E-OBS precipitation dataset (version 21.0e) (Cornes et al., 2018), with

a spatial resolution of 0.25◦× 0.25◦and spanning the region from 25◦N to 71.5◦N and

25◦W to 45◦E. The time period used for analysis is 1950-2018. For the analysis of

atmospheric stability during extreme precipitation events in Austria (Sec. 4.4), pre-

cipitation data of the ZAMG-INCA dataset is used. It provides the data on a 1 km

× 1 km grid every 15 minutes for the time period of 2003-2016. Variables on various

pressure levels (temperature, humidity, wind) used in the jet stream, moisture trans-

port and atmospheric stability analyses is provided by the ERA5 global reanalysis

(Hersbach et al., 2020). The spatial resolution is 0.25◦× 0.25◦and the highest tempo-

ral resolution 6 hours. The Lauscher series used for weather type classi�cation was

provided by ZAMG. The SNAO index is taken from the KNMI Climate Explorer1

and is based on the NCEP/NCAR R1 reanalysis SLP reconstruction (Kalnay et al.,

1996).

3.2 Regions

Fig. 3.1 shows the four Austrian regions, which were chosen for the analysis of the

jet stream and moisture transport as well as for the atmospheric stability analysis.
1https://climexp.knmi.nl/start.cgi (Last access: 07.10.2020)
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Figure 3.1: The four regions used in the atmospheric stability analysis (Sec. 4.4). The
regions used for the jet stream and moisture transport composite analysis (Sec. 4.2) do
slightly di�er. The grid points at which the seasonal cycle is analysed in Sec. 4.3 lie within
those regions. The color map depicts the orography (values in m).

The de�nition of extreme events within those regions is given in Sec. 4.2 and 4.4,

respectively. The analysis of the seasonal cycle of weather type related precipitation

(Sec. 4.3) is done for a grid point within the corresponding region.

The regions where chosen based on the results of Seibert et al. (2007), who

identi�ed seven regions in Austria with similar time series of daily precipitation

sums with a focus on extreme precipitation. The four regions used are subregions of

four of the regions found by Seibert et al. (2007). They are named Northern Stau,

North East, South Styria and South West.

The regions de�ned for the jet stream analysis slightly di�er from the regions

used in the atmospheric stability analysis. In the �rst case they were designed such

that they match the E-OBS grid and in the latter case to match the ZAMG-INCA

grid. However, the di�erences are small and are not expected to have any in�uence

on the results.

3.3 Extreme value theory

Extreme value theory can be used to evaluate data on rare precipitation events. The

key result is that maxima of a sample of any distribution can follow only a limited
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number of limit distributions (Coles, 2001).

Assume there is a sequence of n independent and identically distributed random

observations X1, ..., Xn, having a common distribution function F and a maximum

Mn, de�ned as

Mn = max{X1, ..., Xn}.

In the analysis in Sec. 4.1, the Xi will represent daily precipitation values, i.e.

observations on a regular time-scale. n will be the number of observations in one

month, thus Mn is the monthly (block) maximum and will be considered as an

extreme value.

Theoretically, the distribution of Mn is

Pr{Mn < z} = Pr{X1 <= z, ..., Xn <= z}

= Pr{X1 <= z} × ...× Pr{Xn <= z}

= {F (z)}n.

As F is unknown it has to be looked for families of models which approximate F n

for n → ∞ and can be estimated by the extreme data. However, this cannot be

done for the distribution of Mn, as F n(z)→ 0 for n→∞ for any z < z+, where z+
is the smallest vale such that F (z) = 1. Therefore, a linear renormalization of Mn

is applied:

M∗
n =

Mn − bn
an

,

with sequences of constants {an > 0} and {bn}. This stabilizes the location and

scale of M∗
n as n increases. The limit distributions of M∗

n are then given by the

Fisher-Tippett theorem or extreme value theorem:

If there exist sequences of constants {an > 0} and {bn}, so that

Pr {(Mn − bn) /an ≤ z} → G(z) as n→∞,

then G can be written as

G(z;µ, σ, ξ) = exp

{
−
[
1 + ξ

(
z − µ
σ

)]−1/ξ}
. (3.1)

G(z;µ, σ, ξ) is de�ned on
{
z : 1 + ξ

(
z−µ
σ

)}
, where −∞ < µ < ∞, σ > 0 and

−∞ < ξ < ∞ and is known as the generalized extreme value (GEV) family of

distributions.

The three parameters are the location parameter µ, describing the position, the

scale parameter σ describing the width and the shape parameter ξ describing the

tail. From ξ three di�erent distributions can be distinguished: for ξ < 0 it is called
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a Weibull distribution, which has an upper �nite value ("bounded") and for ξ > 0 it

is the Fréchet distribution, where the tail decays polynomially ("heavy-bounded").

For ξ → 0, (3.1) leads to the Gumbel distribution with distribution function

G(z;µ, σ) = exp

{
−exp

{(
z − µ
σ

)}}
. (3.2)

It has a exponentially decaying tail ("light-bounded") (see Fig. 3.2).

Figure 3.2: GEV distributions for di�erent values of ξ and σ, with µ = 0.

This now can be used to model extreme values, i.e. block maxima of a time

series. The time series is divided into blocks of length n and the maximum of

each block is determined. According to the Fisher-Tippet theorem, the obtained

maxima approximately follow a GEV distribution of the form (3.1), if the chosen

block length is large enough. Therefore, the parameters of the distribution can be

estimated from the block maxima. In climatology, common block lengths are one

month to one year, to get a reasonable trade-o� between a large enough block length

so that the Fisher-Tippet theorem is applicable and at the same time a large enough

sample of maxima to keep the variance of the parameter estimation low (Ben Alaya

et al., 2020).

There are several methods to estimate the parameters of the distribution (3.1),

including L-moments, Bayesian methods and graphical methods (�imková and Picek,
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2017; Lima et al., 2016). The most common choice however, is to use maximum like-

lihood estimation, i.e. to �nd those parameters which maximize the likelihood with

respect to the available data. A great advantage of using the maximum likelihood

method is that it allows to include non-stationarity and covariate dependence in the

model in a straightforward way (Coles, 2001).

The log-likelihood function of the GEV parameters is

l(µ, σ, ξ) = −m∗log(σ)−(1+1/ξ)
m∑
i=1

log

[
1 + ξ

(
zi − µ
σ

)]
−

m∑
i=1

[
1 + ξ

(
zi − µ
σ

)]−1/ξ
,

(3.3)

where zi are variables having the GEV distribution.

The case ξ = 0 has to be treated separately. This leads to the log-likelihood

l(µ, σ) = −m ∗ log(σ)−
m∑
i=1

(
zi − µ
σ

)
−

m∑
i=1

exp

{
−
(
zi − µ
σ

)}
. (3.4)

The estimated parameters are those that maximize (3.3) and (3.4). Since there

are no analytical solutions, numerical optimization methods have to be used.

The block maxima approach has the disadvantage that, since only one (or a

certain amount) of values per block can be considered extreme, there are potentially

values which are not extreme in their block but would be in another. This means

that the n block maxima most likely are the n most extreme values of the entire

time series. To avoid not using a large fraction of the data, another possibility to

de�ne extreme values would be to de�ne a threshold u, and consider all values above

this threshold as extreme. This is called the peaks-over-threshold approach. The

downside of this method is that, unlike in the block maxima approach, the extreme

values may not represent distinct events, since the underlying data may exhibit serial

correlation. This problem is often solved by applying declustering methods or by

using e.g. only the single largest of consecutive values above the threshold (Coles,

2001).

From the peaks-over-threshold de�nition of extreme values follows a di�erent

distribution function of these values than with the block maxima de�nition. Let

X1, ..., Xn be again a sequence of independent and identically distributed variables

and u the threshold which has to be exceeded to consider a value to be extreme. Then

it can be shown that for large enough u, the exceedances Y = X − u, conditional
on X > u, follow the Generalized Pareto Distribution (GPD), with the distribution

function

H(y) = 1−
(

1 +
ξy

σ + ξ(u− µ)

)−1/ξ
(3.5)
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de�ned on {y : y > 0 and (1 + ξy/(σ + ξ(u − y))) > 0}. This distribution consists

of a scale parameter σ and shape parameter ξ. Similar to the GEV distribution the

GPD has an upper bound for ξ < 0 and no upper limit for ξ > 0 and ξ → 0.

As for the choice of the block length n in the block maxima approach, the choice

of the threshold u in the peaks-over-threshold approach has to be a trade-o� between

a large enough u so that (3.5) can be assumed to be the approximated distribution

of the extreme values and a small enough u so that there is still a large sample of

extremes. In Sec. 4.3.1 the GPD will be used to investigate the behaviour of extreme

values on days where a certain weather type occurred.

Once the parameters of the distribution has been �tted, return levels can be

calculated. For extremes following a GEV distribution, the return level zp is obtained

by inverting (3.1):

zp =

µ−
σ
ξ

[
1− {−log(1− p)}−ξ

]
, for ξ 6= 0

µ− σ ∗ log {−log(1− p)} , for ξ = 0
(3.6)

zp is the value which is expected to be exceeded exactly once per period 1/p.

For extremes following a GPD, the return level is given by

xm = u+
σ

ξ

[
(mζu)

ξ − 1
]

(3.7)

for m large enough to ensure x > u. ζu is the probability that Xi > u. xm has

a similar meaning as zp, giving the value which is expected to be exceeded exactly

once every m observations. xm is also called the m-observation return level.

3.4 Modeling of non-stationary processes

The previous considerations all assumed independence of the underlying variables

and therefore a constant distribution function through time. However, in practical

applications, this is often not the case. In climatology, the values of a time series

could depend on time because of seasonal e�ects or long-term climate changes, which

would lead to a trend in the data.

Another possibility would be that the behaviour of the time series is related to

that of an external driver. In Sec. 4.1 , a possible in�uence of large-scale drivers like

the Summer North Atlantic Oscillation on extreme precipitation in Europe will be

investigated.

To model the in�uence of an external driver on a dependent variable, often re-

gression models are used. A popular class of regression models are generalized linear

models (GLMs). In these models, the expected value of the dependent variables is
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given by

E(Y ) = µ = g−1 (Xβ) , (3.8)

where Y are the dependent variables, X are the independent variables or co-

variates, β is the parameter vector and g(.) is a link function. However, as the

distribution of the dependent variables in GLMs has to be part of the exponential

family, these models are not suitable to model the parameters of a GEV distribution

or a GPD (Coles, 2001). Therefore, GLMs have been extended to so called vector

generalized linear models (VGLMs), which allows for modeling a vector of parame-

ters of a wider class of distributions, including the GEV distribution and the GPD

(Yee and Wild, 1996). In the analysis of the large scale drivers, the location and

scale parameter will be modelled as linear dependent on an index of the external

driver (the covariate COV ):

µ(t) = µ0 + µ1 ∗ COV (t)

σ(t) = σ0 + σ1 ∗ COV (t)

ξ(t) = ξ0

(3.9)

Since the shape parameter is di�cult to estimate and would lead to high uncertain-

ties due to the limited number of observations in the tail, it will be kept constant

(Maraun et al., 2009; Rust et al., 2009). The estimation of the �ve parameters µ0,

µ1, σ0, σ1 and ξ0 using the maximum likelihood method is similar to the stationary

case, by just replacing the parameters in (3.3) with the expressions in the model

given by (3.9).
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Chapter 4

Results and Discussion

4.1 Large-scale drivers

In the following, the in�uence of the SNAO, SEA, tropical precipitation and the

Indian Summer Monsoon on extreme precipitation over Europe will be investigated.

Therefore, a statistical model is developed which uses the corresponding index of

the driver as predictor for the GEV distribution of monthly precipitation maxima.

Monthly precipitation maxima are computed for the period 1979-2018 for the

months June, July and August (JJA) and at each grid point, respectively. To model

these block maxima, the GEV distribution is used (see Sec. 3.3). The in�uence of

the driver on extreme precipitation is modeled by using a VGLM. A simple linear

dependence of the GEV parameters µ and σ on the index is assumed. The shape

parameter ξ is kept constant, as it is di�cult to estimate due to the limited number

of observations in the tail of the distribution and would lead to high uncertainties

(Maraun et al., 2009; Rust et al., 2009).

The statistical model for the GEV parameters therefore is given by (3.9), where

COV is replaced by the index of the driver, respectively. All indices were detrended

prior to analysis. The parameters are obtained via maximum likelihood estimation.

4.1.1 Summer North Atlantic Oscillation

Fig. 4.1 shows the parameter µ0 of the statistical model, giving the location of the

GEV distribution at a SNAO index of zero. The highest values are obtained in the

Alps and along the the west coast of Norway.

The scale parameter σ0 (Fig. 4.2) has its highest values in Slovenia and southern

Austria along the southern slope of the Alps. In general, regions with high values

are found in the vicinity of mountain ranges, e.g. the northern foothills of the Alps,

the Po valley, along the Carpathians and the southern coast of Norway.

The shape parameter ξ0 (Fig. 4.3) does exhibit mostly positive values, but sig-
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ni�cant only in some parts of Great Britain, Eastern Europe and along the Mediter-

ranean coast and a broader area centered at the border of Germany and Poland.

Individual points of signi�cantly negative values are obtained in Russia and the

Balkans. As explained in Sec. 3.3, a more positive shape parameter means a heavier

tailed GEV distribution, making very extreme values more likely.

Fig. 4.4 shows the regression coe�cient µ1, giving the actual in�uence of the

SNAO on the location parameter of the extreme value distribution. Negative values

correspond to a shift of the location parameter to lower values for high SNAO indices,

meaning that the precipitation events become less extreme on average. Vice versa,

positive values stand for increasing extreme precipitation values. Regions where the

parameter deviates from zero signi�cantly at the 95% level are hatched.

The large-scale pattern follows roughly the results which where already found

for the in�uence of the SNAO on mean summer precipitation (Bladé et al., 2012).

Regions of negative in�uence are spanning from the British Isles over the Benelux

countries, Northern Germany and large parts of Scandinavia to the Baltic states.

Positive values cover the entire Mediterranean area, with maximum values over

Italy and the Western Balkans. The results over southern Spain, northern Africa

and the Middle East were not included, as in these regions the station coverage is

scarce (Cornes et al., 2018) and precipitation values may be too low to �t a GEV

distribution.

Interestingly, Fig. 4.4 shows rather strong and signi�cant negative values also

over the alpine region. Previous studies dealing with mean precipitation did not �nd

signi�cant in�uence in this region as it lies in the transition zone between negative

in�uence over northern Europe and positive in�uence in the Mediterranean (Chronis

et al., 2011; Bladé et al., 2012).

The change of the scale parameter under in�uence of the SNAO (Fig. 4.5) does

not show large signi�cant regions. There are some signi�cantly negative values in

Sweden, Poland and Belarus. Negative values can be seen in Italy, Greece and

in Russia. This suggests that in regions where there is a negative in�uence of the

SNAO on the location parameter of the distribution, also the shape parameter tends

towards lower values and vice versa.

The signi�cant values of µ1 found over the Alps may be caused by the fact that

in the alpine region extreme precipitation values are generally high (see Fig. 4.1).

Changes of the same magnitude as in regions where the extreme values are lower

do not indicate a similar in�uence of the SNAO in terms of sensitivity. Therefore, a

sensitivity value is computed, de�ned as

Sensitivity =
zp+ − zp−

zp0
. (4.1)
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zp+/zp− stands for the return level evaluated for the estimated GEV parameters

at the SNAO-index value of +var(SNAO)/−var(SNAO) and zp0 for the return

value where the SNAO-index is zero. The return levels are computed according

to (3.6). Since they are dependent on all three GEV distribution parameters this

should furthermore give also more complete idea of the impact of the SNAO on

extreme precipitation.

Fig. 4.6 shows the sensitivity of the 10-year return level on the SNAO. The

strongest values are obtained where the change of both the location and shape

parameter with the SNAO are strongest and have the same sign. The highest sen-

sitivities are therefore obtained in southern Italy and in Greece and the lowest in

Sweden, Belarus, the Baltic States and in Scotland. As expected, the pattern does

resemble the north-south dipole found for the regression coe�cient of the location

parameter, as the scale parameter change and the shape parameter are low in many

regions and therefore do not contribute as much to the return values. However, in

some regions the scale and shape parameters do signi�cantly counteract the location

parameter in terms of return values. The signi�cant negative values found for the

regression coe�cient of the location parameter in the alpine region (see Fig. 4.4) are

somewhat relativized when looking at the sensitivities, but there is still signi�cant

negative sensitivity in the central Alps, indicating that the SNAO might in�uence

extreme precipitation also in regions where there was no signi�cant in�uence found

on mean precipitation.
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Figure 4.1: Parameter µ0 of the statistical model

Figure 4.2: Parameter σ0 of the statistical model
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Figure 4.3: Parameter ξ0 of the statistical model. Values which are signi�cantly di�erent
from zero are stippled.

Figure 4.4: Regression coe�cient µ1 of the statistical model with the SNAO as covariate.
Values which are signi�cantly di�erent from zero are stippled.
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Figure 4.5: Regression coe�cient σ1 of the statistical model with the SNAO as covariate.
Values which are signi�cantly di�erent from zero are stippled.

Figure 4.6: Sensitivity of the 10-year return level on the SNAO. Values which are signi�-
cantly di�erent from zero are stippled.
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4.1.2 Summer East Atlantic pattern

The SEA index was obtained by applying an EOF analysis to ERA5 JJA seasonal

mean 500 hPa geopotential height anomalies relative to the 1979�2018 JJA climato-

logical mean. The resulting second leading EOF is identical to those found by Wul�

et al. (2017) (not shown).

Fig. 4.7 shows the regression coe�cient µ1 of the location parameter. Signi�cant

areas of negative in�uence are obtained from Poland over the Baltic States, Belarus

and Ukraine to Russia. Other signi�cant negative areas are seen in Slovenia and

Croatia, as well as around the Elsass. In Ireland, the Scottish Highlands and along

the west coast of Norway, there are signi�cant positive values. This pattern is

comparable to the results found by Wul� et al. (2017) for mean precipitation, where

negative regression coe�cients where found in a large area around the Baltic Sea. By

comparison, the pattern here is slightly shifted towards southeast and the signi�cant

negative values cover a smaller area.

The regression coe�cient σ1 (Fig. 4.8) of the scale parameter does not exhibit

wider areas of signi�cant values. Individual signi�cant points are found for instance

in Romania, Russia, Sweden, in the Pyrenees and in the Alps.

The pattern of the sensitivity of the 10-year return level on the SEA (Fig. 4.9

is therefore very similar to the pattern of the regression coe�cient µ1. The most

sensitive regions are in eastern Europe, especially in Poland, Ukraine and western

Russia. Strong negative sensitivities can be seen in Scotland, Norway, north Sweden

and around the Pyrenees.
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Figure 4.7: As Fig. 4.4 with the SEA index as covariate.

Figure 4.8: As Fig. 4.5 with the SEA index as covariate.
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Figure 4.9: As Fig. 4.6 for the SEA index.

4.1.3 Tropical Precipitation

In Fig. 4.10, the in�uence of tropical precipitation index on the location parameter

of the GEV distribution is shown. Regions of signi�cant negative in�uence are in the

Ukraine and along the coast of the Black Sea as well as in northern Spain. Signi�cant

positive values are obtained in Norway and the northern parts of Scandinavia as well

as south of the White Sea in Russia.

The map of the change of the scale parameter (Fig. 4.11) does show one pro-

nounced region of signi�cant negative values in northern Belarus and stretching

through Russia to the White Sea. Some signi�cant negative values are found along

the german Baltic Sea coast and in Russia north of the White Sea.

The resulting sensitivity map of the 10-year return level (Fig. 4.12) does show

the highest (positive) sensitivities in the same region where there are the also the

strongest positive values of the regression coe�cient of the scale parameter, covering

Belarus and a band through Russia towards the White Sea. Other areas of high

positive sensitivity are found in Norway, in East of England and a little bit weaker

also around Bulgaria. Positive sensitivity can be seen in northern Spain, the german

and polish Baltic Sea coasts, in Russia north of the White Sea and northeast of

Moscow and in the Ukraine near the Black Sea. Interestingly, the high values in
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Figure 4.10: As Fig. 4.4 with the tropical precipitation index as covariate.

northern Belarus are not signi�cant, which might be due to abnormal high errors in

the parameters in this region.

As Wul� et al. (2017) showed that the tropical precipitation dipole represented

by the index used here in the regression model does produce the SEA pattern, one

would expect similar results on the in�uence of tropical precipitation on the GEV

distributions as for the SEA index. However, when comparing Fig. 4.10-4.12 to

Fig. 4.7-4.9, the results di�er substantially. The pattern of the response of the

location parameter to tropical precipitation is shifted towards south-east compared

to the SEA. The signi�cant regions in Belarus and Russia of the change of the scale

parameter due to tropical precipitation are not present in the response to the SEA,

resulting in the di�erent patterns for the sensitivity.
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Figure 4.11: As Fig. 4.5 with the tropical precipitation index as covariate.

Figure 4.12: As Fig. 4.6 for the tropical precipitation index.
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4.1.4 Indian Summer Monsoon

The precipitation index used to represent the Indian Summer Monsoon is calculated

as in Ossó et al. (2019). The precipitation data is taken from the Global Precipita-

tion Climatology Project version 2.3 (Adler et al., 2018), providing monthly-mean

precipitation data with a resolution of 2.5◦× 2.5◦. The index is calculated by averag-

ing JJA precipitation over a box spanning 70◦E to 105◦E, 8◦N to 35◦N, representing

the time and area of the Indian Summer Monsoon.

The results obtained by the statistical model for the GEV parameters are shown

in Fig. 4.13-4.15. The regression coe�cient µ1 (Fig. 4.13) shows a rather weak

dipole pattern, with signi�cant negative values along the cost of the Mediterranean

and mostly positive values elsewhere, which are signi�cant only in some areas over

Scandinavia and in a broader region over western and northern Poland and eastern

Germany.

When looking at the change of the scale parameter (Fig. 4.14), signi�cant neg-

ative values can be seen in the same regions where also the location parameter is

decreasing, especially in western Poland/eastern Germany. Another region of sig-

ni�cant negative values is found along the west coast of the Black Sea. Regions of

positive values are much rarer and signi�cant only in southern Italy.

The map of the sensitivity on the 10-year return level (Fig. 4.15) therefore does

show mostly positive values, meaning that the Indian Summer Monsoon does en-

hance extreme precipitation in large parts of Europe. The highest sensitivities are

obtained in a region centered in western Poland, where both the location and the

shape parameter of the GEV distribution are increasing with a higher Indian Sum-

mer Monsoon index and along the coast of the Black Sea, where, though the location

parameter does decrease in some parts, the higher shape parameter leads to an over-

all increase of the return levels. Regions of strong negative sensitivities are along

the Mediterranean coast of Spain, France, Italy, in East England and the western

Balkans.

The signi�cant results over the western Mediterranean and especially over west-

ern Poland and eastern Germany are surprising, as the Indian Summer Monsoon

was only known to in�uence precipitation over the eastern Mediterranean and the

Balkans (Ossó et al., 2019). Indeed, a shift of the GEV distribution towards less ex-

treme values can be seen on the Balkans (Fig. 4.13). However, a signi�cant negative

sensitivity of the 10-year return level is only found at the coast of the Adriatic Sea,

because of the (slightly) positive values of the scale parameter, especially towards

the Black Sea (Fig. 4.14). The reason for the signi�cant increase of both location

and scale parameter in western Poland and eastern Germany remains unclear.
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Figure 4.13: As Fig. 4.4 with the Indian Summer Monsoon index as covariate.

Figure 4.14: As Fig. 4.5 with the Indian Summer Monsoon index as covariate.
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Figure 4.15: As Fig. 4.6 for the Indian Summer Monsoon index.

4.2 Jet stream and moisture transport

To analyse the behaviour of the jet stream during extreme precipitation events in

Austria, a composite analysis is conducted. The daily values of the precipitation

data are averaged over 4 di�erent regions in Austria (see Fig. 3.1), which were chosen

to represent the di�erent synoptic conditions responsible for extreme precipitation

in these regions. Consecutive days with precipitation exceeding 1 mm in the result-

ing time series are assumed to originate from the same synoptic condition and are

considered as one event. This means that between two events there must be at least

one day with precipitation less than 1 mm. Extreme precipitation events are then

de�ned as the 18 strongest events of daily precipitation for each region and each

season.

Composite maps of wind speed at 300 hPa, representing the jet stream, are

calculated for the days of the events for each region and each season separately.

The results are shown in Fig. 4.16 to 4.19. Regions were the wind speed is not

signi�cantly di�erent at the 95% level from the climatology are hatched. The arrows

indicate the wind direction. At the top right corner of the plots the most frequent

Lauscher Class of the event days is given, indicating the synoptic condition. The

number of total occurrences and availability of the Lauscher Class at the event days
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is also indicated.

Between the individual regions the obtained composite plots show large di�er-

ences. Within one region, the di�erences between the seasons are usually much less

pronounced. For the South Styrian region, the most pronounced results are found

for autumn. The jet stream lies in a narrow band exhibiting a wave-like motion,

with north-westerly �ow (equatorward) coming from the Atlantic into Europe and

turning into north-easterly direction (poleward) over the Alps, which builds a shal-

low trough over western Europe. In winter, this trough is more pronounced and

shifted southward, while the band width gets wider. In summer the equatorward

part is quite similar to autumn, while the poleward is much weaker than in autumn

or summer. In spring, there is still a weak poleward �ow from the Mediterranean

over Austria into Poland visible, while the equatorward part is completely missing.

For extreme events over the North East region, signi�cant results are absent for

winter and also very limited for the other seasons. In spring and winter, a westerly

�ow of the jet stream over the Mediterranean can be identi�ed. In autumn, there is

north-westerly �ow from the British Isles over France into the Mediterranean.

Extreme events in the Northern Stau region in winter are clearly accompanied by

a arc-shaped jet stream �ow from the North Atlantic over the North Sea in central

Europe into the Mediterranean. The same pattern is seen in spring with weaker

wind speeds. In autumn, this pattern is slightly shifted to the south-west, with even

weaker wind speeds. In summer, the jet stream builds almost a half circle around

the Alps, but the results are less pronounced.

The results for the South West region are almost similar in shape and strength

over the di�erent seasons. The jet stream �ow builds a trough over western Europe,

with north-westerly winds over the East Atlantic and Iberia and turning into a

south-west to north-east �ow spanning from the western Mediterranean over the

Alps up to the Baltic Sea. In summer, this pattern is slightly shifted northward and

the wind speeds are weaker.
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Figure 4.16: Anomaly of the 300 hPa wind �eld composites of the 18 strongest daily
extreme precipitation events in the South Styrian region for each season separately. In-
signi�cant anomalies are hatched. The letters in the upper right corner denote the most
frequent Lauscher Class(es) on the days of the events, together with the fraction of abso-
lute occurrences over the number of events where the Lauscher Class(es) were available.
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Figure 4.17: Same as in Fig. 4.16 for the North East region

Figure 4.18: Same as in Fig. 4.16 for the Northern Stau region
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Figure 4.19: Same as in Fig. 4.16 for the South West region

In addition, the moisture transport and the wind speed at the 850 hPa level is

plotted in Fig. 4.20 to 4.23 to analyse the large-scale atmospheric conditions in the

lower troposphere during these extreme events.

For extremes in the South Styria region (Fig. 4.20) there are positive moisture

anomalies visible in the vicinity of the extreme event region, with highest anomalies

usually centered around the Adriatic Sea. Strong anomalies are seen in autumn,

where signi�cant values are found from the Mediterranean over all Eastern Europe

up to the Baltic States and Russia. In spring and winter the pattern is similar with

slightly weaker anomalies. In summer, the signi�cant anomalies are restricted to a

smaller area, covering southern Austria, Slovenia, northern Croatia, Hungary and

stretching north into Poland. The moisture transport anomalies clearly suggest that

the Mediterranean and especially the Adriatic Sea is the main moisture source for

extreme events in the South Styria region in every season. There is also a counter

movement visible over Western Europe, where moisture is transported south towards

the Mediterranean. The overall pattern therefore resembles the pattern of jet stream

anomalies(Fig. 4.16), suggesting a coupling of the upper and lower tropospheric

conditions. These results are also supported by the most frequent Lauscher Class

on the days of the extreme events, which appears to be TS in all seasons.

In the North East region (Fig. 4.21), there are more di�erences between the

individual seasons. Strongest moisture anomalies are found for autumn over Eastern
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and around the Adriatic Sea. This is very similar to the result for autumn for the

South Styria region. The moisture though is transported from the Adriatic Sea in

a wider arc over Eastern Europe into the North East region. Similar conditions are

seen in spring, but with less signi�cance for both the humidity and the moisture

transport. In winter the moisture anomalies are also weak, but still signi�cant over

a large area covering a band stretching from the Benelux over Germany and Eastern

Europe towards the Black Sea and Turkey. Over the Adriatic Sea, there are no

signi�cant values. The moisture transport anomalies are very weak, but hinting at

the North Sea on the one hand and the Mediterranean and the Black Sea on the

other hand as possible sources for the extreme events. An explanation for the weak

anomalies in this season could be that the extremes happened on days with di�erent

synoptic situations. This is suggested by the most frequent Lauscher Class, which

only appeared on 2 out of nine event days, meaning that on all other 7 event days

for which the Lauscher Classes are available, a di�erent class has to be occured.

In the resulting composite plot, this could result in a mutual obliteration of the

anomalies. In autumn, where the highest humidity anomalies are found, 7 out of

12 days had the same Lauscher Classes. In summer, signi�cant moisture anomalies

are only found in the direct vicinity of the North East region. Interestingly, there is

even a wider region of negative anomalies visible over northern Spain and the Bay

of Biscay. The moisture transport on the other hand are the strongest of all seasons,

forming almost a full, anticlockwise rotating circle. The Black Sea could be a main

moisture source for extreme events in the summer season.

Looking at the Northern Stau region (Fig. 4.22), the conditions in summer seem

to be very similar to the North East region, but with a larger area with signi�cantly

enhanced humidity, stretching from the Black Sea in a curve over the Ukraine,

Belarus and Poland towards Austria. This does even more point to the Black Sea

as the main moisture source for extremes in the Northern Stau region in summer.

In the other seasons, the conditions are completely di�erent. In winter and with

weaker anomalies also in spring and autumn, there is moisture transported in a

northwest-southeast direction from the Atlantic and the North Sea directly towards

the Northern Stau region. This is accompanied with enhanced humidity centered

over northern France, the Benelux and western Germany. In autumn, there are also

positive anomalies over the Aegean Sea and the Black Sea. The discrepancy between

the summer and the spring and winter season is also indicated by the di�erent most

frequent Lauscher Class, which appears to be NW for spring and winter and TK

for summer. However, for autumn TK is also the most frequent class, despite the

large di�erences in the pattern of the composite plots, limiting the information of

the most frequent Lauscher Class.

For extreme events in the South West region (Fig. 4.23), the strong south to north
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Figure 4.20: Anomaly of the 850 hPa moisture transport (arrows) and speci�c humidity
(colors) composites of the 18 strongest daily extreme precipitation events in the South
Styria region for each season separately. Insigni�cant anomalies are hatched. A green
rectangle indicates the extreme event region. The letters in the upper right corner denote
the most frequent Lauscher Class(es) on the days of the events, together with the fraction
of absolute occurrences over the number of events where the Lauscher Class(es) were
available.

moisture transport into the target region clearly indicates that the Mediterranean

is the main moisture source in all seasons. Strongest humidity anomalies are found

in winter, where signi�cant anomalies are also covering a wider area than in the

other seasons. Especially in summer and autumn, a counter movement is seen with

moisture transport from north to south over the UK and France in summer and

the Bay of Biscay and Iberia in autumn, where there are also negative humidity

anomalies.
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Figure 4.21: Same as in Fig. 4.20 for the North East region

Figure 4.22: Same as in Fig. 4.20 for the Northern Stau region

52



Figure 4.23: Same as in Fig. 4.20 for the South West region

Interpreting the results of a composite analysis has to be done with caution to

not make misleading conclusions. A downside of the composite analysis is that it will

average over events with potentially very di�erent synoptic to large-scale features.

For instance, it remains unclear if the results for the North East region (Fig. 4.17)

with only small areas of signi�cant values are actually indicating a very weak jet

stream during extreme precipitation events in this region or if very di�erent results

for the individual events canceled out each other due to the averaging. At least

for the winter season, the moisture transport and the di�erent synoptic conditions

indicated by the Lauscher Classes do support the latter explanation. On the other

hand, also the very strong pattern found for the jet stream for the Northern Stau

region in winter could be either a very pronounced jet stream or very similar pat-

terns for the individual events, amplifying the anomalies when they are averaged.

Furthermore, one should keep in mind that the jet stream is usually much stronger

in winter than in summer (Koch et al., 2006).

The results do however still reveal strong di�erences of the conditions between

extreme events in the individual regions. The South Styria and South West show

very similar results both for the jet stream and the moisture transport and avail-

ability. A meandering of the jet stream over western Europe is visible in all seasons,

indicating cyclogenesis over the Mediterranean. This is also supported by the most

frequent Lauscher Classes, which is TS in all seasons for the South Styria region
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and TS and TR for the South West region except for autumn, which seems to have

a larger variability in terms of synoptic conditions. The Mediterranean is clearly

the main moisture source for extreme precipitation in these regions. The contrary

results for the Northern Stau region, although located less than 1◦ to the north

of the South West region, can be explained by the main alpine ridge, separating

these regions and protecting the Northern Stau region from Mediterranean in�u-

ences. Thus, extreme events in this regions are mainly accompanied by north to

northwesterly �ow coming from the North Sea, both visible in the jet stream and

moisture transport and supported by the Lauscher Classes NW and TK. The dif-

fering patterns in summer do support other conditions in this season. As pointed

out above the weak results for the North East regions could indicate that extreme

events in this region could be caused by a larger variety of synoptic and large-scale

conditions than in the other regions.

4.3 Weather types

4.3.1 Estimation of the GPD

To investigate the risk of extreme precipitation in Austria under the condition of

di�erent weather types, the GPD will be estimated for precipitation data on days

where a speci�c Lauscher Class occurred. From the estimated parameters, return

levels will be calculated.

Before estimating the GPD parameters, Tab. 4.1 shows the frequency of the in-

dividual Lauscher Classes in the time period 1997-2018 for which they are available.

Some classes do have very low frequencies, especially Vb and N. Since the threshold

u of the GPD will be chosen as the 90th percentile, this would give only 3-4 samples

for Vb and 6 samples for Nto �t the GPD on, which is obviously not enough. For

the class S, the estimation also failed due to a too small sample size. Therefore, the

Lauscher Classes Vb, N and S have to be excluded from the extreme distribution

analysis. The classes TwM and TSW, which would have also a too low frequency

when considered separately, where combined for this analysis, as Lauscher did not

distinguish between those classes and therefore the di�erences should be negligible.

One should keep in mind that for the Lauscher Classes TR, TB and TwM+TSW

the errors of the estimated parameters are still large, especially for the shape param-

eter and the return levels. A more accurate and suitable selection of the threshold

u could have been possibly achieved by using nonparametric methods, graphical

methods or Goodness-of-Fit tests (Langousis et al., 2016) for the precipitation data

of each class individually, potentially reducing the parameter errors. Since the aim

of this analysis is to get qualitative rather then quantitative results, the bene�t of a
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Table 4.1: Frequency of the Lauscher Classes in the time period 1997-2018

Lauscher Class TK TR Vb TS TB TwM+TSW
Frequency 679 170 36 461 281 188

Lauscher Class N NW W SW S G
Frequency 58 954 756 566 123 860

more accurate threshold selection was not expected to be substantial and thus was

not conducted. Moreover, by using the same percentile for each Lauscher Class as

the threshold, it allows to compare them.

Fig. 4.32 to 4.28 shows the pattern of the threshold u, i.e. the 90th quantile of

the precipitation data, the estimated parameters σ0 and ξ0 of the GPD (according

to (3.5)) and the estimated return level (according to (3.7)), de�ned as the level

which is expected to be exceeded once every 150 days the corresponding Lauscher

Class occurred. Note that in terms of return periods this gives di�erent results for

each class. For instance, the return levels found for the class TR will be exceeded

only once in 20 years, as this class only occurred at 170 days in the 22-year period.

The return levels found for the class TK however, are expected to be exceeded once

every 5 years.

The results for the Lauscher Classes TR, TK and TS do show large similarities.

The threshold, i.e. the 90th quantile is highest at the southern border of Austria,

centered where the borders of Italy, Slovenia and Austria met, which is the typi-

cal "Southern Stau" region. For TR and TK, there are also higher thresholds in

the northern Alpine foothills. Overall, the thresholds are enhanced over all parts

of Austria, compared to the other classes. The scale parameter is highest at the

southern border of Austria, meaning that in this region the extreme values exhibit

large variations. Hence, also the return levels are highest in this region for all three

classes. TR has individual high scale parameter values also in other regions, which

could be due to bad estimation because of the small sample size as mentioned above.

The same holds for the shape parameter. For TK and TS the shape parameter is

close to zero, indicating a light-bounded GPD.

Thresholds associated with the Lauscher Class TB over Austria are also high

at the tri-border region Austria-Slovenia-Italy, but much more restricted to this

region than the other low pressure related classes. In Tyrol and eastern Austria,

the threshold is generally low. High thresholds are found outside Austria over the

whole western alpine region. The scale parameter does correlate with the threshold

and thus also the return levels, giving high values where high thresholds and scale

parameters are found.

The Lauscher ClassTwM&TSW gives high thresholds along the western Mediter-

ranean coast, the western alpine region south of the main alpine ridge and again in
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the Southern Stau regions in Austria and Slovenia. In Austria outside of Carinthia,

the thresholds decrease rapidly. The scale parameter is highest at the southern

border of Austria and along the western Mediterranean coast, resulting in the high

return levels in those regions. The shape parameter seems to be very low in parts

of southern Austria, indicating a bounded GPD which should again be taken with

caution due to the small sample size.

The Lauscher Classes associated with the large-scale �ow over Austria (NW,

W, SW) do show signi�cantly lower values, which is not surprising since they are

not associated with low pressure systems. NW has enhanced thresholds along the

northern alpine slopes as expected from northwesterly �ow. The scale parameter

is also enhanced there and additionally also in Slovenia and the Slovenian-Austrian

border. The shape parameter has weak positive values in most regions. The return

values are as high in Slovenia and the most southern parts of Austria as north of

the Alps due to the scale parameter.

W has higher thresholds over middle Austria than in the west or east, as well

as over Switzerland along the northern slopes of the Alps and in some parts of

western Germany. The scale parameter is again highest in the south of Austria and

in Slovenia, resulting in the high return levels there.

SW is very similar to TB, indicating that TB is accompanied by a southwesterly

�ow over the Alps. The values are also comparably in magnitude.

The Lauscher Class G, which contains all days which could not be categorized

in either of the other classes does not show any enhanced values for either of the

parameters and is therefore not important for extreme precipitation over Austria.

Probably most of these days are associated with weak high pressure or weak pressure

gradient conditions over Austria.
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Figure 4.24: Threshold u and estimated parameters σ0 and ξ0 of the GPD and the
estimated return level for the Lauscher Class TR. u is de�ned as the 90th quantile of
the precipitation data on days where the Lauscher Class occurred. The return levels
are de�ned such that they are expected to e exceeded once every 150 occurrences of the
Lauscher Class.

Figure 4.25: As Fig. 4.32 for the Lauscher Class TK.
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Figure 4.26: As Fig. 4.32 for the Lauscher Class TS.

Figure 4.27: As Fig. 4.32 for the Lauscher Class TB.
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Figure 4.28: As Fig. 4.32 for the Lauscher Class TwM&TSW.

Figure 4.29: As Fig. 4.32 for the Lauscher Class NW.
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Figure 4.30: As Fig. 4.32 for the Lauscher Class W.

Figure 4.31: As Fig. 4.32 for the Lauscher Class SW.
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Figure 4.32: As Fig. 4.32 for the Lauscher Class G.

4.3.2 Fitting of the seasonal cycle

In order to reveal di�erences between the individual seasons, the seasonal cycle of

precipitation conditional on the Lauscher Classes is calculated. Therefore, the pre-

cipitation intensity on each day where the weather type occurred is plotted against

the day in the year when it occurred. This is done at four points of the precipitation

grid, one within each region de�ned in Sec. 3.2. The seasonal cycle is approximated

by a sine wave (Maraun et al., 2009), i.e.

y = a+ b ∗ sin
(

2πt

365.25

)
+ c ∗ sin

(
2πt

365.25

)
, (4.2)

where t is the number of the day in the year and a,b and c the coe�cients which

have to be estimated. The precipitation intensities are assumed to follow a Gamma

distribution (Martinez-Villalobos and Neelin, 2019). The seasonal cycle is �tted for

the 50th, 80th and 95th percentile in order to see di�erences when going to more

extreme values. The 95% con�dence intervals are obtained by error propagation.

Fig. 4.33 to 4.44 show the results for each Lauscher Class, includingN, S andVb.

For Vb only the 50th percentile is plotted, as the �tting of the higher percentiles

failed probably due to the small sample size. Note the di�erent scales for the y-axis.

The Lauscher Class TR does not show signi�cant variations in the seasonal cycle

in North West and South Styria. In South West the 95th percentile has a maximum

July and a minimum in February. In North East, the 50th percentile has a maximum
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in July and August, which is slightly shifted to September for the 80th percentile.

The minima are in February and March, respectively. The 95th percentile has no

signi�cant variations.

For the class TK, maxima are seen in the high summer months and minima

in winter for nearly all regions and percentiles, especially for the 95th percentile in

North West. In North East, the maximum and minimum occurs 2 months earlier in

the year.

The class TS has all the signi�cant maxima (minima) of the 50th and 80th

percentile in July/August (February). This is shifted 1 month towards earlier oc-

currences for the 95th percentile in South Styria and South West. In North East,

the maximum and minimum occurs 1 month later. North West does not show a

seasonal cycle in his 95th percentile.

Only the 95th percentiles have a pronounced cycle in North West and South

West for the Lauscher Class TB. The maximum lies in August/September in South

West and September/October in North West. The minima are in February and

March. In North East, the maximum of the 95th percentile is in March, while it is

in July for the lower percentiles. South Styria only has a signi�cant maximum in

high summer for the 50th percentile.

Results for TwM+TSW are not signi�cant for the 95th percentile, but suggest

maxima in spring. The lower percentiles also have their maxima in spring except

for North East, where it is in July.

The Lauscher Class N has maxima in June/July and minima around the turn of

the year. Only in the South West the maxima and occur later in the year, shifting

from August (50th percentile) over September (80th percentile) to October (95th

percentile). The results are however not signi�cant for every region.

The maxima forNW are in August except for the 95th percentile in North West,

where it is in July. The 95th percentile in South West does not exhibit a seasonal

cycle.

The Lauscher ClassW does not have any signi�cant seasonal variations for either

region or percentile.

For SW, the maxima lie in summer for the lower percentiles and are shifted

towards autumn when going to the 95th percentile. However, those results are not

signi�cant at the 95% level.

For Lauscher Class S the maximum shifts in North West from May to March

when going to higher percentiles. In South West the maxima of the lower percentiles

lie in July, whereas the 95th percentile shows a minimum in summer, which is not

very comprehensible when looking at the individual data points and probably again

due to a too small sample size. The same applies for the 95th percentile in South

Styria. In North East the maxima are found in July.
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Lauscher ClassG shows signi�cant maxima of the seasonal cycles mostly In July.

Only in South Styria and for the 95th percentile in North East this is slightly shifted

towards August.

The results for Vb are not reliable due to the small sample size, but looking at

the individual data points, the highest intensities are obtained in autumn and early

winter for each region. Note however, that in South West there was only one event

with precipitation exceeding 1 mm.

In summary, the most relevant Lauscher Classes for extreme precipitation are

TK, TR and TS, which is not surprising as these classes correspond to low pressure

over middle Europe and/or the Adriatic Sea. Additionally, when looking into the

individual events, the Lauscher Classes G (Fig. 4.43) and NW (Fig. 4.39) show

an enhanced risk of extreme precipitation particularly in summer, suggesting that

these weather types provide a favorable environment for thunderstorms. The highest

return levels are found around the tri-border region Austria-Slovenia-Italy, a typical

Southern Stau region, which is known to have the highest rainfall extremes in Austria

(Seibert et al., 2007). Interestingly, this was seen for all investigated Lauscher

Classes, including NW andW, which were not expected to induce extreme rainfall

at the southern side of the Alps. The high return levels for these classes were caused

especially by high estimated scale parameters in this region.

The investigation of the seasonal cycles shows that most of the regions do either

not exhibit signi�cant variations or have their maxima in summer and minima in

winter. Exceptions are found e.g. for the Lauscher Class TB. The seasonal cycle

is often more pronounced in the 95th percentile due to the larger variations of

precipitation intensities. The weather type Vb, which is known to cause severe

weather over middle Europe and Austria, especially on the northern side of the Alps

(Messmer et al., 2015; Hofstätter et al., 2018), could not have analysed properly due

to the low frequency in the Lauscher series.

It should be noted that the �tted seasonal cycles often do not show as large

variations as the data would suggest, e.g. for Lauscher Class TK (Fig. 4.34), NW

(Fig. 4.39) and G (Fig. 4.43), where the most extreme events are by far stronger

in summer than in other seasons. However, the �t of the 95th percentiles only

exhibit very weak maxima in summer and has furthermore a surprisingly narrow

con�dence interval. The �t could be checked by comparing the seasonal cycle to a

�t of a Gamma distribution to the data of individual months, but this was eventually

beyond the scope of this thesis.
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Figure 4.33: Fitted seasonal cycles for the 50th, 80th and 90th percentile at four individual
grid points for precipitation data on days where Lauscher Class TR occurred.
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Figure 4.34: As Fig. 4.33 for Lauscher Class TK
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Figure 4.35: As Fig. 4.33 for Lauscher Class TS
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Figure 4.36: As Fig. 4.33 for Lauscher Class TB
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Figure 4.37: As Fig. 4.33 for Lauscher Class TwM+TSW
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Figure 4.38: As Fig. 4.33 for Lauscher Class N

69



Figure 4.39: As Fig. 4.33 for Lauscher Class NW
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Figure 4.40: As Fig. 4.33for Lauscher Class W
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Figure 4.41: As Fig. 4.33 for Lauscher Class SW
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Figure 4.42: As Fig. 4.33 for Lauscher Class S
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Figure 4.43: As Fig. 4.33 for Lauscher Class G
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Figure 4.44: As Fig. 4.33 for Lauscher Class Vb
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4.4 Atmospheric stability

In the following, an analysis of atmospheric stability during extreme precipitation

events is conducted. Therefore, temperature gradients and pro�les, as well as the

convective available potential energy (CAPE) and the convective inhibition (CIN)

are calculated at days of extreme events.

Extreme events are de�ned as the 10 strongest events of accumulated hourly

precipitation within an ERA5 grid box in the period 2003-2016. If two of the hourly

extreme events occur at the same day, this is considered as one single event to ensure

to get 10 individual days for the analysis. This is done for four di�erent regions in

Austria (see Fig. 3.1), each de�ned such that it matches a 3×3 ERA5 grid box, and

for each season separately.

For each event, the highest value of the temperature gradient, averaged between

1000 and 300 hPa, CAPE and CIN in the vicinity of the event is calculated, consid-

ering the nearest ERA5 grid point and the 9 surrounding ones. For the temperature

gradient, all four 6-hourly values on the day of the event are considered, whereas for

CAPE and CIN the value at midnight is excluded a priori, as high values are not

expected at this time.

4.4.1 Temperature gradients and pro�les

The obtained averaged temperature gradients associated with the extreme events

(Fig. 4.45 to 4.48) all lie between 0.5 and 0.8 K per 100 m, with most values

between 0.6 and 0.8 K per 100 m. Values below 0.6 K per 100 m are exclusively

obtained in winter with one exception. The strongest gradients are found in spring

in all regions, followed by summer, spring and winter.

The relationship between precipitation and temperature gradients obtained by

linear regression in South Styria is positive for winter and autumn and slightly

negative in spring and summer, meaning that the most extreme events do exhibit a

slightly more stable atmosphere in spring. The results are the same for North East,

with a positive relationship in spring and summer and a negative one in winter and

autumn. In the Northern Stau region, there is a clear negative relationship visible

in winter, whereas in the other season it is slightly positive or almost no trend can

be seen. In South West, the relationship is negative in all seasons. Note however,

that only the trends for South Styria in winter and autumn and for the Northern

Stau region in winter are signi�cant at the 95% level.
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Figure 4.45: The strongest temperature gradients averaged between 1000 hPa and 300
hPa dependent on the accumulated hourly precipitation of the 10 strongest events within
each ERA5 grid box for each season in the South Styria region. The red line gives the
linear trend.

Figure 4.46: Same as in Fig. 4.45 for the North East region
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Figure 4.47: Same as in Fig. 4.45 for the Northern Stau region

Figure 4.48: Same as in Fig. 4.45 for the South West region
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Fig. 4.49 to 4.52 shows the averaged temperature pro�le of the events (solid blue

line) at the grid point where the temperature gradient is strongest. The lapse rate

does lie between the theoretical moist (dashed line) and dry (dotted line) adiabatic

lapse rate (see (2.4) and (2.5)) for all regions and all seasons except for winter,

where the lapse rate is slightly below the moist adiabatic lapse rate. Compared to

the climatological mean (solid green line) the temperature averaged over the events

is always higher at the surface and does decay faster than the climatological mean,

mostly in the lower troposphere, because of a higher temperature gradient. In the

Northern Stau and South West region the gradient of the events is especially strong

between roughly 850 and 700 hPa, except for winter.

Loriaux et al. (2016) did �nd similar results when investigating precipitation

events in the Netherlands, with a warmer atmosphere and higher gradients when

going to more extreme events. They obtained the highest temperature gradients

also between roughly 800 and 700 hPa.
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Figure 4.49: The mean temperature pro�le (blue solid line) of the 10 strongest events
within each ERA5 grid box for each season in the South Styria region, obtained at the
grid box of the highest temperature gradient. The blue dashed (dotted) line depicts the
moist (dry) adiabatic lapse rate. The green lines are the same as the blue ones for the
climatological (2003-2016) mean.

Figure 4.50: Same as in Fig. 4.49 for the North East region
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Figure 4.51: Same as in Fig. 4.49 for the Northern Stau region

Figure 4.52: Same as in Fig. 4.49 for the South West region
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4.4.2 CAPE and CIN

Fig. 4.53 to 4.56 shows the extreme precipitation values dependent on the obtained

CAPE for each region. Not surprisingly, CAPE shows a clear seasonal cycle with

lowest values in winter and highest values in summer for all regions. In the South

Styria region, there are also large values (>3000 J/kg) obtained in spring. It is also

the only region, where moderately high values (up to 500J/kg) in winter can be seen.

The four outliers in spring, where CAPE exceeds 2000 J/kg, are all associated with

comparably low to moderate precipitation values. In the South West and North

East region, CAPE is higher in spring than in autumn on average.

There is no clear relationship immediately visible between CAPE and precipita-

tion within these extreme events. Higher values of CAPE can lead to both very high

and moderate extreme values. Vice versa, the most extreme events can be accom-

panied by very low CAPE and the weakest extremes are sometimes associated with

a lot of CAPE. In some seasons in some regions there is a trend that the weakest

extremes cannot be accompanied by high values of CAPE, e.g. South West and

Northern Stau in summer or North East in autumn.

CIN (Fig. 4.57 to 4.60) is strongest in summer in all regions on average, but

can exhibit high values also in spring and autumn. Although low values can lead

to all kinds of extreme precipitation values from weak to strong, the stronger the

CIN, the more restricted is the possible range of precipitation values towards weaker

extremes. This can be seen in most regions and most seasons, but there are some

exceptions. In the South Styria region in autumn for instance, there seems to be the

opposite case that weaker CIN restricts the extreme precipitation to lower values.

Additionally, in autumn CIN seems to be restricted to values above about -300 J/kg

with one outlier at -600 J/kg.

A more objective assessment of the relationship between CAPE and CIN and the

precipitation intensity can be given by �tting the data according to the supposed

relationship given by (2.10). By rearrangement, a regression model can be developed

of the type

ln(I) = c+ β ∗ ln(CAPE), (4.3)

where c is a constant and β is the regression coe�cient. The same model is applied

also to the CIN values, following Lepore et al. (2016).

The obtained regression coe�cients and their standard errors for each region and

season are given in Tab. 4.2 and 4.3. For winter, only the data for South Styria was

�tted, as in the other regions the obtained CAPE is mostly zero. The highest value

in a region is written in bold and the highest value in a season is marked by *.

For CAPE, South Styria has regression coe�cient between 0.2 and 0.5. The

82



highest values are found for winter and summer, whereas the lowest is in autumn.

In South West, the values are generally low, with 0.14 the highest one found in

summer. The coe�cients in spring and autumn are not signi�cantly di�erent from

zero. In the Northern Stau region, the highest coe�cients of all regions are found

in spring and summer, signi�cantly exceeding even the theoretical limit of 0.5. In

autumn the relationship is much weaker compared to the other seasons. In North

East, moderate values are found in spring and autumn, while the coe�cient in

summer is close to zero.

The di�erences between the individual regions are quite large, possibly indicat-

ing a varying importance of convective precipitation in the extreme events for the

individual regions. While in North East and especially in South West only a rather

weak or almost no relationship, depending on the season, is found, the relationship

is clearly stronger in South Styria and the Northern Stau region. To explain the ex-

ceedance of the theoretical limit in spring and summer in the Northern Stau region,

additional processes in forming these events and correlating with CAPE have to be

assumed.

The obtained CAPE coe�cients are comparable to those found by Lepore et al.

(2015), especially those in South Styria. Interestingly, they noted a weaker rela-

tionship for summer than for winter, while here the highest coe�cients are found

in summer for all regions except North East. However, a coe�cient for winter was

only obtained for South Styria, where it is as high as in summer.

For CIN, the obtained relationships largely vary between regions and seasons.

The values for the regression coe�cients reach from highly negative (South Styria

in winter, Northern Stau in spring and South West in all seasons) to highly positive

(Northern Stau in summer). The positive values are surprising, as one would expect

a negative relationship, as large values of CIN do hinder the rising of the air to the

LFC and therefore the development of deep convection. Besides Northern Stau in

summer, signi�cant positive coe�cients are obtained in South Styria in summer and

autumn and in North East in spring. The negative relationships are much stronger

than those found by Lepore et al. (2016), who obtained values all between 0 and

-0.25. South West is the only region where consistent (negative) coe�cients are

found in all seasons.

This analysis could be in�uenced by the temporal and spatial resolution of the

reanalysis dataset used for retrieving CAPE and CIN as well as temperature for cal-

culating gradients and pro�les, which is 6-hourly and 0.25◦× 0.25◦. The temporal

resolution could be too coarse to e�ectively capture the peak values of those vari-

ables, which can exhibit large variations within 6 hours (Loriaux et al., 2016). For

instance, a thunderstorm could build up in the afternoon after 12 UTC, cause an

extreme event and collapse before 18 UTC, so that it won't be resolved in the reanal-
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Figure 4.53: Accumulated hourly precipitation of the 10 strongest events within each
ERA5 grid box for each season in the South Styria region, dependent on the CAPE of
the event obtained at the surrounding grid box with the highest temperature gradient.

ysis data and eventually the strongest values would be missed. Dong et al. (2019)

did not �nd a signi�cant relationship between CAPE and extreme precipitation in-

tensities and suggested that this might be because of the low temporal resolution of

the CAPE data they used. Furthermore, the spatial resolution is coarse compared

to the precipitation data, which is 1 km × 1 km. This means that for an event,

which might be very localized and lead to extreme precipitation values at one grid

point only (e.g. a small thunderstorm cell), CAPE and CIN are obtained for an area

much larger than the actual event region. Hence it would tend to underestimate the

CAPE and CIN values for such events.

While this could be an explanation of rather low CAPE regression coe�cients in

some regions, it would raise further scepticism for values >0.5. Further investigations

on these considerations were beyond the scope of this thesis, but it seems likely that

an analysis with higher resolved reanalysis data would provide more reliable results.
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Figure 4.54: Same as in Fig. 4.53 for the North East region

Figure 4.55: Same as in Fig. 4.53 for the Northern Stau region
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Figure 4.56: Same as in Fig. 4.53 for the South West region

Figure 4.57: Accumulated hourly precipitation of the 10 strongest events within each
ERA5 grid box for each season in the South Styria region, dependent on the CIN of the
event obtained at the surrounding grid box with the highest temperature gradient.
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Figure 4.58: Same as in Fig. 4.57 for the North East region

Figure 4.59: Same as in Fig. 4.57 for the Northern Stau region
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Figure 4.60: Same as in Fig. 4.57 for the South West region

Table 4.2: Regression coe�cients and their standard errors for the regression model given
by (4.3). The highest value in a region is written in bold and the highest value in a season
is marked by *

South Styria South West Northern Stau North East

DJF 0.47+0.19* - - -
MAM 0.36+0.22 0.10+0.12 0.78+0.22* 0.19+0.11
JJA 0.47+0.26 0.14+0.11 0.90+0.17* 0.04+0.31
SON 0.22+0.13 0.07+0.16 0.23+0.13 0.30+0.10*

Table 4.3: As Tab. 4.2 for CIN

South Styria South West Northern Stau North East

DJF -0.79+0.51
MAM 0.14+0.20 -0.82+0.38 -0.74+0.56 0.27+0.19
JJA 0.22+0.15 -0.76+0.31 0.71+0.50 -0.38+0.20
SON 0.34+0.20 -0.60+0.27 -0.08+0.29 0.19+0.20
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Chapter 5

Summary and conclusion

Several drivers of extreme precipitation in Europe and Austria were investigated.

The GEV distribution as well as sensitivities on return levels obtained by the es-

timated parameters where calculated for possible large-scale drivers, namely the

SNAO, the SEA, tropical precipitation and the Indian Summer Monsoon. The loca-

tion and scale parameters µ and σ were modelled as linear dependent on the index

of the corresponding drivers, while the shape parameter ξ was kept constant. The

shift of the location of the GEV distribution dependent on the driver was often com-

parable to the �ndings on mean precipitation (Bladé et al., 2012; Wul� et al., 2017;

Ossó et al., 2019). Regions of positive correlation between mean precipitation and

the phase of the driver do also show a shift of the GEV distribution towards higher

extremes and vice versa. The pattern for tropical precipitation is shifted southeast-

ward compared to the SEA. The variations of the scale parameter with the phase of

the driver is either insigni�cant almost everywhere or only signi�cant in some small

regions. However, as the return levels are sensitive to changes in the scale parameter,

the resulting patterns of the sensitivity on the return levels can di�er from those of

the location parameter. Worth mentioning are the contradicting patterns found for

the SEA and tropical precipitation. For the Indian Summer Monsoon, a region of

both signi�cant positive location and scale parameter shifts were found in western

Germany/eastern Poland, which was not seen for mean precipitation.

A composite analysis of the jet stream and moisture availability and transport

at days of extreme precipitation events in four regions and all seasons in Austria

was conducted. Di�erences where found between regions on the southern and the

northern side of the Alps. While extremes in the northern region were caused by

strong moisture in�ow from northwest to northeast and accompanied by the jet

stream lying in a northwest to southeast direction over central Europe, the regions

on the southern side exhibited extreme events which were characterized by moisture

transport from the Mediterranean Sea and a meander of the jet stream to the west

to southwest of Austria. The results for the North East region suggest that extremes
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in this region can be associated with a wider spectrum of large-scale conditions.

The impact of di�erent synoptic conditions on extreme precipitation over Austria

were further analysed by estimating the GPD for days where a certain weather type

occurred. The weather types were based on the classi�cation of Lauscher (1972).

The classes with the highest impact were found to be those who are associated

with low pressure systems either over or south of Austria. The highest return levels

were found at the southern border of Austria for almost every class. Additionally,

the seasonal cycle was �tted to precipitation data of the several classes in the four

regions. The maxima were found to be mostly in the summer months for both

moderate and high percentiles. Exceptions are seen e.g. for class N. The 95th

percentile does exhibit more pronounced maxima and minima than lower percentiles.

To investigate the atmospheric stability during or prior to extreme precipitation

events, temperature gradients and pro�les, as well as CAPE and CIN were calcu-

lated. The atmosphere was found to be warmer and more unstable than in the cli-

matological mean during these events. The temperature gradients averaged between

1000 and 300 hPa lie mostly between 0.6 and 0.8 K/100 m, with the strongest gra-

dients found in spring. No signi�cant trend towards either higher or lower gradients

for higher intensities was seen for most regions and seasons within those extremes.

Both high and low values of CAPE and CIN can lead to extreme events. A positive

relationship between CAPE and precipitation intensities was obtained, especially in

spring and summer in the Northern Stau region. The relationship with CIN can

be either positive or negative, with large variations between individual regions and

seasons.

These results highlight the importance of drivers at a wide variety of scales for

extreme precipitation in Europe and Austria. Large-scale drivers are important by

altering the large-scale circulation and increasing the probability for e.g. an extrat-

ropical cyclone to develop in or move over a speci�c region. These synoptic systems

furthermore can destabilize the atmosphere and cause moisture to be transported

into or be converged in an area, where then, depending on regional to local scale

factors, a precipitation event can be triggered. The interplay between those scales

is crucial for assessing the conditions under which extreme precipitation events oc-

cur. the results show that the probability and severity of extreme precipitation in

Europe can be in�uenced by remote conditions around the globe. In Austria, their

are large di�erences between favourable conditions for individual regions, especially

at the synoptic scale, meaning that those regions have to be treated separately.

Atmospheric instability does play an important role in triggering extreme events,

but is not essential. Beside those studied in this thesis, also many other drivers are

relevant for extreme precipitation and need to be considered.
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