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Abstract

Lithium-ion secondary batteries are the ubiquitous source of electrical power for many applications
nowadays, ranging from consumer electronics, over power tools to electric vehicles. Great progress
has been achieved over the last years to bring down cost and to increase lifetime, performance and
safety of lithium-ion secondary batteries by improving its (active) materials and its production process.
Optimized operational strategies can further increase the use of the battery and bring down the total
cost of ownership by facilitating it fully.

For this, precise knowledge of, among others, the state-of-charge and the state-of-health during
the operational life of the battery is required. Knowledge of the cells internal state is also paramount
for further research and development on lithium-ion secondary batteries. Hence, reliable methods for
state estimation of lithium-ion secondary batteries are required. State-of-the-art battery management
systems derive the parameters indirectly from the electrical two pole behaviour of the battery, which
can lead to inaccurate values. Laboratory equipment on the other hand is mostly based on imaging
methods which are bulky, expensive and most of the time cannot be used in-operando.

To overcome these issues, an alternative route is followed in this thesis by investigating non-
destructive testing methods for their potential and their boundaries for monitoring lithium-ion sec-
ondary batteries as an inexpensive method which can be used in-operando. Acoustic methods in
the audible and the ultrasonic region are deployed to lithium-ion secondary battery pouch cells
and checked for their capability for state estimation under laboratory conditions and under realistic
scenarios like dynamic load profiles and changing ambient temperature. While the methods in the
audible region were found to be more suited for deriving mechanical parameters in laboratory which
are useful for battery pack design than for state estimation, the ultrasonic methods were found to be
suited for state estimation also under realistic conditions and for laboratory use to gain insights in
the cell. In a detailed review of the recent state of non-destructive testing of lithium-ion secondary
batteries expansion-based, force-based, strain-based, and acoustic emission methods were also in-
vestigated for their capabilities. Especially force- and strain-based methods show promising results
for implementation in applications while expansion-based and acoustic emission methods are more
suited to reflect internal processes in the laboratory.





Kurzfassung

Lithium-Ionen-Sekundärbatterien sind heute die allgegenwärtige Quelle elektrischer Energie für viele
Anwendungen, die von der Unterhaltungselektronik über Elektrowerkzeuge bis hin zu Elektrofahrzeu-
gen reichen. In den letzten Jahren wurden große Fortschritte erzielt, um die Kosten zu senken und die
Lebensdauer, Leistung und Sicherheit von Lithium-Ionen-Sekundärbatterien zu erhöhen, indem die
(aktiven) Materialien und die Produktionsverfahren verbessert wurden. Optimierte Betriebsstrategien
können den Nutzungsgrad der Batterie steigern und so die Gesamtkosten über die Produktlebensdauer
senken.

Dazu ist eine genaue Kenntnis unter anderem des Lade- und des Gesundheitszustands während
des Betriebs der Batterie erforderlich. Die Kenntnis der Zell-internen Zustände ist auch für die
weitere Forschung und Entwicklung von Lithium-Ionen-Sekundärbatterien von größter Bedeutung.
Daher sind zuverlässige Methoden zur Zustandsabschätzung von Lithium-Ionen-Sekundärbatterien
erforderlich. Moderne Batteriemanagementsysteme leiten die Parameter indirekt aus dem elektrischen
Zweipolverhalten der Batterie ab, was zu ungenauen Werten führen kann. Laborgeräte hingegen
basieren oftmals auf bildgebenden Verfahren. Diese Geräte sind sperrig, teuer und können meist nicht
im laufenden Betrieb eingesetzt werden können.

Um diese Probleme zu überwinden, wird in dieser Arbeit ein alternativer Weg beschritten, in-
dem zerstörungsfreie Prüfverfahren auf ihr Potenzial und ihre Grenzen für die Überwachung von
Lithium-Ionen-Sekundärbatterien als kostengünstige Methode untersucht werden, welche auch in-
operando eingesetzt werden können. Akustische Methoden im Hör- und Ultraschallbereich werden an
Lithium-Ionen Pouch-Zellen erprobt und auf ihre Fähigkeit zur Zustandsabschätzung sowohl unter
Laborbedingungen als auch unter realistischen Szenarien wie dynamischen Lastprofilen und wechseln-
den Umgebungstemperaturen geprüft. Während sich die Methoden im hörbaren Bereich eher für die
Ableitung mechanischer Parameter im Labor, die für das Batteriepack-Design nützlich sind, als für die
Zustandsabschätzung eigneten, erwiesen sich die Ultraschallmethoden für die Zustandsabschätzung
auch unter realistischen Bedingungen und für den Laboreinsatz zur Gewinnung von Erkenntnissen in
der Zelle als geeignet. In einer detaillierten Übersicht über den aktuellen Stand der zerstörungsfreien
Prüfung von Lithium-Ionen-Sekundärbatterien wurden auch Expansions-, Kraft-, Dehnungs- und
Eigenschallemissions-basierte Methoden auf ihre Eignung zur Abschätzung von Batterieparametern
untersucht. Insbesondere Kraft- und Expansionsbasierte Methoden zeigen vielversprechende Ergeb-
nisse für die Umsetzung in Anwendungen, während Dehnungs- und Eigenschallemissions-basierte
Methoden besser geeignet sind, interne Prozesse im Labor abzubilden.
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Chapter 1

Introduction

This chapter gives an overview on the motivation and the objectives of this work, an outline, and the
author’s contribution to the scientific papers that were published as part of this cumulative thesis.

1.1 Motivation

Our today’s society is strongly dependent on energy from fossil sources to power our economy and
satisfy our everyday needs. In the year 2015, 81.7 % of the world’s primary energy consumption
was covered by coal, natural gas and oil [1]. Within the European Union the share of those sources
amounted to 70.4 % in the year 2017 [2]. As fossil fuels are carbon-based and usually are burned
to make their chemically stored energy accessible for our use, this energy mix leads to a significant
output of carbon dioxide (CO2) by humanity, which peaked at an all-time high of 22 gigatonnes
CO2 worldwide in 2019 [3]. CO2 is a greenhouse gas and anthropogenic CO2 plays a major role in
global warming. Exhausts from burning fossil fuels also drive air pollution, negatively impacting
our well-being and health with more than 400,000 premature deaths yearly in Europe alone [4]. To
mitigate global warming and air pollution, a shift to energy from renewable sources is needed and
is one of the biggest challenges of our modern society. The European Commission for example set
a path with specific goals for reducing the emissions of the European Union. For the year 2030 the
goals are

• 40 % cuts in greenhouse gas emissions,

• 32 % share for renewable energy, and

• 32.5 % improvement in energy efficiency

all compared to the year 1990 [5]. Transportation and electrical power generation are two main sectors
where major de-carbonization is needed and achievable. In terms of transportation this calls for an
electrification of the propulsion system as partially or pure electric drive trains have higher efficiency
than drive trains that are solely based on internal combustion engines. Partial electrification leads to



2 Introduction

drastically reduced overall and local emissions. Full electrification leads to zero local emissions and
reduced or zero overall emissions, depending on the primary energy source the electrical power is
converted from. In terms of electrical power generation, a shift to renewable sources like solar or
wind is required. Those renewable sources have the drawback of being volatile and thus leading to
unwanted fluctuations in electrical energy generation. So, for both tasks (de-carbonisation of transport
and electrical energy generation), storage technologies for electrical energy are required.

The lithium-ion secondary battery (LIB) is seen as the technically and economically most viable
storage technology solution for both sectors at the moment. Additionally, LIBs are widely used for
other applications such as portable consumer devices and power tools. Considering these drivers,
the total worldwide market for LIB is estimated to grow to 880 GWh (base scenario) or 1200 GWh
(realistic scenario) in the year 2030 [6], which is at least 5.5 times more than in the year 2018 when
the output amounted to 160 GWh. A main driver will be the cost of the storage system which is
expected to fall by more than 50 % in the next decade [6, 7]. Costs can be saved by reducing material
cost, reducing production and overhead cost and by reducing the cost of auxiliaries [7]. Another
possibility is to reduce the total cost of ownership (TCO) of the LIB by maximizing its efficiency and
cycle life and thus lowering the operational cost. Crucial for such optimized operation is the exact
knowledge of battery state indicators like state of charge (SOC), depth of discharge (DOD), state
of health (SOH) and temperature of the LIB (cell). Estimation of those values is performed by the
battery management system (BMS). State-of-the-art BMS use the electrical two-pole behaviour of the
battery in some cases combined with the temperature to estimate state of X (SOX) values, with X
including a range of state values of interest. Estimation of SOX via the electric two pole response is
an indirect way of measurement and can therefore suffer from insufficient data. This stands in the
way of optimized operation and an alternative source of data to overcome these issues is required.

In LIB, but also for batteries in general, the physical properties change with cycling and over the
operational life. This has a large impact on both safety of the system, as well as its use in second
life applications. This also impacts the viability of some common market practices in the automotive
industry, such as second hand car trade, which depends heavily on the life time expectation of the
vehicle.

As lithium-ions (Li+) are shuttled from anode to cathode during discharge and vice versa during
charge, the electrode materials are altered in their morphology and subsequently their mechanical
behaviour. As the battery ages by cycling and over time, its materials are also altered over its
operational life by decay processes [8, 9]. This means, knowing the mechanical or physical properties
of the cell, allows to determine both SOC and SOH or SOX in general. This is a direct way to measure
SOX values. While this type of examination has been performed for decades on LIB in laboratories
using imaging methods, in recent years also other non-destructive testing (NDT) approaches have
received more attention [10]. Promising methods are analysis with dilation and resulting strain /
force measurement, as well as inspection with acoustic analysis. These methods bear the potential
for instrumentation in laboratories as well as implementation in applications as they are capable of
in-situ and in-operando measuring. Improvements towards applicability, accuracy, cost reduction,
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miniaturization, and reliability of these methods are required for further implementation. However,
NDT mechanical methods can bring a reliable second source for estimation of SOX parameters
without any cycling as well as for quick quality inspection of new and used cells and also contribute
knowledge for further improvements of LIB by a better understanding of internal material-related
phenomena during LIB operation.

1.2 Objective

This work aims to transfer the methods of NDT to LIB to reveal internal processes in-situ and in-
operando. Special focus is on acoustic methods in the audible region and ultrasonic (US) probing.
This approach is inspired by the bouncing tests [11] on alkaline primary battery cells, which change
their mechanical behaviour drastically over the SOC: when dropped on a solid surface, fully charged
batteries bounce several times, while empty ones do not bounce at all as changes in the internal
morphology alter the mechanical behaviour of the cell drastically. As for example the graphite anode
of LIB shows changes in volume of around 10 % during cycling [12] and this expansion can also be
measured on the outside of the cell [10, 13], the hypothesis of this work is that these physical changes
must be also be observable from the outside by applying acoustic methods.

To examine this hypothesis, different acoustic methods are investigated mainly for their ability
to reveal changes in mechanical behaviour like stiffness and damping from the outside and their
correlation with the SOX of the cell. The methods developed should be suited to monitor the behaviour
continuously during operation, without influencing the device under test (DUT). All the methods
should be evaluated both for laboratory use and their potential for implementation. So for validation
realistic scenarios are chosen in terms of power profiles and operational temperature.

First, excitation with sound in the audible region is investigated. An electrodynamic shaker in
combination with an impedance head is used to excite 20 Ah commercial pouch cell with frequencies
from 20 Hz to 3 kHz. This is done for new and aged cells. The evolution of the frequency response
function (FRF) is then used to analyse the mechanical behaviour of the cell over SOC and SOH and
for various temperatures. These interdependencies and correlations are provided and elaborated in
terms of their information content regarding the cell state.

Second, the possibilities of US diagnosis are examined. Special focus is on reducing the com-
plexity of the system to bring it from the laboratory approach, where its applicability is already
proven [14–18], closer to application. To reduce complexity and cost, mainly the excitation and the
measurement and post-processing of the signal provide room for improvement. For actuators and sen-
sors, piezo transducers like those demonstrated in [16–18] are already a low-cost and low-complexity
design. Furthermore, this method is to be checked for proper operation with dynamic load profiles
and different temperatures like those which can be found in applications.

Third, with NDT testing on LIB, as already stated, being a relatively new and emerging topic, a
detailed and comprehensive review of the methods (without imaging methods) is still missing. The
different approaches presented in today’s literature have to be examined with regard to their suitability
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and the possibilities they offer for use in the laboratory as well as for battery management systems
within application.

Last, a summary of the whole topic of NDT in LIB, the current status and an outlook are given.

1.3 Outline

This cumulative dissertation is based on three open-access peer-reviewed journal publications that
can be found in the appendix (see appendix B, C and D) and are listed in Tab. 1.1. All are focused
on NDT of LIB for estimation of SOX. In paper 1 [19] mechanical frequency response function
(FRF) and experimental modal analysis (EMA) are performed in order to estimate SOC and SOH of a
commercial LIB pouch cell; in paper 2 [20] the applicability of US probing of LIB pouch cells for
SOC estimation under real-world conditions is investigated, the focus being on implementation of
the method for BMS; in paper 3 [10] a comprehensive review of non-destructive mechanical testing
methods for LIB is given. This review includes methods based on volume change (dilation, strain and
force) as well as EMA, US probing and acoustic emission (AE) approaches.

To complement these papers the main body of this thesis first provides additional theoretical
background on LIB and NDT; second, the context and interdependencies of the published articles are
elaborated; and third, the scientific progress achieved on the topic and an overall conclusion is given.

Table 1.1 Table of peer reviewed articles.

Paper 1, Hartmut Popp, Gregor Glanz, Karoline Alten, Irina Gocheva, Wernfried Berghold,
Alexander Bergmann; ’Mechanical Frequency Response Analysis of Lithium-Ion
Batteries to Disclose Operational Parameters’; Energies, 11(3) (2018), Paper Number
541; https://doi.org/10.3390/en11030541

Paper 2, Hartmut Popp, Markus Koller, Severin Keller, Gregor Glanz, Reinhard Klambauer,
Alexander Bergmann; ’State Estimation Approach of Lithium-Ion Batteries by Simpli-
fied Ultrasonic Time-of-Flight Measurement’; IEEE Access, 7 (2019), Pages 170992 -
171000; https://doi.org/10.1109/ACCESS.2019.2955556

Paper 3, Hartmut Popp, Markus Koller, Marcus Jahn, Alexander Bergmann; ’Mechan-
ical Methods for State Determination of Lithium-Ion Secondary Batteries: A
Review’; Journal of Energy Storage, 32, (2020), Paper Number 101859;
https://doi.org/10.1016/j.est.2020.101859

https://doi.org/10.3390/en11030541
https://doi.org/10.1109/ACCESS.2019.2955556
https://doi.org/10.1016/j.est.2020.101859
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1.4 Authors’ Contributions to the Articles

Table 1.2 lists the contribution of the authors to the journal publications. Focus of the list is on the
contributions from the author of this thesis (Hartmut Popp (H.P.)).

Table 1.2 Authors’ contributions to scientific articles.

Paper 1, Hartmut Popp (H.P.) is first author, conceived and designed the experiments and test
setups, monitored the experimental phase, did the data analysis with assistance of
Gregor Glanz, Karoline Alten, Irina Gocheva and Alexander Bergmann, coordinated
all the activities and wrote the original draft with support of the co-authors, reviewed
the work together with Irina Gocheva, Karoline Alten and Alexander Bergmann, and
performed the activities concerning submission. Gregor Glanz did the main part of
the practical testing with support of H.P.. Wernfried Berghold did the programming
and adaptation of the test benches and the automated test setup.
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Chapter 2

Fundamentals of Lithium-Ion Secondary
Batteries

This section gives an introduction to LIB and provides relevant information for understanding of
the subsequent content of this work. First, the working principle of LIB is explained; second, the
mechanical setup and materials are summarized; third, information on safe operation and ageing are
given and fourth, common electrical test methods for LIB are briefly elaborated.

2.1 Working Principle

The system known as LIB is a secondary battery, meaning it is rechargeable. Since the desired source-
and end- product is electrical energy, but the energy is stored chemically, conversion between those
states is required upon charging and discharging. LIBs are electro-chemical converter and chemical
storage in one unit. This distinguishes them from fuel-cells or flow-cells where energy conversion and
energy storage take place in different components. This brings the benefit of easy handling but the
drawback of the energy content being coupled with the size of the converter [8].

LIBs are galvanic or voltaic cells consisting of a pair of electrodes (positive and negative),
an electrolyte, usually a separator and a casing. State-of-the-art LIB cells have a more complex
architecture which is explained further. In fig. 2.1 the working principle is shown. As LIBs operate on
a rocking chair principle, neither the anode (negative electrode) nor the cathode (positive electrode)
consist of pure metallic lithium, which would otherwise cause safety issues due to its intrinsic nature
of forming dendrites upon plating and stripping off the metal surface (see also sec. 2.2.1). Rather,
Li+ are stored in host lattices. In the case of the anode, this host lattice is nowadays mostly graphite
and in the case of the cathode mostly lithium-metal-oxides or lithium-metal-phosphates [8–10, 21].
Upon discharge the Li+ is solvated on the surface of the anode and travels, driven by the electromotive
force (EMF), through the electrolyte and the separator to the cathode, where it is de-solvated on the
surface. When charging, the process is vice versa. To balance the difference in charge, an electron e-

has to travel over the electrical circuit, so an electrical current is established. In eq. 2.1, 2.2 and 2.3
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Figure 2.1 Working principle of LIB (modified from [10]) (CC BY 4).

the reaction equation for each electrode and the overall cell is shown in an exemplary way for a cell
with a graphite (C6) anode and a Lithium-Cobalt-Oxide (LCO) (LiCoO2) cathode [8, 21]. This LCO /
graphite system was the first commercialised LIB technology [21]. For other materials the reaction
equation can vary.

Anode: nC+ xLi++ xe− ⇐⇒ LixCn (2.1)

Cathode: LiCoO2 ⇐⇒ Li1−xCoO2 + xLi++ xe− (2.2)

Overall cell: LiCoO2 +nC ⇐⇒ Li1−xCoO2 +LixCn (2.3)

Many cathode materials are not suited to be fully de-lithiated. So in eq. 2.2 this means x < 1.
In the case of LMO, x is at maximum 0.5. Graphite can be fully de-lithiated with 0 ≤ x ≤ 1 [8].
However, due to an overhang (overdimension) of the anode, this is usually not the case [10, 22, 23].
More information on LIB materials can be found in sec. 2.2.

Nowadays LIB cells are produced in two main formats, prismatic and cylindrical; while the
prismatic ones can be further divided into hard case- and soft- case cells [10]. Soft- case prismatic
cells commonly are referred to as pouch cells. In fig. 2.2 those cell formats are shown. Cylindrical
cells mostly have a lower maximum size than the other types and thus have typically a maximum
capacity of < 10 Ah. The other formats are available in larger casings ranging from a few Ah up to
over a hundred Ah [8].

In fig. 2.2 also the typical mechanical setup of LIB cells is shown. It is composed of different
layers of anodes and cathodes with separators in between. The electrodes are made of current collector
foils that are coated with the electrode material, which consists of active material, conductive additive
and polymeric binder. For the anode the foil consists of copper and has a typical thickness of around 9
to 12 µm. For the cathode aluminium is used and the typical thickness is around 12 to 20 µm due to its
lower electrical conductance. The conventional coated active material layer thickness varies between
30 µm and 200 µm on either side of the current collector, depending on whether the cells are power or
energy cells. Also the compression and thus the loading (g/cm2) of the active material is very different
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Figure 2.2 Sketch of pouch (top), cylindrical (bottom left) and prismatic cell (bottom right) (extended
from [10] (CC BY 4)).

with power or energy cells. Power cells have lower compression of the layers. Thus the porosity is
higher, leading to larger paths for ion diffusion and higher surface area for phase transition and thus
lower impedance. High energy cells have higher loadings as more active material can intercalate more
ions [8, 24].

2.2 LIB Materials

This section covers commonly used materials and promising future materials for LIB cells. The active
materials used in the cell do not only influence the capacity and impedance but also the voltage of the
battery due to the difference in electrode potential [8]. To have high energy density cells, the goal is
to maximize operating voltage and cell capacity (eq. 2.4).

En =Un ·Cn (2.4)
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With En being the nominal energy content in Wh, Un being the nominal voltage in V, and Cn being the
nominal capacity in Ah. So ideally, anode and cathode materials with high difference in electrode
potential and high capacity have to be applied to get high-energy-density-cells. However, tradeoffs
have to be made as other important parameters for active materials are the stability, safety and cost
of the material, which often stand in opposition to the above-mentioned values. Thus, commercial
state-of-the-art energy-optimized cells show an energy density of around 250 to 280 Wh/kg [22, 25]
even when materials allowing for much higher energy density would be already available today. The
most important points of common materials are discussed below in this section. The values given for
the specific capacity of the material are always the theoretical ones. Experimental and typical ones
are usually lower mainly because of reversible and non-reversible capacity (see tab. 2.2). For many
materials not all of the theoretically available Li+ can be removed without damaging the host structure
significantly [26].

In general, active materials for LIBs are always composites. Usually they consist of the active
material itself, but for better electrical conductivity a few percent of a conductive agent are added
and to increase the cohesion also a few percent of a binder material acting as glue are required [24].
Very common materials for conductive agents are carbon black (CB) and for binders polyvinylidene
fluoride (PVDF) is used on the cathode side and a mixture of styrene butadiene rubber and sodiumcar-
boxymethyl cellulose (SBR+CMC) is used for the anode side [27, 28]. Beside these commonly used
ingredients, there may be additives e.g. for protective coating of the active material.

2.2.1 Anode

This subsection briefly summarizes the most commonly used and the most promising anode materials.

Lithium

Lithium is the third lightest element and the lightest solid one at ambient conditions. Is has the
lowest reduction potential with -3.04 V versus the standard hydrogen electrode, and the smallest
ionic radii among all candidates for metal-ion batteries. Its specific capacity is very high with
3860 mAh/g [25, 29, 30]. These properties render it the ideal candidate for use as anode in lithium
batteries.

Lithium-metal batteries were developed in the 1970s. During the 1980s there were serious safety
incidents of lithium-metal secondary batteries, leading to the transition to LIB in the early 1990s.
Lithium-metal primary batteries are still on the market today. The biggest problem of lithium-metal
secondary batteries is the disordered deposition of lithium during charging, leading to the growth of
dendrites. These dendrites form spikes that can penetrate the separator, thus short-circuiting the cell,
which can lead to fire or even more severe reactions [21, 25, 29, 30].

Nevertheless, due to its exceptional properties, research on lithium-metal anodes was never
stopped and a lot of progress in terms of safety and cycle life has been made especially under ’mild’
conditions with low current density and high excess lithium-metal [29]. For practical batteries,



2.2 LIB Materials 11

further developments are required. Popular topics are ion-conductive protective layers and 3-D
composite electrodes where lithium-metal is embedded in a host structure. Modifications on binders
and electrolytes are also recent topics in research and development. For more information see
reviews [29, 30]. Lithium-metal anodes are one of the most promising candidates for achieving 400 to
500 Wh/kg next generation cells especially combined with solid state electrolyte approaches [29, 30].

Graphite

Graphite since its introduction in the first commercial LIB in the year 1991 is still the most commonly
used material for anodes in LIB. It has a specific capacity of 372 mAh/g and intercalation of Li+

takes place at a potential between 0.25 and 0.01 V versus Li/Li+ [10, 31–33]. This low potential is
beneficial in terms of energy density, but it is below the electrochemical stability of, e.g., commonly
used organic carbonate-based electrolytes, as these commonly decompose at about 0.8 V versus
Li/Li+ [33]. Thus a protective layer, the so-called solid electrolyte interface (SEI) is formed during
the first cycles, hindering further decomposition. For more information see sec. 2.2.3 and 2.3. During
cycling, graphite exhibits a change in volume of around 10 % between fully lithiated (LiC6) and
empty state (C6). Cells with graphite-based anodes, depending on their design and purpose, achieve
a cycle life between a few hundred to a few thousand cycles [22]. Graphite in combination with
state-of-the-art cathode materials currently allows for energy densities of around 270 Wh/kg on cell
level [22]. Incremental improvements are still possible.

Lithium-Titanate (LTO)

Lithium-Titanate anodes are made of Lithium-Titanium-Oxide (Li[Li1/3Ti5/3]O4 = LTO). This type
of anode has a comparatively low theoretical gravimetric capacity of 175 mAh/g. Also it has a very
high potential of 1.55 V versus Li/Li+ [34] leading to cells with low energy density. Nevertheless
it is still a popular anode material because these properties bring other benefits. It is known as a
zero strain material; this means there are no or only minimal changes of 0.1 to 0.3 % in volume
with changing Li+ [10] content leading to a very high cycle life of thousands of cycles. Its high
potential is within the stable region of commonly used electrolytes (see sec. 2.2.3), thus no SEI is
formed and decomposition processes are low. Additionally, deposition of lithium on the surface is
very unlikely [34]. This renders it the ideal candidate where high-power, fault-tolerant and long-life
cells are needed. Commercial batteries allow for constant charging and discharging rates of eight
times the nominal current, a storage life of 25 years and a cycle life of over 25,000 cycles before the
current capacity is below 80 % of the initial capacity [35].

Silicon

Silicon (Si) is a promising material for future high energy density cells. It has a specific capacity of
3579 mAh/g for Li15Si4, a potential between 0.37 and 0.45 V versus Li/Li+ [36] and changes volume



12 Fundamentals of Lithium-Ion Secondary Batteries

between 280 to 400 % [10]. Silicon is the second most common element in the earth’s crust mainly in
form of silicon-dioxide and thus has high availability and moderate cost in its refined form. Si can
bind oxygen and thus has a positive influence on cells under abusive conditions. Nevertheless, due to
its extremely high changes in volume, Si anodes are not stable and lose a high share of their initial
capacity irreversibly during the first cycles [36].

Other Anode Materials

Additional to the ones named above, also Aluminium- and Tin-based alloys could be used. Tin for
example has a theoretical capacity of 993.4 mAh/g, is relatively cheap, but also faces changes in
volume of around 300 % during cycling [10].

Summary Anode

There are several candidates for LIB anodes, all with their own pros and cons. At the moment, LTO
and above all graphite are the most frequently used materials. Graphite also plays a role for future
materials as it serves as a host or accompanying material for other higher-capacity materials such
as lithium metal, silicon or tin [29, 30, 33]. Small amounts of silicon doping of around 1 % can be
found already in commercial LIB cells [22], and the goal is to increase these values to 5 to 10 % in
the mid term [10]. This is also a possible way of implementation for tin. The values for the energy
densities given above are theoretical values for the pure material and cannot be reached in reality
and of course vary for composite or alloy structures. Especially the high changes in volume of high
capacity material are a limiting factor for practical anodes to even get close to the region of the
theoretical capacity. In general it can be stated, that the higher the capacity, the higher the change in
volume during cycling [10] and thus the higher the problems with mechanical stability (see sec. 2.3).

Tab. 2.1 shows a summary of the properties of anode materials. While not exceeding in any
category, graphite shows the best tradeoff. This is why today it is found in every cell where higher
energy content is needed [22, 32].

Table 2.1 Summary of anode materials’ properties.

Material Theoretical specific Nominal potential Stability Safety
capacity (mAh/g) vs. Li/Li+ (V)

Lithium metal 3860 ++ - –
Graphite 372 + + +
LTO 175 – ++ ++
Silicon 4200 ∼ – +
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2.2.2 Cathode

This subsection briefly summarizes the most commonly used and the most promising cathode materials.
In general cathodes mostly are realized as Li-Me-oxides with Me standing for metal, mostly Nickel
(Ni), Manganese (Mn), Cobalt (Co), Iron (Fe) and/or Aluminium (Al) [10, 22].

Lithium-Cobalt-Oxide (LCO)

Lithium-Cobalt-Oxide (LiCoO2 = LCO) was the cathode material for the first commercial LIB cell.
Since then it was widely deployed and still is often found in consumer electronics since it has a high
specific theoretical capacity of 274 mAh/g and a nominal potential of 3.8 V versus Li/Li+ [26], low
self-discharge and high cycle life under low currents. Due to its high Co content its price is above that
of other common technologies. The implementation of Co additionally suffers from its toxicity and
geopolitical challenges which have lead research to focus on lowering the Co content of cathodes,
while maintaining a similar level of energy density found in LCO. Furthermore, LCO deteriorates
quickly when subjected to higher currents. As cost and power are of high priority for electric vehicles,
LCO cathodes do not play a role there [32].

Lithium-Nickel-Cobalt-Aluminium-Oxide (NCA)

Lithium-Nickel-Cobalt-Aluminium-Oxide (LiNi0.8Co0.15Al0.05O2 = NCA) cathodes have a specific
theoretical capacity of 279 mAh/g and a nominal potential of 3.7 V versus Li/Li+ [26]. They are basi-
cally the result of improving Lithium-Nickel-Oxide (LNiO2 = LNO) electrodes which are thermally
unstable and have low cycle life. By substitution with Co and small amounts of Al these effects can
be mitigated, while mostly keeping the beneficial properties like potential, capacity and cost [26].
This is why the material is very popular for e.g. electric vehicles even when this material is more
critical in terms of safety [32]. NCA changes its volume by about 4.5 % during cycling [10].

Lithium-Nickel-Manganese-Cobalt-Oxide (NMC)

Lithium-Nickel-Manganese-Cobalt-Oxide (LiNi1-y-zMnyCozO2 = NMC) nowadays is synthesised
with different quantities of each material [22]. The classic form of this layered oxide-type electrode is
LiNi0.33Mn0.33Co0.33O2 also called NMC111. This type of NMC has a specific theoretical capacity
of 278 mAh/g and a nominal potential of 3.8 V versus Li/Li+ [26]. In terms of expansion, data for
NMC111 vary significantly. Values for changes in volume between -3.4 to 2.4 % are reported for
de-lithiation [10]. Here too substitution of Co can reduce the cost and increase the overall capacity.
Combinations such as NMC622 and NMC811 and others are under development [37] but also already
found in commercial cells [22]. Nickel-rich NMC combinations face the same challenges in terms of
cycle life and thermal stability as the LCO cathode [37]. Attempts to overcome these are ongoing.
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Lithium-Iron-Phosphate (LFP)

Lithium-Iron-Phosphate (LiFePO4 = LFP) cathodes have a specific theoretical capacity of 170 mAh/g
and a nominal potential of 3.4 V versus Li/Li+ [26]. Thus, they yield a lower energy density than
the other common cathode materials. However, as Fe is inexpensive and the cathode itself has high
cycle life, allows for high currents and shows safe behaviour it is employed often for applications
where energy density is not crucial and/or high power and/or high cycle life are required. In terms of
expansion it changes around 4.7 % during cycling [10].

Other

As already stated, the number of material combinations for cathodes is high. Beside the oxide
structures (Li-Me-O2 and partially Li-Me-O3), also spinel (Li-Me-O4) and olivine (Li-Me-PO4)
structures are commercialized and under research [26]. They can have high potential versus Li/Li+

and in the case of spinel LiMn2O4, for example, can profit from the low cost and environmental
friendliness of Mn. Before further implementation, cycle life and general stability have to be improved.

Summary Cathode

Currently, cathodes are mostly of the intercalation type realized with transition metals. The trend
goes towards the increase of the electrodes’ potential versus Li/Li+ [26] and a reduction in cost. For
an increase in potential, cathodes enabling a 5 V cell are realistic, but are currently hampered by
electrolyte degradation beyond 4.5 V for commonly used electrolytes or 4.8 V for state-of-the-art high
voltage electrolytes (see sec. 2.2.3). Cost can be reduced by minimizing the share of expensive metals,
here mainly Co. A mixture of different materials and structures allows balancing several aspects
like stability, cost, potential and capacity [38]. Tab. 2.2 provides a summary of the properties of the
cathodes named above.

Table 2.2 Summary of cathode materials’ properties [26].

Material Specific capacity Nominal potential Stability Cost
theor./pract. (mAh/g) vs. Li/Li+ (V)

LCO 274/148 3.8 ∼ –
NMC111 278/160 3.8 ∼ -
LMO 148/120 4.1 - +
LFP 170/140 3.4 ++ ++
NCA 279/199 3.8 + ∼
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2.2.3 Electrolyte

The electrolyte is a key component of the passive materials within LIBs. Electrolytes need to have low
ionic impedance to mitigate high concentration polarizations during operation, which lead to faster
ageing and low rate performance [21, 39]. Further requirements are [21]:

• Wide electrochemical stability window

• Low ionic impedance

• Low cost

• High thermal stability (translates to safety)

- L ow melting point

- H igh boiling point

- H igh flashpoint

• Low toxicity

• Good processing

- L ow viscosity

- H igh wettability of electrodes and separator

- H igh Li salt solubility of the solvents/matrix.

The stability window of a battery electrolyte is believed to be represented with the energy levels
of highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) of
the solvent molecules (fig. 2.3). The electrochemical potential µ of the relevant active material for
the anode (µanode) and cathode (µcathode) should be both within the window of LUMO and HOMO
to render the electrolyte stable from a thermodynamic point of view [33, 40]. Standard organic
carbonate-based electrolytes e.g. lithium hexafluorophosphate (LiPF6) in ethylene carbonate (EC) are
stable between around 0.8 and 4.5 V versus Li/Li+. Interfaces with materials that show values outside
of this window lead to reduction or oxidation respectively [40, 39]. For cathodes this is not a problem
for standard materials as they currently range up to 4.1 V versus Li/Li+ (see sec. 2.2.2), while anodes
like graphite with intercalation potentials of 0.25 down to 0.01 V versus Li/Li+ are clearly outside this
window [33, 39]. Graphite can still be used as a protective layer, the SEI, is formed, but this comes
with disadvantages (see sec. 2.3).

However, as already stated, the goal is to have a large difference in potential between the positive
and the negative electrode. This means that the potential of the cathode will also be higher, demanding
for electrolytes to be stable above 4.5 V versus Li/Li+. Extensive research is dedicated to this
topic [26].
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Figure 2.3 Energy levels of LIB cell electrode materials and electrolyte (own representation based
on [40]).

2.2.4 Other passive components

Two other important passive components are the separators and the casing of the cell.
Separators for LIB ideally have high ionic conductivity while being electrically isolating. They

also have a high impact on safety of the cell [41]. Shutdown separators, for example, irreversibly
reduce their ionic conductivity by partial melting and consequent clogging of pores, when the
cell temperature exceeds a certain temperature. Thus thermal runaway can be mitigated. From a
mechanical point of view, the separator only plays a marginal role. It has a typical thickness between
16 and 25 µm and high porosity [41] and thus low stiffness and mass.

Casings for LIB vary significantly. As shown in fig. 2.2 they have different shapes and materials.
The main goal is to preserve and contain the inner materials, to protect them mechanically and to
seal them from the atmosphere [42]. Pouch cell casings usually are made of aluminium foil of
around 40 µm thickness and additional synthetic materials on the inside and outside. The synthetic
materials are for protection, isolation and heat sealing and can sum up to over 100 µm [43]. Hard-case
cylindrical and prismatic cells are mostly made of aluminium. The thickness is around 0.2 to 0.3 mm
for smaller cylindrical cells of format 18650 and 21700 [44] and around 1 mm for larger prismatic
cells [45]. All forms of casings have a significant impact on the mechanical properties of the cell [10].
However, all cell formats are currently found within the EV market. No single format is dominating,
which is partially down to their differences in possible capacity per cell as well as the ability to
cool the cells during operation. Therefore, all formats have their application-specific advantages and
disadvantages.
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2.3 Ageing of LIB

LIB are subject to constant ageing, whether they are used or not. Also they age in every state, there are
favourable conditions where ageing is slowed down [38, 39, 46]. As ageing is still of great concern,
the following section elaborates this topic.

Ageing of the battery negatively impacts primarily its remaining capacity (capacity fade) and
its impedance (impedance increase) [38, 39, 46]. Other values such as shorter operational range /
time, lower power capability and higher heat generation can be derived directly from those two values.
Ageing can be mainly classified in chemical ageing and in mechanical ageing. Chemical ageing takes
place all the time, no matter if the cell is cycled or not; mechanical ageing is due to cycling. Chemical
ageing mostly takes place in combination with the electrolyte (see sec. 2.2.3) [33, 38–40, 46]. As
anode and cathode are subject to different phenomena, they are discussed separately below [38, 39].
The impact of ageing on the electrical values of the LIB is explained in sec. 2.4.

2.3.1 Anode Ageing

One of the main ageing mechanisms in state-of-the-art LIB cells with graphite anodes is the evolution
of the SEI during the battery life [33, 38–40, 46]. As already discussed above, graphite (but also
lithium metal and silicon) are outside the electrochemical stability window of standard electrolytes.
Thus, a passivation film, the SEI, is formed on the surface which protects the anode and the electrolyte
from further rapid degeneration. As depicted in fig. 2.4 the SEI forms during the first discharge
cycle and matures during the subsequent cycles [33, 38–40, 46]. For formation of the SEI and also
during its ageing, Li+ is consumed. This leads to a loss of lithium inventory (LLI) which reduces the
capacity of the battery. The SEI is not only permeable for Li+ but also for other charged elements like
anions and electrons or neutral elements like the solvent. So also during storage, side reactions on the
anode are possible. Solvents can lead to exfoliation, creation of gases and can crack the SEI. Those
cracks exhibit bare anode surface and thus lead to regrowth of the SEI there and also to consequent
thickening of the SEI [38, 39]. The ageing of the SEI and the anode is fastest for SOC > 80 %, as the
potential difference to the stability window of the electrolyte is the highest due to the high degree of
lithiation of the anode. Under high cell temperatures, the SEI may dissolve and create lithium salts,
which are less permeable for ions and thus increase the impedance of the electrode. Low temperatures
can lead to reduced diffusion within SEI and graphite and thus increase the risk of lithium plating,
which is the deposition of metallic lithium on the surface. Both effects lead to an increase of the
electrode’s impedance [38, 39, 46]. Even when the volume of graphite changes around 10 % between
charge and discharge leading to strain and stress among the electrode material and its surroundings,
structural changes are considered to only affect the ageing mildly [38, 39, 46]. In general, the SEI
can be rendered stable enough to protect the anode and the electrolyte for years and / or hundreds to
thousands of cycles.

A relatively new aspect for LLI, also explaining parts of the phenomenon of regenerative cycles /
periods where the capacity increases up to 5 %, is the influence of the anode overhang. Here Li+ is in
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Figure 2.4 SEI evolution at the interface between anode and electrolyte [38] (CC BY 4).

the inactive regions of the anode where it does not overlap with the cathode and thus is not accessible
under normal cycles [23, 47]. Li+ can diffuse in this region e.g. under storage and also diffuse back
under certain conditions.

Si also faces the formation of a SEI and additionally shows major mechanical disintegration
due to its excessive change in volume. This leads to a rapid deterioration of its performance values,
especially since the SEI is not stabilised. It therefore cracks and re-grows over the course of several
cycles, leading often to a thick SEI that increases impedance by lowering ion transfer to and from the
anode and to a LLI. For metallic lithium, see the problems stated in sec. 2.2.1.

For LTO, ageing is minimal as it does not form a SEI due to its high electrochemical potential
within the stability window of the electrolyte and also it faces only minor expansion and contraction
during cycling. Cells with LTO and LFP electrodes, for example, exhibit a cycle life of over 10,000
cycles.

2.3.2 Cathode Ageing

Cathode ageing is a complex topic as the materials, their mixtures and morphologies can be so
different (see also sec. 2.2.2), as is their behaviour during ageing. In general, the cathode has a lower
share of the overall cell decay than the anode [39]. Similar to the SEI on the anode a solid permeable
interface forms also on the cathode [48]. This interface contributes to cathode ageing but has less
impact on the overall ageing than the SEI [38, 39, 46]. Other general cathode ageing processes are
shown in fig. 2.5.

Mechanically there is the wear of active mass because of cycling, with a resulting loss of contact
between the active material (e.g. because of micro cracking) and conducting material. This can be
increased by decomposition of the binder. When the contact is lost, the current collector is bared
and subsequently becomes prone to corrosion, with corresponding local oxidation of the electrolyte.
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Additionally to oxidation, the electrolyte degrades because of soluble species from other materials.
Those materials mainly are dissolved from the cathode and can migrate through the electrolyte to the
cathode, where they interact with the SEI and the anode materials. Some of the chemical processes
involved can lead to the evolution of gas, mainly CO2 [38, 39, 46].
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Figure 2.5 Ageing phenomena at the cathode [38] (CC BY 4).

Depending on the material there can also be crystal distortion due to phase transitions. This
applies to e.g. LMO where its LiMn2O4 spinel has a cubic structure with Mn located on octahedral
16d sites and Li+ on 8a tetrahedral sites in a cubic close-packed array of oxygen anions. During phases
with low cathode potential (below 3 V versus Li/Li+), the structure changes to a Jahn-Teller distorted
Li2Mn2O4 tetragonal phase by insertion of Li+ in vacant octahedral sites [38, 46]. A subsequent
significant phase change leads to mechanical damage of the cathode and thus to fading performance.
Another drawback of this material is that Mn can be dissolved by the electrolyte, leading to a decrease
of the capacity on the cathode side and further interference of this Mn with other components in the
cell [38, 46]. The crystal distortion and Me dissolution is most pronounced with LMO spinel, but can
also take place with other chemistries.

2.3.3 Summary Ageing

Ageing is a major issue for LIB since it has a direct impact on its main operational values. Due to the
formation of gases, buil-up of films, gassing and the mechanical disintegration of structures, also its
mechanical properties are changed. However, modern LIBs show cycle lives and storage times that
already exceed the lifetime of many of the products they power.

For applications, the determination of the SOH of the cell is still of high importance, as it
determines its remaining operational time or whether it can ensure operation at all, e.g. in terms
of power. Until now, this task has been performed mainly by measurements based on the electrical
values of the cell and with underlying models or statistical approaches [39]. In general these methods
already show adequate precision and predictive accuracy when enough computational power and a



20 Fundamentals of Lithium-Ion Secondary Batteries

big enough dataset are available [39]. Mechanical methods, like those investigated in this thesis, have
the potential to estimate SOH by analysing the materials properties, without knowledge of the cell
history [10]. This is especially beneficial in case of e.g. second life classification of a cell.

2.4 Electrical Testing of LIB

Classical testing of LIBs is based on their electrical behaviour. The two main values that hold
information about the system are its capacity and the (complex) impedance. Information about the
cell and its condition can then be derived from these values. Capacity is determined by cycling and
the impedance is determined by pulse or periodic excitation of the system without changing its SOC
too much [8].

In fig. 2.6 the electric equivalent circuit of a LIB is shown. In this simple form it mainly consists
of a voltage source that represents the open circuit voltage (OCV) of the cell and an impedance Z.
The OCV is dependent on the SOC of the cell. The impedance reflects the drop in voltage due to
internal over-voltages of the cell. These mainly consist of ohmic drops (e.g. electrical resistance of
the conducting materials or ionic resistance of electrolyte and separator), charge transfer drops and
diffusion drops [8, 49]. The resulting voltage on the terminals of the battery is the OCV minus the
voltage drop on Z. Because of the effects involved, Z is dependent on time. Other influences like SOH,
temperature and recent history of the battery have an impact on OCV and Z. In total, the electric two
pole behaviour of LIB is non-linear [8, 9].
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Figure 2.6 Electrical equivalent circuit of LIB.

The following sections describe briefly the electrical testing of LIB.

2.4.1 Capacity

The capacity (C) in Ah of a battery is the charge (Q) in As (conversion from As to Ah is performed by
division of Q/3600) which can be transferred within its operational window with

Q =
∫

τ

0
i(t)dt (2.5)

for alternating currents or
Q = I · t (2.6)
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for direct current. The current rate (C-rate) is the nominal capacity of the cell divided by an one hour
period. So a discharge with a C-rate of 0.5 would theoretically mean a two hour discharge. For a cell
with capacity of 10 Ah this would mean a current of 5 A. A discharge with a C-rate of 3 would lead to
theoretical discharge time of 20 minutes. For a real application these values will differ. LIB usually
are operated in a certain fixed voltage window with VMAX for the maximum voltage during charge and
VMIN for the minimum voltage during discharge. With higher currents the limits are reached earlier
due to the voltage drop caused by the internal impedance (see fig 2.6). In fig 2.7 the cell voltage
over transferred capacity for various C-rates is shown as an example for a LIB cell with LFP cathode
and graphite anode. The voltage is highest for the charge with the high C-rate and lowest for the
discharge with the high C-rate because of the higher internal voltage drop VZ due to cell impedance
(fig. 2.6). As VMIN is reached earlier because of the higher total drop in voltage, the capacity that
can be withdrawn is lower. For charge this is also visible by longer phases with constant voltage at
VMAX where the current then is reduced to not overshoot this value [8]. In fig. 2.8 the development
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Figure 2.7 Charge and discharge curves of LIB cell for various C-rates (own representation based
on [50]).

of the capacity over the withdrawn charge for several temperatures is shown for cylindrical cells
with NCA cathode and graphite anode [51]. The cell capacity is checked by regular full charge- and
discharge cycles to see the progress of the fade in total performance. In between also shallow cycles
with less DOD can be conducted to evaluate different influences as ageing is not uniform over the
full SOC (sec. 2.3). It can be seen that the loss in capacity first takes place rapidly and then slows
down. This is due to electrochemical processes slowing down with time as they are approaching a
more stable state [8, 39]. Fig. 2.8 also indicates the calendaric part of the overall ageing. This part
of the ageing mainly is electrochemically induced, so it is lowest for lower temperatures, where the
decomposition processes are slowest. However, it can be seen that the overall ageing is highest for the
lowest temperature which is due to lithium plating at lower temperatures, leading to faster degradation
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by cycling [51]. The impedance of the cell is not shown here, but it is to be assumed that it increases
during cycling [8, 39].
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Figure 2.8 Development of LIB cell capacity over transferred charge (own representation based
on [51]).

2.4.2 Impedance

As already mentioned above, the impedance has a significant impact on the overall cell performance.
By measuring and analysing the impedance, valuable knowledge about cell-internal processes can
be gained. There are two main methods to measure the impedance. They are i) current step or
current pulse, and ii) electrochemical impedance spectroscopy (EIS),which are explained further
in this section. In both cases the voltage response to an excitation with a current is measured. For
EIS, an excitation with a voltage signal and measurement of the current response is also common.
Determination of the impedance can be conducted at different SOC levels, so the changes occurring
e.g. through lithiation states or electrode potentials can be observed.

In fig. 2.9 the response of a LIB to a rectangular current step is shown. The cell is in a relaxed
state initially, so the cell voltage equals the OCV and the current is zero. When the current is applied,
the cell immediately responds with an ohmic drop, which is caused by the electrical resistance of
the current-conducting components (e.g. conductive parts in the electrodes, current collectors and
cell terminals). The ohmic drop is followed by a drop caused by charge transfer and double-layer
effects. In the longer term the diffusion also plays a major role. The impedance Z(t) = OCV −V (t)/I
increases with ongoing load. When the current goes to zero again, the cell shows a similar behaviour
as a relaxation state is approached. After a rest time, a new OCV corresponding to the new SOC is
reached. Thus, such current pulse methods alter the SOC of the cell. Often the pulses are followed
by a rest phase and then a pulse with the same amplitude but different sign is applied. Then the next
higher current value is set and the procedure is repeated [50, 52, 53].
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Figure 2.9 Voltage response to current step of LIB (own representation based on [8]).

Fig. 2.10 shows the impedance of a LIB in a Nyquist plot. The impedance is measured by EIS
where the cell is excited with a sinusoidal current or voltage and the corresponding response is
measured. Usually the impedance is measured for different frequencies and calculated by Z( jω) =

V ( jω)/I( jω) with j being the complex number and ω the angular frequency in Hz. As shown in
the graph, the region of interest for LIB is in the negative imaginary part, as diffusion and charge
transfer are capacitive phenomena. The frequency increases towards the origin of the real axis. For
low frequencies (ω < 1 Hz) diffusion processes are visible, for middle frequencies (1 Hz < ω < 700 Hz
- 1 kHz) double-layer and charge-transfer effects can be observed, while the pure ohmic part is at the
intersection of the curve with the real axis ( ω = 700 Hz - 1 kHz). For higher frequencies (ω > 700 Hz
- 1 kHz) the inductive behaviour of the cell determines the response. Changes in the slope indicate
phenomena such as increasing charge-transfer resistance due to changes in SOC or SOH [8, 50]. EIS
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Figure 2.10 Impedance of LIB in Nyquist plot measured by EIS (own representation based on [49]).

is performed with sinusoidal signals, so after one period the SOC is again at its initial value.





Chapter 3

Non-Destructive Testing

NDT is widely used in multiple engineering and science fields, and also in medicine (a field where the
non-destructive aspect is appreciated by all of us). Methods that are considered NTD must not alter
the structure of the DUT permanently. Therefore, these methods are also suited for quality control,
regular inspection and delicate DUT [54, 55]. The fields of application are very diverse. It can be
acoustic inspection of bridges, radiographic examination of old paintings or the magnetic resonance
imaging of a brain. While NDT covers more test methods and sub-groups of methods, classical NDT
is divided in six main methods which are,

1. visual,

2. radiographic,

3. acoustic,

4. magnetic particle,

5. electrical (eddy current), and

6. liquid penetration.

These methods can be divided further into many techniques which may be very specific to some
applications [54, 55].

NDT methods are suited to generate information throughout the whole product life of a DUT
from its design / development phase until its replacement / disposal [55]. There is i) information
on the structural properties of the DUT such as strength, stiffness, dimensions, and characterization
of micro and macro features of materials, isotropy and residual stresses; ii) information on material
quality of the DUT such as homogeneity, presence of defects and their location, size and volume
related information; iii) information on and process quality for the DUT such as dispersion of defects
over samples and soundness of manufacturing processes; iv) information on service of the DUT such
as extent of deterioration due to environmental effects and wearing through use, for example changes
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related to information in material homogeneity and dimension, corrosion, erosion, damage due to
fatigue, creep and impact damage due to lightning; and v) information on maintenance of the DUT
such as adequacy of repair and replacement of materials and structures [55].

Four of the methods listed above were applied to LIB in various forms [10]. Liquid penetration
and magnetic particle inspection were not applied. The liquid penetration method is designed for
inspection of non-porous surfaces for damages such as cracks [54–56]. This is usually irrelevant for
full cell LIB investigation. As LIB components such as separators and electrodes are highly porous,
there is also no use for liquid penetration methods during research and development or post mortem
analysis of components.

The magnetic particle method is mainly for ferromagnetic materials. Such materials can be magne-
tized with an external magnetic field induced by permanent or electrical magnets. Small ferromagnetic
particles are then given on the surface. Areas with defects, inclusions or other inhomogeneities show
different particle density per surface area as the magnetization is different compared to the pure mate-
rial of the DUT. After the inspection demagnetization and cleaning of the DUT is required [54, 55].
Also here no publications concerning LIB were found. Even with LIB containing ferromagnetic
materials, the changes in structure are most likely to small to be visualized by commonly used
magnetic particles.

Visual inspection mostly refers to the analysis of certain properties of a DUT by human eye, but
it can also be performed by e.g. a camera with special software for post-processing the image. As
the method is dependent on an external source of light and its interaction with the DUT surface, it is
a method to determine external properties of the DUT. These properties can be of different nature,
such as surface structure, or colour, or form and dimension of the DUT [57]. Visual inspection is also
applied to LIB in various forms. Critical states of e.g. LIB pouch cells can be seen by bloating of the
cell [58, 59]. Post mortem studies are often supported by visual inspection e.g. to identify areas with
lithium plating on electrodes [60, 61]. These areas then can be examined using other specialized visual
inspection modes such as inspection of the regions by microscope or applying other test methods.
Further the dimension can be monitored by different optical techniques for quality control or also
during operation to identify a change in thickness of the cell with changing SOC [10, 62, 61].

Radiographic methods have been widely applied for LIB since decades. In classical NDT they are
based on X- or gamma- rays [54, 55], while for LIB also neutron imaging is applied. By measuring
the attenuation of the ray through the DUT, information about internal properties can be obtained.
They are also referred to as imaging methods [10, 54, 55]. Since imaging methods are not in the focus
of this thesis, the reader is referred to existing literature [63, 64] for further information.

Electrical or eddy current methods measure the deviation of electrical conductivity and magnetic
permeability of electrically conducting DUTs by induction of eddy currents. They are mainly used for
inspection of surfaces and tubes. Defects, inclusions, or other inhomogeneities lead to a change in
phase of amplitude from the received signal and thus can be detected [54, 55]. For LIB, so far they have
been applied to monitor changes in thickness of the cell by eddy current based dilatometry [10, 65, 66].
For investigation on material properties themselves no publications were found.
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As this work mainly focuses on acoustic methods for LIB investigation and these methods became
increasingly popular for inspection and monitoring of LIB in the last years [10], the acoustic based
methods are described in more detail in the following sections.

3.1 Experimental Modal Analysis

This section is complementary to the theory of EMA given in paper 1 [19] and paper 3 [10]. The
reader is also referred to those sections e.g. for the practical mechanical setup of such measurements.

The EMA or modal analysis in general is the study of the dynamic character of a system that
is defined by its frequencies, damping and mode shapes. Modes are resonances of a DUT and are
determined by its material properties (mass, stiffness, and damping), and its boundary conditions. If
either the material properties or the boundary conditions change, the mode will change [67, 68]. This
makes EMA not only a suitable tool for initial investigation but also for monitoring changes of a DUT.
Thus, it became a NDT method of choice in the fields of mechanical engineering, civil engineering,
and structural dynamics, among others [19].

EMA measurement needs an excitation signal at a certain point of the DUT and at least one
point on the DUT where the response is measured. There are several forms of mechanical excitation
namely [67]:

• impact

• transient,

• true-, pseudo-, burst- random,

• fast sine sweep (chirp), and

• burst chirp.

The first one is usually done with an impact hammer or other equipment like a falling mass, the latter
ones are executed with a dynamic shaker. There is also the possibility to measure the response to
excitations occurring during normal operation of a system. As impact testing and fast sine sweep
(chirp) are relevant for LIB they are explained in more detail below. The other excitations are briefly
explained here for better understanding. Transient signals provide a leakage free measurement and are
comparable to impact testing but using a shaker the controllability and the repeatability is increased.
True random signals are synthesized with a random number generator. They are always non-periodic
in the sampling window, so windowing e.g. with Hanning window of the time signal is obligatory for
transformation. True random signals excite the non-linearities in the structure differently and thus can
be removed by spectrum averaging. Pseudo-random signals are synthesized in the frequency region to
coincide with the measurement window parameters of the equipment. The signal is then transferred to
time domain, the measurement taken and transferred back to frequency domain. Since the excitation
signal is completely contained in the measurement window, a leakage free measurement is possible.



28 Non-Destructive Testing

A disadvantage is that the pseudo random signal excites non-linearities equally, so they will remain
(partially) also after spectrum averaging. Burst random excitation consists of either a true- or or time
varying pseudo- random signal, which is then followed by a downtime to allow the structural response
to decay. Hence, the excitation and the response signal are fully included in the sampling window
which allows for a leakage free measurement.

Shaker- based methods are referred to as broad band excitation. The relationship between input
and output is usually represented by the frequency response function (FRF). For FRF the excitation
signal e.g. a force f(t) and the measurement signal x(t) are transferred in the frequency region using
fast Fourier transformation (FFT). The FRF of a system (H(ω)) is then calculated as the ratio of its
output response (X(ω)) to the input force (F(ω)) in eq. 3.1 [67, 68].

H(ω) =
X(ω)

F(ω)
(3.1)

X(ω) corresponds e.g. to a displacement, acceleration or speed in frequency domain. As already stated,
modes are resonances of a DUT. In the FRF these resonances are represented by a peak amplitude in
the spectra. Normally there is a multitude of peaks distributed over the spectra though. The modes
differ over the structure of the DUT. An excitation or measurement on a different point will lead to a
different output. In fig. 3.1 a plate is shown with six different points for input and output, which gives
36 possible transfer relations (hout,in). Fig. 3.1 on the left shows the case of an excitation at point 1 and
measurement at point 6 (h6,1). Fig. 3.1 on the right shows the FRF of each point (n=1,2,...,6) to the
excitation at point 1 (hn,1), whereas each has its own response. From the shape of each FRF it can be
derived that the plate shows a first bending mode. All structures can have up to six rigid body modes,
three translational- and three rotational- modes [67, 68]. So to characterize a DUT over its dimension,
several distributed points of excitation or measurement are required. For reasons of practicability,
impact tests normally are performed for multiple inputs and single outputs and shaker tests for a single
input with multiple outputs. When the point of excitation and measurement are the same, it is called a
driving point measurement, when they differ it is called a transfer measurement [67, 68]. LIBs often
are represented by a 2nd order mechanical mass-spring-damper system. For such systems stiffness of
the tested object can be calculated according eq. 3.2 [10, 19, 69].

k = ω
2m, (3.2)

where k is the stiffness and m is the mass. The damping ξ of the test object is given by eq. 3.3 [10,
19, 69], with

ξ =
1

2Q
, (3.3)

where Q is defined as the Quality-Factor in eq. 3.4 [10, 19, 69],

Q =
ω

∆ω
. (3.4)
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Figure 3.1 Points of excitation and measurement on a plate and FRF mode shapes for mode 1 of the
plate (modified from [68]).

with ∆ω as the width between the frequencies at half the maximum amplitude of its peak value (full
width at half maximum).

For LIB, so far mainly impact testing with a hammer has been carried out, but also shaker testing
using sine sweep, and in two cases pseudo random excitation using a shaker was applied. Both driving
point and transfer measurements were conducted. Until today mostly pouch cells have been tested, in
some cases also prismatic cells, and in one case on cylindrical cells [10].

As already stated, impact testing mostly is performed with a hammer using multiple inputs and a
single output. Fig. 3.2 shows a typical excitation pulse with an impact hammer in time domain. The
output is a voltage (V) which is generated by an internal force sensor and has to be translated to a
force by post-processing (see also power input spectrum below and in fig. 3.3). The excitation with an
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Figure 3.2 Pulse excitation with an impact hammer in time domain (own representation based on [70]).
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impact hammer can show significant variation though. Therefore, also the real excitation signal has to
be measured, recorded and used for calculation of the FRF. The excitation signal depends on the tip of
the hammer (shape and hardness), the angle, the exact point of impact and the properties of the DUT.
In fig. 3.3 the power input spectrum of an impact hammer with different tips on a reference mass is
shown. The tips vary from hard to soft. Hard tips generate a broader spectrum with a homogeneous
amplitude over a wide range, while softer tips have higher amplitudes for lower frequency regions
with a declining trend towards higher frequency regions [70]. This behaviour can be transferred to the
surface of the DUT, meaning the soft surface of a pouch cell will lead to different pulse excitation
than the more stiff aluminium casing of a prismatic cell.
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Figure 3.3 Power input spectrum of an impact hammer with different tip hardness on a reference mass
(own representation based on [70]).

A sine sweep signal, similar to the pseudo random signal, can also be synthesized in frequency
region space to fit the parameters of the equipment. Burst sine sweeps signals, similar to the burst
random signal, contain a downtime for the response signal to decay. A disadvantage of sine excitation
is, similar to the pseudo random excitation, that it excites non-linearities equally, so they will remain
(partially) also after spectrum averaging [67, 71]. In fig. 3.4 the calculated power spectrum of a linear
sine sweep (chirp) is shown. The sweep starts from 20 Hz and goes up to 3000 Hz. It can be seen that
the spectrum is very homogeneous for the region of interest. In reality there will be transient effects at
the beginning and ending of the range due to inertia of the system. This will blur the edges of the
spectra, but for the working region the shakers do provide almost a constant amplitude.

Not all types of excitations are equally suited. If e.g. a soft tip is used for impact testing, the power
spectrum for higher frequency regions can be too low to excite the modes properly. An indication
for this is the coherence function that is used as a data quality assessment tool. It determines how
much of the output signal is related to the measured input signal. As such it can also serve as an
indicator for influences of noise on the signal. In fig. 3.5 the relationship between input (x(t),X(ω)),
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Figure 3.4 Power input spectrum of an ideal excitation (simulated) with a linear sine sweep.

the system investigated (h(t),H(ω)) and the according output (y(t),Y(ω)) is depicted for the time- and
frequency- domain. While in the time domain y(t) is a convoluted signal of the input and the system,
in frequency domain Y(ω) is a multiplication of those two values (eq. 3.5) [72]. As anticipated in

Input System Output

x(t) h(t) y(t)

X(ω) H(ω) Y(ω)

Figure 3.5 Input-output model of a system (own representation based on [68]).

eq. 3.1 the frequency domains are related to the FRF by [68]:

Y (ω) = H(ω)X(ω). (3.5)

Most analysers and post-processing tools use an averaged power spectrum [68, 72]. This correlates to
the linear spectra as shown in tab. 3.1. The asterisk (∗) indicates the complex conjugate of the signal.

Table 3.1 Relationship of averaged power spectra to linear spectra [68].

Input power spectrum Gxx(ω) = X(ω)X∗(ω)
Output power spectrum Gyy(ω) = Y (ω)Y ∗(ω)
Cross power spectrum Gyx(ω) = Y (ω)X∗(ω)
Cross power spectrum Gxy(ω) = X(ω)Y ∗(ω)
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Multiplication of the input-output relationship (eq. 3.5) with the cross-power-spectrum (tab. 3.1) X∗

for one case and Y ∗ for the other case results delivers eq. 3.6 and eq. 3.7 [68].

Y (ω)X∗(ω) = H(ω)X(ω)X∗(ω) =⇒ Hyx(ω) =
Gyx(ω)

Gxx(ω)
= H1(ω) (3.6)

and
Y (ω)Y ∗(ω) = H(ω)X(ω)Y ∗(ω) =⇒ Hyy(ω) =

Gyy(ω)

Gxy(ω)
= H2(ω). (3.7)

H1 is the estimate of the random noise and distortion summing up on the output, but not on the input
of the structure and measurement system. It is given by the relation of the cross power spectrum
estimate between the input and the output to the auto power spectrum of the input signal [68, 67]. H2

is the estimate of the random noise and distortion summing up on the input, but not the output of the
structure and measurement system. It is given by the relation of the the auto power spectrum of the
output signal to cross power spectrum estimate between the input and the output [68, 67]. With H1

and H2 the coherence γ2 can be calculated as follows:

γ
2(ω) =

H1(ω)

H2(ω)
=

Gyx(ω)Gxy(ω)

Gxx(ω)Gyy(ω)
(3.8)

The coherence is a real-valued spectrum. It is a dimensionless scalar between 0 and 1. 0 means no
coherent relation, so the output has no causal relationship to the input and 1 means full coherent
relation, so all of the output signal is related to the input [68].

EMA for LIB is not only conducted on single cells but also on LIB modules. Further information
can be found in paper 3 [10].

3.2 Ultrasonics

This section is complementary to the theory of ultrasonic probing given in paper 2 [20] and paper
3 [10]. The reader is also referred to those sections.

US NDT methods analyse the spatial propagation of oscillations in the form of waves in matter. A
prerequisite for this is the elastic coupling of molecules / particles. The oscillation is distributed from
one particle to another. Thus, wave propagation involves the transport of mechanical energy but not
from mass. Particles vibrate (or oscillate in the case of Rayleigh- and Lamb waves, details see below)
and return to their initial position when the movement has subsided [73, 55].

3.2.1 Types of Waves

In an unbound elastic medium, two types of waves can be found: The first type are i) longitudinal
waves, also called pressure (P-) or compressional waves (fig. 3.6 (top)). The displacement of the
medium occurs in the same direction as the propagation of the wave. The latter can travel through
both solids and liquids. The waves generate a compression and an expansion of the material they are
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travelling through. The second type are ii) transverse waves, also called shear (S-) waves (fig. 3.6
(bottom)). The displacement of the medium is perpendicular to the direction of the wave propagation.
The wave can only travel through solids [10, 55, 73]. These two wave types are mainly of interest

P wave

Compressions

Dilations

Undisturbed medium

S wave

Amplitude

Wavelength

Figure 3.6 P- (top) and S- wave (bottom) propagation (modified from [74], CC BY 4).

for through-body or reflection measurements. When reaching an interface, the waves are partially
reflected, and the ongoing wave is attenuated. If the waves reach an interface at an angle, S-waves
will arise. The larger the difference in mechanical impedance between the interfaces, the higher the
magnitude of the reflection [10, 55, 73].

In addition to these waves, in a medium, under certain circumstances, two other types of waves can
be found: iii) Rayleigh waves: starting from a certain angle of the emitter to the surface (intromission
angle) the S-waves transform to surface waves, so-called Rayleigh waves. These waves show a
penetration depth of the DUT of approximately the wavelength of the signal and the movement of the
particles is in an elliptical way. Rayleigh waves can also travel through curved surfaces as long as
the radius is higher than the wavelength of the signal [55, 73]; iv) Lamb waves: Are waves that are
generated in thin semi-infinite layers like e.g. plates. They are excited best when the thickness of the
plate equals or is close to the wavelength of the excitation signal. There are two forms of Lamb-waves,
symmetric waves (fig. 3.7, top), also extensional waves, and anti-symmetric waves (fig. 3.7, bottom),
also flexural waves. Both sides of the surface show this movement, as Lamb- waves always affect the
full thickness of the plate. The particle movement of Lamb- waves is an elliptical motion [55, 73].

For LIB cells mainly P-, S- and Lamb- waves are relevant and further elaborated below in this
section. Tab. 3.2 summarizes these wave types and their main properties.

3.2.2 Wave Propagation

The speed of propagation in a medium is dependent on the type of wave itself and on the elastic
properties and the density of the medium. These values are represented as the acoustic impedance in
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symmetric Lamb mode

anti-symmetric Lamb mode

Figure 3.7 Symmetric- (top) and anti-symmetric Lamb wave (bottom) (with permission [75]).

Table 3.2 Classification and properties of wave types [55].

Type Direction of disturbance
Direction of particle

motion

Longitunal waves particle

Transverse waves particle

Compressional and flexural waves
(Rayleigh- and Lamb- waves)
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eq. 3.9 [10, 73].
Z = ρ · c (3.9)

Here ρ is the material density in kg/m3 of the DUT and c is the speed of propagation in m/s and Z the
acoustic impedance in kg/(m2s) [73]. The higher the density, the faster the propagation of the wave.
For an unbound medium the wavelengths can be calculated as follows [55, 73]:

λ =
c
f
. (3.10)

With f being the frequency in Hz and λ in m. The propagation velocity of the wave is given by

c =

√
K + 4

3 G
ρ

. (3.11)

With K being the bulk- and G the shear-modulus given in (3.12) and (3.13).

K =
E

3(1−2v)
(3.12)

G =
E

2(1+ v)
(3.13)

Where E is the elastic modulus in Pa and v is the dimensionless Poisson’s ratio. For Rayleigh- and
Lamb- waves the speed of propagation is different. Rayleigh waves travel with 0.9 times the speed
of S-waves in the same medium [73]. For Lamb-waves additional parameters are involved, because
their propagation characteristics vary with entry angle, excitation and structural geometry [75]. Lamb
modes can be defined as

tan(qd)
tan(pd)

=

[ −4k2 pq
(q2 − k2)2

]±1

(3.14)

with the power over the full term being +1 for symmetric modes and -1 for asymmetric modes [55, 75].
Given parameters are the plate thickness d in m, phase velocity cp in m/s and the wave circular
frequency ω in Hz. The other parameters are calculated as follows. The factors q and p are given in
eq. 3.15 and eq. 3.16 respectively.

q2 =
ω2

c2
t − k2 (3.15)

p2 =
ω2

c2
l − k2 (3.16)

The wave-number k is calculated in eq. 3.17.

k =
ω

cp
(3.17)
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The velocities of the transversal- and the longitudinal- waves ct and cl in m/s are given in eq. 3.18 and
eq. 3.19 respectively.

c2
t =

√
µ

ρ
(3.18)

c2
l =

√
λ +2µ

ρ
(3.19)

Here λ and µ are Lamé constants (two material-dependent quantities defining strain-stress relation-
ships) given in eq. 3.20 and eq. 3.21 respectively.

λ =
v

1−2v
· 1

1+ v
·E (3.20)

µ =
1
2
· 1

1+ v
·E (3.21)

As the speed of propagation is dependent on the angular frequency (eq. 3.17) Lamb waves show
a dispersive character. In fig. 3.8 the first two symmetric and asymmetric calculated modes of an
aluminium plate are shown. In theory there are an infinite number of curves in reality there are two
families of symmetric and asymmetric modes [55, 75]. When waves strike an interface between two
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Figure 3.8 Dispersion curve of aluminium plate (modified, courtesy by S. Keller).

media at a certain angle the wave can be reflected, diffracted, transmitted, scattered or converted
in its mode. Most of the time a combination of all these options takes place. Part of the energy of
the wave gets adsorbed [55, 73]. US energy loss due to scattering and absorption is referred to as
attenuation. The higher the difference in acoustic impedance of the media the higher the part of the
reflection at their interface. LIB consist of a multitude of layers made of different materials (see also
fig. 2.2) with varying acoustic impedance. The above-stated phenomena manifest on each interface.
In fig. 3.9 a three-layered plate (similar to the laminated structure of LIB) with an assumption of wave
propagation between plates and interfaces is shown. On each interface there are eight waves, each P-
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and S- wave striking (P+,S+) and leaving (P-,S-) each interface. The total behaviour of the system is
then a superposition of those parts [76].
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Figure 3.9 Waves in a multilayer plate (modified from [76]).

3.2.3 Ultrasonic Measurements on LIB

Waves in structures need to be excited and measured to calculate the response of the system. In
fig. 3.10 a LIB pouch cell with possible combinations of piezo disc transducers as emitters and
receivers for measurement are shown and the paths for wave propagation are indicated. For through
body reflection measurement, any of the actuators (1 to 3) sends a wave and is then put into receiving
mode as a sensor measuring the reflection of the signal from the opposite side and from the interfaces
in between the layers. In the through-body measurement, emitter 1 sends a signal which then is
received by sensor 3. Surface waves (Lamb waves in case of LIB) are measured when emitter 1
sends a signal which then is received by sensor 2 [10]. Excitation with measurement of US waves

1

2

3

Figure 3.10 Pouch cell with attached piezo disc transducers and paths of measurements [10] (CC BY
4).

with piezo discs is an often-chosen concept as the latter have a comparably high-frequency response,
low driving force, and are cheap. It is also beneficial that one type of sensor can serve as both
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emitter and receiver [75]. Other possibilities, which have not been applied to LIB so far [10], and in
some cases only can act as emitter or receiver, are ultrasonic probes, laser, interdigital transducers,
electromagnetic transducers, and optical fibres [75]. As this thesis focuses on piezo transducers, those
are explained in more detail.

Piezo transducer work based on the principle of the piezo-electric effect. The effect describes
the behaviour of some crystals, such as quartz and tourmaline, to produce an electric charge on their
surface when they are subjected to compressional- or tensile mechanical forces. There is also the
inverse piezo-electric effect, where the crystal expands or contracts when subjected to an electric
charge [55, 73]. In the case of piezo transducer measurement, the emitter is operated with the inverse
piezo-electric effect, so mechanical energy is created by electrical excitation, while the receiver is
operated with the piezo-electric effect, so mechanical energy is converted to electrical one.

The resonance frequency of piezo-electric transducers is given by [73]:

f0 =
c

2d
, (3.22)

with c being the propagation velocity of sound in m/s in the transducer material and d being the
thickness of the transducer in mm. This means that the thinner a transducer, the higher its resonance
frequency. Piezo-electric transducers work most efficiently when they are operated at their resonance
point, even when in theory they should work at all frequencies they are subjected to. In reality the
attenuation is too high when they are operated too far from their resonance point [55, 73]. In fig. 3.11
the resulting mechanical amplitude over the excitation frequency is shown for an excitation with
constant electrical amplitude. At f0 the resulting amplitude is the highest. The electro-mechanical
coefficient, which is the ratio between mechanical output energy to electrical input energy, is deter-
mined at this point [55]. Thus, the resonance frequency is a parameter that is important to know as at
this point an efficient measurement with high amplitudes is possible. The mechanical quality factor of
the piezo transducer is given by [55]:

Q =
f0

f2 − f1
=

f0

∆ f
, (3.23)

with f1 and f2 being the frequency where the sonic amplitude is 70 % of that at f0 (fig. 3.11). A
wide-band transducer has sharp and well-defined pressure changes within the near zone, resulting in
sufficient sensitivity to small mechanical amplitudes and resolution to small changes in frequency [55].

When the piezo transducer is fixed to the device under test or encapsulated in any way, the
thickness of the active part does not change, so resonance frequency stays the same. Due to the
increased mass, the shape usually is flattened. There can be further resonances of the sensor-device
structure; these are then indicated as additional peaks.

For excitation often a single (rectangular) pulse signal is sent followed by enough dead time
to allow the corresponding system response to be received and unwanted reflections and echoes to
decay. Then the signal and measurement can be repeated and e.g. the results averaged to reduce the
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Figure 3.11 Quality factor of piezo-electric transducers (own representation based on [55]).

influence of noise. This is a very common method [55, 73], however, for LIB it is seldom used (during
this thesis in paper 2 [20]). More commonly, the piezo-elements are driven by a sine signal that is
windowed by another lower frequency function such as a triangle or sine signal, or a special window
function [10]. Pulse signals have the benefit that the electronics for excitation are reduced significantly
in complexity. Instead of sine signal generation e.g. through pulse width modulation with filters or
oscillator circuits, both with downstream output stage (operational) amplifiers, for a rectangular pulse
a semi-conductor switch is sufficient [20]. A possible drawback of the rectangular pulse excitation is
that such a signal not only consists of its base frequency but also shows harmonics at a sequence of
odd- number multiples of the base frequency. This is shown in fig. 3.12 for a simulated pulse with
25 µs. The power of the spectrum declines with increasing frequency even for such ideal signals.
When the piezo transducer is driven outside of this resonance frequency the influences in reality are
even lower.

The propagation of the sound wave through the DUT leads to an attenuation of the signal amplitude
and needs a certain time to travel from the emitter to the receiver. This time delay is called time of
flight (TOF). Measurement of the TOF is the most popular for LIB [10] (and also in general [55, 73].
Equal to the behaviour in the audible region (sec. 4.1) the output signal is the input cross-correlated
with the system behaviour (eq. 3.24).

[ f ∗g](τ) =
∫

∞

−∞

f (t)g(t + τ)dt (3.24)

Where f is the emitted signal, g is the received signal, t is the time and τ is the delay of the signal.
For simpler processing of the data (similar to audible region in sec. 4.1) the time-based signal is
transferred into the frequency domain. Most commonly this is done using cross-correlation [10],
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Figure 3.12 Spectrum of a single rectangle pulse with pulse width of 25 µs.

which is the inverse Fourier transformation of the cross-power spectrum Gxy given in eq. 3.25 [77]:

Rxy(τ) =
∫

∞

−∞

Gxy(ω)ei2π f τd f . (3.25)

A second method for analysing the US signal is the measurement of the total transferred energy given
as [10]

A =
∫ t f

ti
| f (t)|dt. (3.26)

In summary, US analysis with piezo transducers can be achieved at comparably low cost and thus
has been used more and more over the last year. Still there are many constraints to be considered and
the setup should be optimized for the transducer - DUT combination.



Chapter 4

Results and Discussion

In this cumulative thesis the detailed findings, results and corresponding discussions can be found in
the papers in the annexes B, C and D. The following sections provide an outline of the corresponding
results and discussion section rather than a full replication. The supplementary information and results
presented in the appendix are discussed in the respective appendix chapters and are not elaborated
further.

4.1 Mechanical FRF of LIB

In this paper [78] (see appendix B) mechanical FRF was used to reveal changes in SOC and SOH of
LIB. An electro-dynamic shaker and an impedance head were placed upside down on pouch cells
to perform a driving point measurement. A sinusoidal sweep was performed from 20 Hz to 3 kHz
(operational boundaries of the shaker). To decouple the cell mechanically from the test environment
and for an unrestrained driving point measurement, a special test bench was designed with foam
paddings for the cell and strain relieves for the wiring of the shaker and impedance head unit. The
functionality was evaluated and the limiting frequencies were determined to ensure measurements
with minimum distortion. In [62] and during a co-supervised master thesis [79] the test bed was
additionally equipped with contact-less 1-D dilation measurement to allow for comparison of the
shape of FRF with the dilation of the cell. The cell was operated in a climatic chamber to ensure
constant environmental conditions and to test the method at several temperatures. As continuous
measurement with this method generated too much data for the test bench, the SOC of the cell was
altered by an electrical test bench to levels of 0, 25, 50, 75, and 100 % and the measurements were
performed at these points all for a temperature of 5, 25 and 45°C. An off-the-shelf cell with SOH level
of 100 % and an aged one with SOH of 75 %, both same type and batch, were tested.

It was observed that the stiffness of the cell increases with the SOC. These finding are supported by
literature values and calculations. This is also true for the aged cell, but the effects are less pronounced.
In general the aged cell appears to be softer than the new one, but the observed changes lie within
the inaccuracies when a new measurement setup is established. Changes in temperature have the
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highest influence on the FRF shape and modal frequencies. With increasing temperature, the cell
softens and the effect is dominant over the other influencing factors. In conclusion, it was found that
the FRF’s method is only of limited use in increasing the accuracy of BMS. However, it can provide
useful values about the mechanical properties of the cell for the design of battery systems.

4.2 SOC Estimation of LIB by US based TOF Measurement

In this paper [20] (see appendix C) US sensing was applied to pouch cells for SOC estimation. The
focus was to reduce the complexity of the methods evaluated successfully in [16–18] with laboratory
equipment, so that it can be implemented for BMS systems. The approach was to lower the excitation
frequency and use a single semi-conductor switch instead of a complex windowed sine wave package.
For measurement of the response, TOF was chosen as the value of interest, and for the determination
of the changes in TOF, a tracing algorithm for significant peaks in the received signal was developed.
Using standard piezo actuator disks as emitter and receiver, a low-cost BMS add-on was developed
and further evaluated for real-world operating conditions using a SOC estimator with C-rate and
temperature compensation based on TOF.

The developed simplified TOF measurement approach worked continuously over the full SOC of
the cell and also for the full temperature range of 5 to 45°C. The TOF was found to be dependent on
the SOC and on the cell temperature. TOF becomes shorter with falling temperature and increasing
SOC, indicating that the cell becomes stiffer. The cell temperature was the variable with the greatest
effect on the TOF. Depending on the C-rate there is a hysteresis in the TOF. The SOC estimator
based on TOF produced a maximum error of 2.06 µs which is an error of 1.29 % of the measured
value or 16.85 % of the total change in TOF, which corresponds to the SOC in the test case of a
downscaled real-world driving cycle power profile. With a memory function the error could be
reduced significantly.

4.3 Review of NDT on LIB

In this paper [10] (see appendix D) an extensive literature review on NDT methods for LIB is
performed. The manuscript is focused on methods with the potential for integration in applications,
so imaging methods are not included. The review aims to present the current state of this promising
topic for both laboratory use and applications on non-destructive in-situ and in-operando methods for
measurement of mechanical battery parameters like expansion, strain and force, EMA, US probing
and acoustic emission (AE) technologies in order to provide insights in this emerging topic by showing
and comparing benefits, drawbacks, possibilities and applications of each technique. The introduction
of the paper additionally covers the internal processes in the cell that are the source of the subsequent
changes in mechanical properties.

In this work 177 references were analysed. It was found that measurement of dilation is widely
used to reveal electro-chemical phenomena like Li+ staging in graphite, plating and SEI formation in
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laboratory application. This is also true for force and strain measurements, but abusive conditions
are also covered and the trend additionally is on implementation in battery systems or BMS respec-
tively, covering practical SOC and SOH estimation approaches. EMA and FRF are suited to derive
mechanical parameters for construction of battery systems. Current literature is inconclusive about
the impacts of SOC and SOH on the EMA and FRF and in general does not point to a future use in
laboratory to reveal internal phenomena nor for estimation of SOX within an application. US probing
is an emerging topic, mainly used for SOX determination and for detecting abusive conditions. The
AE approach mainly is employed for analysis of forming processes during the first cycles and also for
monitoring material decay due to cracking or gassing. It could be used to monitor SOH and abusive
conditions. It was concluded that strain / force and US sensing have the most promising prospects for
implementation within battery systems.





Chapter 5

Scientific Contribution, Conclusion and
Outlook

This chapter lists the scientific contributions of the work performed during this thesis and provides an
overall conclusion and an outlook.

5.1 Scientific Contribution Achieved With this Thesis

This thesis is mainly focuses on acoustic testing of LIB for SOX measurement. The journal articles,
but also the other contributions like presentations and supervised master thesis, significant progress
was made to further advance the topic of NDT testing of LIB. Below a list stating the most relevant
contributions to the best of the author’s knowledge is given:

• First journal publication for FRF on LIB with automated test setup and sweep excitation in
paper 1 [19].

• First publication on the dependency of LIB’s FRF on cell temperature in paper 1 [19].

• First comparison of FRF for new and aged cells in paper 1 [19].

• First comparison of cell dilation, differential voltage and FRF over SOC in a conference
contribution [78] and in co-supervised masters thesis [79] (see appendix E).

• Novel low-cost concept for measuring TOF suited for BMS implementation with automated
pulse generation and tracking in paper 2 [20].

• First continuous measurement for TOF dependency on temperature for LIB cells in paper
2 [20].

• First evaluation of TOF measurement SOC estimators with real world driving cycle and
temperature compensation in paper 2 [20].
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• First review article on NDT (without imaging methods) of LIB in paper 3 [10].

• First evaluation of NDT methods for application in laboratory and in real world settings in
paper 3 [10].

In addition to these points and the published research, two collaborative research projects were
organized, written, granted and executed or started in the course of this thesis; these projects are
VALERIE (FFG Grant 865148) and MOGLI (FFG Grant 879610). Especially, the second project will
lead to further significant advances in this field, as it hosts at least 3 PhD students and brings together
research and industry.

5.2 Conclusion

The main goal of this thesis was to explore the acoustic-based methods for LIB inspection (sec. 1.2),
as they are promising and yet neither investigated in detail nor fully understood. Thus, in sec. 4.1 FRF
was chosen and explored as a method using audible sound. A correlation between the shifts in the
modes of the FRF spectra and both the SOC and the SOH was measured. It was found that the cell
becomes stiffer with increasing SOC and softer with decreasing SOH. The increase in stiffness is
almost monotonic until a SOC of 75 % while a decline was found for higher SOC levels; for SOH
the stiffness decreases monotonically for decreasing SOH with a lower gradient at lower SOH. For
the SOC values this is in agreement with most of the former studies, whereas for SOH the literature
is inconclusive (for details see EMA section in paper 3 [10]). The strongest dependency of the FRF
was found to be on cell temperature with the effects superimposed on SOC and SOH influences. This
demands for an exact monitoring of the cell temperature during FRF measurement. A disadvantage of
this method is the high level of error that occurs when disassembling and reassembling the test setup.
Especially the amplitude in the FRF spectra is impacted with standard deviations of more than 10 % in
the region of interest even when defined torques for bolt connections and strain reliefs at defined cable
lengths were used. Without changes in the mechanical setup, repeatability was high with errors within
the general measurement inaccuracy of the equipment. In total it can be concluded that the FRF is
suited to detect SOX and temperature-dependent mechanical properties of LIB which is important for
the mechanical design of battery systems [69, 80, 81]. Due to the accuracy and repeatability it is not
(yet) suited for SOX determination in general and, due to its size, nor for applications (for details see
Implementation section in paper 3 [10]). For excitation, audio amplifiers can be used, but for signal
measurement precision, amplifiers with high linearity and gain and advanced signal processing with
FFT are required.

In former studies [16–18] US sensing was successfully applied, but like the FRF method it required
costly and complex laboratory equipment. To overcome those issues and investigate possibilities
for future use in applications, the US approach presented in sec. 4.2 was successfully trimmed
for simplicity and applicability. As it uses standard piezo transducer discs for both excitation and
measurement, and complexity-reduced electronics, a BMS add-on for US TOF diagnostic was realised
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for a total cost of less than 10 C for a single unit, without considering economies of scale. A concept
with excitation using a semiconductor switch and post processing of the signal with a Schmitt trigger
and a capture input of the micro-controller of the BMS was developed and positively evaluated.
This concept allows for tracing the TOF without measuring the full response of the system and
without the need for cross-correlation of the signal. Thus it has low demands on the micro-controller
compared to previous approaches and could be implemented in state-of-the-art BMS. An estimator
with temperature compensation and average C-rate strategy was implemented and validated with a
real world driving cycle with an accuracy of 1.29 % of the measured value. Further improvements
are needed here (see also sec. 5.3. Similar to the FRF also here a strong influence of the temperature
was found. This indicates that it is favourable to precisely monitor cell temperature when acoustic
methods are used to monitor LIBs.

During the course of the work, a lack of literature dealing with non-imaging NDT methods for LIB
estimation or inspection in general was found. Thus in sec. 4.3 a detailed review on those topics was
performed. It was shown that the methods have been increasingly applied in the past decade and are
able to contribute to the understanding of internal changes in LIB and also for SOX estimation. Initial
publications are mostly on expansion measurement mainly to identify electrochemical phenomena
like the formation of the SEI or Li+ intercalation. Newer publications also facilitate measurements of
strain / force and US sensing for application, SOX estimation, abusive conditions and other types of
monitoring. Advanced algorithms like machine learning or filters are applied in combination with cell
voltage and temperature to monitor LIBs’ state in detail. Such algorithms outperform those solely
based on electrical parameters by far.

In summary, the goal of investigating the possibilities and boundaries of NDT testing of LIB was
achieved and the applicability was shown for several use cases. It can be concluded that NDT including
acoustic methods, are able to reveal several phenomena and properties that cannot be revealed by
measuring the electrical two-pole behaviour and the temperature of the DUT. An additional benefit
is that the methods are in-situ and in-operando and can be realised with low cost. The methods are
suitable for research, development and application starting from material level up to system level.
As most of the methods still have potential for improvement, the next section gives an outlook on
possible further work.

5.3 Outlook

The FRF method presented in paper 1 [62] is suited to reveal mechanical properties like eigenfre-
quencies of the DUT and their change over SOC and SOH. However, the findings in this work are
not in agreement with work published later on e.g. by Berg et al. [71]. In general, the literature is
inconclusive on the impacts of SOC and especially SOH on the FRF [10, 71]. A higher number of
samples for testing are needed and continuous monitoring of the impacts of ageing on the FRF must
be performed to fully understand the processes involved and the impacts on the FRF. Current studies
lack this information.
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For monitoring the SOC of LIB by measuring the TOF in paper 2 [20] the proof of the concept was
done, but the accuracy is not suited yet for application. This could be solved by using a combination of
TOF with other values and / or using machine learning to increase SOC and SOH prediction accuracy
significantly such as shown in the work of Davies et al. [15]. The method also has to be extended to
cells within a module where mechanical constraints are present.

Looking at the review of paper 3 [10] it becomes obvious that the NDT methods mainly are used
to investigate state-of-the-art cells. As those methods add valuable insights on the processes within
those cells, the methods should be transferred to cell chemistries that are currently under development
like cells with anodes with high silicon content or solid-state batteries. In-operando information of
forces and expansion of those cells would support the development of such components.

In general the methods also bear the potential for classification of used cells for second-life
applications (see [15, 82] for SOH estimation without cycling), for quality inspection after manufac-
turing (as demonstrated in [83]) and for monitoring cells during storage without cycling. Here only a
beginning has been made and future research is required.
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Abstract: During the charge and discharge process, lithium-ion batteries change their mechanical
properties due to internal structural changes caused by intercalation and de-intercalation of the ions
in the anode and cathode. Furthermore, the behavior changes over the lifetime of the battery due to
several degradation mechanisms. The mechanical properties of the cell hold valuable information
for monitoring these changes and additionally provide data for mechanical construction and further
optimization of battery systems. Hence, in this manuscript, the mechanical frequency response
function is investigated as a non-destructive method to determine parameters such as stiffness and
damping of pouch cells and their correlation with the state of charge (SOC), the state of health (SOH),
and the temperature of the cell. Using a mechanical shaker and an impedance head, it is shown that
low amplitude forces of only a few Newton and a low frequency region of several hundred Hertz
already suffice to show differences in the state of charge and state of health as well as in mechanical
properties and the dependencies on temperature. Also the limitations of the method are shown,
as the frequency response is not distinct for each parameter and thus, at the moment, does not allow
absolute determination of a single value without prior system knowledge.

Keywords: lithium-ion battery; modal analysis; mechanical excitation; state of charge; state of health;
temperature

1. Introduction

In the past few years, significant advances in lithium-ion batteries (LIBs), due to their successful
implementation in many applications, have led to extensive investigations. More recently, the focus of
the research also includes the mechanical properties of active materials and of the full cell. LIBs are
based on a rocking chair principle. During operation, the ions stored in active materials move from
anode to cathode and vice versa. This leads to structural changes in the active materials that can be
measured by various methods.

Changes in LIBs caused by lithium intercalation during cycling have been investigated typically
by using X-ray techniques [1,2] and dilatometry [3]. Because dilatometry on half cells proved to be
very useful for revealing relevant phenomena during operation [4], this path was also followed for full
cells [4,5], where the authors reveal changes in the state of charge (SOC), the state of health (SOH),
as well as other phenomena such as lithium plating by using a dial indicator [4] or multi-directional

Energies 2018, 11, 541; doi:10.3390/en11030541 www.mdpi.com/journal/energies



Energies 2018, 11, 541 2 of 13

laser scanning [5]. The first approach is easier to implement but it only measures the expansion on
one point, while the second approach requires advanced equipment but has the benefit of depicting
the dilation over the whole surface of the cell, thus providing information about local phenomena.
Another form of dilatometry is performed by mounting strain gauges on the surface of pouch cells,
which allows one to determine the SOC of the cell indirectly [6,7]. This approach is also coupled
with neutron imaging to gain further insights and correlations [8]. Two recent publications have used
ultrasonic measurements to gain information about the material properties [9,10]; the frequencies used
are higher than 100 kHz. In both papers, a correlation of the frequency response to the SOC is found.
It has to be highlighted that prior information about the cell’s material properties has an impact on the
proper interpretation and understanding of processes and reaction mechanisms within LIBs. There are
various methods of their determination and the most suitable one should be implemented.

Vibration-based tests already play a major role in the characterization of mechanical properties
in many areas. These non-destructive methods are well established in the fields of mechanical
engineering [11,12], civil engineering [13], and structural dynamics [13,14]. Structural response
techniques determine a sample’s mechanical impedance by applying a known excitation signal to
the body and by measuring its response in the form of vibration velocity or vibration acceleration.
The ratio between the complex Fourier spectra of force and response shows how a body behaves
at different frequencies. Thus, resonances and anti-resonances as well as their damping can be
assessed. When using several sensor or excitation points on the investigated structure, the body’s
mode shapes can be determined through modal analysis. The amplitude and phase of the spectral
ratio form the so-called frequency response function (FRF). The FRF typically shows a multitude
of peaks, where each of these peaks represents a natural frequency, or eigenfrequency. Henceforth,
the structure could be considered as a multi-degree of freedom system with corresponding masses and
springs. This technique has hitherto not been the state of the art for LIBs. Changes in the cells’ FRF
depend on the material parameters, in particular their stiffness. Hence, in this work, the FRF is used to
monitor changes in the active materials of LIBs as a supplementary way to determine the properties
of the cells. Hooper and Marco [15] examined the mechanical properties of LIB pouch cells using
modal analysis. In their experiments, a pulse excitation created with an impact hammer was applied.
Consequently, a correlation between SOC and the frequency response was detected as the stiffness
of the cell increased with higher SOC levels. LePham [16], in his Master’s thesis, repeated sinusoidal
excitation at different frequencies within the audible region in an attempt to determine a correlation
between the FRF and the SOC of an LIB pouch cell. However, the measurement was limited to one cell
at a particular temperature at the same SOH. As the parameters of interest vary extensively during
a cell’s lifespan, understanding the interdependencies of temperature and SOH and their influences on
cell behavior become of key interest.

The following goals were stated for this work: first, the approach used by LePham [16] to
determine the FRF at different SOC levels is reproduced and validated on an off-the-shelf 20 Ah pouch
cell. This is realized by using a small inertial shaker with a frequency range from 20 Hz to 3 kHz.
Further, the method is extended to a pouch cell of the same type but pre-aged by cycling to investigate
the suitability of the method for used cells in general. In the next step, the new cell is subjected
to measurements at selected temperature values to understand their influence on the FRF. Finally,
the results are compared and discussed. The mechanical method presented allows us to disclose
important cell characteristics and material properties by applying a non-invasive and non-destructive
short-term measurement on the cell that does not require extensive equipment.

2. Experiment

For this study, commercially available large scale pouch cells from EIG (Energy Innovation
Group (Cheonan, South Korea)) type C020 [17] were used.Operational parameters can be seen in
Table 1. Two cells of the same type were measured, one being new and the other one having gone
through an extensive cycle life history (≥1500 equivalent full cycles) and thus showing significant
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deterioration in performance. The cycled cell had a measured capacity of Cm = 14.9 Ah, resulting
in a capacity-based SOH of 74.5%. Both cells were from the same batch to minimize the influence of
variations in manufacturing. A cell comprising a graphite anode was chosen because graphite is known
to show significant changes in structure during cycling because of the lithium staging process [18] and
hence is commonly subjected to expansion/shrinkage dilatometry measurements [4,15,16].

Table 1. Overview of cell characteristics and specification.

Quantity Value

Nominal Capacity 20 Ah
Nominal Voltage 3.65 V
Dimension 216 × 129 × 7.2 mm
Weight 418.6 g
Anode Material Graphite (G)
Cathode Material Nickel-Manganese-Cobalt-Oxide (NMC)

The set-up of the measurement (Figure 1) consisted of a force generator type TMS 2002E miniature
inertial shaker and an impedance head type 288D01, both from PCB Piezotronics, Inc. (Depew, NY,
USA). The impedance head was screwed to the base of the shaker and mounted in the center of the
cell with ultra-thin double-sided adhesive tape. To avoid external influences and to provide vibration
isolation, the cell was placed on a foam padding with a natural frequency well below the first natural
frequency of the cell (see also Section 3).
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10. Data acquisition

11. Battery cycler

Figure 1. Functional diagram of the measurement set-up.

For excitation, the analogue output of a multifunction data acquisition board (DAQ) from National
Instruments was used, and the signal was amplified with a power amplifier type 2706 from Brüel
& Kjær (Nærum, Denmark). Data was acquired with the analogue inputs from the DAQ and signal
conditioning amplifiers from Dewetron. Logged data includes the excitation voltage and current for
the shaker as well as the force and the acceleration measured by the impedance head. The system
was controlled with LabVIEW software (Version 2014, National Instruments, Austin, TX, USA),
which generated the excitation signal and recorded the measured signals. The cycling and SOC
adjustment was performed with self-developed battery cyclers. Each channel was calibrated, and the
accuracy was 0.2% for the current and 0.1% for the voltage for measured value. During cycling and
FRF measurement, the cells remained in the same position on the foam padding. The whole set-up was
placed in a calibrated climatic chamber type VC4034 from Vötsch (Balingen, Germany) and remained
unchanged during all tests on the same cell. The cell with the shaker, foam padding, and wiring placed
in the climatic chamber can be seen in Figure 2.
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Figure 2. Image of test set-up within the climatic chamber.

To identify possible distortions of the signal that may be a result of mechanical vibrations of
the environmental test chamber or human-induced vibration in the laboratory, initial measurements
were performed under idle conditions (no thermal control, no activity in the laboratory) before being
performed under real conditions (with thermal control and activity in the laboratory). Influences
were found to be insignificant and below measurement accuracy. To minimize the influence of the
electrical connection on the set-up, the wiring and the connection was done with strain relief units,
establishing a loose connection. During measurements, the shaker operated within its recommended
specification with a linear sinusoidal sweep from 20 Hz to 3 kHz. The sweep duration was set to
5 s, and the sampling rate was 25 kHz. Each sweep was repeated 3 times, and an average response
was calculated. For the sweep duration, 2 and 10 s were also tested. As the eigenfrequency of the
measurement set-up was 18 Hz (see also below) and the measurement was performed with a linear
sweep, it was important to minimize the influences of the eigenfrequency on the values of interest.
The decay time of the signal could be calculated with τ = 1

δ and δ = ω × D, with D being the damping
ratio. According to Table 2, our lowest D was about 0.1, assuming that the eigenfrequency has the same
damping as the cell. This means that the 18 Hz frequency of the set-up impacts the 2 s measurement
until a frequency of 1487.5 Hz, which includes the frequencies of interest. Thus, as a compromise
between steady state conditions and measurement time, 5 s was chosen. The 18 Hz frequency was
decayed by the time the shaker was excited at 297.5 Hz, which is already below our lowest frequencies
of interest.

Table 2. Damping ratio of new and cycled cells for all SOC levels at all natural frequencies.

Cell Eigenfrequency SOC 0% SOC 25% SOC 50% SOC 75% SOC 100%

New 1. 0.2083 0.1849 0.1609 0.1339 0.1284
Cyc 1. 0.1113 0.1111 0.1115 0.1106 0.1111

New 2. 0.1563 0.1664 0.1245 0.1205 0.1225
Cyc 2. 0.0781 0.0779 0.0786 0.0775 0.0774

New 3. 0.1075 0.1074 0.1067 0.1052 0.1021
Cyc 3. 0.0718 0.0712 0.0743 0.0732 0.0729

The data was transferred to the frequency domain using a fast Fourier transformation algorithm
implemented in an Octave mathematical environment. Different forces were tested to find out the
optimum for the given cell. Overly strong force lead to bumps during measurement, producing
unwanted noise, while too weak a force leads to very low amplitudes, which are hard to measure.
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After several trials, an excitation of the given system, with a maximum force of 2.38 N and a root mean
square force of 0.56 N, was determined as an optimum value. Applying such low force has the benefit
of not changing any properties within the cell. Higher force or excitation over long periods are found
to change the internal properties of the cell [2,19]; even when other work does not observe such an
impact [20], it should not be neglected.

For cycling and SOC adjustment, the cells were first cycled with two standard cycles according
to the manufacturer’s specifications. This means a 0.5 C charge until 4.15 V with a constant voltage
phase of 30 min and a discharge with 1 C down to 2.75 V, with C being the nominal capacity of the cell
divided by 1 h. The capacity measured during the second discharge was then taken as the basis for
further calculations. The measurement was performed at SOC levels 0, 25, 50, 75, and 100%. The FRF
is determined starting from SOC 0% and charging to 100% and then again when discharging down to
0%. The SOC levels were set to a constant current charge and discharge, and a coulomb counting to
the according value. A rest period of 90 min between SOC adjustment and measurement was set as the
relaxation time.

When each cell was measured, the mechanical set-up remained untouched; when the cells were
swapped, it was necessary to remove both the electrical connections as well as the shaker itself. Slight
misalignments during the new set-up can affect the measured FRF, either in terms of the amplitude or,
in the worst case, the measured frequency peaks due to different modes being excited if the shaker
is in a different position and the peaks are closely spaced. To evaluate these uncertainties a ‘blank’
measurement was performed; thus, the set-up was fully assembled and disassembled six times for the
cycled cell at SOC 0%, each time followed by a measurement of the FRF. The uncertainties are shown
in Figure 3. It can be seen that the exact placement in the middle of the cell did lead to reproducible
results regarding frequency stability for the regions of interest (≤1400 Hz), while the amplitudes show
stronger variations, especially for the fourth eigenfrequency peak. This variation in measurement
needs to be considered for the results achieved for different cell types when the set-up is changed
in between.
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Figure 3. Mean value and standard deviation after full disassembly and reassembly of the set-up with
the cycled cell (6 measurements).

To test the influence of the position of the shaker, a measurement was conducted with two
additional impedance heads placed on the longitudinal and the lateral axes of the cell, 2 cm and 4 cm
away from the center. With a higher distance from the center, a larger damping of the curve was
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measured. Additionally, especially for lower frequencies, a shift of the peaks in the frequency domain
was detected. Accurate placement of the shaker and impedance head of the cell is thus crucial for the
reproducibility of this method.

The eigenfrequency of the foam bedding under the plate during the experimental set-up
(i.e., including the load of the cell) was determined using the decaying vibration response after
impulse loading. It was measured to be 18 Hz, indicating that the eigenfrequency of the set-up was
well below any eigenfrequency of the cell itself and thus had a negligible impact on the subsequent
measurements.

As temperature and temperature distribution have a high impact on cell performance [21],
all measurements were taken under controlled environmental conditions. Cell temperature was
measured with a thermocouple type K on the cells surface. When the surface reaches the test
temperature ±1 ◦C, 2 h are needed to reach thermal equilibrium before measurements are taken.

All figures and the according measurement data can be found as supplementary material.

3. Results and Discussion

Figure 4a shows the smoothed FRF of the new cell for different SOC levels obtained during
discharge at 25 °C. The full frequency range from 0 to 3000 Hz is displayed. The response at very low
frequencies (≤100 Hz) resulted from the natural frequency of the foam material (see Section 2) and
thus is not further considered. At higher frequencies, three distinct peaks can be seen in the FRF for
this cell type. All are within the range of 400–1400 Hz, while the magnitudes become greater at higher
frequencies. Above 1600 Hz, there is a plateau with only minor changes and a steep decline close to
3000 Hz, marking the frequency limit of the shaker. The FRF curves from 100 Hz upwards show a shift
towards higher frequencies with increasing SOC. Using the equation of harmonic motion

k = ω2m (1)

where k defines the cell stiffness, ω the natural frequency, and m the mass of the cell, it can be seen
that the cell becomes stiffer at higher SOC levels. Literature states that cells with a graphite-based
anode show an increasing thickness during charging [4,22,23], mainly as a result of the volume change
caused by staging of the anode during lithium intercalation [18], while the change in the cathode
material is usually minor in comparison. Assuming the limited expansion within the pouch due
to the surrounding materials, the observed increase in stiffness can be mainly linked to the staging
process in the anode. The observation of higher stiffness at higher SOC levels is additionally supported
by structural measurements on pure and on fully lithiated graphite (LiC6), which can be found in
literature. In [24], it is stated that LiC6 has a significantly higher modulus of elasticity (E). That stiffness
is calculated by k = E A

L , with A being the surface area and L being the length, indicates that the value
of the stiffness of lithiated graphite is greater than that of pure graphite.

Figure 4b shows the FRF of the cycled cell. At first sight, the higher magnitude compared to
the new cell is obvious. Considering potential measurement inaccuracies during rearrangement of
the set-up (see Figure 3 and Section 2), not all of the changes in magnitude can be attributed to the
decrease in SOH. The value for the 3rd eigenfrequency peak at approximately 1 kHz is 4.90 m/Ns2 for
the new cell and 6.79 m/Ns2 for the cycled cell, with a standard deviation of 0.78 m/Ns2 at this point,
according to Figure 3. However, it can be stated that the shifts between the peaks of the aged cell at
different SOCs in comparison to the new cell are much smaller. According to Equation (1), this indicates
that, due to decreased reactivity, a cycled cell, though associated with inevitable degradation of the
active materials, shows smaller changes in investigated mechanical characteristics with altering SOC.
In other words, the stiffening is not so distinct with increasing SOC and, on average, the cycled cell
appears to be less stiff than the new one. This is supposed to result from the irreversibly intercalated
ions, the delamination, and the passivation films that formed a solid electrolyte interface, where the
latter become more noticeable with every cycle [25].
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Furthermore, it can be seen that the peaks of the cycled cell are narrower than those of the new
one. This suggests a decrease in the damping ratio D of the cell with decreasing SOH. The damping
ratio for each natural frequency can be approximated from

D =
1

2Q
(2)

where Q is defined as the Quality-Factor

Q =
ω

∆ω
(3)

where ω is the natural frequency, and ∆ω is the frequency width between those points, which are half
the maximum amplitude (full width at half maximum). Table 2 contains the damping ratios calculated
for the three peaks at all SOC levels for both the new and the cycled cell. It can be seen that the changes
in the damping ratio of the cycled cell at different SOC levels are much smaller than those of the new
cell, providing a further indicator for significantly reduced reactivity in the active materials.
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Figure 4. FRF of new (a) and cycled (b) cells during discharge for all SOC levels at 25 ◦C.

In Figure 5a the absolute change in frequency ∆ f and in Figure 5b the gradient of ∆ f for each SOC
level is depicted for both cells in relation to SOC 0% at a temperature of 25 ◦C. The markers represent
the peak frequencies for the first three eigenfrequencies. It is noteworthy that, for the absolute change
in frequency, the new cell shows substantial fluctuations compared to the cycled cell; furthermore,
this behavior is strongly manifested at higher SOC levels. This again is a strong indicator of significantly
reduced system reactivity, which directly affects the measured capacity (dropped to 74.5% of the
initial value). Most likely this reduced reactivity results from the formation of various passivation
films, especially the Solid Electrolyte Interface (SEI), delamination, micro-cracking, and irreversible
intercalated ions [25]. The figure also implies a trend in the peak shift for both cells towards higher
frequencies up to SOC 75% and then decreases for SOC 100%. This has also been found in former
work [16]. The underlying process has yet to be identified and requires a denser dataset between SOC 75
and 100%. However, this ambiguity, at the moment, inhibits a distinct correlation of the SOC with the
FRF over the entire SOC range, but this correlation is possible at a lower SOC. The gradient of ∆ f shows
the change in frequency scaled by the peak frequency at SOC 0%. This confirms the findings that an
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aged cell can be easily distinguished from a new cell by charging or discharging it to a mid-range SOC
of 50–75% and comparing the eigenfrequency peaks. Actually, determining the absolute SOC of a cell
of unknown SOH is easier for new cells than for old ones, particularly at the aforementioned mid-range
SOCs. The peaks of the eigenfrequency visible in Figure 4 and the given bandwidth in Figure 5 indicate
that an SOC or SOH estimation can also be performed with a narrow frequency window. To estimate
SOC and SOH using, for example, the third eigenfrequency, a window of 100 Hz around a center
frequency of 1050 Hz is enough to detect all effects. This becomes practical for optimizing measurement
time and saving equipment costs, especially considering a possible future application, for example, in
an electric vehicle or a grid storage unit.
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Figure 5. Absolute (a) distance between peaks and gradient (b) at different peaks of new and cycled
cells during charge for all SOC levels at 25 ◦C.

The FRF of the cell at a certain SOC level varies, depending on how the SOC is reached. This is
most likely due to the hysteresis effects of anode swelling, which could be related to the cell’s charge
or discharge history, or even the previous C-rate [22]. Figure 6 shows the FRF for the new cell
for charge and discharge at selected SOC levels. It can be seen that there is a small shift in both
magnitude and frequency for each SOC between the values reached by charging and those reached by
discharging the cell. In [22], similar hysteresis behavior is found for thickness increases of an NMC/G
cell and is identified as a result of the transformed intercalation structure during charge and discharge.
The difference observed at SOC 0% originates in an altered discharging regime. While the initial SOC
was reached with an uninterrupted discharge from SOC 100% down to 0%, the second value was
reached by the stepwise discharge required for the measurement. Nevertheless, without existing
prior knowledge about the system, this shift is not sufficient to allow for correlation of the frequency
response directly to the SOC level.

The complete results obtained from the new and cycled cells imply that this method is appropriate
for the indication of structural changes in the active materials caused by alterations in the state of the
battery. It has to be underlined that, since the relevant frequency range is not very broad (no high
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frequency set up required), the implementation of this method into test benches should be relatively
easy, and is necessary for potential new applications of LIBs in the near future. The number and
position of the peaks are a result of the form factor of the cell or object under test. For modules or hard
case cells, more peaks and different shapes are to be expected.

Often LIBs are exposed to sharp temperature variations with regard to their vast spectrum of
application, so the effect of the temperature change on the FRF is also investigated. In this scenario,
the new cell is tested at 0, 25, and 45 °C at every SOC. For the sake of legibility, Figure 7 only shows
two SOC values per temperature, but the other SOC levels exhibit similar behavior. It can be observed
that the magnitude of the signal becomes greater with rising temperature, whereas the peaks shift
to lower frequencies. Because the materials tend to soften at higher temperatures, their stiffness is
reduced as they warm up, so natural frequencies are detected at lower values. Herewith, the influence
of temperature becomes the dominating effect over frequency shifts due to changing SOC.
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Figure 6. FRF of the new cell during charge and discharge for three SOC levels at 25 ◦C.
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In Figure 8, the natural frequencies of the system are presented. Their shifts indicate the changes
in the cell´s mechanical properties. Because the first natural frequency shows an insignificant shift
compared to the higher eigenfrequencies, the graph displays only the second and third natural
frequencies for each SOC level relative to SOC 0% for all of the three chosen temperatures. A noticeable
monotonic increase in all eigenfrequencies up to SOC 75% is detected at all temperature levels. For 0
and 25 ◦C, this monotonic increase continues up to SOC 100%, while at 45 ◦C for SOC 100% the
frequency value is lower than the one measured at SOC 75%. In summary, at higher temperatures,
the peak shifts are more pronounced, as expected, due to stimulated system reactivity with increased
temperature. However, a noteworthy observation here is that, for SOC 25%, a greater change is
observed at lower temperature values.
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Figure 8. Distance (a) and relative distance to value at SOC 0% and 25 ◦C (b) between peaks of the new
cell during discharge at three different temperatures.

4. Conclusions and Outlook

In this work, the correlation between the SOC and the FRF at low-frequency mechanical excitation
of an LIB was presented. The obtained results show visible and distinct changes in the FRF with
varying SOC, and reproducibly confirm detectable shifts with sharp temperature variations for the
particular case of 20 Ah commercial pouch cells manufactured with NMC-cathode and G-anode. Since
the test setting is well-defined and repeatable, it is projected that a determination of the SOC becomes
feasible when prior knowledge about the system is available, although it is not sufficiently practical
at the present moment. Nevertheless, at a given temperature, the FRF measurements could become
a method of choice in determining the absolute SOC of the cells at a given temperature.

Regarding the SOH, it was found that the pre-aged cell with a long cycling-life history tends to
become softer and that the absolute changes in the FRF are smaller than for a new cell, which could be
attributed additionally to internal cracking, de-lamination, or fracture. However, the influence of other
parameters on the FRF was found to be stronger than the influence of the SOH itself, which confirms
that prior system knowledge is a major requirement for determination. This method is suitable for
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monitoring changes of the mechanical parameters, which is very important during construction of
battery systems, and highly relevant for the automotive sector [15,26,27]. Therefore, the approach
presented in this work could assist as a non-destructive method of collecting information about
parameters of the battery cell such as damping and stiffness. The non-destructive aspect is particularly
relevant because other mechanical tests may bring undesirable side reactions and are thus often
performed only at lower SOC [26,27]. The measurement procedure validated with our experiments
is based on the frequencies within the audible range (in this case, from 20 Hz to 3 kHz); therefore,
in comparison to ultrasonic analysis, requirements to this test, both for excitation and measurements,
are not very demanding.

As a future goal for investigations, the actual changes in the materials have to be investigated
(which may include different physico-chemical methods, including destructive tests), and the
correlation between measured FRF values and factual changes in materials structure with regard
to diverse cell chemistries and geometries should be defined. Refining the repeatability when
reassembling the set-up is still necessary. Since swelling of the battery casing is also often observed
during and after battery operation, especially on hard case prismatic cells [23], it is of utmost interest
to consider this geometry type for modal analysis. For feasible future investigations, this would have
a major impact on whole battery module systems.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1996-1073/11/3/
541/s1.
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Abbreviations

The following abbreviations and mathematical symbols are used in this manuscript:

Cm measured capacity
Cn nominal capacity
DAQ data acquisition board
FRF frequency response function
G Graphite
LIB lithium-ion battery
NMC Nickel-Manganese-Cobalt-Oxide
SOC state of charge
SOH state of health
τ decay time (s)
δ decay constant
ω natural frequency (rads−1)
D damping ratio
k cell stiffness (N/m)
m mass of the cell (kg)
f frequency (s−1)
E modulus of elasticity (N/m2)
Q quality factor
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ABSTRACT This work presents an approach to monitoring the State-Of-Charge of Lithium-Ion battery cells
via piezo disc-based ultrasonic Time-Of-Flightmeasurement bymeasuring the traveling time of amechanical
pulse through the cell between two surface-mounted sensors. The main advantage of this approach is the
simplicity and the resulting low cost, which makes it suitable for future application in battery management
systems. In detail, the excitation of the piezo actuator is done using a single semiconductor switch instead of
a power amplifier, and the received signal is processed with an amplifier and Schmitt-trigger combination
to condition the signal for the microprocessor, which is part of a battery management system. Both the
functionality and the limits of the design are evaluated with a high energy density Lithium-Ion pouch cell
under different operational scenarios. Several parameters such as temperature, current rates, and excitation
frequency are varied to prove the design concept. For validation purposes, an estimation function is generated
and a real-world driving cycle applied. An estimation with an error of 1.29% of the Time-Of-Flight total
value or 16.85% of the State-Of-Charge value under challenging conditions is achieved with the current
setup.

INDEX TERMS Battery management system, diagnostics, lithium-ion battery, piezoelectric transducers,
state-of-charge, time-of-flight, ultrasonic.

I. INTRODUCTION
Due to their high energy density and long lifetime,
Lithium-Ion batteries (LIBs) are nowadays predominant in
mobile applications, modern stationary storage solutions, and
in electric vehicles, and will maintain this position in the near
and mid-term future [1]. One very important aspect of ensur-
ing the longevity and safety of LIBs is proper operationwithin
the constraints of the systems. This is the task of the battery
management system (BMS). Determining the state-of-charge
(SOC) of the battery is one of its key functionalities [2], [3].
Xiong et al. [3] in their review state that in principle there are
four groups of methods to do so:

1) lookup table,
2) ampere-hour integral,

The associate editor coordinating the review of this manuscript and

approving it for publication was Fabio Massaro .

3) model based estimation, and
4) data driven.

These methods have in common that they all rely on
measurement of the electrical two-pole behaviour of the cell,
with the more sophisticated methods combining the actual
measurement with cell temperature and operational history
of the battery. So, the SOC is measured in an indirect way,
or derived from other values.

In recent years, methods where the SOC is determined
in a direct way via non-destructive, in-situ measurements of
the properties of the active materials in the cell have been
investigated more deeply by various research groups. The
reason is that during operation the Li+ ions move from anode
to cathode upon discharge and vice versa during charge.
This leads to SOC-dependent structural changes in both elec-
trodes, with a very pronounced change for anodes containing
e.g. graphite [4] or silicon [5]. While graphite expands up
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to around 10% from the unlithiated to the lithiated state,
the change becomes drastic for silicon, which can expand
by around 300%, so in the future direct determination will
be of even higher relevance. There are three main groups of
methods to determine the internals states:

1) imaging,
2) dilatometry, and
3) acoustics,

with the first and second having been employed on LIB
full cells since the beginning of this century [6], [7] while
the third has been receiving more attention over the last
years [2], [8]–[12]. Hsieh et al. [8] employ acoustic ultra-
sonic measurements in transmission and reflection geometry,
Ladpli et al. [9], [10] and Gold et al. [2] combine ultra-
sonic time-of-flight (TOF) and amplitude measurements, and
Popp et al. [11] use acoustic signals in the audible range. All
authors were able to identify correlations between the acous-
tic response of the system and the SOC, and partially also the
SOH. All authors used complex and expensive lab equipment
and did tests with artificial cycles that cannot be found in
real world applications. Only one work [11] investigated the
phenomena at different temperatures and found significant
dependencies.

This work now opted for utilization of the technique of
acoustic ultrasonic surface TOF signals in the range of 25 kHz
to 40 kHz, as they are comparatively easy to measure. The
whole setup aims at integration into a BMS. Thus, it is
designed with electronic equipment of a total additional cost
in the single-digit Euro range per unit, excluding economies
of scale. To achieve the stated cost reduction, the circuit was
assembled with inexpensive piezo actuator discs; instead of
excitation with an amplifier and the corresponding complex
signal generation, control of the actuator disc was maintained
with an electronic switch, while the measurement of the TOF
employing a Schmitt-trigger based circuit and the possibility
to control the circuit using spare channels on the existing
microprocessor from the BMS were realized.

The designed circuit passed the initial functionality tests.
Feasibility tryouts and TOF behaviour were investigated on
an off-the-shelf 12Ah high energy pouch cell at different
experimental conditions. The cell was operated with a real
world driving cycle, the worldwide harmonized light vehicle
test procedure (WLTP) [13] cycle. WLTP is the standard test
nowadays for evaluation of energy consumption of passenger
cars and reflects various realistic loads from everyday oper-
ation. The obtained results are discussed in terms of their
accuracy, the limitations are evaluated, and the feasibility
of application of the TOF approach for SOC estimation is
evaluated.

II. TIME-OF-FLIGHT MEASUREMENT ON LIB
The TOF method is well known in other applications but
requires adaptation to be usable for LIB state estimation.
This section first provides the theoretical background on the
mechanical composition and behaviour of LIB pouch cells

FIGURE 1. Developed PCB and cell connected to piezo transducer discs
placed on pouch cell.

regarding TOF measurement and then presents a practical
approach to implementing the method in a BMS.

A. THEORETICAL BACKGROUND
During battery operation, the lithiation level of the anode, rep-
resentative of SOC, has a significant impact on cell behaviour,
ageing, and cyclability. Because of the complex physico-
chemical nature of the lithium-ion battery, identifying the
internal changes that lead to battery degradation and failure
is challenging, but as a feature of interest extracted from a
non-destructive ultrasonic response signal, TOF could be
used for analysing battery performance, which leads to
changes in both mechanical impedance and ultrasonic veloc-
ity [9], [14], [15]. The lithium concentration affects the
Young’s modulus and the density of the graphite elec-
trode [16]. This influences the ultrasonic wave propagation
speed, the latter being indirectly dependent on the SOC. For
example, a high lithium concentration in the electrode alters
the Young’s modulus and therefore causes a higher wave
propagation velocity.

For the measurement an emitter and a receiver, in this case
piezo discs, are placed on the cell under test at a known
distance from each other (Fig. 1). The emitter sends an ultra-
sonic signal burst that propagates through the battery cell
and is detected by the receiver. The time between emitting
and receiving the signal is measured as TOF. The battery
cell consists of thin layers of anode, cathode, separator and,
current collector materials. As the thickness of these layers
is smaller than the wavelength of the propagating waves,
the waves are considered to behave as Lamb waves. Lamb
waves are guided waves in thin plates and can propagate
over long distances with little attenuation. Lamb waves are
dispersive, enabling the determination of elastic properties
and the thickness of the plate [17].
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FIGURE 2. Calculated velocities of an empty and a fully charged LIB cell.

A calculation of the wave velocities for different frequen-
cies can be found in Fig. 2. The formula for this calcula-
tion is in the appendix. It was found that frequencies above
20 kHz show significant differences between a fully charged
and a fully discharged cell. The greater the difference in
velocity, the greater the difference in TOF, permitting a less
complex, or more accurate, measuring system. In addition,
lower frequencies also have lower demands on excitation
and measurement. Thus, frequencies in the region between
25 kHz and 40 kHz were chosen for this study. As the sen-
sors were placed 10 cm from each other, the TOF of the
signal at e.g. 25 kHz was expected to be between 161µ
s for a fully discharged and 150µ s for a fully charged
cell.

B. IMPLEMENTATION FOR A BMS
Ladpli et al. [9], [10] and Gold et al. [2] showed that changes
in LIB can be detected both by the variation in the amplitude
at the receiver and by the TOF through the cell. Because
of a reduced sampling rate and less effort for signal pro-
cessing, TOF measurement makes lower demands on the
hardware than processing the variation in amplitude. As cost
plays a major role in the field of battery applications [1]
this work focuses on the implementation of a low-cost TOF
approach that could be used in a BMS. Piezo transducers
are utilized both as actuator and sensor. Both are commer-
cial piezo discs from PUI Audio (Dayton, OH, USA) type
AB1290B-LW100-R with a resonance frequency of 9 kHz
and a capacitance of 8 nF. They are directly attached on the
longitudinal axis of the cell, each 5 cm away from the centre
and fixed in position with epoxy glue (Fig. 1).

Fig. 3 shows the block diagram of the ultrasonic sens-
ing system. The main components are the two piezo discs,
the microcontroller, the transmitter circuit, and the receiver
circuit. The receiver circuit consists of a high pass filter
with a cut-off frequency of 3.3 kHz. This filter reduces low
frequency noise, which can occur from mechanical vibra-
tions in the environment. The filtered signal is amplified
by an instrumentation amplifier with a gain factor of 201.

FIGURE 3. Functional diagram of TOF setup and implementation.

The rectifier, which consists of a simple single diode, cuts
off the negative voltage of the amplified signal. The rec-
tified signal is fed into a Schmitt-trigger which generates
a pulse when the signal is greater than 2V. The transmit-
ter circuit consists of a MOSFET operated as semiconduc-
tor switch, with an additional pull-up resistor connected to
+12V. The measurement starts when the microcontroller
generates a square-wave pulse with an adjustable frequency
between 20 - 50 kHz. After 50 - 200µs, depending on the
condition of the cell, the microcontroller receives two or
more pulses which are generated by the receiver circuit.
The microcontroller measures the time between the first
falling edge and the second or third rising edge, if any.
The first falling edge is the reference pulse which was gen-
erated from the microcontroller. This type of setup only
requires the use of one general input and output (GPIO)
of the microcontroller to generate the pulse for the trans-
mitter circuit, and one enhanced capture module (eCAP) to
measure the time elapsed between the triggers generated by
the receiving circuit. It has a clock of 100MHz, leading
to a sampling time of 10 ns. This could also be done by
combining a fast GPIO or analogue digital converter (ADC)
with a timer module if the microcontroller does not have this
feature.

The influence on processor load is very low, so the
already existing microcontroller of a BMS can be used
to perform this task, further driving down the cost of the
TOF application. So, in total only some very low-cost
components like common operational amplifiers, electronic
switches, and passive components are needed to real-
ize the TOF circuit, reducing cost down to the single-
digit Euro range, even before considering economies of
scale.

The evolution of SOC impacts the overall mechanical
impedance of the cell. Thus, not only the TOF shifts, but
also the waveform of the signal itself as well. For some
cases at the boundary regions of the system, the Schmitt-
trigger level could be too low or too high; this generates
different trigger sequences. Therefore, the execution of an
algorithm that sorts out the pulses and utilizes the correct one
is required. The description of the functionality of such an
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algorithm is presented as pseudo-code in the supplementary
materials.

III. EXPERIMENTAL
This study used commercially available high energy pouch
cells from Kokam Company, Ltd. (Gyeonggi-Do, Repub-
lic of Korea) type SLPB065070180 [18] with a capacity
of 12Ah and an energy density of 260Wh/kg (Fig. 1).
The cell is composed of a Nickel-Manganese-Cobalt
cathode and a graphite anode, representing two com-
monly used active materials in state-of-the-art Lithium-Ion
technology.

Before the actual test the cells were cycled 5 times with a
current of 0.5 times the rate of the nominal current (C-rate)
between the upper and the lower voltage limit, all according to
the manufacturer instructions. Evaluating the TOF approach,
under conditions of real-world applications requires tweaking
of parameters to which a battery cell’s mechanical properties
are most sensitive. Despite cycling and storage history, which
is negligible in our case of fresh cells, these parameters
are temperature [11] and current rates [19]. To estimate the
temperature dependency of the TOF approach the arbitrary
cell was set at SOC 50% and subjected to three temperature
cycles between 5 and 45◦C while the TOF was monitored
constantly. Temperature was elevated by 10◦C per hour. To
estimate the current dependency the cell current on both
charge and discharge was set to 0.1, 0.5 and 1 C-rate of the
cell under test. Additionally, the cell was discharged with
WLTP cycles [13] from SOC 95% until the lower voltage
limit was reached. Each cycle lasted 1800 s. The profile was
downscaled to cell level and consumed 1.38Ah of charge,
with peak current during the highest discharge pulse set to
18.53A.

A controlled ambient temperature was secured as all
the tests were performed in a calibrated climatic chamber.
Temperature was monitored by an in-house developed cell
test unit (CTU) via a K-type thermocouple taped onto the
upper segment of the cell together with insulation material for
decoupling the thermocouple from the ambient temperature.
The CTU was also responsible for controlling the cell current
and voltage. The channel was calibrated with an accuracy
of 0.2% for the current and 0.1% for the voltage, both for
measured value. Synchronization of the measured TOF by
the BMS board (see sec. II) with values obtained by the
CTU was done via controller area network (CAN) serial bus
protocol; all values were incorporated into the CTU data log
file.

All the TOF signals in the following graphs are filtered
with a median filter over 100 samples in order to suppress
measurement noise.

IV. RESULTS AND DISCUSSION
In Fig. 4 (a) the square wave input signal and the mea-
sured and amplified system response of the battery are
shown. Both values were measured using an oscilloscope;
for normal operation, only the pulses are analysed by the

FIGURE 4. Input pulse and system response (a), rectified signal for
Schmitt-trigger and trigger output (b).

system. It can be seen that the mechanical excitation via
a rectangular pulse leads to a pronounced non-harmonic
wave motion of the system with an initial noisy peak after
72µ s with pronounced half waves starting around 140µ s,
which is in agreement with the values estimated in sec II.
To cancel the initial noise, the trigger level needs to be set
accordingly.

Fig. 4 (b) depicts the post-processing of the measurement.
The amplified signal is rectified by a single diode rectifier so
that the subsequent circuitry only needs to process positive
signals (see also Fig. 3). The Schmitt-trigger then has a trigger
level of 2V and has a rectangle signal on the output if the
value is higher. In the case shown here this is true for two
initial pulses and also for the pulses along the signal. The
pulses are received on the eCAP input of the microcontroller.
This is a capture and counter module. It triggers the first
positive edge and then counts the time until the next rising
edge is detected. The microcontroller software considers the
first two response pulses as relevant and discards the others.
Those two pulses are traced and taken for calculation over the
entire SOC since the time between the trigger and the edges
of the signal represents the TOF and will change over SOC
(see also Fig. 3).

The progress of the TOF for a full cycle and different
sampling frequencies with a current of 0.5 C-rate is
given in Fig. 5, where a correlation of the TOF with

4 VOLUME 7, 2019



H. Popp et al.: State Estimation Approach of Lithium-Ion Batteries by Simplified Ultrasonic Time-of-Flight Measurement

FIGURE 5. Full cycle with voltage (a), current (b) and TOF for several
frequencies (c).

the SOC is obvious. As expected (see sec. II), and
observed with different approaches in other publications
[2], [9], [10], in general the TOF decreases as the SOC
increases. Higher frequencies lead to a higher overall TOF,
but the progress of the slope over the cycle is similar. Longer
TOF also means higher damping of the signal. This is why
the TOF at 40 kHz already shows higher distortion in the
low SOC region - not all pulses can be detected. How-
ever, higher frequencies also could be measured, if nec-
essary, by adapting the parameters of the electronics. The
piezo discs chosen for this work have higher attenuation at
higher frequencies. Therefore, for the subsequent measure-
ments described in the manuscript a frequency of 30 kHz was
chosen.

FIGURE 6. Temperature dependency of TOF for the cell at SOC 50 %.

During idle phases the TOF shows a relaxation similar to
the one of the cell voltage; thus, after a constant voltage phase
during charging the relaxation behaviour is less pronounced
compared to the one after constant current discharge.
When cell current is applied again, both in the charged
and discharged states, the initial peak in TOF is observed
again. Bauer et al. [20] also observed such behaviour
for dilation and attributed it to Lithium staging related
phenomena.

Tests on half cells, done separately for anode and
cathode of the cells under investigation, have shown that
it is most likely local responses resulting from different
lithiation stages in the graphite anode [21] that lead to
different mechanical properties over the SOC, and thus
proves the tendency of an increasing TOF with reducing
the SOC. With other cells or other operational parame-
ters also unique TOF to SOC correlations can be observed
[2], [12], making the method quite plausible for a BMS
application.

In Fig. 6, the dependency of TOF on temperature is
depicted. One can see that the TOF declines proportionally
to the temperature decrease. This is explained by the higher
stiffness of the battery at lower temperatures and thus a higher
propagation speed of the wave. The difference between the
lowest and the highest TOF is 30µ s, which is 20% of the
value measured at 25◦C. The hysteresis observed in the TOF
is related to the temperature level to which the cell was heated
or cooled down. This temperature dependency is especially
relevant for a real BMS application as batteries in mobile or
outdoor stationary applications would endure wide variations
in temperature. The slope of the temperature for a BMS can be
represented by a 3rd degree polynomial function, also given
in Fig. 6. The goodness of the fit is R2

= 0.9931, with a
maximum deviation of 2.41µ s or 1.49% of measured value
at 161.6µ s. So, a simple compensation of variations in TOF
by temperature can be implemented in the BMS when cell
temperature is monitored.

Additional uncertainties arise from TOF response as a
result of different C-rates. According to Fig. 7, which shows
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FIGURE 7. TOF for charge and discharge with different C-rates over
transferred charge.

the TOF over charge for different profiles with a sample
frequency of 30 kHz, higher C-rates lead to longer TOF.
Very low C-rates lead to more pronounced local minima
at low SOC. Different mechanical behaviour for different
C-rates was also observed by Grimsmann et al. [19] for dila-
tion. Higher C-rates lead to thinner layers, or indeed thinner
cells. The authors attribute this behaviour to inhomogeneous
lithium distribution within the electrodes or the particles
themselves. This also is believed to influence the TOF as
measured here.

Fig. 7 also provides the mean value and the standard
deviation calculated for all charge and discharge curves. The
highest deviations are observed in higher SOC regions with
the maximum of 2.85µ s from 159.05µ s at 11.1Ah, which
is an error of 1.79%. Greater deviations arise from the not
clearly determined signal over the SOC. Taking for exam-
ple the mean value, the peak value of 151.15µ s at 0.6Ah
can also be found on the curve at 6.1Ah, which is more
than 10 times the SOC value. This means that a BMS with
TOF-based state estimation also needs an additional func-
tionality for detection of the position on the curve. Coupling
with voltage measurement for a single estimation of a battery
in an unknown state or a Kalman filter would be a solution
for running operation. A single standalone TOFmeasurement
is not suited for estimation of the SOC in case of the cell
under test. This is expected to be different with other types of
cells based on the findings regarding TOF progress in other
studies [2], [12].

In Fig. 8, the TOF response to consecutive WLTP cycles
is shown. To reflect operation in a battery electric vehi-
cle, the cycle starts at a SOC at 95% and the battery is
then exhausted by applying WLTP cycles, each consuming
1.38Ah. The mean value calculated from the measurements
as in Fig. 7 is corrected for the measured cell temperature

FIGURE 8. TOF measured under driving cycle and estimated TOF (a) and
deviation between measured and estimated TOF (b).

during the cycles, with the approach from Fig. 6 serving
as an estimator for the TOF to SOC relationship. It can be
seen that even during cycles, with such fluctuations between
C-rates and charge and discharge, the trend of the TOF is
similar to that in constant cycles and the corrected mean
value serves as an estimator, producing a maximum error
of 2.06µ s which is an error of 1.29% of the measured value,
or 16.85% of the total change in TOF, that corresponds to
the SOC in the test case. Note that an advanced algorithm
like the one described above is necessary to achieve this
result.

While the general trend of the SOC over the WLTP is
followed by the TOF curve, there are repeating peaks in the
real SOC which are not reflected in the TOF curve. These
peaks result from the phase with higher power, including peak
C-rates of 1.54C at the end of the WLTP cycle. As shown
above, higher C-rates lead to larger changes in themechanical
behaviour of the cell. As the estimator is produced by fitting
of mean values, it does not reflect such high peaks. However,
after less power intensive sections of the cycle the error is
compensated for.

V. CONCLUSION
This work confirmed the correlation between SOC and TOF,
using a method that does not require complex laboratory
equipment and can be directly implemented into a BMS at
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low additional cost. For the first time the approach was val-
idated in real application scenarios for various temperatures,
C-rates, and a driving cycle that represents variations in
operational parameters comparable to a real application.
From the results obtained during this investigation, one
should conclude that some variables, like the temperature,
have a significant impact on TOF; as there is a change
of 30µs for change in temperature from 5 to 45◦C, while
for example at 25◦C the total variation in TOF between
fully charged and discharged cell is 10µs. Thus, knowl-
edge of the current cell temperature and compensation for
it are necessary. While this can be implemented with low
effort, the errors caused by non-straightforward dependency
of the TOF on the SOC found for the investigated cell,
and by the uncertainties stemming from the C-Rate makes
the approach less reliable for SOC determination. How-
ever, advanced processing of the data, like Kalman filter-
ing or such, would highly improve data usability. Another
possible field of application is the surveillance of the
mechanical stability of the cell in the pack, which becomes
especially interesting after a crash or other mechanical
stress.

APPENDIX
As stated above, a LIB consists of multiple differ-
ent layers. The connection between the layers can
be mathematically represented by using the Global
Matrix [17], [22], [23].
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where k is the wave number, ω the angular frequency, cl the
longitudinal wave velocity, cs the shear wave velocity, ρ the
density, and d the thickness of each layer.

To determine the propagation speed of the ultrasonic vibra-
tion wave, the determinant of the Global Matrix G has to be
found. As G is dependent on the sub-matrices Dt and Db the
factors of these two matrices play a crucial role. The factors
cl and cs represent the longitudinal and shear velocities of
the propagating waves. These velocities are dependent on
the Young’s modulus. In this context, the wave propagation
velocity is dependent on the Young’s modulus and therefore
connected to the SOC.
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To determine the parameters for the calculation above,
a cell was dismantled and its physical properties determined
by post mortem analysis. For details see [21].
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A B S T R A C T

Lithium-Ion batteries are the key technology to power mobile devices, all types of electric vehicles, and for use in
stationary energy storage. Much attention has been paid in research to improve the performance of active
materials for Lithium-Ion batteries, however, for optimal, long and safe operation, detailed knowledge of -among
others- the state-of-charge and the state-of-health of the battery is paramount both in laboratory use, as well as
during application by the battery management system. Today’s systems often derive their estimators from data of
the voltage, current and temperature measurements, which can lead to inaccurate estimations of values during
operation. Mechanical based measurements became very popular recently to fill the gap in data by com-
plementing conventional measurements and thus provide more accurate information about the internal state of
Lithium-Ion batteries. This review aims to present the current state of this promising topic for both laboratory
use and applications on non-destructive in-situ and in-operando methods for measurement of mechanical battery
parameters like expansion, strain and force, experimental modal analysis, ultrasonic probing and acoustic
emission technologies. The intention of this summary is to provide insights in this emerging topic by showing
benefits, drawbacks, possibilities and applications of each technique and compare those to each other, thus
providing the readers with a deep insight into the topic.

1. Introduction

Lithium-Ion secondary batteries (LIB) have been commercially
available since their introduction by Sony in the year 1991. Due to
continuous improvements, they have successfully conquered the market
[1,2]. While in the early stage they were used as one alternative among
several battery chemistries to power mobile devices, later, due to their
high energy density and their longer lifetime compared to other elec-
trochemical energy storage systems, LIB became the chemistry of choice
for many different applications. Nowadays, they are indispensable
components of mobile and consumer devices, power tools, and electric
vehicles [2,3]. Becoming price-competitive has opened a new area of
utilization for LIBs as stationary home storage and to a certain degree
even in grid storage applications [4]. By tuning material parameters for
active and passive components, and with optimized manufacturing, LIB
are expected to further decrease in cost and increase in performance
[2,4].

A drawback of LIB is that for proper and safe use, they require
constant surveillance to maintain operation in a narrow window of
voltage and temperature. This is usually done with a battery

management system (BMS). For single cells, the BMS is a relatively
simple analogue electrical circuit; for more complex systems with many
cells, more complex hardware with micro-controllers and dedicated
software is implemented. One of the main tasks of the BMS is the es-
timation of the state-of-charge (SOC) of the cell. Other state estimations
like state-of-health (SOH), state-of-function (SOF) and others (SOX) are
also performed. State-of-the-art BMS perform the estimation via the
electrical two pole behaviour of the cell, meaning that they measure the
cell voltage and / or the cell current, sometimes combined with the cell
temperature. From these values, the SOX are derived. Xiong et al. [5],
in their review list four main methods for this: i) lookup table, where
e.g. the open circuit voltage (OCV) of the cell is compared to OCV re-
ference values for the SOC in a table; ii) ampere-hour integral, where
the cell current is measured permanently and the transferred charge is
calculated and compared to the cell capacity; iii) model-driven
methods, where electrochemical-, equivalent circuit-, and / or im-
pedance models of the cell are stored and the measured values com-
pared with those predicted by the model and iv) data driven, where
data training or a data-model fusion method are used to later estimate
the SOC. The third method is often improved on by applying advanced
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algorithms like Luenberger observer, Kalman- or particle swarm filter
and others [5]. These increase accuracy, but they also increase com-
putational load. Waag et al. [6] in 2014 in their review already ana-
lysed over 350 publications handling the topic of SOX estimation with
these methods, and the numbers have been increasing steadily in the
meantime, as can be seen in newer reviews [7,8]. The accuracies
achieved are sufficient for normal operation. However, as already
stated, all methods rely on electrical- and in some cases additional
temperature measurement, so the SOC is measured in an indirect way,
as it is derived from electrical behaviour [9].

Another important LIB cell property is that its mechanical values
can change during operation (details see Section 2). LIB active materials
swell and shrink over the SOC, with a share of non-reversible physical
changes in particular, partially reflecting the SOH. Therefore, by mea-
suring the mechanical properties of the LIB cell, one can directly derive
SOX values. These values are crucial for battery systems mechanical
design to safeguard the cell from swelling forces with enough damper
material to absorb the expansion. Insufficient buffer space can lead to
serious and dangerous defects as experienced with the Samsung Galaxy
Note 7 incidents [10]. On the other hand, an adequate mechanical force
on the (pouch) cell, applied as per manufacturer’s recommendations,
improves both the electrochemical performance and lifetime [11,12] of
the LIB cell. Also, constructing a functional, fault tolerant, and safe LIB
battery housing requires information about the structural integrity of
the cell which determines its ability to sustain mechanical loads during
operation, such as vibration of the environment [13–15], and to mini-
mize critical situations when mechanical forces caused for instance by a
vehicle accident occur [16]. Parameters containing this information on
the mechanical behaviour of the cell cannot be measured by its

electrical two pole behaviour.
In order to overcome the lack of data on the mechanical properties,

and also to have a second source of SOX parameter values, mechanical
measurement methods were developed in recent years. There are four
main methods [9] for measurement of the mechanical properties of LIB:

• destructive testing,
• imaging methods,
• expansion based methods, and
• acoustic based methods.
The first one, as the name implies, is destructive, meaning the cell is

destroyed or seriously affected in its operational behaviour and safety;
the others are classic non-destructive approaches. The third and the
fourth have the potential for in-situ and in-operando application, as this
work aims to show. In addition, this form of testing can give useful
information for potential use in second life applications. Here, the SOH
estimation after collection of used LIBs tends to be the most difficult
and costly part of the operation.

Destructive mechanical tests, usually involve (heavy) machinery
which bend, stretch, or compress single components, cells, modules, or
systems of a LIB all the way from reversible (elastic) to a non-reversible
(non-elastic) scale [16–23]. With the applied force and the resulting
deformation, calculations of the mechanical values of the cell such as
strain or Young’s modulus are possible. The reviews [16,17] provide
deeper insight into this topic and its applications. This method is not
practical for analysis without destruction (in-situ) and thus neither for
analysis during operation (in-operando) monitoring.

Imaging methods like X-ray or computer tomography provide

Nomenclature

Abbrevations

AE Acoustic Emission
Al Aluminum
BMS Battery Management System
C Carbon
CEI Cathode Electrolyte Interface
CNT Carbon Nano Tube
CWT Continuous Wavelet Transformation
C-rates Current rates
DFT Density Functional Theory
DPM Driving-Point Measurement
DUT Device Under Test
EIS Electrochemical Impedance Spectroscopy
EMA Experimental Modal Analysis
EMI Electro Magnetic Interference
EOL End Of Life
FBG Fiber Bragg Grating
FEM Finite Element Model
FFT Fast Fourier Transformation
FPGA Field Programmable Gate Arrays
FRF Frequency Response Function
GPIO General Purpose Input / Output
LFP Lithium-Iron-Phosphate
Li Lithium
LIB Lithium-Ion Secondary Battery
LIC Lithium Capacitor
LMO Lithium-Manganese-Oxyde
LTI Linear Time Invariant
LTO Lithium-Titanate-Oxyde
MDOF Multi Degree of Freedom
NDE Non Destructive Evaluation

NMC Nickel-Manganese-Cobalt
OCV Open Circuit Voltage
OSI Optical Sensor Interrogator
P- Pressure-
PCA Principal Component Analysis
PCG Pitch Coated Flaky Graphite
RUL Remaining Useful Life
S- Shear-
SDOF Single Degree of Freedom
SEI Solid Electrolyte Interface
SHM Structural Health Monitoring
Si Silicon
SOC State-of-Charge
SOF State-of-Function
SOH State-of-Health
SOX State-of-X
STFT Short-Time Fourier Transformation
TM Transfer Measurement
TOF Time-f-Flight
US Ultra-Sonic
XRD X-Ray Diffraction

Math. Symbols

a Acceleration (m s· 2)
A Normalized Amplitude (1)
c Speed of Propagation (m s· 1)
F Force (N)
Q Charge (A · s)
V Voltage (V)
λ Wavelength (m)
ξ Damping (1)
ω Frequency (s 1)
ρ Density (kg m· 3)
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insights into the physical structure of the cells or materials and enable
measurement of layer thickness through changes in SOC or SOH, and
identifying structural defects in materials and in cell components
caused e.g. by ongoing ageing. Some methods can be used both in-situ
and in-operando. A comprehensive overview on the topic of imaging
methods and of the strengths and weaknesses of each technique is given
in [24,25]. Even the imaging techniques capable of in-operando work
require extensive laboratory equipment, and hence space as well as
capital cost, and are therefore normally not suited for use within an
application.

As this work focuses on in-situ or in-operando non-destructive me-
chanical tests, the first two methods are not discussed any further.
Readers are referred to the existing literature. The last two methods are
based on the non-destructive measurement of the expansion of the
material and on the non-destructive measurement of the mechanical
properties of the material or cell in question. Both are classical ap-
proaches in non-destructive testing [26,27] and are also increasingly
applied to the characterization of LIB. A detailed explanation on the
underlying phenomena in this context, as well as a review of these
methods, has been missing so far. This work aims to fill that gap.
Therefore, first the changes in mechanical behaviour of the cell over its
operational life investigating reversible changes by cycling and non-
reversible changes by ageing and abusive conditions are described.
Secondly, the expansion- based and the acoustic- based methods are
described more in detail, including their suitability for different cell
formats. Third, a discussion on the usefulness for laboratory and real-
world applications is given and possible future fields of research are
discussed. Fourth, a conclusion on the topic is given.

2. Changes in mechanical behaviour of LIB

The rocking-chair mechanism governs the operation in LIBs (Fig. 1).
In brief, the Lithium-Ions (Li+)stored in host lattices in the electrodes
are shuttled by diffusion from the negative electrode to the positive
electrode during discharge, undergoing solvation at the negative elec-
trode interface and de-solvation at the positive electrode interface.
Upon charge, the Li+ ions are extracted from the cathode and inserted
in the anode. Therefore, in contemporary batteries no lithium metal but
lithium containing compounds are used. As a consequence of such a
mechanism, sluggish Li+ kinetics are quiet unavoidable during both
charge and discharge. Nonetheless, much progress has been achieved; it
should be pointed out that these advancements have largely been ap-
plied to conventional LIBs containing transition-metal oxide electrodes,
as explained in following paragraphs. In today’s LIB cells, there are
mostly Lithium-Metal-Oxides and phosphates on the cathode and Gra-
phite on the anode side, whereas newer cells having additions of 4% to
5% of Silicon (Si) in the anode material. For these and for some pro-
mising future electrode materials as well, the insertion and removal of
Li-ions goes hand in hand with a change in volume arising primarily
due to changes in lattice dimensions, changes in crystal structures, and
phase transitions. These changes in volume are hindered by the me-
chanical constraints of the inactive materials like casing or current
collectors and thus lead to strain in the materials. This strain results in
mechanical instabilities, including plastic deformation, fragmentation,
disintegration and fracturing. Such effects are known as a major source
of performance fading in LIB cells over their cycle lifetime, and hence
are intimately connected to the SOH [28].

In addition to this, both ageing arising from the mechanical volume
changes and ageing caused by chemical side reactions take place. The
majority of these effects originates from electrolyte decomposition over
time (calendar ageing) and the cycles themselves. This decomposition
process of the electrolyte is rather delicate, as it leads to production of
side-products, but it is initially needed to form the solid electrolyte
interface (SEI) layer on the anode which is then slowing down the de-
gradation of electrode and electrolyte by forming a protective layer.
Subsequent decomposition reactions can lead to gas evolution and

undesired SEI growth which increases internal resistance [8,31]. More
information on the topic is found below in this section. Such products
further alter the physical properties of the cell and its materials.

Another important factor for the mechanical properties of LIB cells
is the casing. In general, there are two popular formats for LIBs, pris-
matic and cylindrical; while the prismatic ones can be further divided
into hard case- and soft case cells, so called pouch cells (Fig. 2). Cy-
lindrical cells have wound bulk / core materials (Fig. 2 (middle)), and
so do most of the hard case prismatic cells, while pouch cells mostly
have stacked or z-folded bulk / core layers [32]. This internal structure
of the cells accounts for different constraints on the material expansion
[33]. First there is the core itself. In cylindrical cells, the core, virtue of
its mechanical setup, limits the expansion space and thus strain is
produced. This is also true for the prismatic cell windings, especially in
the turns on the broad side of the cells (Fig. 2 (right)). The stacked
structure of pouch cells in itself allows for expansion. The second lim-
iting factor is the battery cell case. Cylindrical cells and prismatic
housings, usually have solid cases made of aluminum (Al) or stainless
steel, while pouch cells have a soft laminated metal-plastic compound
foil. The first is more rigid, limiting expansion, while the second per-
mits more swelling of the material. As the electrodes usually are placed
over each other layer by layer, an increase in thickness / strain on the
casing is usually assigned to the overall expansion of the cell [34].

The following subsections are a summary of the mechanical changes
in frequently applied or promising LIB materials to outline the methods
discussed in this work. For a deeper analysis the reader is referred to
[28].

2.1. Anode

Graphite is still the most common anode material used in con-
temporary LIB. It can host one Li-ion per six carbon (C) atoms, leading
to a maximum theoretical gravimetric capacity of 372 mAh/g. The
expansion of graphite over its lithiation states has been thoroughly
investigated. Major contributions to its understanding were made
around the time of its commercialization using imaging methods,
mainly X-ray diffraction [35,36]. Fig. 3 shows the expansion of un-
lithiated C to its fully lithiated LiC6 state. The volume increases up to
about 10% with the Li+ content [28,35,37,38]. Qi et al. [37] in-
vestigated other mechanical values, too, and found a threefold change
in the Young’s modulus for cycling of the graphite anode. This value is
obtained by applying density functional theory (DFT) simulations and
comparing them with literature values.

Lithium-Titanate (LTO) has a comparably low theoretical gravi-
metric capacity of 175 mAh/g but it is still a popular anode material
when high cycle life and high-power are demanded. It is known as a
zero strain material; this means there are no [40,41] or only minimal
changes of 0.1% to 0.3% [42] in volume with changing Li+ content. Si,

Fig. 1. Working principle of LIB (based on [29,30]).
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one of the promising transition metal anode materials, is seen as a
candidate for future high capacity LIB systems as it can host 4.4 Li-ions
per one Si atom which leads to a theoretical gravimetric capacity of
4200 mAh/g, even above that of metallic Li (3860 mAh/g [1]). The fact
that Si intercalates so many Li+ leads to drastic changes in volume upon
lithiation; reports range from 280% [38] to 400% [28]. Currently, the
most commonly targeted solution is a Si-C composite with a maximum
of 5% to 10% Si content, in order to mitigate its volume expansion.

Other possible materials such as tin are also considered for future
applications. Tin has a high theoretical capacity of 993.4 mAh/g and
offers low cost and suitable working potentials but tin also shows a
great change in volume of about 300% between full and empty lithia-
tion states [43].

In general, one can say that the higher the theoretical capacity of
intercalation materials, the higher also the changes in volume. Here, the
differences between intercalation and conversion reaction mechanisms
play an important role, because conversion or alloying reactions, oc-
curring in transition metal anodes, limit the reaction rate of Li insertion
into the material and thus lower the possibly achievable charge and
discharge rates. In addition to the material’s properties themselves, the
morphology of the corresponding electrode needs to be taken into ac-
count. The intercalation mechanism of Li into the anode host structure
is also limited by the pore size of the electrode, which is reflected in the
associated Li diffusion coefficient. This results in a limited charge and
discharge capability, especially for high energy electrodes, which tend
to have very small pore sizes due to high compaction rates. The re-
sulting limitation in Li diffusion can lead to Li plating on the anode
surface, particularly when higher charge rates are chosen. Li plating is
mostly irreversible and can lead to safety risks since it facilitates the
formation of Li dendrites [44].

2.2. Cathode

Cathode materials, mostly comprised of Li-M-oxides (M = (Nickel
(Ni), Manganese (Mn), Cobalt (Co), Iron (Fe) and/or Aluminum (Al))),

are the main capacity limiting factor in LIB. Nevertheless, since Li-ions
are not intercalated into these compounds, but are rather (de-)inserted
into the crystal structure upon cycling, their lattice structure does not
change as much as observed for anode materials. Lithium-Nickel-
Cobalt-Aluminum (NCA) changes about 4.5% [38] in volume during
charge/discharge, while Lithium-Iron-Phosphate (LFP) changes by
about 4.7% [45]. For the cathode material Lithium-Nickel-Manganese-
Cobalt-Oxide (NMC) the data vary significantly. Sauerteig et al. [40] in
their study, analysed six different studies and found values from -3.4%
to 2.4% for de-lithiation. Their own study found an increase of 0.8%
upon de-lithiation. It should however, be noted that due to the (de-)
insertion of Li ions into and from the crystal lattice, there is a maximum
of Li that can be removed before the lattice structure collapses. For most
Li metal oxides, this maximum can be found between 40% to 60% of
the total Li amount. This accounts for the fact that all cathode materials
have a commensurately higher theoretical capacity than that which is
practically and reversibly achievable.

2.3. Other relevant phenomena

Phenomena which take place at interfaces or are common for both
the positive and the negative electrode are explained in the next sub-
sections.

2.3.1. Solid electrolyte interface and gas evolution
A crucial and very complex phenomenon is the formation and

subsequent evolution of the SEI layer, especially on the anode side of
the battery. The SEI layer is an interface layer that consists of decom-
position products of the electrolyte on the negative electrode surface
[46]. The formation of a cell is a decisive factor in the development of
this SEI layer and its stability. Since this process is kinetically driven,
the first charge and discharge cycle of a LIB, which is called formation
cycle, is typically performed under comparably small currents, as small
as a fiftieth of the nominal current for some chemistries. Furthermore,
the more sophisticated formation protocols, such as those aimed at
creating batteries that survive hundreds or thousands of cycles, can take
several days. The correct formation protocol is vital to achieving a
stable SEI layer, which in turn protects the graphite or negative elec-
trode surface from further degradation upon cycling. However, the SEI
formation is not a static process, but rather a continuous partial forming
and destruction of the layer during cycling. The stability of the SEI layer
varies depending on the cell chemistry. Particularly the above-men-
tioned Si expansion leads to a larger degradation of the SEI layer and
hence decreased stability overall. If the SEI layer is formed too ex-
tensively, it can inhibit the Li-ion flow upon charge and discharge and
therefore increase the internal resistance. This continuous growth of the
SEI and associated increased resistance, is a well-known ageing me-
chanism in LIB cells, especially those using Si and advanced materials in
the negative electrode. The increased SEI layer also means an increased
electrolyte degradation and often gas evolution within the cell. This has
an impact not only on the overall cell performance, but also increases
the internal pressure of the cell [46]. Particularly when it occurs in
pouch cells, this gas evolution can lead to significant swelling of the

Fig. 2. Sketch of pouch (left), cylindrical (middle) and prismatic cell (right).

Fig. 3. States of intercalation of Li in graphite (own representation based on
[39]).
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cells and needs to be considered in the manufacturing of battery
modules to accommodate these volume changes.

The electrolyte degradation is also enhanced under elevated tem-
perature conditions. Typical electrolytes use carbonate-based solvents,
which have a low boiling point and will start to evaporate in many
cases for battery temperatures above 80∘ C. This is the main reason for
employing cooling systems at module and pack level. During charging
and discharging at high rates, the internal cell temperatures can rise
significantly, and often are more localised around the tabs of the cell.
This has been the subject of many different cell geometries and cooling
strategies. Nonetheless, the inhomogeneous temperature distribution
inside the cell can lead to localised electrolyte degradation and asso-
ciated gas evolution [1]. This effect is mostly non-reversible and leads
to increased pressure within the cell, possibly leading to increased in-
ternal resistance due to less electrolyte being available [47,48] or, in
the worst case, even potentially hazardous events like venting or rup-
ture. Depending on the used electrode-electrolyte system, the onset
temperature of this can vary between 60∘ C and 80∘ C and is one of the
driving factors behind recent innovations in the all-solid-state battery
cells development, which does not see degradation due to moderately
high temperatures. The increased pressure is a mechanical aspect of cell
degradation, which once more needs to be accounted for in the module
and pack design. The reaction products, which strongly depend on the
used chemistry and electrolyte additives, can enhance further de-
gradation of the electrolyte and therefore lead to a more rapid perfor-
mance decrease or catastrophic failure. One well-known example of
such degradation is the production of hydrofluoric acid within the cell
as a degradation product. This is mainly enabled by the presence of
water within the cell, but is enhanced by elevated temperatures, since
all electrolyte degradation products are subject to thermodynamically
driven reaction kinetics [46].

2.3.2. Electrode porosity, balancing and ion insertion kinetics
There are different cell types available commercially, not solely

with respect to their geometry, but also with respect to their intended
application. The largest difference can be seen between cells optimised
for high power and those optimised for high energy application [49].
The former often have higher electrode porosity ( > 30%) and lower
active material loading (1-2 mAh/cm2). Conversely, high energy cells
tend to display lower electrode porosity ( < 20%) and higher active
material loading (3-4 mAh/cm2) [50,51]. High energy cells therefore
often show a higher absolute capacity, with current cells achieving in
excess of 100 Ah per cell. Firstly, these cells therefore inherently display
different mechanical properties due to the difference in cell construc-
tion with differently loaded electrodes. Furthermore, the differing le-
vels of loading and porosity are chosen mainly to either facilitate ionic
movement into and out of the electrodes (high power cells) or to in-
crease energy density in high energy cells. In addition, electrode bal-
ancing, which is the ratio of areal capacities of the negative (N) to the
positive (P) electrode, also called N/P ratio, ranges typically between
1.05 and 1.2, with the latter being more applicable for high power cells
[52,53]. The underlying principle is to provide sufficient space for Li-
ions to be hosted into the respective negative anode. This ionic move-
ment is driven by electromotive force as well as diffusion processes
inside the electrode, which are directly influenced by the electrode
design. With an over-capacity of the anode, ions are allowed to diffuse
more easily from the electrode surface to available insertion sites. For
higher rates, this diffusion process becomes the bottleneck of homo-
genous lithiation inside the negative electrode and can lead to various
negative side effects, if corresponding C-rates are exceeded.

The variation of ionic movements has a direct impact on internal
resistance, particularly at higher rates, and gives rise to potential ne-
gative side effects such as expansion hysteresis due to current density,
as well as Li plating on the negative electrode. The first effect, hysteresis
of electrode expansion in dependence of current densities applied, de-
scribes the diffusion path of Li-ions through the negative electrode. Li-

ions are inserted first on the top layer of the negative electrode and are
then allowed to comparatively slowly diffuse further into the electrode
upon charging. This means that the top electrode layers are more
strongly populated with Li-ions at the beginning of charging and
therefore swell more locally. The swelling is decreased overall once the
Li-ions are allowed to distribute more homogenously throughout the
electrode [54]. This has a localised impact on the mechanical properties
of the cell in a manner and can therefore influence the measurement of
SOC and SOH by mechanical means. More importantly however, this
effect can also result in Li plating, when C-rates exceed the inherent
limitations of the electrode. When Li ions do not have sufficient time to
diffuse into the electrode during charging, there is an increased chance
for Li metal to form on the negative electrode surface [54]. This effect is
not fully reversible and is called Li plating [54,55]. This not only results
in a measurable loss in capacity, due to fewer Li-ions being available
within the system, but also forms potential seeding sites for Li dendrite
growth, which represents a safety hazard [44]. However, the detection
of such changes during the cycling of cells can be vital for the accurate
measurement of SOX and could lead to a better accuracy of its esti-
mation.

3. Expansion-based methods

As discussed above, one main change during the operation of a LIB
is the expansion and shrinking of its active material, as well as various
other phenomena causing a change in volume of the bulk material. The
following subsections show the methods to quantify such changes and
the application of these methods. Even though they are closely linked,
the methods were divided into four main types for the sake of read-
ability, namely i) expansion-based methods (dilatometry, strain and
force) ii) experimental modal analysis iii) ultra-sonic probing and iv)
acoustic emission.

3.1. Dilatometry

Dilatometry is a classic method for the investigation of volume ex-
pansion in material samples. A very common application is the mea-
surement of the increase of the thermal coefficient of probes, where
temperature is controlled and the resulting change in volume is mea-
sured by the dilation of the probe in one direction. In the late1970′s the
method was also extended for measurement of volume expansion due to
intercalation of ions in host lattices. For investigation of LIB materials
the resolution was too poor at the time. When this method was im-
proved in the1990′s, Winter et al. [56] conducted a study in 1999 on its
application for measuring the intercalation-related swelling of LIB
components, in this case binder free graphite probes. The conclusion
was that it can be a useful tool for observing such phenomena if han-
dled correctly.

3.1.1. General single point 1-D contact based dilatometry
Not long after, in 2003 Lee, Lee and Ahn [57], already proposed a

test setup for full cell investigation. Their setup was based on the same
one-dimensional (1-D) principle as the general one shown in Fig. 4.
Usually these setups consist of 1.) the electrical connection to the cell
for charge/discharge, 2.) optional springs or sometimes a weight to put
controlled force (F) on the cell under test, 3.) a frame which together
with 4.) studs to hold the cell and the measurement device in a fixed
position 5.) the cell under test (in this case a pouch cell is shown, but it
can also be prismatic or even cylindrical cell) and 6.) an optional plate
(it can be used to measure the expansion of the whole surface at once,
and not only at the tip of the measurement device and / or to distribute
the controlled force across the whole cell under test) 7.) a thickness
gauge with its measurement tip. These gauges in most cases are dial
indicators (as shown in Fig. 4), or linear variable differential transfor-
mers which also work as 1-D contact-based displacement sensors. These
thickness gauges are usually connected to a data logger where the
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measurement is recorded time synchronized with the other values.
Many studies also operate the whole setup in a climatic chamber for
controlled conditions during their tests and for investigation of effects
caused by certain temperatures. A similar setup / concept was later
used for investigating pouch cells in [38,54,58–60], and also with
vertical alignment of the cell on both sides of the pouch cell [61–64]
and the prismatic cell [65,66].

In the case of Lee, Lee and Ahn [57], a plate with added weight was
used and the setup was operated in a climatic chamber. They tested four
different small LIB cell types with a capacity ranging from 550 mAh up
to 780 mAh, with a stacked and wound electrode bulk and with a soft
pouch and rigid case. They found a steep incline in thickness for the
formation during the first charge (Fig. 5 (left)). This is attributed to the
formation of the SEI layer. Half of the 4% increase in thickness took
place before reaching a SOC of 10%. For further cycling they found
between 2% and 4% reversible expansion for every cycle (Fig. 5
(right)). This is attributed to the swelling of the C anode upon lithiation.
Greater contractions and expansions were observed for the cell type
with a wound core. The authors speculate that this can be partly at-
tributed to the flaky graphite used in the cells, but also partially to the
type of core winding, as wound cells are known to experience higher
distortions. They also discovered breathing of the cell volume for cell
formats with rigid casing, which indicates that the expansion of the
active material produces enough force to bend even rigid metal cases,
making the swelling observable also from the outside for such cell
formats.

So far, this initial study demonstrated already the potential of the 1-
D method for investigating the phenomena related to volume changes
of active materials of LIB in-operando. As it can be seen in Fig. 5, even
for such small cells with a capacity of below 1 Ah and initial thickness
of 3.5 mm the volume changes lead to changes in total thickness in the
second digit range on a millimeter scale (10 5 m). For larger cells, these

changes are correspondingly more distinct, and hence less resolution is
required for monitoring. Today‘s dial indicators offer a resolution of
10 6 m and communication to an external logger starting around 200 €.
The rest of the setup consists of standard mechanical supplies, so the
total cost is very low compared e.g. to imaging methods. Another
benefit is, that the setup is comparatively small, and thus can be op-
erated in a climatic chamber and thus also enables placement of other
sensors like thermocouples directly on the cell. These advantages ex-
plain the popularity of the method for further investigations.

3.1.2. Multi-point 1-D contact based dilatometry
Oh et al. [65] investigated the swelling of 5 Ah prismatic cells for

automotive purpose with NMC cathodes and graphite anodes. With five
1-D contact expansion measurement devices, one centered and four
distributed in a cross with points equidistant from the center, on each
side of the cell, they had a view of the ratio of swelling in different
locations. For the same cycle, they observed a maximum expansion of
nearly 1.6% at the center, and a minimum of 0.6% at the side. This is
partially due to the mechanical constraints of the case. As the expansion
on the top and the bottom are higher than on the sides, it can be con-
cluded that the strain on the wound bulk is not equally distributed, as
the sides do not experience the same counter force due to geometric
reasons - an ellipsoid bulk in a rectangular cuboid case. However, as the
ratio of expansion between the measurement spots remains constant
during cycling, they conclude that a single point 1-D measurement is
sufficient for studying internal phenomena of the cell.

3.1.3. C-rate and temperature dependency
Oh et al. [65] performed also discharge tests with current-rates (C-

rates) of 0.4, 1, 2 and 4 times the nominal cell current and found that
the contraction shows its minimum for highest C-rate, although nearly
the same amount of charge was withdrawn from the cell and the cell
potentials are similar during discharge. The main observable difference
was that during discharge the cell temperature was highest for the
highest C-rate. As the difference in contraction was reduced upon a
subsequent relaxation phase, where the cell was able to cool down, the
authors assign the difference in contraction mainly to thermal expan-
sion of the material, and partially to relaxation of internal mechanical
stress. This is in line with the observations of Grimsmann et al. [60],
where the thermal expansion of the cell was measured beforehand by
inductive or joule heating and the C-rate related values were then
corrected by these thermal expansion values. After a rest period to es-
tablish a (thermal) equilibrium, only minor deviations for certain in-
tercalation states were observed. For graphite, an anode SOC of 25%
yields the greatest observed difference before relaxation; after relaxa-
tion the difference was too small to be measured by the dial indicator.
By measuring merely the thermal expansion of the cell via stepwise
cooling and heating, Oh et al. were able to attribute the swelling

Fig. 4. Typical setup of 1-D contact measurement with dial indicator for in-
vestigation of cell expansion.

Fig. 5. Expansion of the cell upon formation (left) and reversible expansion during cycling (right) (with permission [57]).
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relaxation phenomena to thermal relaxation with a similar setup in a
later study [66]. The authors discovered additionally that the in-
vestigated 5 Ah prismatic cell they investigated, showed a quadratic
increase of expansion for low temperatures ranging from 5∘ C to around
20∘ C, while from 20 C to 45∘ C the expansion showed linear growth. As
the growth was also dependent on the SOC and the point of measure-
ment at the cell, the authors attribute this non-linear behaviour (par-
tially) to the geometry of the cell, as there are gaps in between the
electrode layers and between them and the casing of the cell, which
must be filled before expansion can be measured on the outside. The
linear expansion for higher temperatures is confirmed by the work of
Rieger et al. [62]. In this work a pouch cell was heated by using joule
heating (pulse charge and discharge without altering the SOC) starting
from 25∘ C and found a linear dependency of the expansion on the
temperature with 1.1 μm/K, whereas the authors did not observe an
effect of the SOC beyond the inaccuracy of their measurements. This
would support the theory by Oh et al. [66] mentioned above that the
observed non-linear expansion originates from the mechanical structure
of the tested prismatic cell, rather than from the materials.

In addition to the results achieved above, the authors Oh et al. [65]
also were able to correlate overall cell dilation with the behaviour of
the anode. This was achieved by analyzing the derivative of swelling s
related to the charge Q ds/dQ and comparing it to the derivative of the
potential V over the charge dV/dQ (Fig. 6). Phase transitions are re-
presented as maxima in the dV/dQ slopes. Most of those seen in the
graph correlate with literature values of graphite phase transitions. The
rate of ds/dQ also shows local minima/maxima at those points, in-
dicating that the dilation is mainly caused by the changes in graphite.
The cathode material NMC seems to play a marginal role and should not
contribute to the peaks in swelling, as the material does not fill in stages
and such does not show such distinct peaks in over-voltages as graphite
does.

3.1.4. Plating and fast-charging
Bitzer and Gruhle [59] used the 1-D measurement setup to develop

a method to detect Li plating in-operando in a commercial pouch cell.
This was beneficial, as in-operando detection of Li plating until then
had required a reference electrode to measure anode potential, which is
not suitable for commercial cells. They started with initial calculations
of mol masses for transferred charge, pointing out, that Li intercalation
in graphite leads to less volumetric change than Li deposition on the
surface of the electrode, so expansion of the cell during plating is ex-
pected to be greater. Fig. 7 shows their measurement of expansion over
transferred charge for low current without plating and high current
with plating. It can be seen that the expansion with plating is sig-
nificantly greater than without. Another identifier for plating is the
steep decrease in thickness in the relaxation phase after charging. This
is interpreted as parts of the deposited Li being intercalated in the host
structure of graphite. Not all the deposited Li can be dissolved again, so
a difference remains. The plating at higher currents was confirmed by
post-mortem analysis of the cell which clearly showed the remaining
depositions of Li on the anode. In later studies, Bauer et al. [58,64]
confirmed these results for Li plating and showed that during relaxation
after a phase without plating, the cell is decreasing in volume, because
of parts of the Li deposition on the surface being dissolved and inter-
calating in the anode. Grimsmann et al. [54] used a high-precision
sensor to detect even small amounts of Li deposition and used this
method to determine maximum C-rates for cells. This is especially
useful for recuperation or fast charging of electric vehicles. Spingler
et al. [67] used a contactless laser triangulation sensor for displacement
measurement in pouch cells. The method was multiplexed over the area
of the cell, allowing for measuring local expansion caused by e.g. non-
uniform plating as well. The main goal of the study was to implement a
fast charging strategy with minimum plating. The authors showed that
for the cell under test, the plating was not equally distributed, but ra-
ther concentrated in the outer areas. The section in the middle was less

affected and thus the setup with a 1-D measurement only in the center
of the cell would have led to different results. Another comparison
between single point and surface expansion measurement was done by
Rieger et al. [63]. They compared a thickness gauge in the center with
structured-light 3-D scanning technology of a pouch cell. For normal
operation, that is, without plating, they concluded that the results of the
single point expansion measurement over the SOC are well in agree-
ment with the median expansion of the whole surface.

3.1.5. Other methods
The above-mentioned optical 3-D methods for measurement of the

expansion of cells [63,67] are only described briefly to complement the
other methods, as those are imaging procedures and thus not in the
focus of this review. Another method already tested successfully on LIB
pouch cells is three-dimensional digital image correlation [68]. For
further details on those measurements see the review by Cheng and
Pecht [34].

3.1.6. Implementation
A different approach for contactless measuring of the expansion of

LIB cells on the basis of the eddy current principle was implemented by
a General Electric Global Research team [69–71] and by Grimsmann
et al. [54]. They developed flat coils for producing a high frequency
magnetic field. This magnetic field induces eddy currents in a con-
ductive material which is adjacent to the coil. Such eddy currents create
an opposing field altering the initial impedance of the coil, and thus the
voltage. As the generated magnetic field decays with increasing dis-
tance between coil and conductive material, the electrical response of
the coil is inversely proportional to the distance between the two
counterparts. The conductive material can be the casing of both a pouch
or a hard case cell. Their coil works with a frequency of 2 MHz and the
derived transfer function is linear for a gap range between 0.2 and
1.2 mmmaking it suitable for contactless battery expansion monitoring.
The sensitivity achieved is between 6 mV/μm to 10 mV/μm. The con-
cept was validated on single cells against a commercial laser distance
sensor [70] and also in a battery system [71] consisting of 5 Ah pris-
matic cells including an additional force sensor for validation. It was
found that the expansion of the cells is rather small (around 4 μm)
within the constraints of the pack. However, the implementation was
successfully demonstrated and validated against the force measure-
ment, showing negative correlation.

Another contactless method for measuring the expansion of the cell
over the SOC is implemented by Bohn et al. [72]. The authors of this
work used an optical interferometer for investigation of pouch cells and

Fig. 6. Comparison of differential expansion ds/dQ (solid line) to differential
voltage dV/dQ (dashed line) for various C-rates (with permission [65]).
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achieved a resolution of 30 nm, which is very high compared to, e.g.,
dial indicators. For optical interferometry, usually a monochromatic
light source (laser) with a wavelength λ is used. The light is sent
through a beam splitter, where it is divided into two discrete beams.
One beam travels towards a reference mirror being reflected to the
beam splitter, the second beam travels towards a mirror installed on the
target where it is reflected to the beam splitter. The beam splitter does a
superposition of both signals and sends it back to a screen or sensor. A
fringe pattern or light intensity is produced there, which is dependent
on the phase between the two beams, which in turn is dependent on the
distance of the target to the reference mirror. The resulting resolution is
λ/2. A common interferometer only can perform relative distance
measurements, which is appropriate for dilatometry techniques. Con-
cepts for implementations of interferometry also capable of absolute
distance measurement can be found in [73]. Beside the successful ap-
plication of this technique to LIB cells, the paper does not contribute
any new findings on LIB cells themselves.

3.1.7. Patents
A patent on SOC estimation via dilatometry was filed using a

magnetic force sensor [74]. Here a magnet is attached to the surface of
the cell and the change in distance between the magnet and a sensor on
a fixed position is determined using the change in magnetic force.
Another one is for implementation of eddy current distance measure-
ment for a BMS [69]. Despite these two publications, no dedicated
patents for SOX estimation were found. There are several methods and
apparatus patented for quality inspection after production and for la-
boratory use [75–79].

3.1.8. Summary dilatometry
As shown in Table 1, mainly contact-based measurements methods

were applied beside contactless measurements methods based on op-
tical- and eddy-current-based distance measurement. As 1-D dilato-
metry methods usually are inexpensive and able to reveal a majority of
phenomena that can occur within LIB, it is widely used for investigation
at laboratory stage to get better understanding of internal processes in
the LIB. The studies on SOC and C-rate mostly include hysteresis be-
haviour of the expansion and also anode and cathode phenomena are
separated. Also, the influence of temperature on swelling is investigated
in depth by several publications. No publications regarding dilation
measurement for abusive conditions on cells have been found for this

review. Despite the applied studies based on the eddy current principle,
the method is mainly used for laboratory investigation of electro-
chemical phenomena. The majority of the studies was conducted on
state-of-the-art LIB cells with Li-Metal-Oxide cathodes, graphite anodes,
and liquid electrolyte. For possible future materials and technologies
Louli et al. [38] made pouch cells with graphite and Si anodes and did
full cell dilatometry to enable comparison between those materials. For
(all-)solid-state LIB cells, no dilatometry measurement has been found
by the time of this review.

3.2. Strain and force

As already mentioned above, the expansion of the cell and the re-
sulting strain and force are closely linked [81]. A direct comparison is
available by Hickey and Jahns [82] who measured the change in
thickness with a thickness gauge and the strain on the casing with strain
gauges and found a close correlation between those two values. The
expansion of the active material within the limiting structure of the cell
casing, leads to strain on the surface and also to forces on the outside of
the cell in case there is a limitation by an additional housing structure
like a battery module casing. Strain does not only arise on the surface of
the cell, but also within. This phenomenon already takes place at single
electrode level. Here the active material, which is coated on the current
collector does not only expand in thickness of the layer but also in
planar directions during Li insertion and extraction. As the current
collectors usually are made of Al for the cathode and copper for the
anode, which do not expand or shrink with SOC variation, this leads to
strain [28]. Different thermal expansion coefficients of active material
and current collector foil can also lead to strain. A method for mea-
surement of such strain on electrodes is the curvature measurement
[34,83]. Here the electrode is (pre-)lithiated and then let rest in a free
condition without any external force. The strain caused by the expan-
sion of the active material leads to a curvature of the overall electrode
[28]. Considering the mechanical parameters of the current collector
and the resulting curvature of the full electrode the lateral expansion of
the active material can be calculated [34,83].

3.2.1. Cell force and strain
One early approach to measure the force produced by a full LIB cell

during cycling was published in 2001 testing large pouch cells (50 Ah)
for a stationary storage application [84]. In the study a load cell for
measurement of the mechanical force is used and the goal is to better
understand the ageing behaviour of different LIB cell materials. An
initial force of 30 kgf (=294,199 N) was set on the load cell with a
weight and for a second measurement a pressure of 0.3 kg/cm2

(=29419.95 Pa) was applied to the device under test (DUT). In Fig. 8
the mechanical load produced by the cell with two different anode
materials, pitch coated flaky graphite (PCG) and LTO, is shown. It can
be seen that PCG leads to a maximum load of 480 kgf, while in contrast,
LTO only peaked at 55 kgf. As LTO is considered an ideal zero strain
material by the authors, they attribute this load to the LCO cathode. For
both types an almost linear growth of the force for charging and linear
decline for discharging is observed. Even though not stated in this work,
this suggests the value being an indicator that is well suited for SOC
estimation. Regarding cycle life performance, the cells with the LTO
anode, and thus the least mechanical changes, shows the best ageing
behaviour.

Fig. 7. Comparison of cell expansion with low current and without plating to
expansion with high current and plating (with permission [59]).

Table 1
Overview of covered areas of research for dilatometry.

Method SOC SOH & Cycling Elec.-Chem. SEI Thermal Influence

Contact [40,57–61,63–66,80] [40,57,80] C-rate [58,59,61,62,65], Plating [58–60] [57] [58,59,64–66]
Optical [63,67,68,72] [72] C-rate [67], Plating [67]
Eddy Current [54,69–71] Plating [54]
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Wang et al. did a study on small pouch cells (0.6 Ah) for mobile
phones focused on investigation of the volume change of the cell under
constraint conditions [85]. A laboratory load cell was used and an in-
itial load was set to 0 kgf (=0 N). The results were validated using in-
situ X-ray imaging. It is shown that the strain increases almost mono-
tonically during constant current charging, then the increase slows
down in the first constant voltage phase then peaks and reduces slowly
afterwards. During the relaxation phase also small relaxation effects in
strain were found. During the discharge phase the strain monotonically
decreased. Subsequent tests were conducted with different C-rates to
better identify effects of excess volume change. It was observed that
higher C-rates initially lead to higher strain and then to a higher re-
laxation. This behaviour is similar to the one described in Section 3.1
for dilatometry. The authors attribute this to the excess Li intercalation
in the outer regions of the active material, which is higher for fast in-
tercalation processes. During rest time the gradient of lithiation be-
tween outer and inner materials becomes less pronounced and thus the
excess strain is released. The X-ray images of cell expansion delivered
correlating results. The study also checked the progress of the strain
during ageing of the cell and thus performed 16,250 shallow cycles with
a DOD of 40%. It was revealed that the change in strain correlated well
with the decline in performance of the cell. In a subsequent study Wang
et al. presented a method for an implementation of strain measurement
on several hard case prismatic cells in a module [86]. They also were
able to confirm their measurements on small single cells with their
work. Further research was done also for non-commercial technologies;
Louli et al. [38] investigated the influence of SOC on both force and
expansion for LIB pouch cells with Si anodes while Zhang et al. [87]
investigated the pressure and expansion of solid-state small-scale LIB
cells.

The connection between strain and expansion was also examined by
Hickey and Jahns in their work on hard case prismatic cells [82]. They
compared the measurement of the cell thickness with a thickness gauge
and the surface strain on the casing with strain gauges for several spots
on the cell. In Fig. 9 the cell voltage, the cell expansion and the surface
strain of the cell are shown for a discharge pulse with 0.5 C. The nor-
malized values all show similar behaviour; voltage, thickness and strain
decrease with decreasing SOC. The main difference is in the impact of
polarization effects on each value. The cell thickness does not show any
relaxation phase during rest period and the strain also shows only
minor deviation. The cell voltage on the contrary, is significantly in-
fluenced by polarization and thus the cell voltage recovers significantly
during the rest phase. The authors conclude that behaviour makes the
mechanical methods ideal candidates for SOC estimation.

3.2.2. Force / pressure
Cannarella et al. [88–90] did several studies on mechanical stress

evolution of LIB. The authors used a load cell to put a defined pressure
on the cell surface and then measured the strain the cell produces. In
[88] a correlation between stress and SOC and SOH is established, the
one for SOH is linear. The stress method was also positively evaluated
for the detection of self-discharge. Investigation of the underlying
phenomena showed that the stress to SOH relationship mainly origi-
nates from the growth of the SEI layer on the anode. Different levels of
pressure were investigated in [89]. During the lifetime of the cell stress
evolves for all levels of pre-set stress. For higher pressure levels the
authors found a higher fade in SOH of the cell, while light cell pressure
is beneficial compared to unconstrained (zero pressure) conditions.
Following these observations, Mohan, Kim and Stefanopoulou [91]
implemented a linear discrete quadratic estimator for cell force in ad-
dition to voltage measurement, and showed that the accuracy is im-
proved especially for middle SOC regions. Performing a post-mortem
analysis the authors found a mechanically mediated chemical de-
gradation. Figueroa-Santos et al. [92] implemented a force-based al-
gorithm and SOC estimation strategy for Lithium-Iron-Phosphate (LFP)
cells. Combining voltage and force measurement, they were able to
increase the accuracy of the estimation for most of the investigated
conditions. However, they found a drift in force measurement which
can be problematic and will be investigated by the authors in future.
There are also proofs of concept for force based SOX estimation in
modules or under module-like conditions [71,93,94]. In [90] Cannar-
ella et al. revert the role of LIB and sensors and successfully apply LIB
cells as mechanical force sensors. Knowing the force / pressure is not
only relevant for SOX estimation, as this value has a major influence on
performance and lifetime of a cell [11,12], it can also help to increase
battery performance over lifetime.

3.2.3. Surface strain
The (surface) strain of a cell can be measured by resistive foil strain

gauges (RFSG) (Fig. 10 (left)) or with fiber bragg grating (FBG) strain
sensors (Fig. 10 (right)). RFSG sensors work on the change of the
electrical resistance during contraction and expansion of a conducting
material which usually is on a support structure. Their price is moderate
and they do not require advanced measurement equipment. However,
temperature compensation of DUT surface temperature can be difficult,
as normally a Wheatstone bridge is used to compensate ambient tem-
perature but this cannot be easily transferred to DUT surface tem-
perature. In [95] a reference strain gauge is put on quartz glass, which
has very low thermal strain, and inserted in the battery module to get
reference values for temperature compensation. FBG sensors, on the

Fig. 8. Mechanical load over charge and discharge of a 50 Ah pouch cell with
flaky graphite PCG and LTO anode (own representation based on [84]).

Fig. 9. Response of cell voltage, cell expansion and cell surface strain to a 0.5 C
discharge pulse (own representation based on [82]).
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other hand, work with the shift of the reflection of an optical signal
passing through an expanding and contracting optical fiber (Fig. 10
(right)). FBGs are made by laterally exposing the core of a single-mode
fiber to a periodic pattern of intense laser light. The exposure produces
a permanent increase in the refractive index of the fiber’s core, creating
a fixed index modulation according to the exposure pattern. With bragg
gratings, several points of reflection and thus points of measurement
can be defined [96]. The FBGs are more costly than RFSGs, and need
additional optical equipment for generation and processing of the
signal. A benefit is that they are tolerant to electro-magnetic inter-
ference (EMI), ensure galvanic isolation, and can be used for measuring
and / or compensating the temperature too, by adding an un-
constrained FBG segment [97]. Sommer et al. in an initial study [97]
compared these two strain measurement concepts. Therefore, they po-
sitioned a resistive strain gauge, an FBG strain and temperature sensor
and a conventional negative temperature coefficient (NTC) temperature
sensor on the surface of a commercial pouch cell. The resolution of the
FBG setup is determined by the optical sensor interrogator (OSI), which
measures the reflection of the signal. In this case 1 pm was achieved.
The authors found that the FBG is capable of both measuring surface
strain and surface temperature of a LIB cell. The FBG and the RFSG
signal match quite well over charge and discharge cycles and over the
relaxation periods; remaining differences are explained by missing
surface temperature compensation of the RFSG and differing strain
transfer coefficients between the DUT skin and the sensors. Another
benefit of the FBGs highlighted in their work, is the smooth signal, free
of noise caused by EMI, which increases the repeatability and the ac-
curacy of the measurement. The work concludes that FBGs are well

suited for LIB monitoring especially in harsh environments like battery
packs in their respective applications. In a subsequent publication,
Sommer et al. [98] used FBG to study excess volume of cells after cy-
cling and their subsequent relaxation, and found phenomena like those
described above in this and the foregoing section.

A very broad evaluation of FBGs for battery monitoring is given by
Meyer et al. [100]. In their work the authors check the capabilities of
FBGs for monitoring temperature, SOC, SOH and safety on single pouch
cells and on modules consisting of nine pouch cells. For temperature
and SOC the results found in other studies are confirmed. Concerning
the SOH an increasing difference in strain between a full and an empty
cell was observed. The authors state that for a new cell the change in
strain between SOC 0% and SOC 100% amounts 40μ/m and for a cell
with 400 cycles and a remaining capacity of 93.7% a change in strain of
120 μ/m was observed. This is in contrast to observations with other
techniques, where the expansion and contraction of the material are
reduced with ongoing ageing. Also to those of Willenberg et al.
[101,102] applying in their studies RFSG to detect ageing of cylindrical
LIB cells. The authors found a total increase in strain with ongoing
ageing, calculated as a change in diameter, and estimated as reduced
expansion or contraction per cycle.

For safety, Meyer et al. [100] found that the FBG shows earlier and
more pronounced reaction to the side products produced during over-
charge, than the cell temperature does. In total the authors conclude
that FBGs have several assets when it comes to monitoring SOX of LIB
cells and the method also works for modules. A bi-directional mea-
surement of strain using FBG was implemented in [103]. A higher strain
along the longitudinal axis was found compared to the transverse axis.

Fig. 10. Functional principle of resistive strain gauge (left) and FBG (right) [99] (CC BY 4).

Fig. 11. Changes in wavelength over SOC for attached (left) and implanted (right) approach (own representation based on [104]).
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The setup was suited to detect high-current and deep-discharge states.

3.2.4. Cell internal strain
FBGs can be made of inert material that is resistant to corrosive

environments, which, combined with their properties regarding elec-
trical insulation and small diameters [96], allows them to be integrated
in cells. This has the benefit that effects in specific layers can be mea-
sured. Bae et al. [104] presented two approaches for this method. One
is the ’attached’ approach, meaning the fiber is between the layers on
the surface of an electrode. This can be done during cell manufacturing
upon stacking of the layers; the other is the ’implanted’ approach,
where the fiber is directly embedded in the active material. Therefore,
the fiber is placed on the bare current collector foil and then the foil
with the fiber is coated with active material. The diameter of the fiber is
100 μm, but the authors state that application of diameters down to
40 μm [105] is realistic. The fiber in this case is embedded in the anode
which has a thickness of 110 μm, while the corresponding cathode has a
thickness of 100 μm. It was found that both approaches are able to
reflect the changes over SOC (Fig. 11). The wavelength of the peaks
increases with increasing anode strain for higher SOC. This is normal
peak shifting during longitudinal expansion of the fiber. For the im-
planted fiber, there is also peak splitting for higher SOCs. This is an
indicator for a more complex strain field. The authors assign this ob-
servation to the longitudinal and transverse strain, the implanted sensor
is exposed to as it is fully embedded in the structure. The attached fiber
does not see the transverse strain as it is only on the surface and can
release the stress on the separator. In addition, the authors also found a
more pronounced change in the wavelength for the implanted ap-
proach. Thus it was concluded that the implanted approach is prefer-
able for diagnostic over the attached one, as dimensional changes of
electrodes can be measured directly in multiple axes and the change in
strain is more pronounced.

In [106,107], a two part paper, the implementation of fibers in
pouch cells is presented and evaluated. In [106] cells with different
fibers are prepared and compared to cells without fibers. As sealing of
the cell is very important for safety and lifetime of a LIB, the authors
developed a protective heat seal film for the fiber, allowing to produce a
tight cell with standard sealing method. As described above, the FBG
element that should measure temperature, is not to be attached to the
measured object. To achieve this in an implanted approach, the authors
developed a special tubing, which allows the fiber to move under close
to free conditions, while the FBG part for the strain is bound to the
material using a styrene-butadiene-rubber binder. Thus strain and
temperature measurement within the cell were realized. For evaluation
of the effects of the sensor on the cell, cycling tests were performed. The
cell without fiber achieved 1,373 cycles and the one with integrated
fiber achieved 1,149 cycles, which is within the typical spread of results
for prototype cells. Additionally, a cost estimation is provided. It is
estimated, that, considering effects of economies of scale, the cost for
such an optical measurement could be in the region of USD 100 $ to
500 $, depending on the size and type of the pack [106]. In the second
part of the work [107] temperature compensation is evaluated. It was
found that the internal measurement is more sensitive and less distorted
than measurements on previous surface measurements conducted by
the authors. They attribute this not only to the direct contact with the
components where expansions take place, but also to improved tem-
perature compensation in the embedded approach. SOC and SOH esti-
mation was also implemented and evaluated. For SOC estimation an
error of less than 2.5% was achieved using real world driving cycles and
different temperature. The SOH prediction for one and 10 cycles ahead
was realized with fault tolerances of 0.14% and 0.4% respectively. The
authors state that the results are promising, but still they are working
on further improvements.

Vergori and Yu [108] presented an integrated fiber optic approach
which is not based on FBGs but on Rayleigh scattering distributed fiber
optic sensors. Using an optical interrogator working on the coherent

optical frequency domain reflectometry principle, the authors are able
to measure temperature and strain distributed over the length of the
cell continuously. The proof of concept was done on fresh pouch cells
for different C-rates.

Nascimento et al. [103] presented a hybrid sensor concept, based on
an FBG part and a Fabry-Perot cavity. This hybrid sensor allows for a
better distinction between strain and temperature. The authors used the
technique to monitor strain and temperature differences during various
scenarios and at various positions in a pouch cell.

Feng et al. [95] evaluated their heat pipe based cooling concept for
modules with 18650 cylindrical LIB cells using resistive strain gauges in
terms of minimizing strain within the pack. As 18650 cell strain is very
dependent on temperature [95,101], their cooling concept was able to
reduce cell strain by 65% for a 0.5 C discharge. This is beneficial for
stability of the whole structure.

3.2.5. Other techniques
Specialized strain sensors or techniques were also developed spe-

cifically for measurement on LIB. Peng et al. [109,110] designed a
sensitivity enhancing structure for FBGs. This is mainly a mechanical
amplifier working with bearings and leverages. The authors claim that
the sensitivity of the FBG can be amplified by a factor of 11.55. Using
such a sensitivity enhancing structure for FBGs phenomena which
normally are lost can be detected. Choi et al. [111] developed a carbon
nanotube (CNT)-based strain sensor which is manufactured by spray
coating of CNT on a stretchable medium which can be attached to the
cell. The design outperformed optical expansion measurements in their
swelling test. O’Brien et al. [112] patented a binding belt with an in-
tegrated strain sensor for strain measurement in modules. The belt is
spanned around a number of cells (representing a module) and allows
to monitor the cells as a whole.

3.2.6. Patents
As stated above the method of strain and force measurement can be

relatively simple compared to other methods and is well suited for SOX
estimation. This led to several patents concerning SOX estimation with
strain / force measurement also filed by major industrial companies in
the last decade [112–119]. In [112] a binding belt with a strain sensor
is laid around a number of cells which represent a module. Strain is
increasing with temperature and loss in cell capacity. Patents
[113,115,116,119] use resistive strain gauges on the surface of or in
between cells for SOC and SOH estimation, in addition [119] provides a
strain-based approach for a revival cycle for the LIB, which reduces the
impacts of ageing. A load cell is used in [114] on a cell and a combi-
nation of strain and force measurement is used in [118]. In [117] strain
sensors, among others, are embedded directly in the electrode and thus
enabling the provision of information about each layer. Not all the
patents are granted at the time of writing this review and some of their
claims overlap.

3.2.7. Summary strain and force
As shown in Table 2 strain and force measurement is widely applied

for SOC and SOH estimation. Various publications also present SOX
estimators based on this principle. All methods are also applied to
modules and are used for determination of C-rates and thermal influ-
ences on cell level, while only surface strain methods were evaluated
for safety critical conditions yet. For strain measurement mainly FBG
sensors were applied. FBGs are unique in that they can be inserted in
cells without impacting the cell behaviour and thus can be used to
measure anode and cathode phenomena separately in full commercial
cells. The techniques are mainly applied on state-of-the-art LIBs, and
only in [38] cell with Si/C compounds were investigated.

4. Experimental modal analysis

For the implementation of LIB in vehicles or other environments
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where mechanical loads occur, physical properties like natural fre-
quencies, level of damping, and the mode shapes of the cells, are of
interest. In non-destructive testing the experimental modal analysis
(EMA) is a common way to measure such parameters. For this purpose,
the object under test is excited mechanically at some point with a force
F(ω), and its response to this excitation is measured as acceleration a
(ω). With these two values the frequency response function (FRF) can
be calculated by applying Eq. 1 [123,124] where ω denotes the natural
frequency.

=FRF a
F

( ) ( )
( ) (1)

Amplitude and phase are dependent on ω and the amplitude typically
shows a multitude of peaks over the spectrum, where each peak re-
presents a natural frequency. Assuming the cell can be represented by a
2nd order mechanical mass-spring-damper system, the stiffness of the
tested object can be calculated with Eq. 2 [14,124].

=k m,2 (2)

where k is the stiffness and m is the mass. The damping ξ of the test
object is given by Eq. 3 [14,124].

=
Q
1

2
,

(3)

where Q is defined as the Quality-Factor in Eq. 4 [14,124],

=Q (4)

with Δω as the width between the frequencies at half the maximum
amplitude of its peak value (full width at half maximum).

Measurement can take place anywhere on the test object, including
the point of excitation. When excitation and measurement are per-
formed at the same point it is called a driving-point measurement
(DPM); when the measurement is performed in another place, it is
called a transfer measurement (TM). When the system is considered as
one mass and restrained in all but one direction, it is called single-de-
gree of freedom (SDOF), and when other directions are taken into ac-
count, too, it is referred to as a multi-degree of freedom (MDOF)
measurement [123,125]. For EMA, the device under test is considered
as a linear-time-invariant (LTI) system, meaning that the output caused
by any combination of inputs is equal to the combination of the re-
spective outputs caused by each individual input, and further, that the
modal parameters of the system satisfy the superposition theorem, and
that the modal parameters of the structure are constant over time
[14,15]. Whether or not the system fulfills the LTI criteria can be tested
in advance by determining the coherence for the desired frequency
range and input signal [14,126]. Excitation can be conducted by im-
pulse excitation (also hammer or impact testing), dynamic excitation
and operational excitation. The first two are imposed by the test for
characterization, while the third one is usually employed for verifica-
tion testing of final systems. The test object can either be tested in free-
free condition, meaning it is unrestrained, or in grounded condition,
meaning it is restrained by clamping it down. Real free-free condition
would require no influence of the testing environment on the DUT,
which is not the case in reality, where testing usually occurs on a low
density foam bed, as shown in Fig. 12 (left) for a pouch cell, or by
hanging the DUT on springs or strings, which is shown in Fig. 12 (right)
for a module; both have an impact on the setup. Hence, free-free con-
ditions are referred to the highest natural frequency of the support
medium when its maximum is 10% of the lowest frequency of the test
object or if the natural frequencies are separated by at least 100 Hz. For
systems like LIB cells, first natural frequencies usually are high enough
for using common suspension equipment [14].

The topic of non-destructive evaluation of LIB mechanical proper-
ties entered the debate in 2013 as two research groups independently
published their work [125,127,128]. The work of Pham et al. [125,127]Ta
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used an electrodynamic inertial shaker with an upside-down impedance
head on a cell that was placed on a foam padding. Choi et al. [128] used
an impulse hammer and foam padding for one test, and clamped the
cell on a shaker test bench for another test. Also Hooper et al. [14] and
Li et al. [129] used an impact hammer evaluation for pouch cells. The
upside-down inertial shaker setup was also applied in the same manner
by Popp et al. [124] and Luthfi [126]. As the shakers with impedance
head have high masses (in case of [124,126], 269.2 g) compared to the
tested cells (in case of [124], 418.6 g, and in [126], 171 g), no free-free
condition is achieved with this setup, as sensor weight would have to be
less than 1% of the measured unit [14]. This is a valid approach if the
purpose is the detection of changes in the FRF, like in [124,126] but the
weight of the test equipment does impact the overall frequencies of the
system [123]. Fig. 12 shows such a setup for driving point measurement
on a pouch cell (left) and a free-free condition for impact testing with a
hammer on a battery module (right). Berg et al. [123,130] designed a
test bench with a similar setup for free-free condition measurements of
LIB cells, where the excitation is not performed with a hammer but with
a stinger from below, coupled with a mechanical force transducer, and
the measurement is executed with a common mechanical acceleration
sensor for DPM that is also placed on other spots to perform TM.

All of the studies applying the upside-down measurement on pouch
cells [124–127] and a study using an impact hammer [129] discovered
a correlation between the SOC and the natural frequencies of FRF. As
shown in Fig. 13, the peaks in the FRF, which represent the natural
frequencies of the system, shift towards higher frequencies with higher
SOC. Excitation was performed applying a linear sine sweep from 20 Hz
to 3 kHz. The other study on pouch cell using the impact hammer [14]
and the stinger [123] for excitation, did not find a significant SOC
dependency. In [123], it is argued that the studies that did find such
correlations, used linear sine sweep excitation, which is known to
sometimes excite the nonlinear behaviour of a system. Therefore [123]
used a random excitation to avoid this risk. However, as coherence tests
were performed in [125–127], all resulting in a value of one (one means
ideal linear behaviour) for the frequencies investigated, this might not
necessarily be the reason. Additionally, in [126] contactless dilatometry
was performed, finding correlations between the shift in FRF and the
dilation of the cell. For prismatic cells, and using random excitation, the
FRF dependency on SOC was found in another study [130] too while
Volk et al. [131] did not find a significant influence of SOC on FRF on
module level. For the prismatic cell used in [130], the authors were able
to correlate the changes in FRF to literature values of intercalation in-
duced swelling. On the whole, the current literature comes to varying
results on the impact of SOC on the FRF.

Studies [123,124,126,129–131] also had a look at ageing. Luthfi
[126] observed one cell permanently during cycling, while the others
took new and previously aged cells for their study. Like in the case of
the SOC, the results on SOH are quite inconclusive. While no differences
were found on modules [131], all studies on cells found higher natural
frequencies for aged cells, while e.g. [123] found much higher relative

shift for a cell with a SOH of 90% than [124] for a cell with a SOH of
75%. This difference could be explained by the lower impact of the
deviations of the cell in [123] on the total FRF of the cell and the
comparably heavy FRF equipment in case of [124] impacting the
overall frequencies of the combined cell and measurement setup. For
stiffness of the cell, [124] states that it is negatively correlated with
SOH and the cell becomes softer as it ages, whereas [123,130] con-
cluded the opposite. For pouch cells one would conclude that the ageing
effects like gassing, structural disordering and delamination (see also
above) would lead to a softer structure in the nearly unconstrained gas
filled pouch cell, which was evacuated tightly at the beginning,
showing a more rigid structure. The restraining casing of a prismatic
cell could lead to a stiffening of the total structure because materials
cannot expand much. To overcome this ambiguity, new cells should be
cycled and regular checkups of capacity and FRF should be performed
as proposed in [126], but with a higher number of samples, and also
different cells and cell geometries. Such an approach is also re-
commended in [130], where the problem of ambiguity was identified as
well.

For influence of temperature on FRF and modes, the literature states
uniform results. With lower temperature the cells become stiffer and
natural frequencies become higher [123,124,126,130]. The change in
values can be drastic. In [130] a fully charged cell at 17∘ C has a first
natural frequency of around 800 Hz, while a discharged cell at 38∘ C has
a first natural frequency of around 500 Hz. The concomitant damping
ratio is reduced from around 9% to around 5%. Findings in the other
studies support the significance of these values [123,124,126], e.g.

Fig. 12. Picture of FRF test setup using driving force excitation on cell (left) [124] and free-free condition for module testing with impact hammer (right) [15] (CC BY
4).

Fig. 13. FRF for several SOC resulting from linear sine sweep with upside down
shaker and driving point measurement [124] (CC BY 4).
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[124] states that temperature becomes the dominant value outweighing
the influences of SOC and SOH.

While [130] states that this shift in mechanical behaviour needs to
be considered for e.g. vibration endurance testing, [14] states that
natural frequencies over 150 Hz do not have an impact on behaviour in
automotive applications, since above this value, no frequencies with
strong enough magnitudes are taking place to interfere with the mea-
surement. None of the studies discussed above found a natural fre-
quency below this value (150 Hz) for any condition investigated. For
certain special applications those frequency regions might still be of
interest as well as for construction of battery modules and systems.

As described above, not only the natural frequencies and the
damping but also the mode shapes of objects are of interest for me-
chanical integration. Therefore, TM is necessary. This is done for pouch
cells [14,123], prismatic cells [130], conventional modules [15,131],
and composite and laminated structure modules [132] where the bat-
teries are directly embedded in the structure. Fig. 14 (left) shows a
setup of a MDOF testing on a module with LIB prismatic cells [15]. The
points of impact in this case are excited one by one by hitting them with
the impact hammer. The response is always measured in the same spot.
The same procedure is followed in [14] for a cell in an SDOF setup,
meaning all impact points are on the same side as the measurement. In
[123,130] the excitation takes place at one point with a stinger and the
measurement is performed at different spots. The same protocol is
followed in [132], but for integrated module structures, and using a
contactless laser Doppler vibrometer to measure the response over the
structure. From the relationship between the FRF of each point of ex-
citation and each point of measurement the transfer function of the
system dependent on the frequency can be derived. In Fig. 14 (right) the
FEM Simulation of a module and the measured mode shapes are com-
pared [15]. Two mode shapes of six were extracted from the paper for
the purpose of explanation. The grid structure results from the points of
excitation shown in Fig. 14 (left). The first observed result is for the 1st

order mode shape and shows a torsion, implying a twisting along an
axis of the module and for the 2nd mode shape along the x-axes. The
authors used the comparison of the FEM to the EMA results to de-
monstrate, that complex anisotropic LIB cell models (where the layered
inner structure is considered) do not necessarily lead to better results in
the overall simulation of a module, compared to less complex models
where the cell is taken as a homogenous object.

4.1. Patents

No patents specific to batteries were found.

4.2. Summary experimental modal analysis

EMA is a relatively new topic for the instrumentation of LIB. It has
already been applied to various cell formats and systems. From the
current state of the literature, no clear conclusion can be drawn about

the impact of SOC, SOH, and other effects on the EMA behavior and
FRF. As shown in Table 3 it is not used to investigate internal phe-
nomena of cells or modules yet. However, it proved to be a very useful
tool for investigation of mechanical properties for development and
mechanical integration.

5. Ultra-sonic probing

In ultra-sonic (US) measurement, usually an actuator emits a me-
chanical wave into the DUT, the wave propagates through the medium
/ media, and a sensor measures the response of the system to the ex-
citation. Thus, the acoustic impedance Z (Eq. 5) of the system is mea-
sured.

=Z c (5)

Here ρ is the material density of the DUT and c is the speed of propa-
gation of the wave. The higher the density, the higher also the im-
pedance and thus the attenuation of the signal. A single device can be
used as both actuator and sensor, if reflections are measured and the
actuator is put into sensing mode after emitting the signal for pulsed
operation. In an unbound elastic medium, two types of waves can be
found [133,134]: i) longitudinal waves, also called pressure (P-) or
compressional waves. The displacement of the medium occurs in the
same direction as the propagation of the wave. It can travel through
both solids and liquids. The waves generate a compression of the ma-
terial they are traveling through; ii) transverse waves, also called shear
(S-) waves. The displacement of the medium is perpendicular to the
direction of the wave propagation. It can only travel through solids.
These two wave types are mainly of interest for through-body or re-
flection measurements. When reaching an interface, the waves are
partially reflected, and the ongoing wave is attenuated. If the waves
reach an interface at an angle, S-waves will arise. The larger the dif-
ference in mechanical impedance between the interfaces, the higher the
magnitude of the reflection. In the case of LIB, with their thin laminated
structures, these reflections lead to another type of wave propagation,
so called Lamb (surface) waves [133]. Guided surface wave systems for
LIB are mainly based on this type of wave propagation. As the materials
of the LIB change mechanically during operation, the speed of propa-
gation of the signal through the cells and the amplitude of the signals
change, as well. The signal speed of propagation is usually measured as
the time between sending and reception of the signal - the so called
time-of-flight (TOF). Usually, the TOF is evaluated by the cross-

Fig. 14. Points of excitation and measurement for a LIB module with prismatic cells (left) and comparison of identified modes with FEM simulation (right) [15] (CC
BY 4).

Table 3
Overview of covered areas of research for experimental modal analysis.

Method SOC SOH & Cycling Thermal Influence

Pulse Excitation [14,129] [129,131]
Sinus Excitation [124–127] [124,126] [124,126]
Stochastic Excitation [123,130] [123,130] [123,130]
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correlation [135] of the input with the output signal as described in
(Eq. 6),

= +f g f t g t dt[ * ]( ) ( ) ( ) , (6)

where f is the emitted signal, g is the received signal, t is the time and τ
is the delay of the signal [136]. The point of maximum correlation is
taken as a basis, and the change in τ is then the change in TOF. Another
method is the comparison of the total signal amplitude A [135] as
shown in (Eq. 7),

=A f t dt| ( )| ,
t

t

i

f

(7)

where tf and ti limit the waveform measurement window [136]. So the
total transmitted signal strength is measured and can be compared for
various states. Another method for postprocessing of US measurement
is the comparison of the minimum of the Hilbert transformed signal
which led to better results than the total signal amplitude method for
the cell presented in [135].

There are mainly three types of measurement for US on batteries. In
Fig. 15 they are shown for a pouch cell. In the reflection measurement,
any of the actuators (1 to 3) sends a wave and is then put into receiving
mode as sensor measuring the reflection of the signal from the opposite
side and from the interfaces in between. In the through-body mea-
surement, emitter 1 sends a signal which then is received by sensor 3.
Surface waves are measured when emitter 1 sends a signal which then
is received by sensor 2.

5.1. Through body measurement

The first publication covering US diagnosis on batteries that was
found for this review, is a patent by Redko et al. [137], which was filed
in 2007 and granted in 2010. It concerns remaining service life esti-
mation of electrochemical energy storage in general, but also mentions
LIB explicitly. The apparatus comprises a set of US sources on one side
of the DUT and US sensors on the other side, so they are measuring
through the body. No frequency range is defined; it is stated that the
method is for ’high-frequencies’. The authors propose to use reference
samples at known states of degradation or cycle life, respectively, and
map their attenuation of the US signal for several voltages. The lookup
tables generated in this way can then be used to determine the SOH or
the remaining useful liefe (RUL) of samples.

After this patent it took several years for the first scientific work in
this field of application to appear: in 2013 Sood, Osterman, and Pecht
[138] presented an approach for SOH determination using US sensing.
Their setup comprises an emitter / receiver combination on one side of
a pouch cell and a pure receiver on the other side. The sender / receiver
combination works in echo mode, thus measuring the reflection of the
signal. This should enable the setup to detect and localize areas of de-
gradation. The receiver on the other side is used for through-body
transmission measurement to obtain information about the various in-
terfaces in the cell. In their validation of the method, the authors
compare the signal of a relatively new cell to one which already has had
a long service life. It was found that the damping and the TOF of the
signal were much higher for the cycled cell. Sood et al. [138] validated
their findings by showing the swollen and delaminated structure of the
aged cells with an X-ray image and argued that this softer structure
leads to increased damping and higher TOF through the medium.

Hsieh et al. [139] did a study on TOF variations in LIB and alkaline
batteries as a function of SOC and SOH. They used 2.25 MHz as sam-
pling frequency in transmission and reflection measurement. The
transducers were held in position with special holders and glycerine
was used for mechanical coupling. The authors found significant dif-
ferences between TOF and the transmitted signal and attributed this to
internal changes in structure, concluding that this method was suitable
for SOC and SOH determination. In a subsequent study [140], the

authors investigated the method for catastrophic events like over-
charge, over-discharge, and elevated temperatures, validated the results
by conventional post-mortem analysis, and concluded that the US
probing, especially combined with numerical analysis methods, is
capable of detecting SOC, SOH, and the impacts of catastrophic events.

An approach for transmission measurements through the cell using
comparatively cheap non-laboratory equipment was presented by Gold
et al. [141]. They implemented standard piezo buzzer discs with a re-
sonance frequency of 6.4 kHz as transmitter and receiver, and glued
those directly onto the pouch cell surface with epoxy resin. Such a
measurement setup could be feasible for implementation in a real world
application. For the signal waveform, raised cosine pulses wit N oscil-
lations (RC pulsesN ) were implemented. By running trials, the authors
identified a signal frequency of 200 kHz as the optimum point for their
setup. Fig. 16(a) shows the measured waveform for a fully charged and
fully discharged cell for the same excitation signal. For this cell, a fast P-
wave was observed, which does not change significantly in TOF nor in
amplitude for the fully charged and discharged states. Additionally, a
second slow S-wave was observed, which for the discharged cell has a
significant delay in time and a high attenuation compared to the signal
measured for fully charged cell. This behaviour becomes even more
obvious when looking at the smoothed signal modulus in Fig. 16(b).
The amplitude is reduced to (14.08 ± 0.61) % and the maximum of
the second signal is found at (101.47 ± 0.66) s compared to
(88.53 ± 0.99) s for the charged state.

To evaluate this behaviour further, the authors performed the
measurement starting from 0% SOC going to 100% SOC in steps of 20%.
In Fig. 17(a) the signal heights for each SOC step are arranged next to
each other. The dashed blue line marks the peaks of the fast wave and
the solid red line those of the slow wave. As the blue line is horizontal
and crosses all the peaks, it is shown that the fast wave amplitude is
nearly constant over SOC. The red line shows a linear growth with
increasing SOC. For the TOF shown in Fig. 17 (b), the blue line is also
horizontal, meaning constant TOF over SOC, while the red line shows a
linear decrease in TOF for an increasing SOC.

While [141] for their cell and setup found linear behaviour for the
transition of the signal over SOC, other studies also found local minima
and maxima [9,135,136,142] on the signal. In case of [136,143] these
are in the lower single digit per cent region of the total change, while in
case of [9] it is around 16% of the total change in amplitude. There
might be several reasons; one is that the local minimum mostly occurs
near the discharged state and could originate from the behaviour of the
nearly fully delithiated graphite [136]. Using steps of 20% SOC the tests
in [141] do not have sufficient resolution (in terms of SOC) to measure
this effect, as it lies in between two steps. The other studies perform
continuous measurement and thus can detect these extrema. Other in-
fluences could be the frequency range, the measured wave, the time for
relaxation and the behaviour of the material used in the cell. In [141]
the authors claim that by trimming the frequency until the wavelength
corresponds to the thickness of each layer of the battery, a region of
monotonous (negative) growth in both signal amplitude and that these

Fig. 15. Pouch cell with piezo discs as actuator and sensor.
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findings are not restricted to this cell but also transferable to other cells
applying non-zero strain materials.

5.2. Surface waves

A cooperation between Stanford University and Rensselaer
Polytechnic Institute resulted in several publications on LIB monitoring
using guided surface waves [142–145]. The authors use piezo trans-
ducer discs directly attached to the surface and perform the excitation
with a windowed sine signal with a frequency of 125 kHz. In [142] both
the signal amplitude and the TOF to SOC and cycle life of the cell are
correlated. With a statistical analysis they show that US diagnostics
could be used for SOC and SOH prediction with inaccuracies well below
1%. In a subsequent publication [143] the researchers collective uses
matching pursuit decomposition, which decomposes complex guided
wave signals into a combination of simpler, localized atoms, allowing
the time-frequency information of the signals to be mined. By using
statistical methods on this information, combined with the cell voltage,
the authors can perform SOC prediction with a margin of error of
0.36%, and SOH prediction with a margin of error of 0.05%. They ex-
pand this approach to end of life (EOL) prediction [144] which even
works when the cell SOH drops without cycling, due to external in-
fluences, e.g. mechanically induced fatigue of cell performance in this

case. Also, Davies et al. [136] presented an approach where they apply
machine learning to both single values / and a combination of cell
voltage, US amplitude and TOF for an LCO and an LFP battery. They
were able to reduce the error for SOC prediction from 0.03% achieved
by measurement of voltage to 0.01% by combining all three parameters
for the LCO cell. For the LFP cell with its partially flat voltage curve the
error decreases from 0.06% to 0.01%.

Robinson et al. [146] performed a spatially resolved measurement
of surface waves on a commercial mobile phone battery. They found
different propagation speeds all over the surface, with regions where
TOF increases, decreases or does not change at all with increasing SOC.
This behaviour can be attributed to the cell design. The regions with no
change in TOF are not in mechanical contact with active materials; for
the other regions, the differences are explained by the position of the
current collector, which serves as an anchor, leading to different me-
chanical stresses all over the surface. In a subsequent study [147] the
authors evaluate US probing by using time resolved TOF measurement
for several factors, such as temperature and C-rate. For their measured
TOF at two temperature levels, 25∘ C and 30∘ C, they did not find a
change in TOF, as opposed to [9]. Travel time of the signal should be
higher when the temperature increases, as the cell expands (see
Section 3.1) and becomes softer (see Section 4). Concerning C-rates, the
authors were able to find higher stiffness of cells under high C-rates
represented in the US signal.

5.3. Implementation

An approach for low-effort implementation of US diagnostic for
BMS was presented by Popp et al. [9]. Instead of windowed sine signals,
which requires advanced circuitry and amplifiers, the authors use a
MOSFET as regular semi-conductor switch to drive the piezo disc ac-
tuator. The transferred signal is then captured using edge detection and
also a piezo disc for sensing. With a tracing algorithm, the system can
follow the correct edge and its changes over the SOC; this permits
measurement of SOC. The excitation and the post-processing of the data
are performed with spare channels on the microcontroller of an existing
BMS. Changes of the TOF due to temperature changes of the cell were
evaluated and a function was fitted to compensate those influences for
SOC estimation. Thus, a margin of error of 1.69% of measured TOF
value is stated for a real-world driving cycle on which the system was
evaluated. The materials cost of the system was estimated at less than
10 € for the single prototype, that is, without benefit from any
economies of scale.

5.4. Non-contact based method

While all of the above setups use direct coupling of the transducers
and sensors with the DUT, Chang et al. [148] presented a method where
the transducer and sensor are placed 40 mm apart (in air) from the
pouch cell with NMC/G electrodes under test. The excitation frequency
is 400 kHz with a sampling frequency 20 MHz, respectively. They found
that detection of SOC is possible even when the signal to noise ratio is
low for such a setup. Additionally, they state a nearly linear relation-
ship between the amplitude of P- and S-waves and the SOC of the in-
vestigated cell.

5.5. Abusive scenarios and safety

Despite the methods described above, which are all about SOC and
SOH estimation, there are also publications starting in early 2019 that
use US probing for observation of LIBs under abuse conditions and out
of the operational window. Oca et al. [149] used through body mea-
surement with frequencies between 120 kHz and 500 kHz to detect
under-discharge and overcharging for Li-Ion capacitor (LIC) pouch and
prismatic cells. Their cells have an operational voltage of 2.2 V to 3.8 V
and they are subjected to ’mild’ abuse conditions of 2.0 V and 4.5 V and

Fig. 16. Received US signal for a fully charged and fully discharged pouch cell.
Response to RC pulsesN (a) and smoothed signal modulus (b) (with permis-
sion [141]).

Fig. 17. Received US signal showing the trend of signal height (a) and delay
time (b) for different SOC (with permission [141]).
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to more challenging ones of 0 V and 5.2 V, respectively. The study
investigated both the attenuation as well as the TOF of the signal. It was
found that during mild overcharge the cell already reacts in its acoustic
behaviour, while no changes in the electrical behaviour are visible. In
under-discharge both the attenuation as well as the TOF can determine
the internal side reactions promptly. The acoustic method works until
the casing of the cell loses contact with the bulk material, indicating a
very advanced state of abuse conditions. Wu et al. [150] performed US
reflection measurements during overcharge of a LIB pouch cell, and also
found that the TOF increases during overcharge, while there is a re-
laxation afterwards. But even after this relaxation a significant hyster-
esis compared to an unharmed cell persists.

Zappen et al. [121] performed US measurements during abusive
high temperature testing of LIB cells. They conducted in plane-and
through-plane measurements, using piezo discs. Post-processing of the
signal was performed with signal intensity and center of gravity cal-
culations. Different heating regimes were applied, and the cell was also
monitored using electrical impedance spectroscopy (EIS). The authors
discovered, that EIS and US are able to monitor safety-critical beha-
viour of LIB due to overtemperature, as the values correspond to dis-
tinct temperature levels where e.g. SEI decomposition and evaporation
of the solvent occur.

Also, plating processes are detectable with US probing as shown by
Bommier et al. [151]. They investigated plating on small 651628 (LCO/
graphite) pouch cells using US probing across the cell with 2.25 Mhz
and processing of TOF and total amplitude, as well as by destructive
post-mortem analysis to confirm the results. Fig. 18 shows their results
for first normal cycling, and then for increased charge rates where
plating is supposed to take place. At the top, the acoustic heat map
(which is an intensity plot) is shown. It can be seen, that the TOF re-
peatedly varies during low current cycling, while it becomes greater in
total when the plating process starts; also, the intensity of the signal is
reduced during the higher C-rate cycles, which can be also seen in the
amplitude plot in the middle. For ongoing cycles, this behaviour con-
tinues until the signal disappears completely during the third cycle. The
authors state that this might be related to plating, but even more might
be related to gassing of the electrode, as gases have a totally different
acoustic impedance and thus lead to high signal attenuation.

5.6. Patents

As already mentioned, the first publication on the topic of US sen-
sing was a patent [137]. Here through-body waves are measured to
determine SOH, which is the basis for further inventions [152,153]
where the method was extended to other SOX and described in more
detail. A method for SOX estimation based on surface waves was filed
by Ladpli et al. [145].

5.6. Summary ultrasonic sensing

US diagnosis of cells has been becoming increasingly popular in
recent years. Not only operational values like SOC and SOH but also
abusive conditions like high temperature, plating and overcharge can
be detected (Table 4). As measurements with small and inexpensive
piezo discs are possible, there is a possibility for real application even in
BMS. The technique has been implemented successfully for frequencies
from 25 kHz up to 2.25 MHz, while approaches for use as laboratory
method tend to higher frequencies and closer-to-application approaches
tend to lower frequencies. Although the vast majority of the studies is
on pouch cells, Oca et al. [149] showed that the technique can also be
applied to hard case prismatic cells. Studies were carried out on state-
of-the-art LIB cells and materials.

6. Acoustic emission

Though acoustic emission (AE) also works based on detection of

sound, it differs from the methods named above as the DUT does not
undergo an external mechanical excitation. Rather, the emission of
waves of the material itself, normally created by the quick release of
mechanical stress, is measured by an attached (surface) microphone
[26]. As a potential source of the AE events in LIB several side reactions
related to various degradation mechanisms of a battery cell could be
listed. These are electrode cracking, transition metal dissolution,
cathode electrolyte interface (CEI) formation, SEI formation and
thickening, Li plating, structure disordering, exfoliation and decom-
position.

The working principle makes AE per definition an in-operando
method. In contrast to all the methods discussed above, it does not work
on a LIB which is not in operation or in a relaxation phase closely
following an operation. As the release of stress normally is spontaneous
it generates a pulse, which contains a broad range of frequencies.
Bubbling of the electrolyte leads to lower frequencies (see below).
Typically, the most interesting frequency regions range from a few kHz
to a few MHz, and hence, the equipment must be chosen accordingly.

Fig. 19 shows a typical setup for measuring AE on a LIB cell on the
top and the bottom. The acoustic path is drawn in black, the electrical
circuit in blue. The LIB cell (1) usually has the AE sensor(s)/transducer
(s) (2) directly attached to its surface, in this case one on the top and
one on the bottom. Those sensors are connected to pre-amplifiers (3),
then the signal is filtered (4) to minimize noise, and then the filtered
signal is amplified again (5). Usually, an acoustic event counter and
signal conditioning unit (6) does the signal processing. The processed
signal is then transferred to the computer (7), which does the data
logging and can set the parameters like signal threshold for the signal
condition unit. A controlled electrical source / load (8) is used to cycle
the battery according to the required protocol. In some setups, material
to mechanically decouple the cell under test from the testing environ-
ment can also be found.

Fig. 18. TOF acoustic heat map (top) amplitude of transferred acoustic signal
(middle) and cell voltage (bottom) during cycling of [151] (CC BY 4).
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6.1. Half and coin cell measurements

AE was first employed for LIB to detect particle fracture of LMO
cathodes by Ohzuku, Tomura and Sawai [154] in 1997. They im-
plemented a laboratory setup where they measured pellets of active
material with a diameter of 11.3 mm and active material pasted on Al
foil against Li as counter electrode. The AE sensor was attached to the
bottom of a self-developed test bed for such cells. An amplifier for de-
tection of acoustic events was used. This means that when a signal over
a certain threshold is detected, a 1 ms pulse is given on the output of the
equipment, and this pulse is then counted as an event. The more events
counted, the more changes in the material are occurring. Based on their
previous work, the authors presume, that higher currents lead to higher
stresses in the material, due to the gradient in lithiation between ma-
terial that is in contact with, or close to the electrolyte and material that
is further away. When the stress at a certain spot reaches a certain limit,
the particle undergoes fracture and emits a sound wave. Thus, testing is
done with lower and higher discharge currents and the acoustic events
are counted. A discharge at 5 mA/cm2 led to a maximum of around
700 events per minute and a total number of around 25,000 events,
while lower rates e.g. at 1 mA/cm2 led to a maximum of around
30 events per minute and around 7,000 events in total. When the

current was reduced further, the number of events was in the single
digit range. The authors were also able to detect some events during
relaxation phase. Fewer events were recorded for the standard type
electrode than for the pellet. This leads the authors to the conclusion
that the preparation and dimensions of the electrode plays a major role
in electrode stress, and that AE technique is a suitable tool for in-
vestigating the behaviour of the electrode samples. By analysing pre-
vious studies and the observed spectra of their findings, they also state
that a characterization of physical processes like material fracture,
phase transition or gas evolution should be detectable.

Kircheva et al. [155] investigated the formation of SEI on graphite
with AE. They based their study on a coin cell with Li as counter
electrode. By attaching an AE transducer on both sides of the cell (one
was placed close to the graphite and one close to the Li- based electrode
like shown in Fig. 19), and by trimming the threshold levels of each
sensor to the specific electrode emission accordingly, they were able to
distinguish between acoustic events originating from the graphite or the
Li. Initially, such cells have an open circuit voltage of around 3 V.
During the initial minutes of the first discharge of the cell, a sharp in-
crease in acoustic activity is observed. The authors attribute this to
initial cracking of the chemical passivation film. Then there is a plateau
followed by a high concentration of acoustic hits in the region between

Table 4
Overview of covered areas of research for US Sensing.

Method SOC SOH & Cycling Elec.-Chem. SEI Thermal
Influence

Safety

Through Body [136,139–141,147,149] [136–140] Plating [140,151], C-rate
[141,147]

[139] Over-temperature [121,140], Over-charge [140,149],
Over-discharge [140,149]

Reflection [150] Overcharge [150]
Surface [9,142–144,146] [142,144,145] C-rate [9] [9]
Air [148]

Fig. 19. Typical setup for AE testing of a LIB cell. Acoustic path is depicted in black, electric circuit in blue. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

Fig. 20. AE analysis of LiAl/LMO cell during cycling for a new cell (left) and for the final cycles at aged state (right) (with permission [156]).
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0.8 V and 0.5 V, where the SEI formation and according electrolyte
decomposition are known to take place. The hits are fewer than for the
subsequent region, and followed by several clusters of hits which cor-
respond to the plateaus of Li staging into graphite in a region between
0.2 V and 0.01 V. As the AE sensor on the graphite side shows many
more hits than the one on the Li side, the effects are attributed to the
graphite electrode. The cells did not show so many hits in the region of
SEI formation later on, a sign that the ones occurring during the first
cycles were really originating from the initial SEI formation. The au-
thors observed the same amount of cumulative acoustic energy in-
dependent from the C-rate used in cell formation. This is an indication
that SEI formation, being a surface phenomenon, is not dependent on
current densities as observed for intercalation phenomena like those
describe above for LMO [154]. In another study, Kircheva et al. [156]
investigated cells with Li-Al (LiAl) anode and LMO using a similar
setup. For this cell several cycles were executed so that the cell already
showed signs of ageing. Fig. 20 depicts the measured acoustic hits for
the first cycles (left) and for the final cycles (right) during the test
period. It is shown, that there are clusters of acoustic hits for the first
cycles, especially at lower potentials. For the final cycles, there are only
occasional hits, distributed more equally over the cycle. As the capacity
of the cell degrades too, a correlation between fewer acoustic hits and
reduction in cell capacity was established.

In their study on the LiAl/LMO cell [156] the authors also have a
look at the characteristics of the acoustic hits. These can be differ-
entiated by parameters like (peak) frequency, duration, and energy.
Thus, it is possible to attribute the hits to phenomena in the cell, based
on the acoustic characteristic. Bubbling of the electrolyte caused by
decomposition is known to produce frequencies between 80 kHz to
250 kHz, while mechanical cracking exhibits frequencies from 250 kHz
to 400 kHz. By validation with XRD, the authors were able to correlate
the stress mechanisms to i) cracks and particle fragmentation in LMO
electrodes and ii) crystalline phase transition in LiAl alloy electrodes. In
this way, a detailed evaluation of the underlying electrochemical pro-
cesses is possible using AE.

AE is also implemented to investigate Si electrodes [157–159]. As
described above, Si faces material contractions / expansions of up to
400% upon cycling, therefore it is quite prone to structural stress. Si-
milar to graphite, the highest emission of acoustic energy took place at
the first discharge upon de-lithiation of the material [157–159]. By
clustering the acoustic events mainly by frequency, the studies
[157,159] were also able to assign the AE to specific phenomena. In the
case of Yoshida et al. [159] this was done manually by analyzing the
fast Fourier transformation (FFT) generated spectra, while Tranchot
et al. [157] used an automated strategy. This automated strategy is
called principal component analysis (PCA), which can extract, com-
press, and classify relevant information from AE data sets. It is useful
for analysis of complex AE signals like those generated by Si electrodes.
Each hit is assigned to a vector whose coordinates correspond to the
various AE parameters (see above). The goal is to reduce the di-
mensionality of the AE data set, by finding a new set of variables
smaller than the original one. Those variables are linear combinations
of the acoustic parameters of the original set and therefore have no
physical meaning; they are called principal components (PC1, PC2, ...,
PCn). To obtain those variables an unsupervised iterative statistical
clustering procedure is performed. The clustering was not able to
classify around 30% of the AE signals. The remaining ones were clus-
tered into three types, with frequencies around 700 kHz and low to

medium amplitudes, 400 kHz with medium to high amplitudes and
200 kHz with very low amplitudes. By applying these PCs to the dis-
charge curve, the authors were able to conclude that SEI formation does
not cause significant bubbling during first cycles but significant elec-
trode cracking. However, they also state that they are not able to fully
differentiate the signals of their clusters and the method should be
improved in the future.

6.2. Full cell measurement

On full cell investigation, there are fewer publications. Initially, the
applicability of AE for full cells was demonstrated by Komagata et al.
[160] on cylindrical 18650 cells. The authors measured AE during
discharge of full cells. A newer study by Beganovic and Söffker [161]
uses AE on full cells to detect SOH or RUL by AE without having the
history of the DUT. In their setup, they use high frequency piezo ele-
ments and amplifiers combined with field programmable gate array
(FPGA)-based fast data acquisition and computation. The system
monitors the AE of the cell continuously during operation. To reduce
the dimensions and complexity of the signal, specific parts of same
length are taken by windowing the signal and transferring it to the
frequency domain by short-term Fourier transformation (STFT). A
deeper analysis is then performed, using continuous wavelet transfor-
mation (CWT) on the signal to calculate wavelet coefficients. These
coefficients then contain the information of the properties of the AE
signal in each signal window. Thus, it is observed that the intensity of
the AE per window decreases with cycles and thus ageing. For de-
monstration of the method for SOH and RUL estimation, the data is
correlated with the corresponding SOH values (remaining capacity)
from conventional electrical measurements. A model was trained using
four cells and then a SOH estimation was performed on two cells of the
same type. The authors were able to achieve an error of less than 3%
and claim their method works without knowing the previous history of
the cell. In the validated case using the same cycles continuously this
claim is valid; however, the method should also be investigated for
different cycle regimes and cell histories as parameters may vary.

6.3. Other methods

A completely different use of AE for monitoring batteries was in-
troduced by Cattin et al. [162]. They applied AE to detect arcs in LIB
systems of electric cars. These can occur when the electrical connection
becomes loose at some point, e.g. due to vibration or material fatigue.
Those arcs can be harmful and lead to fires or other safety-critical
conditions. From voltage or current measurements, arcs are difficult to
detect, as there are many other transient and disturbing signals. The
authors found that the arcs have a significant acoustic spectrum which
can be distinguished from other spectra in the car. A demonstrator was
built and validated.

6.4. Patents

AE application wise is mostly used for SOH but also for SOC and
safety detection. In [163,164] a method for AE integration for cell and
module / system level is presented. The working principle is close to the
methods described above. Via lookup tables and / or clustering the
number and the amplitude of acoustic events are assigned to a SOX. In
[165] an apparatus that can monitor AE while putting force on the cell

Table 5
Overview of covered areas of research for AE.

Method SOC SOH & Cycling Intercalation SEI

Half Cell [29,157,160] [29,154,155,157–159,166] [155,157,166]
Full Cell [153,163] [153,156,160,161,163–165] [156]
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is presented.

6.5. Summary

As indicated in Table 5, AE is not widely applied for SOC estimation
but frequently applied for detecting SOH and intercalation phenomena
as the materials mostly emmit sound waves when they are degrading.
Especially the ability to listen to electrode cracking made it a popular
method for both investigating state of the art materials, but also next
generation materials i.e. Si anodes in this case.

7. Integration in battery systems

For integration into a battery pack, sensors need different properties
than for laboratory application. Stationary equipment also has other
demands than mobile or automotive devices, but in general sensor
systems for application should be i) inexpensive, ii) small and light, iii)
robust, and iv) have a low power consumption. Compared to laboratory
equipment demands on accuracy and resolution usually are lower.
Considering these points, not all methods discussed above are equally
suitable for integration. While dilation measurement with common
contact 1-D technology is difficult to place in a battery pack because of
limited space, and optical technology is even more difficult to integrate
- the latter is also too expensive - the suitability of the eddy current
technique for integration was demonstrated by Knobloch et al. [71].
They also performed the integration of a force sensor. Another practical
eddy current implementation was demonstrated in [54]. The authors
processed the signal of the eddy current sensor used for measurement of
dilation with a high-resolution 28-bit automotive chip (LDC1612, Texas
Instrument, USA). The chip is commonly used to convert signals from
push or slider buttons but works also well in this type of application.
With its I2C communication protocol, it can be integrated in common
BMS designs. Another method for determining dilation is based on
measuring the change in capacity between two plates caused by a
variation in the distance between these plates. For two parallel plates
the capacity C (eq. 8) is defined by

=C A
d

· , (8)

with ϵ (F/m) being the permittivity, A (m2) the surface area and d (m)
the distance between the two plates. No work has been found that uses
this concept on commercial LIB cells, which is surprising as laboratory
grade dilatometers used on batteries for material investigation (e.g.
[167]) work on this principle, and it has been a common method for
displacement measurements for decades [168]. Bohn et al. [72] claim
that interferometer setups are well suited for miniaturization and thus
could be used as additional source of information for BMS in applica-
tions like drones.

Strain and force, as also the number of patents for application im-
plies (see sec. 3.2), has high potential for implementation. Fiber optic
strain and temperature measurement offer promising possibilities and
there are already existing commercial solutions [169,170], but due to
their still costly technology they are yet not suitable for commercial

BMS for broader use (common OSI start from over one thousand USD
and then still fibers and auxiliaries are needed). However, in [106] a
cost estimation is given, stating that the cost for a full add-on to a BMS
can be reduced to USD 100 $ to 500 $ depending on the size of the
system. RFSG offer cheaper solutions for strain measurements. In [112]
an approach with monitoring the strain of a full module with just one
strain sensor is presented. This brings cost and space requirements
further down. Still, todays OSI require high operational power and are
bulky.

EMA does not play a role for integration in a battery pack but can
support the design phase by determining important mechanical para-
meters.

By using piezo disc actuators, a small and low-cost approach for US
measurement can be realized. In [9] it is shown that receiver and
transmitter for ultrasonic based SOX estimation methods can be im-
plemented inexpensively and with low effort if there are unused general
inputs and outputs (GPIO) or other suitable converter pins on the BMS
controller. There are already systems on the market [171,172].

There are several patents on AE also for application (see Section 6).
In [160,161] practical methods for SOH estimation are presented. The
drawback of AE is that it is not really suited for SOC or other estima-
tions beside SOH - see Table 5. Laboratory equipment for measuring AE
is expensive. Literature for low-effort implementation for LIB was not
found for this review but the use of FPGA like in [161] points in the
right direction.

Koch et al. [173] compared the ability of various sensors to detect a
thermal runaway for implementation. They showed that a piezo-re-
sistive force sensor between two cells reacted very quickly before a
thermal runaway. Due to gas production inside the cell and the sub-
sequent expansion that takes place shortly before a thermal runaway
the force sensor was able to detect the thermal runaway before the
mounted gas sensor. In [173] it is also mentioned that the force sensors
may be useless for thermal runaway detection if compression pads (soft
structure) are placed between the cells. However, they showed that
while every sensor type was able to detect a thermal runaway, each one
has its advantages and disadvantages. It is suggested to use a combi-
nation of two or more sensors to build a thermal runaway detection
system.

A different approach for measuring various mechanical influences
and impacts was presented by Hu et al. [174]. The authors developed a
surface sensor which bases on spatially distributed piezoelectric,
pyroelectric and thin film transistor elements. As such it can detect and
localize quasi-static impacts like swelling, dynamic impacts like me-
chanical forces and overheating of the cell. The concept was demon-
strated with a 50 mm x 50 mm sensor on a pouch cell of the same size
running several safety critical scenarios. It was shown that the sensor is
suited to find hazards due to mechanical changes before other para-
meters like cell voltage show a reaction.

Table 6 summarizes the statements above and compares the esti-
mated costs and the integrability of the various mechanical state de-
termination methods based on the necessary sensors and electronics.
EMA is not discussed in this table, as it is not intended to be

Table 6
Feasibility of concept for implementation in a battery system with BMS.

Method Sensor Cost Integrability SOX Indicator Power Consumption Size

Dilatometry Dial indicator high difficult SOC, SOH, Li-plating det. low large
Inductance sensor moderate in development low small
3D-Scanning critical difficult high large
Optical interferometer crictical difficult high large

Strain/Force RFSG high feasible SOC, Thermal Runaway, temperature
measuring

low small
Fiber-optic sensor high difficult (in cell), feasible (surface) high large
Resistive pressure sensor low feasible low small

Acoustic Emission Piezoelectric AE high feasible SOH, Arc detection low medium
Ultrasonic Ceramic Piezo element low commercialised SOC, SOH, Li-plating det. low small
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implemented in an application.
Deep learning and statistical approaches, which are part of the data

driven estimation methods [175–177] are usually also applicable to the
mechanical methods discussed in this review. For example, Davies et al.
[136] used a machine learning technique to estimate the SOC based on
ultrasonic data. To train the network they used the TOF, the signal
amplitude, and the cell voltage as an input vector. The authors used two
cells to train the network and a third independent cell was used to test
the resultant network for SOC prediction. Important to mention is that,
unlike the coulomb counting method or other filter-based methods, the
proposed algorithm is history independent, which means that no pre-
vious data is necessary to estimate the SOC. Such hybrid approaches
that combine current and voltage data with other sensor data won by
mechanical measurements can significantly improve SOC or SOH esti-
mation.

8. Discussion and conclusion

The investigation showed that dilatometric methods are widely
employed for investigation of LIB cells. One very popular approach is
the measurement with 1-D contact sensors. With this, a wide variety of
phenomena like Li-staging of graphite, thermal expansion and relaxa-
tion, full cell expansion, and Li plating have been investigated, and
methods were developed for scenarios like fast charging with mini-
mized harm to the electrodes. There were many contributions to the
understanding of internal phenomena of state-of-the-art LIB cells, but
also for promising materials like Si anodes. Methods enabling spatially
distributed analysis of the expansion of the cells were presented. No
methods for measurements on modules or systems were found.
Interestingly, there is a certain lack of studies on ageing as well as on
safety or abuse conditions apart from Li plating (Table 1). Integration in
a battery system is difficult. In summary dilatometry is popular and
useful for laboratory use but less for application, since integration in
battery system is difficult.

This is different for the second expansion-based methods. Force,
surface strain, and internal strain are widely applied on SOC and SOH
estimation, as well as to determine current and temperature de-
pendencies of cells. Surface strain is also often used for abusive con-
dition. Until now, most research was done in the laboratory, but the
number of patents, concepts for estimators and suitability for im-
plementation (Table 6) point towards to be useful and hence towards
future practical application. Proof of concept for implementation in
modules was already done in a few publications for all three types of
strain / force methods.

EMA is used to derive eigenfrequencies and modes via FRF. There is
no real application for SOX estimation, but rather for improving the
mechanical design of battery systems with the results of EMA. Current
literature is inconclusive about SOX dependencies for EMA. Further
research is needed.

US sensing is mainly applied for SOC and SOH measurement on cells
until now. But also influences of temperature, C-rates, and abusive
condition have already been examined. A validation for cells in module
or system like configurations is as yet missing. The successful im-
plementation on hard case prismatic cells, however, shows that the
method is also suited for more rigid casings and thus could potentially
work in constraint application too. Both through-body and surface
waves concepts have shown promising results. Because of the low-cost
demonstrators already built and the beginning commercialization, the
technique is likely to find its way into applications.

AE is seldom used on full cells, and no publication on commercial
cells was found. It is very popular for SOH estimation because it allows
to observe in-operando the degradation of materials with high volume
changes, like Si. So far it is a pure laboratory method.

Additional sensors also are in development mostly for application to
identify hazards to the cell. They do not play a major role in laboratory
measurements at the moment.

As this review shows, non-destructive mechanical methods for in-
vestigation of LIB are increasingly found in research. Often, these
methods are less costly than common approaches providing informa-
tion about material behaviour like imaging methods, but requiring less
measurement time than e.g. EIS measurements and still enabling fully
in-situ and in-operando investigation of LIB. Thus, they have con-
tributed a lot to the understanding of LIB behaviour in the laboratory
also by providing additional information to standard measurements.
Knowledge and understanding were created regarding material con-
traction in general and due to variation in temperature and in C-rates in
particular, irreversible expansion due to (SEI) layer formation and de-
terioration of internal structure, and abusive conditions like plating and
thermal- and electrical- out-of-boundary conditions. Some methods
additionally are likely to find their way into applications, as they can
improve SOX estimation significantly. They work best in combination
with traditional measurement concepts like voltage and current mea-
surement, so they are not likely to replace those. Thus, cost for the
sensor-systems still needs to be decreased to allow for integration in
such cost-sensitive applications like those found in the battery sector.
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Appendix E

Excerpt from Conference Presentation
for FRF

The following section is an excerpt from a conference presentation [62] held during the course of this
thesis. The tested cell is a 12 Ah cell with NMC cathode and graphite anode. The FRF is measured
using the setup from [19] in paper 1, which is extended by a laser triangulation sensor to measure the
corresponding dilation (details see [62, 79]).

Fig. E.1 shows the natural frequency of the FRF, the differential voltage (eq. E.1) and the cell
dilation of the LIB cell over the SOC for the charging process.

dV
dq

Q0 =
d(voltage)
d(capacity)

Q0 =
Vn −Vn−1

in(tn − tn−1
Q0 (E.1)

Q0 is the cell capacity in As and in this case is a factor to scale the differential voltage over the SOC.
The correlations between minima, maxima and the turning points in every slope is tangible. The

characteristic over-voltages in the differential voltage most likely result from the different potentials
from graphite intercalation. The flat regions in the slope of the dilation also indicate this behaviour.
Such a plateau is found in the region between around a SOC of 60 to 30 % which correlates to findings
of Rieger et al. [84], who found a plateau on a comparable cell setup in the middle region. The slope
of the FRF also shows distinctive points in those regions. Those points do not overlap fully, as in
contrast to the other measured values, the FRF is not measured continuously but in steps of 5 % for
low and high SOC regions and 15 % for middle SOC regions. However, a trend is observable. At a
SOC level of 17 % a peak in the differential voltage is found. This peak correlates with a point on
the FRF curve where the FRF curve shows a significantly higher gradient. The local minimum in the
differential voltage at a SOC of 70 % correlates to the maximum in the FRF. At very high SOC levels
of around 95 % a minimum can be found both in the differential voltage and the FRF.

As expected, there is a correlation among the measured values. The main contributions are likely
to arise from anode related phenomena. More detailed investigations are necessary to substantiate this
assumption.



110 Excerpt from Conference Presentation for FRF

LiC12 to LiC18 LiC6 to LiC12

Figure E.1 Natural frequency, dilation and differential voltage over SOC for LIB pouch cell (modified
with permission [62, 79]).
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