Ty

Abraham Gutierrez Sanchez, Dipl.-Ing.

Probabilistic Aspects
in Automata and Digraphs

DOCTORAL THESIS
to achieve the university degree of
Doktor der technischen Wissenschaften
submitted to

Graz University of Technology

Supervisor

Dr. Daniele D’Angeli

Institute of Discrete Mathematics

Graz, December 2020






AFFIDAVIT

| declare that | have authored this thesis independently, that | have not used other
than the declared sources/resources, and that | have explicitly indicated all material
which has been quoted either literally or by content from the sources used. The text

document uploaded to TUGRAZonline is identical to the present doctoral thesis.

Date Signature






Abstract

In the first chapter of this thesis, we prove that a uniformly distributed random circular au-
tomaton A, of order n synchronizes with high probability (w.h.p.). More precisely, we prove
that

P[A,, synchronizes] =1— 0O (%) :
The main idea of the proof is to translate the synchronization problem into a problem concerning
properties of a random matrix; these properties are then established with high probability by
a careful analysis of the stochastic dependence structure among the random entries of the
matrix. Additionally, we provide an upper bound for the probability of synchronization of
circular automata in terms of chromatic polynomials of circulant graphs.

Multivariate regression models and ANOVA are probably the most frequently applied meth-
ods of all statistical analyses. In the second chapter of this thesis, we propose an alternative
to the classic approaches that do not assume homoscedasticity or normality of the error term
but assumes that a Markov chain can describe the covariates’ correlations. This approach
transforms the dependent covariate using a change of measure to independent covariates. The
transformed estimates allow a pairwise comparison of the mean and variance of the contribu-
tion of different values of the covariates. We show that under standard moment conditions,
the estimators are asymptotically normally distributed. Additionally, we test our method with
simulated data and apply it to several classic data sets.
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Introduction

The central point of this thesis is to use probabilistic tools to study discrete structures: circular
automata and DAGs (directed acyclic digraphs). In the first chapter, we pose a question of the
following type: “how probable is that one discrete structure (a circular automaton) will have a
given property (synchronizing) if we choose one of them at random?” In the second chapter,
we pose a reverse engineering question: “given an indirect information about a discrete random
structure (DAG with random variables in each node), what can we say about the nature of its
internal states (moments of random variables associated to each node)?”

The main motivation of Chapter I are the exiting results made in recent years by Berlinkov
and Nicaud on the probabilistic Cerny conjecture ([Berlinkov, 2016], [Nicaud, 2019]). The main
tools used in Chapter I are related to graph theory, automata theory and probabilistic tools.
In more specific terms, one of the hardest bottlenecks in the first chapter was a tailor-made
treatment of a non-Lipschitz random variable (see Lemma 7). The lack of general results in
the field of concentration inequalities for non-Lipschitz random variables forced us to create
a tailor-made solution; this proof strongly contrasts with the relative simplicity of Lemma’s 6
proof, for which we were able to apply a ready-to-use tool (MacDiarmid’s Inequality, Azuma’s
inequality) for Lipschitz random variables. I also must add that there might be an alternative
way to prove Lemma 7 via chromatic-polynomials. We were unfortunately not able to realize
this alternative proof because the necessary results are in some cases generalizations of well-
known open problems in the chromatic-polynomial’s community. Nevertheless, we consider
that these connections can be of interest to the graph-theoretical community. This was the
main motivation to add Section 1.6 in Chapter I.

The problem in Chapter II was proposed to me by Alessandro Chiancone, who at the time
was working in Know-Center in Graz. As a whole, I find the motivation of this chapter’s
problem very natural and easy to explain. This was one of the main reasons I felt so motivated
to work on this problem. This allowed to create a suitable mathematical model and solve the
first moment case in the uniform and non-uniform cases. In addition, this natural motivation
was big help to easily enlist the invaluable expertise of Sebastian Miiller. Joining forces, we
lifted the solution to the second moment and figured out the asymptotic distributions of the
constructed estimators. The main tools used in the second chapter are related to Markov
chains, change of measures and stopped random walks. One of my favorite tools, used in this
chapter, is the Rényi’s version of Ascombe’s theorem which is a central limit theorem in which
the deterministic sample size n is replaced by a random variable. This result was essential
to calculate the asymptotic distribution of the estimators we constructed. I also find quite
interesting the change of measure we did in order to retrieve information about the moments
in the Markov chain case.

The contents of Chapter I are based on the paper [Aistleitner et al., 2021| which was written
in collaboration with Christoph Aistleitner, Daniele D’Angeli, Emanuele Rodaro and Amnon
Rosenmann. The contents of Chapter II are based on the papers [Gutierrez and Miiller, 2019]
and [Gutierrez and Miiller, 2020] which were written in collaboration with Sebastian Miiller.

The following subsections are meant to be an informal explanation of the thesis’ chapters.
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Chapter I

This subsection is an informal explanation of Chapter I. Let us consider the following puzzle
(see Figure 1). The rules are the following: given a state s (0,1,2 or 3, see Figure 1) and word
w formed by the letters @ and b (e.g aba), we position ourselves into the state s and then follow
the arrows according to the letters (from left to right) in the word w. For example, if we begin
in the state 0 and the given word is aba, first we move from state 0 to state 1 after reading a
and then we stay in state 1 after reading the b and finally we move from state 1 into state 2
after reading the last letter a in the word. So, we say that the ending state in this case is 2; we
abbreviate this in the following way
0 - aba= 2.

Now that we understand the rules of the game, the puzzle is to find out if there is a word w
such that

O-w=0; 1 -w=0;
2-w=0; 3-w=0;

i.e. no matter where you begin, the word w will send you to the state 0 at the end. Such a
word exits indeed, one example of a word that accomplishes this is baaabaaabaaab or in short
notation ba’ba’ba’b; actually, this is just one of many words that accomplish this task.

o
5

Figure 1: The Cerny automaton of order four.

We now ask a more general question: is there a word such w such that

O-w=s; 1 -w=s;
2-w=3s; 3 -w=s;

for some state s? i.e. now we are only interested in a word w with a unique ending state; we say
that such a word is synchronizing (or reset) word for the automaton. Of course, our previous
word ba’ba®ba®b is synchronizing but now there are new words like ab®*ab®a which have ending
state 0 and are shorter. In particular, one can ask: which is the shortest synchronizing word?
One can prove that the minimal word for the automaton in Figure 1 is ab*ab®a.

A deterministic finite automaton A is a tuple of states () and input alphabet ¥ which are
mappings from @) to @, they basically tell you "if you are in state s and you read the letter
[, then you must go to state §". If an automaton has synchronizing words, we say that the
automaton is synchronizing. An automaton is not necessarily synchronizing (see Figure 2);
it is relatively easy to construct a non-synchronizing automaton: just take each letter in the
alphabet ¥ to be a permutation of (). Let us explain this, if [ induces a permutation, we have
that |@Q-1] = |@Q] i.e. the cardinality of the state-set stays the same after applying [ to each state,
therefore if every letter in alphabet is a permutation, we have that |Q - w| = |@Q] for every word
w; on the other hand, a synchronizing word w satisfies that |@Q - w| = 1 because every state will
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be sent to a unique state. Therefore it is impossible for an automaton with at least two states
to be synchronizing if every word in its alphabet induces a permutation. In addition, there are
non-synchronizing automata whose letters are not all permutations; consider the automaton on
Figure 2b.

b
. OSyO
0, 0 ;
O=0 %Y
a b
(a) @ a @
(b)
Figure 2: Examples of non-synchronizing automata. The letters in automaton (a) are all

permutations. The letter b of automaton (b) is not a permutation.

We are interested in automata of the form A = ({0,1,...,n — 1}, {a,b}) where a is the
cycle

a

051525 ... 5n—1=0,

and b is a mapping from {0,1,...,n — 1} to itself. This class of automata is called circular

f=p)

Figure 3: A circular automaton with six states.

automata with n states and two letters; in particular Figures 1, 2a, 3 are examples of circular
automata with two letters and four, two and six states respectively. We are interested in the
following question: if we choose one circular automaton with n states and two letters uniformly
at random, how probable is that the chosen automaton is synchronizing? The main result
of Chapter I answer this question: if n is "big enough," it is very probable that a circular
automaton with n states will be synchronizing. In more precise terms, we prove

Theorem. There exist a constant ¢ > 0 such that
c

P{be M, : A,(b) synchronizes}] > 1 — —.

n

13



In words, an uniformly randomly chosen circular automaton A,(b) synchronizes with high
probability as n — oo.

Chapter 11

This subsection is an informal explanation of Chapter II. Imagine that we have a network that
is an arrangement of machines into ¢ columns and at most r rows in each column (see Figure 4).
The raw material is delivered from the source node s on the left-hand side of the network into a
random machine of the first column, then it moves into a random machine of the second column
and so on until it ends up in the terminal node ¢ as a finished product p. To the product p, we
associate p, which is the path that p followed in the network; we call p the production-path of p.
A finished product might have flaws at the end of its production, therefore, each finished product
p gets assigned a quality-score b(p). Given the data {(pi,b(p1)), (P2, b(p2)), - - -, (Pk, b(pr))}, what
can we say about the “broken” machines? Can we identify them? Let us begin with a simple

Figure 4: An illustration of a network with 4 columns. The highlighted path is p'= (1,3, 1,4)
and its quality-score is b(p) =0+14+0+1=2.

example: assume that the machine in row ¢ and column j is assigned the value S(i,7) € R.
As an example, we can think on the binary case S(i,j) € {0,1} where a broken machine is
assigned a 1 and a non-broken machine a 0. Furthermore, the product’s quality in a specific
product p is defined as

b@:Zﬂmw>

i.e. the addition of the assigned values of the machines in its production-path p. For example,
in the binary case, b(p) is the number of broken machines lying in its production-path p (see
Figure 4 for an example). Can we find the values S(i,7)? The answer to this question depends
on the network and the assumptions we can make about the values S(7,j). For example, we
will soon see that in the binary setting S(i,j) € {0, 1}, if we have enough data and under mild
assumptions (at least one non-broken machine per column) we can recover the values S(i, 7).
In the general setting S(7,7) € R, the problem can be transformed into a neat linear algebra
problem, where {S(i, j)};; is the set of variables. Then

b@:Zﬂmw>

is a linear equation on the variables S(i, 7). Furthermore, if there are w machines in the network,
let us numerate the machines in a fixed order from 1 to w, then we can associate to each product
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p a vector e(p) € R were

1, if the production-path of p passes through machine k;
e(p)[k] =

0, otherwise;

see Figure 5 for an example. So the question is: given the vectors e(p), can we find the values
S(i,7)? The answer depends on the network at hand (see Figures 5 and 7 for examples). For
large enough networks (enough columns and enough machines per column) one can prove that
the vectors

7 = (0,0,...,0,_ 1 ,0,...,0)
k
are linearly independent from the vectors e(p). Therefore, if we only know that S(i,j) € R,
the values S(7, j) can not be calculated given the pairs (p,b(p)) (see Figure 5 for an example).
Even if we assume that S(i,j) € {0,1}, there are cases where it is not possible to calculate

these values (see Figures 7 and 8 for examples). On the other hand, vectors of the form

G = (0,0,..,0, 1_,0,..., =1,0,...,0)
k K

where the machines associated to k, &’ belong to the same column, can be generated as linear
combinations of the vectors e(p) which means that differences of the type S(i,j) — S(¢, j) can
be calculated. For example, in the binary case S(i, j) € {0, 1}, the value S(i, j) — S(¥, j) equals
I,—1or0. If S(i,7) —S(¢,j) = 1 then S(i,j) = 1 meaning that the machine located in row ¢
and column j is broken; if S(i,j) — S(¢',7) = —1 then S(¢/,7) = 1 and if S(i,j) — S(i',j) =0
then S(i,j) = S(¢',7) which means that both machines are either broken or non-broken. So,
in the binary case, if we assume that there is at least one non-broken machine in each column,
the problem of recognizing the broken machines in the network can be indeed solved given that
the amount of data (enough equations) is sufficient.

In the general case S(i,j) € R, given the data (py,b(p1)), (P2, 0(p2)),- - ., (P, b(ps)) for z
products, how can we know if the value S(i,j) — S(i, j) can be retrieved from this data? Let
k, k" be the numbers associated to the machines with locations (7, j) and (¢, j) respectively and
let r be the rank of the matrix with rows e(p;),...,e(p;) and let 7’ the rank of the matrix with
rows e(p1), ..., e(ps), Uk i then: if r = r’ this means that vy 5 can be expressed as a linear combi-
nation in terms of the vectors e(py), . .., e(p;) which means that the value of S(i, ) — S(7’, j) can
indeed be calculated out of the data (p, b(p1)), (92, b(p2)), - - ., (D, b(ps)). On the other hand, if
r < 1’ then the vector 7 s is independent from the vectors e(py), . . ., e(p:), which means that the
value of S(i,7)—S(7, j) can not be retrieved from the data (py, b(p1)), (52, b(p2)), - - -, (P, 0(pz))-
Therefore, if < r’, we need to wait until » =’ in order to calculate the value S(i,j) —S(7', 7).

The previous example shows that the problem is relatively simple when the variables S(i, j)
are constants. If we assume that the variables S(i, j) are random variables, we can no longer use
the previous approach. Considering random variables instead of constants is a more realistic
scenario: the “amount” of mistakes behaves randomly every time a product passes through
a broken machine. In Chapter II we study this setting and create estimators for the values
E[S(i,7)] —E[S(¥,7)] and V[S(4,7)] — V[S(¢, j)] which allows to compare the expected values
and variances of the random variables of machines that are located in the same column. We
treat two main cases: when the transitions from column to column are uniform and the case
when a Markov chain describes the transitions.

15
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Figure 5: In this network the equations associated to production paths are S(1,1)+S5(1,2) =1,
S(1,1) +5(2,2) =1, S(2,1) + 5(1,2) = 0, S(2,1) + S(2,2) = 0 which in the binary case
S(i,j) € {0,1} is enough to deduce that S(1,1) =1 and S(2,1) = S(1,2) = 5(2,2) = 0. Let
us order the machines in the following way S(1,1),5(2,1),5(1,2),.5(2,2) then the correspond-
ing e(p) vectors are (1,0,1,0),(1,0,0,1),(0,1,1,0),(0,1,0,1) which are linearly independent
from (1,0,0,0) and by symmetry also linearly independent from (0,1,0,0) and (0,0, 1,0) and
(0,0,0,1). This means that it is not possible to calcualte the values S(7,j) in the general case
S(i, j) € R.

O~ 9><@\@
)

Figure 6: In this network, it is possible to calculate the values S(i,j) in the binary case
S(i,7) € {0,1} but it is not possible to do it in the general case S(i,j) € R.

(—O—©

Figure 7: In this network it is not possible to know which machine (S(1,1),.5(1,2)) is broken
since the only equation at hand is S(1,1) + S(1,2) = 1 which is not enough to deduce if
S(1,1) =1 or S(1,2) = 1.

@~@<%>@~@

Figure 8: In this network it is not possible to know if S(1,1) =1 or S(1,3) = 1 given the pairs
(,0(p))-
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Chapter 1

Circular automata synchronize with high
probability

In this chapter we prove that a uniformly distributed random circular automaton A4, of order
n synchronizes with high probability (w.h.p.). More precisely, we prove that

P[A,, synchronizes] =1— 0O <l> :

n
The main idea of the proof is to translate the synchronization problem into a problem concerning
properties of a random matrix; these properties are then established with high probability by
a careful analysis of the stochastic dependence structure among the random entries of the
matrix. Additionally, we provide an upper bound for the probability of synchronization of
circular automata in terms of chromatic polynomials of circulant graphs.
The contents of this chapter are based on the paper [Aistleitner et al., 2021| which was
written in collaboration with Christoph Aistleitner, Daniele D’Angeli, Emanuele Rodaro and
Amnon Rosenmann.
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1.1 Introduction

A complete deterministic finite automaton (DFA) isatuple A = (Q, L), where Q := {q1,¢2, ..., ¢n}
is a finite set of states and L := {ay,aq,...,ax} is a finite set of mappings a; : Q — @, where
a(q) = ¢ is also written as qa = ¢/, ¢,¢ € @, a € L. The number of states n is the order of A.
Each a; is called a letter and a sequence w = a;,a;, . .. a;, € L* is a word of length r. The action
of L on ) naturally extends to an action of L* on (), defined recursively by g(aw) = (ga)w,
q € Q,a€ L, we L*. This action further extends to an action of L* on subsets of Q) by
{1 Qg - @i, Jw = {qw, gi,w, ..., w}. We say that the subset S = {¢;,,¢i,,---,4,} C Q
synchronizes if there exists a word w € L* such that ¢, w = g, w = ... = ¢, w (equivalently, we
say that w synchronizes S). If the set () synchronizes then we say that A(Q, L) synchronizes
(or that it is a synchronizing automaton). A word w € L* that synchronizes @ is called a
synchronizing (or reset) word of A.

The following simple criterion for synchronization is well-known and plays a crucial role
throughout the chapter:

Claim 1. A = (Q, L) synchronizes <= every pair of states q,q € Q synchronizes.

Proof. 1t is clear that if () is synchronized by a reset word w then w synchronizes every pair
of states of (). Conversely, a reset word for ) can be formed by concatenating words w; that
synchronize pairs of states until we end up with a single state. O]

The synchronization property may be described in terms of the graph representation of A.
The set Q of states comprises the vertices of the graph and for each pair of states ¢,¢' and a
letter a € L such that ga = ¢’ there is an arrow (q,¢’), labeled with a € L and connecting ¢ to
¢. Each ¢ € Q and w = a;,a;, ... a;, € L* defines a directed path

’Y((]w) =q,404, 40 Qg s - oy A4 Gy = -+ Ay

that begins in ¢ and ends in qw. A then synchronizes if and only if there is a word w, such
that the paths {7(qw) : ¢ € @} have a common endpoint.

Synchronizing automata have been intensely studied by theoretical computer scientists as
well as pure mathematicians since the 1960’s; see [Volkov, 2008] for a detailed introduction on
synchronization of automata. A driving force in this research field is the Cerny conjecture.

Conjecture 2 (The éerny conjecture). A synchronizing automaton A of order n has a shortest
synchronizing word of length at most (n — 1)

The bound in the éerny conjecture is tight: In [Cerny, 1964] éerny provided a series of
synchronizing circular automata Cy, Cs, .. ., such that C), has order n and its shortest synchro-
nizing word is of size exactly (n — 1)? (see Fig. 1.1). Furthermore, the Cerny series of circular
automata Cy, Cs, ... is the only known infinite series of automata whose shortest synchronizing
words are of length (n — 1)? [Ananichev et al., 2010]. The best known general upper bounds
for the size of shortest synchronizing words of an automaton with n states are of order O(n?)
[Frankl, 1982][Pin, 1983|[Szykuta, 2017|[Shitov, 2019]. Nevertheless, there are many classes of
automata for which the Cerny conjecture has been established (see [Volkov, 2008] for examples).

During the last decade, probabilistic approaches to the synchronization problem have been
developed. Typical questions in this setting are: let A({0,1,...,n — 1}, L) be a uniformly
chosen DFA with & letters on a certain probability space, is it true that with high probability the
automaton A({0,1,...,n— 1}, L) is synchronizing? Does the Cerny conjecture hold with high
probability? Here we give a (non-comprehensive) list of recent achievements in this probabilistic
setting:
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Figure 1.1: The automaton C),

e In [Skvortsov and Zaks, 2010] the authors study random automata A where the number
of letters k& grow together with n. In particular, they prove that A synchronizes w.h.p.
when k(n) grows fast enough;

e In [Berlinkov, 2016] the author proves that P [A synchronizes] = 1 — O(n~*/?), for arbi-
trary k > 2, it is also proved that P [A synchronizes] = 1 — ©(1/n) for k = 2;

e In [Nicaud, 2019] the author proves that A admits w.h.p. a synchronizing word of length
O(nlog®n) for arbitrary k > 2;

e In [Berlinkov and Nicaud, 2018] the authors prove that if A is uniformly chosen among
the strongly-connected almost-group automata then A synchronizes with probability 1 —
O((281 — 1)n=2*=Y) for arbitrary k > 2.

Since the sequence of circular automata C), depicted in Fig. 1.1 is the only known infinite
series of synchronizing automata reaching éerny ’s bound (n — 1)?, one might suspect that
the class of circular automata is somehow difficult to synchronize. However, as we show in
the present chapter, it turns out that a random circular automaton is synchronizing with high
probability.

The rest of the chapter is organized as follows: in Section 1.2 we present the main result
together with its proof and the statement of the two key lemmas for the proof. In Section 1.3
we study the dependence structure of the random matrix used in the proof of the main result;
the result obtained in this section is crucial for the proof of the key lemmas. In Section 1.4 we
prove the first lemma while in Section 1.5 we prove the second one. In Section 1.6 we present
some interesting connections between synchronization of circular automata and chromatic poly-
nomials of circulant graphs. Finally, in Section 1.7 we present some possible directions towards
generalizing and improving the results presented in this chapter.

1.2 Main result

Let n be a positive integer. An automaton A(Z,, L), where Z,, := {0,1,...,n— 1} is the set of
states, is called a circular automaton if L contains a permutation that decomposes in exactly
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one cycle. Let (i), :=4 mod n. Let M,, denote the set of all mappings from Z, to itself, and
let P denote the uniform probability measure on M,,. We will write the elements of M,, as
vectors by identifying the mapping b(i) = b;, i =0, ...,n—1 with the vector b = (b, ..., b,_1).

In what follows, we denote by A, (b) := (Z,,{a,b}) a circular automaton of order n € N,
with a : Z,, — Z, being the circular right shift permutation a(i) = (i41),, and b := (bg, ..., b,_1)
being an element of M,,. We will understand that b is “randomly” chosen from M, according
to the uniform probability measure P, making A, (b) a random circular automaton.

In 1977 as a consequence of a work of [Perrin, 1977| it follows that a circular automaton
A(Q, L) of prime order synchronizes if and only if L contains a non-permutation. In 1978
[Pin, 1978] proved with combinatorial methods that a circular automaton A(Q, L) of prime
order which has a letter of rank "T_l < k < n has a minimal word of size at most (n — k)*. We
restate Perrin’s implicit theorem in a probabilistic way.

Theorem 3 (|Perrin, 1977]|Pin, 1978|). Let p be a prime. Then

|
P[{beM,: A,(b) synchronizes}| =1 — p—}; =1-06 <Lpﬁ) :
P e
Thus, a uniformly distributed random circular automaton of prime order p with k > 2 letters
synchronizes with high probability (w.h.p.).

Remark. Theorem 3 is not explicitly stated in [Perrin, 1977], but it’s observed by [Pin, 1978|
that Perrin’s work implies the theorem.

The Cerny conjecture holds true for the class of circular automata [Dubuc, 1998]. In a
closely related work, Béal, Berlinkov and Perrin [Béal et al., 2011| gave an O (n?) upper bound
for the shortest words of synchronizing automata with a single cluster.

A natural question arises: do random circular automata of order n (not necessarily prime)
synchronize with high probability? We give a positive answer to this question in the following:

Theorem 4 (Main result). We have
1
P[{be M, : A,(b) synchronizes}] =1— O (—)
n

as n — 0o0. In words, a randomly chosen A, (b) synchronizes w.h.p. as n — oo.

Remark 5. Theorem 4 does not follow from the results of Berlinkov or Nicaud. In their models,
they use a random automaton A(Q), L) of order n where L is a collection of £ mappings from
Q@ to @ i.i.d. uniformly chosen. For a fixed k, the probability of randomly chosen k mappings
to contain a permutation with exactly one cycle is bounded from above by k- 2 222 (.

Given n € N and r € Z, we define the n-cyclic absolute value of r to be
; n
[rl,s=min {(r)u, (=)} € {01, [ ]}

When r,s € Z then ‘r — s‘n is the n-cyclic distance between r and s. When the numbers
0,1,...,n — 1 are identified with the vertices of a cycle of length n, the n-cyclic distance
between two such numbers is the length of the shortest path between them in the cycle. We
now introduce the main tool for the proof of the main theorem.
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Definition. Let A, (b) := (Z,,{a,b}) be a circular automaton with b = (b, by, ...,bn_1).

bo—bil,  [bi— b, b — b buor — b,
bo—bo|  |bi—bs| . |be— b bo1 —bal
L I R T e N L =
_|b0_b[gJ|n b1 _blﬂg”n ’bk_b(k+L%J)n‘n SR _b(n—1+L%J)n‘n_

(1.1)
shortly written as

Tv(i,7) = ‘bj — b(j+i)n|n for1 << {gJ and 0 <j<n-—1

As before, b; = b(i), i.e., the image of state i under b. To be clear, note that the first row
of Ty, is formed of the cyclic distances of the images of states r,s such that |r — s|n = 1;in
general, the i-th row of T}, is formed of the cyclic distances of the images of pairs of states r, s
of cyclic distance i. Notice that the columns are counted from 0 to n — 1.

Forbe M, andi=1,..., L%J, let R;(b) denote the number of different entries in row i of
Tb:

Rz(b) = # {‘bg - b(O-H')n{n? |b1 - b(1+i)n RERRR |bn_1 — bi—l‘n} . (12)
Set
1] )
Erowla) = {b cM,: Rib)>a bJ } , (1.3)

i.e., Eow(a) contains those b for which every row of T}, has at least « L%J different elements.
Its complement is

n
Eo (@) == beM,: R(b)<al|=|;. (1.4)
Ui 50}
We also define "
Exrol )= {b €My D(b) 2 5|2}, (1.5)
and its complement
n
&) = {b e M, D) < 8| F . (1.6)
where
Di(b) = {1, if there exist .1 € Z, such that [k 1], = i and [ty — b, = 0
0, otherwise,
and
5]
D(b) := D;(b)
=1

That is, Eer0(B) is the set of those b for which the matrix 73, has at least 5 L%J rows containing
the entry zero.

The proof of Theorem 4 relies on the following two lemmas.
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Lemma 6. Lete >0 and leta =1—¢e ' —e. Then

Pletu(e)] =0 (1)

n

as n — Q.

Lemma 7. Let € € (0,1) and let 8 =1/2 —¢. Then

Plen®) =0 (5.

as n — oQ.

Proof of Theorem 4. The main idea of the proof is to transform the question of synchroniza-
tion of A, (b) into a question concerning properties of the matrix 7},. The entries Ty (i, 5) of
the matrix are random variables over M,,, and to obtain our desired probability estimates we
will need to understand the joint stochastic dependence structure of these random variables.
Let b € M,,, and consider the associated Matrix T},. The first observation is that a zero in
row 4 of T}, means that two states r, s with cyclic distance ¢ synchronize under b (i.e., b, = b,),
which implies that any pair 7/, s with cyclic distance i can be synchronized with a word of the
form a'b because {r’,s'}a' = {r, s} for some I. The second observation is that if the i-th row
of Ty, contains a number j = |by — b(x44),|» and the j-th row contains a zero, then every pair
of states (r,s) with cyclic distance i can be synchronized with a word of the form a’'ba’?b.

Indeed, we can proceed as follows: {r,s} = {k, (k+1),} L {bk; bk+4), }» where this last pair
has n-cyclic distance j; then {by, b(14), } synchronizes with a word of the form a’2b, for some
ls because the j-th row contains a zero, thus we can synchronize {r, s} with a word of the
form a‘'ba’?b. With these two observations, we establish sufficient conditions on 7}, for the
synchronization of A,(b). The sets Eow(a) and E,e0(8) which we defined in (1.3) and (1.5)
play a crucial role.
Let b € M,. If b is contained in both & (a) and &,0(5) for some o, > 0 such that
a+ [ > 1, then A,(b) synchronizes. This follows from the two previous observations together
with the union bound. In fact, let (r,s) be any pair of different states. Set i = |r — s|,. If
row i contains a zero, we can synchronize {r, s} with a word of the form a'b; otherwise, row i
contains an entry j # 0 such that row j contains a zero (because oo+ > 1), which implies that
{r, s} can be synchronized with a word of the form a’'ba’?b. Therefore, every pair of different
states synchronizes, thus A, (b) synchronizes by Claim 1. Therefore, for any a, f > 0 satisfying
a+ B > 1, we have the following bound:
P[{b € M,, : A,(b) synchronizes}] > P [E.ow () N Eero(5)] =1 = PES (o) UES (5]
> 1= PlES, ()] - P[Eom(A)]
(1.7)

Now, by this last inequality and by Lemmas 6 and 7 we obtain the bound stated in the main
theorem. We choose & = 2—10, a* =1—e!—¢ ~ 0582 and B* = 1/2 — &’ = 0.45, so that
a* >0, >0 and a* + * > 1. Then we have

N n

-~

o3

-

=0(%)

as n — 0o. O

P[{b € M, : A,(b) synchronizes}] > 1 — P[€7 ()] =P [£,,(8)] =1-0 (1)
)
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1.3 Independence among the entries of Ty,

For every i and j in the range from 0 to n — 1, the matrix entry 73, (7, j) assigns an integer value
to every b € M,,. In other words, for every such i and j, the function T (7,7) : M, — Z is
an (integer-valued) random variable on the space M,,, equipped with the uniform probability
measure P (and with the power set of M,, as the natural sigma-field). It is crucial for our proof
to give a criterion on pairs of indices (i1, 1), .., (i), jx) Which guarantees that the random
variables Ty (i1, J1), - - - » To(ix, ji) are independent. First, notice that not every subset of entries
of Ty, is independent. For example,

T (1,0) = |bo — by

Tb<171) — ‘bl_bQ} Tb(270): |b0_b2‘n

n’ n’

are clearly dependent: if the first two random variables T},(1,0) and Ty (1,1) are zero, then
by = by = by, which implies that ‘bo — bz‘n = 0 and so Tp(2,0) necessarily also is zero. This
dependence comes from the fact that there is a “cycle” of the form by — b; — by — by generated
by the indices of these three random variables. Generally, it will turn out that a set of entries
of T}, is independent if and only if the corresponding indices are “acyclic”. We formalize this in
the following

Definition. We call {j, (j + 7).} the associated edge of the matrix entry Ty, (i, 7). Let

S ={(i1, 1), (G2, J2), - - -, (ks J) }

be a multi-set. The associated (multi-)graph G(S) is the (multi-)graph with vertex set Z,, and
edge (multi-)set

{1, G+ i0ab i Go + )b Al G+ i} -

We call S acyclic if its associated multi-graph G(5) is acyclic.

The relation between acyclic index sets and independent variables is stated in the following

Proposition 8. The variables Ty, (i1, J1), To (i2, jo), - - -, T (ig, Ji) are i.i.d. <= the (multi-)set
S ={(i1,71), (i2,72), - - -, (ix, Jk) } 1s acyclic. Furthermore, if the variables are independent, then

k k
. o [ ms,
P [01 {beM,: Ty(iy,ju) = sw}] = Vk > 1, (1.8)
where s1, Sa, ..., Sy, are arbitrary integers and
2, if0<s<g;
1 f s =0;
msz#{dEZn:H—d‘ =s}= ’ Zfs ’
n 1, ifs=5and5eN;
0, otherwise.

Henceforth in this chapter we use the concepts “acyclic” and “independent” interchangeably
when we refer to a multi-set of independent entries of Tj,, resp. to entries whose associated
multi-graph is acyclic.

Remark 9. Note that different entries Ty, (7, 5), Ty (7', j') may be associated with the same edge;
this only happens when n is even and i = i = n/2 and j = j° mod %. Thus, for n odd, a pair
of different entries of Ty, is always acyclic/independent.
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Remark 10. For a vector b € M,,, we can write its entries by, . . ., b,_1 as functions of b. In other
words, by = by(b),...,b,—1 = b,_1(b) are random variables on M,,, equipped with the uniform
measure P. The random variables by, ..., b,_; are independent and identically distributed over
this space; this follows immediately from the fact that the uniform measure on M,, is a product
of n one-dimensional uniform measures.

Proof of Proposition 8. First note that any two random variables Ty, (4, j) = !bj — by, |,
and T, (7, 7') = |bj/ — b(-j,+i/)n‘n are always identically distributed. This follows from the fact
that bg, by, ...,b, 1 are i.i.d. (see Remark 10). Note also that for all s

n-ms Mg

P[{beM,: [b,—byg| =s}] = - =

n? n

which can seen by an easy counting argument: There are n different possible choices of b,
and then there are mg independent different choices of b1, such that ‘bp — bpﬂ‘n = s.
Thus equation (1.8) is just a rephrasing of the fact that the random variables are independent.
Therefore, what we need to prove is that independence holds if and only if the associated
(multi-)graph acyclic.

=) (by contraposition) Let S = {(i1,j1), (42, J2), .., (ix,jx)} be a (multi-)set which is not
acyclic. Thus its associated multi-graph G(S) has a cycle C of length [ > 2. Let this cycle be
w.l.o.g.

=i F+i)n=J2— (atiz)n=1Js = ... = (i1 +0-1) =i = (G + i) = J1-
Recall that Ty, (i, j) =0 <= b; = b(j4),. Thus if for some b € M,, we have
Ty (i1, 1) = To (iz, jo) = - .. = Tp (i1, J1-1) = 0,

then b;, = b;, = ... = b,
|ij —bj, ‘n = 0. Thus the variables Ty, (i1, j1), - - -, T (i¢, Je) are not independent. We conclude
that an independent multi-set must be acyclic.

<) (by induction on k) Let k > 2. Assume that the multi-set Sy, = {(i1,71), (i2,72), - (ix,Jk)}
is acyclic. We want to show that T} (i, ji) is independent of Ty, (i1, j1), - - -, Tb(ik—1, Jx—1)- This
will allow us to factor out the k-th factor on the left-hand side of (1.8), leading (by induction)
to the formula on the right-hand side of (1.8), which is equivalent to independence.

We distinguish two cases: The first case is when the edge {jk, (jx + ix)n} is a connected com-
ponent by itself in G(S). This means that the sets

and so we automatically also have Ty, (i1, i) = |bj, — b(jri. |, =

Sl = {j17 (.]1 + Z.1)717.]'2a (]2 + i?)’rm s ajkn (jk—l + ik—l)n}

and Sy := {Jk, (Jr + ix)n} are disjoint. By construction the random variables

Tb(i17j1)7 cee 7Tb(ik’—17jk—1>

depend only on b; with s € Sy, while T} (i, jx) depends only on by with s € Sy. Since
bo,...,b,—1 are independent by Remark 10, this implies that Ty(ix,jx) is independent of
To(i1,71), - - To(ig—1, Jr—1), as desired.

For the second case, the edge {jk, (jx + ix)n} is not a connected component by itself in G(.5).
Since it is also not part of a cycle by assumption,we can assume that (ji + ix), is a leaf vertex
in G(S). In principle, Ty (ix, jx) depends on bj, as well as on b, 44,), . However, since Ty, (ix, jx)
is defined as a cyclic distance, the conditional distribution of T4, (i, ji) given b;, is always the
same. In formulas, for every s, we have

P[{b eM,: Tb<ik)7jk) = Sk}] =P [{b eM,: Tb(ik,jk) = s, and bjk = T‘}] (19)
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for every r € {0,...,n—1}. This fact can be simply established by counting the possible configu-
rations of bj, and b(;, 44,),. By definition, Ty, (i, ji) is independent of all by with £ # ji, (J& + ix)n-
Thus for every numbers sy, ..., sy we have, using the independence of by, ...,b, 1 and (1.9),
that

P m {b: Ty(iw, ju) = Sw}]

n—1 Mk
= Z]P) ﬂ {b . Tb(l’wajw> = Sw and b]k = 7’}]

r=0 lw=1

n—1 k—1
= ZIP’ (ﬂ {b: T (iw, juw) = Sw and b;, = 7’}) ﬂib : Tv(ik, ji) = s and b, = T}J

w=1

~
_ depends only on b(;, 1;,), when bj, is fixed

~
| depends only on by with £ # ji, (jx + ix)n When by, is fixed

n-l1 [ /k—1 _
- (P (ﬂ {b: Ty(iw,juw) = Sw and b;, = r}) P{b: Ty(ix, jr) = sk and b;, = r}])

L \w=1

(h {b: Ty(iw, juw) = Sw and b;, = r}) P{b: Ty(ig, jx) = sk}]>

w=1

= P

<ﬂ {b: T Zw,]w)—sw}>]P[{b: Ti(in, i) = s}

This is exactly the independence property that we wanted to establish. O

1.4 Proof of Lemma 6

The overview of the proof is as follows. Recall that we understand the entries of the matrix T}, as
random variables. We will prove that every row of T}, contains a “large” number of independent
random variables. Then we give a lower bound for the expected value of the number of different
elements in each row. Then we apply McDiarmid’s inequality to each row and finally we use
the union bound together with the exponential decay delivered by McDiarmid’s inequality to
guarantee that w.h.p. every row of T}, has at least ~ (1 —e™!) \_%j different elements. We
denote by C,, (i) the circulant graph on n vertices, i.e., the graph with vertex set Z,, where two
vertices r, s are adjacent if |7" — 5|n =1.
We need the following property.

Claim 11. For every i, the i-th row of Ty, contains a set of at least n — ged(n,i) random
variables which are i.i.d.

Proof. The variables in row i are given by the multi-set

El(b) = {‘bo — b(0+i)n|n7 ceey ’bs - b(S-‘ri)n’n? ceey ‘bn,1 — bi*l’n}' (110)

Let i # 5. By Remark 9 the multi-set E;(b) does not have repeated elements and the associated
multi-graph G(E;(b)) is isomorphic to the circulant graph C, () It is well know and easy to
show that C,,(7) is a disjoint union of ged(n, 7)
We obtain an acyclic set of variables by removing variables that correspond to exactly one edge
of each cycle in G(E;(b)). The resulting set of variables is i.i.d. by Proposition 8. In the case

i = 5, the first § variables in row 7

By (b) = {[bo — bs ],

’ bs - b(s—l—%)n n’

o }b%_l B bn_l‘n}
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have an associated multi-graph that is isomorphic to the circulant graph C, (%), which is a
disjoint union of § = ged(n, §) edges. This last graph is acyclic, thus the variables are i.i.d. by
Proposition 8. L

We prove the following lower bound
Claim 12. We have E[R;] > |%| (1 —e7') — 1, where for allb € M,
Ri(b) = #{|bo — bosipa |, -+ [bs = bistira| s+ |bno1 — biza| }

(see (1.2)) is the cardinality of different elements in row i of Ty,.

Proof. First, for every d € {0,...,|%]}, we define the random variables

0, if [b = byt |, =
1, otherwise.

0 (b, d) =1 — 1{|b; — b4, |, = d} = {

and

_ H 5(i)(b d) = 0 if 3p,q € Z,, such that d,(p, q) =i and d(b,,b,) = d;
e I 1, otherwise.

Note that rc(li)(b) is zero if the number d is included in the i-th row of T}, and that it is one
otherwise. Recalling that the entries of 7}, can only have values in {0, 1, ..., L%J }, we write the
number of distinct elements in row i as

Ri(b) = (LgJ +1) =3 (1.11)

By Claim 11 there is a subset I of Z, of cardinality n — ged(n,i) such that the variables
{58) cw € I} are i.i.d., and thus

E )] = LGa (b, d)

Furthermore, by Proposition 8 we have E [5(@ (b, d)] =1— "4 and thus

:| n—ged(n,i)

E[[[o9b.d)| =

wel

E |5 (b,d)

. n—ged(n,i — %
E[rg)]g(l—@> ged(n,i) (1_@> :{ (1 n)ﬂ,lfd;té(),27

n n (1 — ;)5 , otherwise ,
for d € {0,1,..., ng }. Using the inequality 1 — x < e, which is valid for any real number z,
we obtain N
2 2\ 2 1\ 2 n
E ) <PJ 1-2) 42(1-- <L—J -1y
Zrd — L2 n + n — L2 ¢t
dZO . ~ 7
S;il Se‘—’l/Z

Plugging this inequality into (1.11) yields

E[R)] = (bJ n 1) ~E|S A > bJ (1—el)—1.
This proves Claim 12. O

27



We introduce McDiarmid’s inequality to prove Claim 14.

Definition. Let L : (Z,)" — R be a function. We say that L has Lipschitz coefficient r € RT if
IL(V) = L(@)| < r
for every U, W € (Z,,)" such that 7( j) = ﬁ(]) for all j except for at most one index.

Proposition 13 (McDiarmid’s Inequality [McDiarmid, 1989]). Let X := (X1, Xo,..., X,,) €
(Z,)" be a random wvector where the variables Xy, Xo, ..., X, are independent and let L :
(Z,)" — R be a function with bounded Lipschitz coefficient r. Then

flower tail) P [L(X) < E[L(X)] —rvn] < e,

for all X > 0.

Remark. This is just a special case of the general form of McDiarmid’s inequality. The general
inequality also bounds the upper tail, and allows different Lipschitz coefficients in the respective
components.

In the following claim we use Proposition 13 to estimate the probability that row ¢ of Ty,
has less than ~ (1 —e™') | 2| different elements.

Claim 14. Let € > 0. Then

PlbeM,: Rib) < |S](1-et—2)] <o,
fori=1,2,....|%].

Proof. Let b = (by,by,...,b,—1). Let E;(b) be defined as in (1.10). The function R;(b) :=
#FE,;(b) has Lipschitz coefficient 2: changing one b, affects at most two entries, namely |bj —
b(j+z‘)n|n and ’b(j,i)n — bj|n. Using McDiarmid’s inequality, we deduce that

P [b € M, : Ri(b) <E[R] - 2\/)\71] <e?, YA>0.
Using the lower bound E[R;] > |2]| (1 —e™") — 1 of Claim 12 we obtain
ey Plag—ehy—1) —
P[beMn. Ri(b) < (M (1—eY) 1) 2\/)\n]

i [b € M, : Ryb) <E[R]— wﬁ]

< e P YA>0.

IA

Let € > 0 be arbitrary but fixed, and let

M(n) = % (2] - 1) = o) (1.12)

we observe that A.(n) is independent of i. Let n > 2, then plugging A = A.(n) into the previous
inequality yields

PlbeM,: Ri(b)< LSJ (1—e'— 5)] < e ) = =6, (1.13)

]
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Recall that &, () contains those b € M,, for which every row of T}, has at least « ng
different elements, so that

5]
n
fl0) = {peM,: mip)<a S|}
£ (@) UO{ €M, Ri(b) <a 3
Let € > 0 be arbitrary and let a* =1 —e™! —&. Then

15
Pl (a*)] = P {be/\/ln: Ri(b) < a* H}

—

—_

1=

5]
< P [b €M, : Rib)<a* PH

< ne M, (1.14)

where we use Claim 14 for the second inequality. This proof of Lemma 6 follows by noticing

that
1
ne M =0 (—) .
n

1.5 Proof of Lemma 7

The overview of the proof is as follows. We will define two random variables Z,(b) and Z;(b)
such that

n

.E[ZO—Zl]N§

Then we will show that Z; and Z; concentrate around their respective means, and use this
fact to give an upper bound on the probability that D is small. For this purpose, we note the
following property.

Claim 15. Let Zy, 21 and D be random variables which take non-negative values, such that
D>2Zy— 2. Letv >0 and let § <E[Z)— 2] —2v. Then

P[D <0 <P[Zy<E[Z] —v]+P[Z >E[Z]+v].
Proof. This follows easily from the assumption that Z; — Z; < D and the union bound. [
To prove concentration of Z; and Z; around their respective means, we use Chebyschev’s

inequality. Notice that D : Z! — Z, does not have a bounded Lipschitz coefficient, so we
cannot use McDiarmid’s inequality to guarantee its concentration.

1.5.1 Lower bound for D(b)

Recall that D(b) counts the number of rows of T}, that contain at least one zero. Let
zi = zi(b) := #(Zeros in row i of Ty,)
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and

Zo(b) := #(Zeros in Ty,) = Z 1{Ty(i,j) = 0}.
()€l [ 5 ]1x[0n—1]
Then
5]
D(b) = Zy(b) — > max(z — 1,0). (1.15)

It is easy to verify that the number of non-ordered pairs of entries in the i-th row with zero
value is

4 -y Zz'(Zi— 1)
Z ]I{Tb(l,]):0}]1{Tb(2,]):()}:T

0<j<j'<n—1

> max(z; — 1,0), Vi,

therefore

5] 3]
Zib) =Y > L{T(i,5) = 0} L{Tp(i,j') = 0} > > max(z — 1,0).

i=1 0<j<j'<n—1 i=1
From this and (1.15), we conclude that

Claim 16. D(b) > Z4(b) — Z,(b), Vb :Z, — Z,.

1.5.2 Estimates for E [Zy], E [Z], E[Z, — 2], V[Zy], V[Z]

In this subsection we prove that

For the rest of this subsection, we use the notation

Yij = Yij(b) == 1{Ty(i,j) = 0},
for1<i<|2]and0<j<n-—1

Definition. The variables y;, j,, Yisjs - - - » Yiy.j, are called acyclic if the multi-set U’;Zl{(z’w,jw)}
is acyclic. Let

G ({yh,jnyizh T 7yik7jk}) =G (U {(Zun]w)}>

be the associated multi-graph of the multi-set {vi, j,, Vi jo - - - » Yirji } a0d let e(yi ;) == {7, (J+0)n}
be the associated edge to y; ;. The length of e(y; ;) is ‘j -+ Z>"‘n = 1.

Remark 17. If the variables v, i\, Yis.jo - - - » Yirj, are acyclic then they are i.i.d.; this is an im-
mediate consequence of Proposition 8.

We begin with the easy part: the bounds for the expected values.
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Claim 18. Let n € N. We have E [Zo] = O(n), E[Z,] = O(n), and E[Z, — Z,] > 0.5 %] — 1.
Proof. Using the linearity of the expectation, we get that

ni 1 n
E[2o] = Z E [y ;] = bJ n— = bJ = O(n), (1.16)
(i.5)€1,| % [1x[0,n—1]
where for the second equality we use that
. 1
Elyi;) =P[{b: Tp(i,j) =0} =P[{b: b =bysn}] = — (1.17)

Now we calculate an upper bound for E [Z;], depending on the parity of n.
Case 1: n odd. Every product y; ;y; j in the sum

5]
Z) = Z Z Yi,5Yi,5

i=1 0<j<j'<n—1

is formed of independent random variables y; ;, y; by Remarks 9,17. Thus

5] 5]
E(Z]=Y >  Elgws=>, >  Ey,lEy]

i=1 0<j<j'<n—1 i=1 0<j<j'<n—1

(1.17) VLJ n 1
- L2l \2/)n2

Case 2: n even. Using Remark 9, we write Z; as

n_y
2
Zl = Z Yi iYi.j5 + Z yn/Z,ryn/Z,r’ + Zyn/Z,s-
1<i<g 0<r<r’'<n-1 s=0

0<j<j'<n—1 r#r’ (mod n/2)

Every product y; jy; » in the first sum is formed of independent variables y; ;, y; by Remark 9
and the same is valid for the products yz ,y= ;v in the second sum, therefore

L n_

E[z2] = Z Z E [yi ;] E [yiy] + Z E [yn/Q,r] E [yn/Q,r’] + Z E [Z/n/z,s]
T sIsgEnd r;?frﬁﬁn;/lm =
L

(]
(]
3{\1 —_

n_q
1 — 1
> Lyl
i=1 0<j<j'<n—1 0<r<r'<m—1 s=0
rZr’ (mod n/2)
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We deduce from the previous cases that E [Z;] = O(n) and E[Z;] < 0.5 | 2| + 1 for all n. Using
this last inequality and (1.16), we conclude that

E[2,] -E[2)] = LSJ ~E[Z]>05 LSJ ~ 1

This concludes the proof of Claim 18. ]
Now we estimate the variance of Z; and Z;.
Claim 19. Let n € N, then V[Zy] = O(n) and V [Z;] = O(n).

Proof. Here we also divide the calculations according to the parity of n.

Case 1: n odd. We expand the variance of Z; to get that

VIZl= Y Vigl+ > Covlyi vryl,
ot ey
SJsn— 7,0 Sn—
(4.5)# 5"

where the covariances are calculated among pairs of independent variables y; ;,y» ; due to

Remark 9. Thus
V(2] = Z Vyijl-

1<i<[ 3]
0<j<n~1

We notice that yf’j = y; ; because y; ; € {0,1}, therefore

1 1
\Y [yi,j] =K [Z/fj] - E [yz',j]Q =— - ﬁ,

n

VneN, (1.18)

where we use (1.17) in the last equality. Then, for all n odd, we get that

V(2] = LgJ n (% - %) - {SJ (1 - %) — O(n). (1.19)

Now we calculate

VIZ= > Vil + Y CovlYiyis Yrstns]; (1.20)
1<i<| 2 1<igr<| 2
0§j<j'tsfzj—1 0§j,j',.s,s/ts23—1
j<j’;s<s’

(4,9,3")#(r,5,8")
We first note that
, 11

Vlyigyigl = B [yiwi ] —Eligyis]” = — — =

poiy for n odd and Vi and j # j';  (1.21)

this follows since the variables y; ; and y; ; are different and therefore independent (see Re-

mark 9). Thus
> Vil = 3] (5) 2 (1- ) =00 (1.22)

1<i<| 3]
0<j<j' <n—1

For the sum of the covariances, we proceed as follows: if the variables y; ;, i i/, Yr s, Yr.s are
acyclic then they are independent (see Proposition 8), therefore

Cov [Yi jYij Yr.sYr,s] = 0.
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On the other hand, if the variables y; ;, vi i/, Yrs, Yr.s are not acyclic, let

Y= {{yi,jayi,j’7yr,37yr,s’} . (Z,j,j/) ?é (T,S,Sl), ] < j/, s < S,},
and let
Y = {yi,ja Yi,j' s Yr,s, yr,s/} € y

Then G(Y) is a multi-graph with four edges e(y; ), e(yi ), €(Yrs), €(yrs) such that e(y; ;) #
e(yi;) and e(y,s) # e(yrs) (see Remark 9). In particular, there cannot be 3 equal edges. If
G(Y) has at least one cycle, it is isomorphic to one of the multi-graphs in Figure 1.2 below.

N AN

Yoo ol oWl

Gr Gsg Gg G1o Gi11 G2

Figure 1.2: Possible non-acyclic multi-graphs for n odd.

We will now estimate the contribution of each of these possible non-acyclic multi-graphs.

Claim 20. Let n € N, then

O(n%), ifc=1,2,3,56,7,12;
YeY:GY)=GE.} = R
# V:6lY) ) {O(n3), if c=4,8,9,10,11.
Proof. The cases ¢ = 1,2,5,6,7 can be bounded by the trivial bound O(n*), and the same for
the cases ¢ = 4,8 with the bound O(n?). The remaining cases ¢ = 3,9, 10, 11, 12 require better
estimates than their respective trivial bounds.

First, notice that for all cases, the four edges of the multi-graph G({v ;, i j', Yrs, Yrs }) are
divided into two pairs: e(y;;),e(y; ;) of length i and e(y,s), e(y, ) of length r. The case G
is bounded by (g) * 2n = O(n?) because three vertices can be chosen freely to form a triangle
whose edges have at most two different lengths 7, 7, then we choose a vertex v for the free edge
and finally we choose v’ such that ‘v — v’|n =ior ‘v — v’|n = r depending on the lengths of the
edges in the triangle, therefore v’ has only two choices.

The case G5 is also bounded by O(n*). To show this, we distinguish between two subcases.
In the first subcase, the multi-edge is formed of the associated edges of the same pair, w.l.o.g.
e(yij) = e(yi ;) (this can only happen in the case n even). Then the free edges are formed of
the edges e(y,s), €(yrs), which have length r; we choose two vertices for the multi-edge and
two more vertices vy, ve (one for each of the free edges), but then the two missing vertices
v, v have at most two options each, because ‘v — Ul‘n = ’vz — vé!n = r. Thus this subcase is
bounded by O(n*). The second subcase is when e(y; ;) # e(yi ;) and e(y,s) # €(yrs). Then
w.l.o.g. the multi-edge is formed of the e(y; ;) = e(y,s) then i = r, thus all edges have the
same length; we choose two vertices v, v’ for the multi-edge and two more vertices vy, vy (one
for each of the free edges). The missing vertices v, v have at most two choices each because
vy — v’1|n = |vy — v§|n =|v—v _, which gives again a O(n*) bound.
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For Gy, if we are in the case n odd, then the multi-edge is formed of edges of different groups,
w.lo.g. e(y;;) = e(yrs) and i = r. Therefore the edge attached to the multi-edge is uniquely
defined because its length is determined, and the isolated edge is almost uniquely defined once
one of the end points is chosen, because the other end has at most two choices. Overall, this
gives the O(n?) bound. In the case n even, it can happen that w.l.o.g. e(y;;) = e(y; ;) but
this can only happen when ¢ = n/2. Then the multi-edge is uniquely defined by choosing one
end, the isolated edge is defined by choosing two end points, and the last edge has at most four
options since its length is already determined by the length of the isolated edge. This gives
again a O(n?) bound.

For Gy, in the case n odd we can assume as before e(y;;) = e(y,s). Then i = r,
and the multi-edge is determined by choosing two vertices and the remaining two edges are
uniquely defined by the central vertex. This yields the bound O(n?). In the other case, w.l.o.g.
e(yi;) = e(yiy), and @ = n/2. The multi-edge can be defined by choosing only one vertex, and
the isolated path can be defined by choosing two vertices for one edge, while the remaining
edge will have at most two options. This yields again a O(n?) bound.

For Gy, if e(y;;) = e(yrs), then all edges have the same length ¢ = r, we can choose two
vertices for the first multi-edge and one vertices for the second multi-edge, while the remaining
vertex has at most two options. This yields a O(n?) bound. In the case when e(y; ;) = e(y; ;)
then e(y,s) = e(yry) and i@ = r = n/2. In this case we can choose two vertices (one for
each multi-edge), and the remaining two vertices are automatically determined. This yields a
O(n?) = O(n®) bound. Thus we have established Claim 20. O

We continue with the proof of Claim 19 in the case when n is odd. We observe that

E [yi ;Y5 Yr,sYrs'] = P Wi j¥ijUrstrs =1 =P[{b: Ty(i,7) = Tv(i,5") = T(r,s) = Tp(r,s") = 0},

and thus for Y = {y; j, ¥ij/, Yr.s: Yrs } € YV, we have that

L i GY) = G193567.9.1012;
]E [yz,yz, "yr,syr,s’] - n?? . BRI LTI (123)
9 #, if G(Y) = G4,8711.
The last equation, combined with Claim 20, implies that
Z COV [yi,jyi,j’a yr,syr,s’] S Z E [yi7jyi7j/yr7syr,s/]
1<inr< LgJ 1<ir< LgJ
0<j,j',8,8'<n—1 0<j,5',8,8'<n—1
§<y’; s<s’ §<j’;s<s’
(4.3,3")7#(r,5,5") (4,3,3")#(r,s,5")
<7041 3031 2031
=7 (n)ﬁJr ' (H)EJF ' (n)ﬁ
= O(n).
Using the previous inequality and (1.22) we get that
Vizd= Y. Viwl+ D Covl[Yiyis Urstrs] = O(n) + O(n) = O(n).
1<i< LgJ 1<ir< LgJ
0<j<j’'<n—1 0<j4,5’,8,8'<n—1
j<j’;s<s’
(43,3 ) #(r,5,5")
(1.24)

This completes the proof of Claim 19 in the case when n is odd.
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Case 2: n even. We estimate the variances of Z; and Z;. For n even, we can write Z, as

1
Zo= > yii+2> vy
1<i<3 7=0

0<j<n=1

where all variables involved in the sums are mutually independent (see Remark 9). Thus

24
ViZl= Y Vyl+4) Viyz,].
1<i<3 7=0

0<j<n—1

Using (1.17), we deduce that

V(2] = (g . 1) n (% - %) + 4% (% - %) = O(n), (1.25)

for all n even. By Remark 9, we can write Z; as

2
Zy = E YijYij + E Yn/2,s-
1<i<2 s=0
0<j<j'<n—1
jZ7' (mod n/2)
Therefore
21
v [Zl] - Z v [yivjyivj/] + z :V [yn/Q,s} + E : Cov [yi,jyi,j’> yr,syr,s’]
1<i<3 s=1 1<ir<2
0<j<j'<n—1 0<y4,5',8,8'<n—1
j#Zj’ (mod n/2) j<j’is<s’
J#Enj'ssEns
(4,9,3")#(1,5,5") (1.26)
+2 > Cov [yt yzaw] + Y Cov Yz yrw] .
1<u<y 0<ww' <2 -1
0<v<v’'<n—1 wAw’
vZnv ~ P _
2
OSU)S%—I =0 (by Remark 9)

We divide the analysis into three parts: the first two sums, the third sum, and the fourth sum.
Using Remark 9, we write the first two sums in (1.26) as

51 2
(1.17) 5 (1 1 1 1 B
I;n \% [yz]] \% [yi,j’] + ;V [yn/2,s} < n-n (E - ﬁ +n ﬁ - ﬁ = O(n)

0<j<j'<n—1
3#j" (mod n/2)

(1.27)
The third sum in (1.26) can be bounded above in the same way as in the odd case: the associated
graphs of variables y; ;, i j/, Yr,s, Yr,s With non-zero covariance in the third sum, are isomorphic
to one of the graphs in Figure 1.2. Thus we can use Claim 20 and (1.23) to obtain

> Cov [yt Yrstns] = O(n). (1.28)
1<ir<2
0<j,5',8,8'<n—1
j<j'is<s’
JEnjis#Ens
(i7j7j,)¢(r7s’8,)
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A

G13 G14 G1s

In the fourth sum in (1.26), the variables with non-zero covariance have an associated multi-
graph which is isomorphic to one of the following multi-graphs.

Let X = {{yu,v,yum/,y%,w} 1<u<0<v<y <n— 1w 5_'5% V0 <w < § — 1}. In the
same way as Claim 20, we can prove that

#{X eX : G(X)=2G.)}=0(n*), c=13,14,15.
As in (1.23), we can prove that E [yu,vyuﬁv/y%’w} = % for all X' = {yu.v, Yur, y%’w} € X. Thus
1

> Cov [Yuuwr ¥2.0] < 3-0(n)= = O(n). (1.29)
1<u<? n
0<v<v'<n—1
0<w<Z—1
Plugging (1.27),(1.28),(1.29) into (1.26) finally yields

V(2] =0(n)+0(n)+2-0(n)=0(n), (1.30)
for all n even. Equations (1.19),(1.24),(1.25) and (1.30) together yield Claim 19 in the case
when n is even. Thus we have fully established Claim 19. m

1.5.3  &,0(1/2 — ¢) has high probability

Using Chebyshev’s inequality, we obtain that

MEO P2 —E[Z]] > A < V20

PllZ0 —E[Z] | = Ao] <

— )\g 9 )\% 9
for every Mg, A1 > 0. In particular, this implies that
V[ Zo] V(2]

]P[ZO < ]E[ZQ] — )\0] <

)\% ; P [Zl > E [Zl] + /\1] < )\%

Let € € (0,1) be the constant from the statement of Lemma 7, and set v = en/8. Choosing
Ao = A1 = v and using Claims 18 and 19 we get that

P[Zy < E[Z)] — 1] < ViZ] _ O(n) ZOG);

2

P2 > E[Z)]+1] < Vfﬂ _ Og) ~0 (%) |

By Claim 18 we have
§i=(1/2—¢) {gJ <E[Z)- 2] -2

for all sufficiently large n. Thus using Claim 15 we can conclude that
n
P, (1/2—c)] =P Hb € M, : D(b) < (1/2—¢) bJ H
< IP’[ZO <E[2)] - u} +IP>[21 >E[2Z]+ y}

~o(3) ~o(3)

o)

This concludes the proof of Lemma 7.
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1.6 Connections with chromatic polynomials of circulant
graphs

As we have already seen in the proof of Claim 11, the multi-graph associated with the vari-
ables in row i # % of Ty, is the circulant graph C, (i), and the same holds for the variables in
row n/2 if we consider the associated graph and not the associated multi-graph. Furthermore,
we can express the probability of synchronization of circular automata in terms of chromatic
polynomials of circulant graphs: this is a consequence of the close connection of the moments
of D(b) to chromatic polynomials of circulant graphs. We formalize this in the following results.

Definition. The circulant graph C,, (i1, i, . .., 1) is a graph with vertex set Z,, where two vertices
r, s are adjacent if ‘r — s‘n € {i1,i9,. .., i}

Definition. Let G be a graph with vertex set {0,1,...,n — 1}. The chromatic polynomial
P(G;z) : N — N of G is defined by

P(G;z) :=#{b € {0,...,2 —1}" : b is a proper coloring of G}.

Remark 21. Let G be of order n. Then P(G;x) = 3 7, N\ja/, where \; € Z (see, for instance,
[Fengming et al., 2005]).

Claim 22. Let D(b) and b = (bo,by,...,b,—1) € M,, be as in Lemma 7. Then
5]

and -
_ N (B) _ FPin) Pij(n)  P(n)P;(n)
) ; ( n e > ’ 219‘5‘3:[% ( " ” ) |

where P; is the chromatic polynomial of the circulant graph C,(i) and P, ; is the chromatic
polynomial of the circulant graph C, (i, ).

Remark 23. o It is easy to derive that P;(z) = ((z — 1)% + (—=1)" (2 — 1))% where l; = .
because C), (1) is a collection of ged(n, i) disjoint cycles of length wedlod) [Boesch and Tindell, 1984].
With this explicit expression, an easy corollary of Claim 22 is the estimate E [D] ~ (1—e™!) [2].
e We could not find an explicit expression for P ;. The calculation of the chromatic number of
circulant graphs with an arbitrary number of parameters is an NP-Hard problem

[Codenotti et al., 1998|. This implies that the calculation of chromatic polynomials of circulant
graphs is also NP-Hard since x(G) = argmin, P (G;w) > 0 — we believe that our unfruitful
attempts to estimate V [D] are connected to this. To circumvent these issues, the variables Z,

and Z; in Section 1.5 were introduced.

Proof of Claim 22. Let us recall that D(b) = ZEA D;(b), where

Di(b) = 1, if there exist k,l € Z, such that |k —1] =iand |b —b]| =0.
' o 0, otherwise,

Then D;(b) =1 — z;(b), where

zi(b) = H (1= 1{|bj — bgsip |, = 0}).

J
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We observe that z;(b) = 1 if and only if every two numbers r, s € Z, at cyclic distance i have
different images under b and x;(b) = 0 otherwise. If we consider b as a random coloring of
Cy (i), then x;(b) = 1 if and only if C, (i) is properly colored by b. Thus

Elz]=P[{b: a(b) =1} = ij:)

In a similar way
E[ziz;) = P[{b: @i(b)a;(b) = 1}] = P‘Zﬁ")

Therefore

5] 3] 3] 5

E[D]=) E[D]=) (1-Elz]) = LSJ N ij/,
as well as
V(D] =E[D? —E[D;]* = <1 - P;f:)) _ <1 - P;f:)) = Pf,f:) - P;ﬁ:)

and

VD= V[D]+2 Y  Cov[D; D]

=1 1<i<j<| %]
yields Claim 22. O

We get the following relation between chromatic polynomials of circulant graphs and synchro-
nization of circular automata. The number 0.13 in the statement of Theorem 24 comes from
1/2 —e 1= 0.13.

Theorem 24. Let A, (b) be a circulant graph as introduced in Section 1.2. Let ¢ € (0,0.13],
then there exist n. € N such that for all n > n. it holds that

n

P[{be M, : A,(b) synchronizes}] > 1 — LgJ exp {_% (5 LgJ B 1>2} B (6

where V [D] is as given in Claim 22.

Proof. By (1.12),(1.14) we know that

PlE (a*)] < LSJ exp {—% <g gJ - 1)2} , (1.31)
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for all € > 0 and n large enough, where o* = 1 — e™! — 2. Using the expression for P; in
Remark 23, together with the well-know inequality 1 — x < e™*, = € R, we bound P;(n)/n"
from above

and thus
. exp{—1+1. (-2}, ifi="21e ;=2
— < (1.32)
nn
exp{ } ifi # 5 ie £; >3
Using Equation 1.32 and the equation E [D] = EJ — Pn(" from Claim 22 we get that

E[D] > LSJ <1—exp{ﬁ—l}> 1=y,

By Chebyshev’s inequality and elementary manipulations, we get that

for all A > 0. Let ¢ > 0. Setting A = A\.(n) =7, — | 2| (1 — e — &) + 1 and noting that A > 0
for n large enough, we get that

5\ = : Pl _q\ < VDL VD]
P [(5) } P Hb €M, : D(b) < M (1—e'—¢) 1}] < GenP < e -1
(1.33)
for n sufficiently large, where B =1l—-el-e-1/ ng Using the previous inequalities, we
conclude that

P{{be M,: A, (b)synchronizest] > 1—P[E5 (a%)] — [5;%(3)} (1.34)
(2o {2
(1.35)

for n large enough where the relations o*, B > 0 and o* + B > 1 are valid when ¢ € (0,0.13]
and n is large enough. O]

Actually, we formulate the following conjecture:

Congecture 25. V[D] = O(n).

This conjecture can be reduced to prove that there is ¢ : N — R such that |~ 7(") h() nZn ] <

g(n) = O(1/n) for all 7, j, indeed: from Equation 1.32 we see that 0 < P;(n )/n” < f(n) =0(Q)
for all 4, therefore the first part of the sum of V [D] given in Claim 22 is | Y7, (% P;(n )> |

IN
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nf(n) = O(n), the second part of the sum Zl§i<]’§L | (Pi’j(") — BFm)

% nn n2n
number of elements of the form Pi;jén) - Pi(z)glzj ™) and it can be bounded by O(n?)g(n) = O(n)

if the assumption Pi;;‘,ﬁ”) - Pi(r;);:j(")\ < g(n) = O(1/n) for all i,j is true, making V[D] =
O(n) + O(n) = O(n). In particular, a positive answer to this chromatic-polynomial question
would give an alternative proof of Theorem 4.

) has a quadratic

1.7 Future work

Let A,(a,b) be an automaton where a : Z,, — Z, is fixed and b € M,,. These are natural
lines of research to extend/improve the results in this chapter:

e We want to explore in more detail the strengths and limitations in the ideas presented in
this chapter. For example, we think that these ideas can extend Theorem 4 to the case where
a: Z, — Z, is in the form of a finite number of pairwise disjoint cycles of almost-equal length.
We also think that (probabilistic) upper bounds for the length of the synchronizing minimal
words can be given with our techniques, in the spirit of the results of [Nicaud, 2019].

e Theorem 3 has a decay rate in © (‘g—f) Based on Theorem 3 and computational simulations,

we believe that this can be extended:

Conjecture 26. There is some € > 0 such that
P[{be M, : A,(b) synchronizes}] =1 — O(e ")

as n — oQ.
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Chapter 2

Estimations of means and variances in a
Markov linear model

Multivariate regression models and ANOVA are probably the most frequently applied methods
of all statistical analyses. We study the case where the predictors are qualitative variables,
and the response variable is quantitative. In this case, we propose an alternative to the classic
approaches that do not assume homoscedasticity or normality of the error term but assumes
that a Markov chain can describe the covariates’ correlations.

This approach transforms the dependent covariate using a change of measure to independent
covariates. The transformed estimates allow a pairwise comparison of the mean and variance
of the contribution of different values of the covariates. We show that under standard moment
conditions, the estimators are asymptotically normally distributed. We test our method with
simulated data and apply it to several classic data sets.

The contents of this chapter are based on the papers [Gutierrez and Miiller, 2019] and
|Gutierrez and Miiller, 2020] which were written in collaboration with Sebastian Miiller.
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2.1 Introduction

We propose a linear model for qualitative predictors, XM .. . X and a categorical re-
sponse variable Y. In contrast to classic linear approaches as linear regression and ANOVA,
our approach allows us to model different variances for each category and the error term
to be arbitrary. It weakens the assumptions of independent predictors of a previous work
[Gutierrez and Miiller, 2019], in the following way: the value of X *+1 conditioned on X®*) is
independent of X *~1) for all reasonable choices of k.

Our approach is in a “probabilistic spirit” since we use Markov chains and a change of
measure similar to a Girsanov transform to model the correlation between the predictors and
use classic results on random walks to study the asymptotic behavior of the resulting estimators.

The approach is probably best understood with a comparison to standard linear models. Let
us assume that there are two categorical predictors or groups X" and X® and a quantitative
response Y. We assume that each predictor can take values in {1, ..., k;},7 € {1,2} and encode
the values of these variables using the vectors!

XO = (1{xXD =1}, 1{XD = k;}). (2.1)

Let a® € R* be real vectors and ¢ be random vectors taking values in R¥; we assume that
E[e®] = 0, but allow the variances of each component to be different and denote aﬁz) = V[ey)].
We assume the following linear relationship between the two categorical predictors and the
response variable:

y = (aW + M3t 4 (a® 4+ @)zt (2.2)

In a standard linear regression model or ANOVA the linear relationship between predictors and
the response variable looks like

y = oWz, + @7, 4. (2.3)

Note that here € is a random error that it supposed to be centered and gaussian. In particular,
the classic models assume that the contribution to the random error is the same for each
category. In our proposed model, we generalize this to possible different variances and also
provide estimators for these differences for different categories.

We propose a modeling of dependencies between different predictors using Markov chains
and a pathwise approach. Since the predictors are categorical variables, every individual of
the sample corresponds to a path. For instance, in Figure 2.1 the bold path corresponds to
an individual with X = X® = 1. A Markov chain now gives the dependencies between
the different categories. The probability of choosing category ¢ in predictor one is ps1;; cor-
responding to the initial measure of a Markov chain. Now, the probability of choosing j in
predictor two conditioned on having chosen 7 in predictor one is given by pi;2;. Again, each
path corresponds to the categories of an individual. If the transition probability is those of a
uniform distribution, the categories of the individuals are independent.

In the case of non-uniform transition, estimations for the contribution of specific factors can
be biased. For instance, in the situation of Figure 2.1 assume that factor 1 has no contribution,
but the category in factor 2 has a much higher contribution than the other categories of this
factor. Now, if the probability that category 1 of factor 1 is chosen together with category 1
of factor 2 with much higher probability than the other categories in factor 1, the contribution
of category 1 of factor 1 is generally overestimated if one works under the assumption of
independence of the factors. This situation corresponds to multicollinearity in linear models.
The correlation between predictor variables makes estimation and interpretation of the models

In contrast to the standard encoding of categorical variables in linear models with k; — 1 dummy variables,
we choose k; dummy variables.
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Factor 1 Factor 2

\Pz:,t

Figure 2.1: An illustration of a path passing through different workstations in a production
network.

more complicated than in the independent case, since it is difficult to disentangle the impacts
of different predictor variables on the response.

We solve this problem in transferring the non-uniform setting to a uniform setting using a
discrete Girsanov transform, see Lemma 35. This transforms quantifies the biases introduced
by the variables’ dependence. Here, the martingale measure in the standard Girsanov transform
corresponds to the setting of uniform transition or independence of the predictors. In other
words, the Girsanov transform allows us to quantify the dependence of the predictors and
change the measure to a uniform or independent setting.

As presented in Section 2.6, the estimators proposed show a good performance if the number
of covariates (number of workstations in the network) is small or if the correlation structure
is known (how the transitions behave). However, we have to note that the estimators may
have a large variance in the case of a large number of covariates. This is because the variance
of the estimator of given paths increases with the number of possible states. These effects
amplify if the probabilities of the given paths are close to zero since these quantities are in the
denominator of the final estimators (see Definition 1).

2.1.1 Motivation

The proposed model applies in a very general setting. However, it is motivated by real-world
applications in the quality control of parallel production networks, see also the previous work
|Gutierrez and Miiller, 2019], and we think it might be useful to have this particular use case
in mind.

In parallel production networks, the quality of the end product depends on various inter-
mediate production steps. Therefore, a recent challenge is to achieve a level of visibility into
the production flows that allow us to optimize throughput by guaranteeing at the same time
given quality standards.

We consider a production network consisting of several workstations; see Figure 2.1. Each
workstation is a parallel configuration of machines performing the same kind of tasks on a given
part. Parts move from one workstation to another, and at each workstation, a part is assigned
randomly to a machine. We assume that the production network is acyclic, i.e., a part does
not return to a workstation where it previously received service. Furthermore, we assume that
the quality of the end product is additive, that is, the final quality is the sum of the machines’
quality contributions along the production path. Separate latent random variables model the
contribution of each machine. Note that the product’s quality can be replaced by the time it
takes to perform specific tasks. In this language, our main result is constructing estimators
that allow pairwise and multiple comparisons of the means and variances of different machines
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in the same workstation. These comparisons then may lead to the identification of unreliable
machines.

In Section 2.6, we treat examples of different kinds to illustrate that the method applies to
various kinds of use cases.

2.1.2 Related work

As mentioned above, estimations for the mean can also be conducted using multivariate regres-
sion with categorical covariates or ANOVA, e.g., [Rutherfors, 2011]. However, since in linear
models, homoscedasticity is necessary, this approach naturally does not allow to compare dif-
ferences of the variances. Linear regression models are often plagued by different variabilities
or heteroskedasticity. We refer to [Kleiber and Zeileis, 2008, Chapter 4] for an overview of how
to detect and control heteroskedasticity. In contrast to these problems, our approach naturally
allows different variabilities between variables and can detect differences in the variability of
values of a given variable.

Multifactor experimental designs, [Draper and Pukelsheim, 1996, Selvamuthu and Das, 2018|
are also alternatives to estimate the mean differences but again rely on homoscedasticity. They
are mostly used in the context of statistically planned experiments, which consists of a few
experimental runs to obtain data on the characteristics under consideration. If the number
of observations for each setting (or path in our notation) is sufficiently high and under fur-
ther conditions described in [Draper and Pukelsheim, 1996, Section 4|, these methods allow a
comparison of the variances, too. While this may offer a feasible, however not direct, way to
identify differences in variability if the number of covariates is small, it seems not practical in
more complex situations.

There is also a connection to critical paths analysis, e.g., [Bohme et al., 2019, Schulz, 2005].
While these methods allow us to find critical paths in acyclic networks, they are not suited to
compare nor estimate differences in mean and variances of given tasks.

2.1.3 Outline

In Section 2.2, we define the model using Markov chains and directed acyclic graphs. In Section

2.3 we summarize the results on the case of independent covariates from |Gutierrez and Miiller, 2019].
Section 2.4 contains the main results. Lemma 35 describes the Girsanov transform . In Theo-
rems 36, we prove asymptotic consistency of the estimators for mean and variance. In Section

2.5, their asymptotic distribution is given for the case where the correlations are known in
Theorem 39, and where the correlations are unknown in Theorem 42. Last but not least, we
present several examples in Section 2.6.

2.2 The model

We use a directed acyclic graph (DAG) to describe the dependencies of the covariates. A DAG
is a finite directed graph with no directed cycles. It consists of a finite vertex set V' and a finite
set of directed edges F = {(v,w) : v,w € V,v # w}. In our setting the DAG contains two
special vertices: a source s and a sink ¢. We are interested in the paths from the source to the
sink in this graph. We denote a path p’in the DAG as p'= (po, p1,- - -, Pe, Per1) Where py = s
and p.+1 =t and (p;, pi+1) € E. We define plj] := p;. We refer to Figure 2.2 for an illustration
and to [Bang-Jensen and Gutin, 2009] for more details on directed graphs.

We assume that at each step 1 < i < ¢ the path p has r; < r different choices and the
nodes in each column are always numerated starting with 1. The possible choices of a path can
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Figure 2.2: An illustration of a DAG with ¢ =4 and ry = 4,7, = 3,73 = 2 and r, = 4. Every
node in column ¢ has outgoing edges to every node in column ¢+ 1, i =1,...,¢— 1.

therefore be modeled through an r x ¢ matrix. More precisely, given a path p, we associate an
r X ¢ binary matrix Vz that has 1’s only in the nodes visited by the path:

Vi = (V5(i, J) )icp), jeld

where we denote [k] := {1,2,...,k} for an integer k. We call V; the indicator matrix of the
path p.

Each path contains exactly one node of each column. This chapter aims to study differences
among nodes of the same columns. We think of nodes in the same columns as different possi-
bilities for a given task, as different persons performing the same job, as different machines in
the same workstation, or as variations of the same kind of treatment.

The given data consists of the list of paths {p;};=1, ., in the DAG and the list of outputs
{b(pi) }i=1,..n for each path. We consider the quality matrix S, which is a random matrix of
size r X ¢ with real entries:

S = (S(iyj))ie[r],je[c}a S(i,j) c R.

We model the paths with a random vector P = (Py,...,P.) where the components P; are
random variables over the set [r].
Throughout the chapter we work under the following standing assumptions:

Assumption 27. We assume that:

1. the paths ﬁl,ﬁg, ... are chosen independently and according to a Markov chain, see
Section 2.4 for more details.

2. all entries of S have finite second moments;

3. the random variables S(i,7),i € [r], j € [c] are (jointly) independent and the are inde-
pendent from the paths Py, Ps, . ..

Note that, we do not assume the entries of S to be identically distributed or having the same
variance.

Let p'= (po, p1,- - -, Pe; Pesr1) be a realization of ﬁ, where pg = s and p.,1 =t almost surely.
Then, the quality of the construction path p'is defined as

b(p, S) = ZS(pj,ﬁ-
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In some situation we will abbreviate b(p, .S) and write only b(p). We also can think of b(p) as
the quality (or error) cumulated along the path p or as the response variable Y in the language
of linear models. We want to stress out that the model fits the description in (2.2) and that we
will continue to use the “graph-based” description of the model since it is best suited for our
approach and used methods.

Let us make precise how the randomness enters in our model. We choose a random path P
and a random matrix S. The corresponding probability measure is denoted by P. The random
choice of P and S induces a random variable b(P) — b(P, S) and allows to generate a sequence
of i.i.d. random variables (Py, b(P,)), (P2, b(P2)), . . ..

Our goal is to give estimates on the law of S by observing the paths P and its cumulated
qualities b(P). Note that, (P, b(P,))nen is in general not a sufficient statistic for S, i.e., we
can not recover the distribution of S by only observing realizations of (P,b(P)), as we see in
the following remark.

Remark 28. Let us consider the case 7 = 1 and ¢ = 2. Let S(1,1) ~ N(0,1) and S(1,2) ~
N(1,1) and define S(1,1) := S(l 1) + 1 and S(1,2) := S(1,2) — 1. Then for any given path j
we have that Z] S(ps, ) = Zj . S(pj, 7). Hence, the statistic (5, b(f,))nen does not allow

us to distinguish between S and S.

Ezample 29 (Binary errors). The matrix S consists of independent Bernoulli random variables
S(i,7). The value 1 of this Bernoulli may encode a defect and hence b(p) counts the number of
defects of the end product.

Ezxample 30 (Gaussian error). The matrix S consists of independent Gaussian random variables
S(i,7). The quality or response b(p) is then distributed as a (random) mixture of Gaussian
random variables.

Given a sequence of realizations (pj)refn) of 73, we define the following matrices that are at
the core of our analysis:

B™ . Zb W, VO —Zvﬁk,n>1
k=1

The value B™ (i, j) is the sum of all cumulated qualities of paths containing node (4, j), whereas
V™) (i, §) just counts the number of times node (i, ) was used. We define the sample mean
matrix as the sample mean quality matrix :

B(")(i,j) if v(n) .. 0:
T0) = (TC)(i, j))iep) jeig where T, j) := § V@0 (,7) #0;
0, otherwise.

The corresponding sample variance matrix X is defined by

(i, §) = {wn)” sk (0B Vi (i0) = TG, 5))° i VO, j) #0;

0, otherwise.

Remark 31. In this chapter, we assume every path has one vertex per column. However, it is
relatively straightforward to generalize this model to the case where columns can be "skipped."
, we can construct a new DAG by adding a dummy node in each column. For instance, this
new dummy variable may describe the effect if a certain production step was skipped. Note
also that in theory, the model can be generalized to general DAGs; however, we do not expand
here on this since we did not find suitable applications of the more general model.
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2.3  Uniform transition model.

In this section we review some results from [Gutierrez and Miiller, 2019] in the special case
where the paths Py, Ps, ... are chosen independently and uniformly.

Theorem 32. Let the paths Py, Pa, . .. be chosen independently and uniformly. Let (i,5), (', j) €
[r] x [¢], then
T, ) = T, 5) —= E[S(i, 5)) — E[S(7,j)]

n—oo

and

20 (i, 5) = B, §) == VI[S(i,5)] = V[S(7', 5)].

Proof. We give the proof from |Gutierrez and Miiller, 2019] since it illustrates the idea behind
the construction of the estimators. Let D™ = (Py,...,P,) be the the (multi-)set of the first n

paths and Dén ) be the the multi-set containing only those paths passing through (i, 7). Using
twice the law of large numbers and the continuous mapping theorem, we obtain

T (i, j) = = > b

In the same way

./ 1 a.s. ~ /
T ) = o D b S E () | Pl =i
| (i’,j)| ﬁeD(">

Using the assumption that the paths are chosen uniformly and the definition of b(73), we obtain
the first part of the theorem from

b(P)| Pljl =] —E [b(P) | Plj) = 7| =

P(Pj] = i)
|Gk PUl =i - B[S, 5): Pl =7
R P(Pj] =)

— E[S(i, )] —E[S(7, j)].

For the second part of the theorem, we use the law of large numbers and the continuous mapping
theorem to get that

50(i,j) = ‘1 X | - ()
e
2y E [b(P )|7>[J]=z]—E[b(ﬁ)lﬁ[ﬂ:ir-

Using the definition of b(p) and the jointly independence of the entries of S (see Assumption 27)
we deduce with elementary calculations that

E [P Blj] = i] ~ E [o(P)| Pl =] = A, + VISG.j)
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where

is a quantity that only depend on the column j. Applying this identify for (i, j) and (¢, j) we
obtain that
2, 5) = () == VISG5)] = VS, 5)].
n—oo

2.4 Markov chain transition model.

In this Section, we will treat the more general case where the random path P is the path of a
Markov chain. This case corresponds to the situation where the covariates may be dependent,
and their correlation follows a Markov structure. For instance, in the example of a production
network, this means that the effect of machines of different production steps (or columns) are
correlated.

More formally, we consider the time-inhomogeneous Markov chain on {1, ... 7} with initial
state s and absorbing state . At the time 0, we start the Markov chain in the source s. The
transition kernel for the first step is given by

(1) if i<
QW (s,i) = {q&“ L= (2.4)

0, otherwise.

The next ¢ — 1 steps are defined as follows. For 2 < k < ¢:

k) g - . )
Q(k)(l,]> _ q(m), if Z'G [Tk—l]uj € [Tk’])a (25)
0, otherwise.

Finally, the last step is determined by

Q(C+1)(i,t) _ {17 if i € [re]; (2.6)

0, otherwise.

The matrices Q) k € [c+ 1], are all supposed to be stochastic matrices. Equation (2.4) forces

the initial state s to jump into a state of the first column. Equation (2.5) forces a node in
column j to jump into a node of column 7 + 1. In the case that the node is in the last column
¢, Equation (2.6) forces it to jump into the final absorbing state t.
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Remark 33. The uniform transition model is a special case of the Markov chain transition
model. In fact, setting qg’li) = 1/r;, © € [r] and qg;) = 1/rg, © € [ri—1],J € [rx] yields the
uniform transition model.

A Markov chain, as given above, defines a natural probability measure on the paths in the
DAG. The measure that chooses a path p according to @ := (QM,Q®,...Q*Y), and the
values along p’ according to S is denoted by P, where

P [P = 5] = QU(s, 711)) H@ (pTk — 1], 71k])-

We define the support of the measure () as

Supp® := {p PO(P = p) > 0}

A node is reachable if there exists a path with positive probability through this node. We
enumerate the reachable nodes in each column starting from 1. The set

Suppy’; := {p € Supp® : plj] = i}

is the set of all paths of positive probability passing through (7, 7). We consider the (multi-)set
DM = (731, e ,75n) of the first n paths and the multi-set DE:;) containing only those paths
passing through (i, j).

Remark 34. Let (i,k) and (i, k) be two Q-reachable nodes in the same column. A consequence
of the proof of Theorem 32 is that if for all £ € [r]

Wiy = ¢4,
"V 0) = "),

then .
700, §) = T, ) == E[S(i, /)] - E[S( )]
and
SO0, ) — SO, §) 225 V(S(i, 1)) - VIS, )
Let Q := (QW, Q@ ... Q) et Q := (QW,Q?, ... Q) be two sequences of transition

matrices. We say that () and @ are equivalent (as measures) if
QW(i.5) > 0= Q"W(i,j) > 0,

for all meaningful choices of 7, j and k. In particular, () and @ are equivalent iff Supp¥ = Suppé.
Moreover, the induced measures on the set of paths are equivalent and there exists a discrete
Radon-Nykodym derivative that allows a change of measures.

Lemma 35. Let (i,7) be a node and let @, @ be two equivalent sequences of transition matrices
and let f : PY x R™¢ — R be a measurable function, then

5o | 5.5 T P = PPl =)

L Plj) =i| =EQ[f(P,9)|P[j] = 1]
PO (P = PIP']j] = i)

where P is an independent copy of P.
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Proof. Given a fixed path p, we observe that

EC[f(5.5)] = E2 [f(7,5)] .

because S is independent of the random paths P by point (3) in Assumption 27. Using this,
the theorem of total probability and a change of measure, we get that

pipljl=i
S P2 (P = 1P =)

= QIf(p. Q(p_ 1

e %@E o <P i ) PQ (75 = pIPlj] = Z>

2 (P=pfll=i)] .

= Q o 0 ) .

. [f(p’ Ve (- apil =) | (=Pl =)
- E? f(ﬁs)ﬂ»@ <7i':7i\7i’[j]=z') A Z]

Be (P = PIP[j] = i)

We can now define the estimators for the means and variances.
Definition 1. We define

) (oo L pe (ﬁ:ﬁ’ﬁm:i>
TQ,Q(Z,j) ; |DE:;)’ ﬁeDZE:”z) b(ﬁ)]P)Q (73 :ﬁ),ﬁb] = Z)
and
S | S e (PorPi=) ) (T026.5).)
A IR I CRF VRN B

(4:9)

Theorem 36. Let (i,7) be a node and let Q, é be two equivalent sequences of transition ma-
trices. Then,

(n) (. . PR —a.s. ©|: =
Toolid) == B |5(P)

Plil =i,

(n) /. . PP—aus. Q2 (BBl -
EQ@(%J) I Ve (P)|Pl1] = il.

Proof. The first observation is that

n P2 (P = i PlLj) = 1)
7o Gy = L 1{7,.[f] = i }b(7, .
Q,Q( ]) \DEZ;)I n; ( {p [J] } (p )IP’Q (ﬁ:ﬁk 'ﬁ[j] z))

Using twice the law of large numbers and the continuous mapping theorem we obtain

P2 (P = PP = 1)

T (i, 5) EEtm po(Pl)] = i) EQ [1{Pj] = i}b(P
) S PP = 1P = P
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where P is an independent copy of P. Now, using Lemma 35 with f = b and recalling that
b(P) =b(P,S), we get that:

P2 (P = PIP[j] i)
PQ (75' = PPI[j] = 2)

EC | b(P)

For the second part of the theorem, we note that

Seatid) = | oy X B0 il Gl ) — (150.)’

Q.Q""’ ()
‘D(ZJ)‘ pe DEn)) ( ]5"73 >
i,j

% bQ(ﬁ)PQ (73’ = 73‘73'[]'] = Z) Pl =i| — (]E@ {b(ﬁ) Plj] = ZD2

Po (P = 73\73'[3'] =i)
Using again Lemma 35 but this time with f = b?, we get that
P2 (P = PP =)

EQ bz(ﬁ)PQ (73/ :73‘73’[]'] :i>

therefore

S

n—oo

Plj] = z} - (E@ {b(ﬁ) >

We obtain the following consequence of the Theorems 32 and 36.

Corollary 37. Let @ = U be the transition matrix corresponding to the uniform transitions.
If Q and Q are equivalent transition matrices then

TS, ) = TOH (' 3) S22 B[S, )] — EIS(, 7))

and

20 (i, §) — B9 §) =20 VIS (i, §)] — VIS(E, 5).

n—0o0

Remark 38. In the case @ = U the estimators can be written in a more explicit form. For
example,
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2.5 Asymptotic distribution of the estimators

2.5.1 Known () and @

In the case where both distributions, () and Q are known, we deduce the asymptotic distribu-
tion of the estimators T( ") (z j) and Z( ( 7)-

Theorem 39. We have that

n n) (. - PR —distr.
|DE¢3‘)’(T( %(ZJ) — ij) ——— N(O,a”)

Q: n—o0

where
pig =BCB(P)Plj] =i] and of; =E9B(P)*[Plj] = i] — EX[b(P)[Pj] = i|*.
If we assume that the entries of S have finite forth moments, we have that

n n) . . PR —distr.
DY (2< L(i,4) = o7 ) T N0, (1, =1)85(1, ~ 1)),

(4.7 Q,Q b n—00

where ¥; ; equals to

—

v [0(P)C:(P)|Plj) = i 241,1Cov? [B3(P)C. 5 (P), b(P)Ciy (P)|PLj]) = i
241, Cov? [B2(P)C.y (P), b(P)Ciy (P)|PLj]) = i 12 V9 [b(P)C.5 (P)|Plj] = i

P2 (P=p|Pljl=i
and G ;(p) = —PQ( i)
Remark 40. The assumption of existence of second moments for S is natural because this
guarantees the existence of a CLT for the first moments of its entries. In the same way, the
existence of fourth moments guarantees the existence of a CLT for the variances of the entries

of S.

Proof. Let us observe that

i=i)
il =i)
n IP’Q (P= Pk‘P z)

Z@ kz ]P’Q<P P[Pl = 1) 1Pl =)

T, 500:9) = oK > b(ﬁ)]PQ<

The last sum can be interpreted as a sum of i.i.d. random variables appearing in an acceptance-
- Q ;

rejection sampling. More precisely, we start with (Pl,b(Pl)% and k£ = 1; if

Pp.lj] = i then we set

P2 (P = P[Plj] = i)

PQ (ﬁ:ﬁk\ﬁm :i>

Yi; = b(Py) (2.7)

and stop, otherwise we increase k and repeat until P [j] = i for the first K := inf{k|Py[j] = i}.
Now, letting

S P2 (P = B[ Plj] = i)
f( k) T ( k)PQ (ﬁ:ﬁk‘ﬁ[]]zz)

(2.8)
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we obtain for y € R that

POY;; <yl =D PBOIf(Py) < ylK = KPOIK = k] = PY[f(P)|P1]j] = il;

this means that the distribution of Y; ; equals the distribution of f (791) conditioned on 731[ | =
Iterating this acceptance-rejection method we see that \D ] describes the number of accep-

tances among (P, f(Pr)) for 1 < k < n. Therefore, the estimator TQ % has the same distribu-

tion as
(n)
|D;" |

1 y. (k)
(Y
1D =

where YZ '+ k € Nis a sequence of i.i.d. random variables distributed as f (P1) conditioned on

P1[j] = i. Finally, Anscombe’s Theorem |Gut, 2009] implies that

n n) /. . PR —distr.
DTSN 5) = ig) = N(0,0;,5) (2.9)

where

pig =ECQBP)IPILj) =i and  o?; = EC[F(PY|Plj] = i] - E?Lf(P)IPLj) = i)

For the variance, we assume that the entries of S have finite fourth moments. The estimator
for the variance has the following form:

B2 (P = {Plj] =) :
s oy = | b2 — (7", ) 2.10
0+ = | (g Z( 7= GEr e (7820, ) (2.10)
(i,

We consider the following i.i.d. vectors Y( ) = = (Y1, Ya) where 37;(?) is distributed as

_p@ (73 - 73)73/[]'] — z) _p@ (73 — P|Pj] = z)
V(P)—————= WP)—=——==
Pe (P = P)Pl[j] =i) P (P =PP=i)
0 " S . o e (P=p|Plj]=i)
under P conditioned on P'[j] = i. We write C;;(p) = 5 (P P and, due to Lemma 35
for k € {1,2} )
uis) == B[P Cy;(P)[P[j] = i] = E°[b(P)MPj] = i, (2.11)
and covariance matrix
o V9 [2(P)Csy(P)|Plj] = Cov® [12(B)Cyy (P), b(P) iy (P | P) = ]
M| Cov® [B2(P)Cy (B, HP)Ciy (P)|PLi] = i) V2 [b(P)Ciy (P)|Plj] = i

We conclude from Theorem 48 that

/ 1 2 o (2 o N eY) PR —distr. ’
| (7, 7) | (lDEZ;) ZﬁeDE?i) (b (ﬁ)cm (ﬁ) /’[/1,,] ) ‘D(ﬂ) [ ZﬁeDE?;) (b(ﬁ)cm (ﬁ) /’[/Z’j )) W N(Oa 21, ])
(2.13)
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Plugging in the definition of T (z j) and using Anscombe’s delta method (see Theorem 49)

with the function h(x,y) = ( <y + uz( J)> ug j)) we obtain

n 1 2 n o2 \2 12
D)) > (B@CuE) - ul)  (T556.5) )

D)

(n)

PeD i)
. AT .
ot v (0. (V)" 9@)) 214
where
Va) = 5@ = |- (2.15)
— R ) 2;11(-? ' .

Noting that ,ug}j) = p;;, by Equation (2.11), the latter results in
L NT . SO 2,5 (1,2)
=V SN v/ = 45
i ‘_( h(())) - Vh(0) {Q,u Z’ i(2,1) 4pF X (2,2)] (2.16)

Hence, by the continuous mapping theorem with the function f(x,y) = x — y we get that

n .o PR —distr.
VIDE)| (Eqqtind) = a2) Z w0, (1, -1) - 21, - (1, -1)7),

which concludes the proof. O

2.5.2 Unknown () and known CNQ

If @ is unknown, we don’t know a priori if it is equivalent to a matrix with a desirable form.
We can deduce this by looking at the generated data: if all possible transitions in the network
appear at least once, the unknown matrix Q is equivalent to a uniform transition matrix. If Q
is not equivalent to a uniform matrix, we can still apply the method described in Remark 34,
which is less restrictive than a uniform transition matrix.

When (@ is unknown, we have to replace the probabilities P% ( ﬁ‘P ) by estima-

tors. Define 5 ; A
STl i Z:l 1 ﬁk =p -
=) (5 5) (210

Cig(F.m) = P2 (P =7

Q(P=5|Plil=i
which is a random variable that converges P?-a.s. to C;;(p) = iQEg p;;;ﬂig. Therefore, we
propose the following variation of T( (z J):
~(n .. 1 o —
O ES Z b(5)Ciy (7. 1) (2.18)

‘ 7,])|

The estimator Eg)é(i, j) for the variance becomes:

S 1 S ~m) 1o )2
ZQ,Q(Zaj): l)(—n) Z b2(ﬁjc(p7n) _<Té2725<27j)) :

| (i,j)‘ sen(™



Lemma 41. Let Q, @ be two equivalent transition matrices then for all i,j, we have that

R _a.s
T, (4,7) — i LN

QQ n—00
S (s 9 PRP—a.s
ZQQ(Z,]) —0ij ——— 0,

where jiy; = E2[b(P1)|Pylj] = i] and o?; = EX[b(P)*|Pj] = i] — E?b(P)|P[j] = i]*.

Proof. Let q1,qs,...,qn be the elements of all pairwise different paths such that ¢[j] = ¢ and
let DE:;) = {p17p27 s 7pn}7 then

) ;o 1 5 o
~ 27]): bﬁ)cl,(p>n
Q’Q< |D§@- | #Zw | ’ )
) PED;)
(2.19)
m 1 n
Z ila,n <— > 1{pr = a}b(pr, Sk)) :
z]) = " k=1
By the strong law of large numbers, we get that
n PP—a.s = 2\ !
e (PPl =)
D v n—00
)
] PP —a.s
Cij(q,n) —> Cij(@); (2.20)

: Z H{pk = a}b(pe, Se) —= EX[L{P = q}b(P, 5)].

Since m is a finite constant, we obtain, using the continuous mapping theorem and Lemma 35
in the last equality, that

X
I

= (2.21)

For the second part of the statement, we obtain similarly, that

(F526.5)) 22 BB, 8) [Pl = i (2.22)

Furthermore,

Z V() C(p, D(” Z@ (@, n (%;Hm = ql}b2(pk,5k)> (2.23)

(w) (n) (i,5) 1=1
PED G )
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In the same fashion as in (2.20) and (2.21) we get that

1 -~ Q_q.s ?) = = .
e >~ P@HCE ) ——=5 B (P, 5)[P[j] = . (2.24)
u) sen(™

(4,5)

Hence, using (2.22) and (2.24) we conclude that

S .o 1 N - ~(n) . - 2 PR—q.s
Poalind) = | g 2 PO |~ (To56.0) o2ty (229
’ (i’j)’ seD(™)
(1,9)
]

Theorem 42. Let (), @ be two equivalent transition matrices then for all i, j, we have that

n Sn) /. . PR —distr. = =
|DEZ7;)|(TC;%(Z7 .7) - Mi,j) — N(Oa CEi,jCT)

n—o0

P2 [P = qi|Pli) = i| VO [b(d, Sp) [Pl =i| . £=¢;

0, otherwise,

/ ~ - N PR (P=p|P[j]=i
for 0.0 € {1,...,m} and C = (Ci;(q1),--.,Cij(@n)) and C;;(p) = %. If we
assume that the entries of S have finite forth moments, we have that
n n PR —distr. Il A
VIDE (B85 = 02,) Z22 A0, &'y, 0,

where o?; = EQb(P)|P[j] = ] — E2[b(P)|P[j] = i]® and

(P2 [P = G| Plj) = i| ve [o(@)|Pli] =], (=0e{l,....m};

P2 [P = gi|Plj) = i| v [w(@)|Pli) = 1] (=0e{m+1,... 2m});
5,(6,6) = S BQ [B = |Blj) = 1] Cov® [12(@), b(@) [Pl = 4], L€ {1,...mp 6= t+m;

PR | P — —2|75’[]] — il Cov® 52(@)75@2)“3[‘7] =i, Ue{l,..m}{=0+m;

L0, _ otherwise,
(2.26)
fO?” f, Ve {17 ey 2m} and C' = (2,&1‘7]'01‘,]'((71)7 ey 2Ni,j0i,j(qm)7 Ci,j(il)) ey CZ,](Q)W))

Proof. The key result to get the asymptotic distribution in this case is the multi-dimensional
Anscombe’s theorem, Theorem 48 in Appendix 2.6. In order to apply this result we do some
preparations. Using Lemma 35, we write

with C; (73) = PP =P|P =) Let ¢, ¢ be all the pairwise different paths such that
1,7 IP’Q(P’ 77|’P’[j] Z) 41,42 7"'7Qm p p
Supr Notice that in fact b(P) = b(P, S) and that P and S are drawn from a product measure.
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Hence, it makes sense to write also b(¢) = b(q; S) for a given path ¢. For any realization (p),, Sy)
of P9 or P9 we also write b(py,) = b(pn, S,). We can decompose i, ; using all possible paths:

pij =Y EOb(@)Ci (@) 1P = @}Plj] =i (2.27)

Let us write iy = EQ[b(G@)Cs; (@) 1{P = G@}|Plj] = 4] and p, = EQb(G)Ci;(G@)|Plj] = 4], and

consider

TQ (i, J) — piy = (n)

B <1n>, D Cu@n) | Do HF=a@db(@) | =D

(n) =1
PED; )

= G | Y 1= @) (b@) — BB Pl = )

1Dyl = D),
m R n) . m

£ 3 (Gt m P B bl = i | - 3 e
/=1 |D | /=1

with \Dén)] = > Wpx = ¢} for £ € {1,...,m}. By independence, we deduce for every
¢e{l,...,m} that

1 Cisl@) - POIP = @lPlj) = (2.28)

Moreover, recalling that (/L\’” (Ge,n) == P (73 =q
equality that

A (= |Dén)| Q Sl . Q
Ci(@i ) E9b(n)[PTj) = 1] = P2 |
1Dz

~
I
Sl

for every ¢ € {1,...,m}, implying that

Taatid) =3 =3 Cos@ w | = 3 5= (o) — Bla) Pl = i)
D) eD())
(2.30)
Since 1{P = ¢;} and b(¢;) = b(qs, S) are independent we also have that

E? [1{P = G}E? [b(ao)|PLj] = i] [Plj) = i| = E2 [b(ar) PLj) = i| B [1{P = @} Pj] = i]
= E [b(a0)|Plj] = i| B2 [1{P = @i} |Plj] = i]

= B2 [1{P = @i}b(a0)|Plj]) = i

(2.31)
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Hence,
EQ []1{73 = q) (b(@ —E2[p [ (q)[PL] ]) |P[j] } —0, forall=1,...,m. (2.32)

We now define the random variables Y in order to apply Theorem 48. In the following we
assume all random variables to be distributed under P9 conditioned on P[j] = i. Define for

ke{l,...,n},
=0 =Y 0 1B =)
=1

the variable indicating which path passing through (i, j) is chosen. For ¢ € {1,...,m} define

= 1{=2% = ¢} (blar) — E°[blan)|PLj] = 1)) (2.33)

and
y® — (Yl(k), Y k>>

m

which by Equation 2.32 satisfies
E? [y ®[Bj] = i] = 0.
Furthermore, we define
NGr) = D

Then we have that,
N('n) PR —a.s.
T

0 > 0.
n n—0o0
We define for ¢ € {1,...,m}
N(n)
¢ k
St = 2 Ve
k=1
Then, by Theorem 48, we get that
- 1 (1) (m) PR —distr.
where
PQ[ﬁ:*ﬁ' :}VQ[b ) [Pl :'] (=20
0 otherwise.

We also know that @](q},n) converges almost surely to the constant C(g) for every ¢ =
1,...,m and therefore,

o N o] N PR—a.s = - —
(Cm'(qh”% " »C'z‘,j(Qm,”)> —— C=(Ci(@), -, Ci(Gm)) - (2.36)

Hence, by the multidimensional Slutsky’s Theorem (Lemma 2.8 in [Van der Vaart, 2000]),
the continuous mapping theorem, and the fact that a linear transformation of a gaussian vector
is again gaussian we have by Equation (2.30) that

1 n 18tr. =~ =
. — (T< ) (4,5) — ui,j) Todiiry N (o,c 3 cT) , (2.37)
1]
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which concludes the first part of the proof.
For the second estimator we proceed in a similar way. As in Equation (2.27), we get that

B2 [2P)[F] = i] = 3B2 [P = aiPli) = | B [PalPll =1]. (239

and we also see that

1 . S 1 . S
— 2 B@CER) =Y Clann) | = Y 15 = b (va) — B2 ()| Pli) = i) )
|DZ?.7 |ﬁ€D£T;) =1 |Dz,] ﬁGDZ(?)

m D(n) .
+ 30 Pl g, B 12 (a0 [P = ]
=1 ‘Di,j |
(2.39)
where

1D
(n)
D]

O mE? [ () |Plj] = i] = P2 [P = qlPlj) = 1] B2 [1P(a)[Plj) =] . (2.40)

Equations (2.38) and (2.40) imply that

1 A ) ~ = . .
oD (bQ(ﬁ)C(ﬁ,n)) ~EC [b2(7>)|73[g] :4 -
| i | se D™
(2.41)
m N 1 B L |
ZC(Q&TO —’D(n)‘ Z ]l{p = QE} (b2(CIe) _ R [52(qz,55)|77[]] _ Z})
=1 1,5 p”eDz(?
which implies that
; ] 1_ Y 2 P\ | DT . =) - . 2
2227)@(2,]) —o0}; = D) > <b2(1570(p, n)) — E¢ [52(73)|7>[y] = z} + (Téé(w)) — 7,
w3 penl

=Y G | Y 15— 0 (Rla) — B2 [Ra )Pl = 1]

(n)
=1 ‘DZZ |ﬁ‘€D§3)

1 o o =g . S(n ..
o L M= (a) —EW@)iP) =) | | (T55000)+ms)
- G peny
(2.42)

where we use Equation (2.30) in the second line of the last equality. We are now almost ready
to apply Theorem 48. In the following we assume all random variables to be distributed under
P? conditioned on P[j] =i. For £ € {1,...,m} define

W = 1{=® = 0} (b(ar) — Eb(a0)|PLj] = 1) (2.43)
where by Equation 2.32, we have for all / = 1,...,m that
EQ [W;’“\ﬁ[j] = z] ~0.
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Furthermore, for l =m +1,...,2m, define
W = 1S = £ = m} (8 (ge-m) — B [b(ge ) [PLj] = ] )
where for all £ =m +1,...,2m we get that E? [Wé(k)] equals to

E? [1{P = g }0%(g-)| Plj] = i| — B2 [1(qr-)|Plj] = i] B2 [1{P = qe}|Plj] = i] = 0.

We then define
k k
Wk _ <W1( . -J"M)

which by the previous calculations satisfies for all £ =1,...,n that
EQ [W(’“)}ﬁ[j] — z] ~ 0.

We define for ¢ € {1,...,2m}

0 =

!

S =2 Wi,
k=1

where N(n) = |Dgln;)| It follows from Theorem 48 that

1 ’ ’ Q_ g
! . (1) (2m) P« —distr. ” ’ ,
S = (S0 S ) EE A0, 5) = (- ) (2.44)

where the covariance matrix is given by

(

*[j]:z}, (=0e{l,...,m);
[j]:z}, (=0c{m+1,....2m};

i) = P9 |P =G te{l,..m}t=0+m;

PQ |P = g (@) *[j]:z’], Ce{l,...m} =0 +m;
W otherwise.
(2.45)
We also know that the vector
~(n)! A A =) .. PR—a.s = N .
' = (OQ,Q(qlv n),... 7CQ7Q(Qm7 n), Té’é(%]) + Ni,j) m C" = (Cij(@),- - Cij(@m); 24ig) -
The remaining part of the proof is similar to the end of the first part of the proof. ]

2.6 Examples

The first example illustrates how we can unbias estimates if the covariates are dependent; we
use simulation data to compare the estimates with the “real” values® .

2 An implementation of the estimators in the language R together with the following examples can be found
at https://github.com/NaitsabesMue/MarkovLinearModel
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Ezample 43 (Unbiasing). Let us consider a DAG with 2 lines and 2 columns, and a random
matrix S with first moments
0 1
- (2 1)

The transition ) of the Markov chain are given as
¢ (s,1) = ¢W(s,2) = 1/2,
¢?(1,1) =3/4, ¢¥(1,2) = 1/4, ¢?P(2,1) = 1/4, and ¢@(2,2) = 3/4.

We calculate

BB = 1] =514 ;2=
E9[b(5)|(1] = 2] = }1 (—n+30- _111
and
BEIF) = 1= 1+ 3 () =g = 52+ 7-0=E%BIA2 =2

This implies that the biased estimators 7™ (i, j) won’t be able to detect the difference in quality
in the second column and would underestimate the difference in the first column. However,
Corollary 37 ensures that

(n) (- 1 (73 )
Toulij) = ") § :
2D < )
i7) peED; b

allows to detect the differences in the second column. If we write p} = (s,1,1),(1,2),r),ps =
(s,(1,1),(2,2),r),p5 = (s,(2,1),(1,2),r) and py = (s,(1,1),(2,2),7) the estimators for the
second column become:

1 1

8 L L
2|D—(2)|2 Z (gb(ﬁ)]l{p:pl}—1—85(17)]1{]?:]73}),

(n)
PED(; 5

Top(22) = 2002 Z (86(@1@ = o} + b L{7 = p4}) .
(2,2)
Let us consider some data from simulations. We suppose S to be a matrix with independent

Gaussian entries. The means are given by E[S] above, and the variances are chosen as follows

V(S) = ( L ) | (2.46)

We perform n = 1000 simulation runs and compare the estimations under the assumption of
uniform transition, known transitions, and estimated transitions in Tables 2.1 and 2.2. The
asymptotic distributions of the estimators also allow constructing confidence intervals or tests
for the difference.

Ezxample 44 (Wafer production). Our study was motivated by a root-cause analysis in the
wafer fabrication. Wafer fabrication is, in general, a procedure of many repeated sequential
processes. For instance, a simplified illustration consists of 12 subsequent fabrication steps, see
[contributors, 2019], where intermediate measurement of qualities is not feasible. Our concrete
example treated up to 30 different steps and more than 90 machines. Unfortunately, since our
industrial partner insists on fulfilling an NDA, we cannot publish any more information about
the project. Probably for the same reasons, we could not find publicly available data on other
industrial projects.
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E[S(l’ j)] B E[S(Qaj)]

TM(1,5) — T™(2,7)

T3 (1,5) — T (2.4)

TS50 (1,5) = T (2,9)

1.54

2.15

2.01

—-0.13

—1.21

—1.04

Table 2.1: Different estimations for the differences in mean in Example 43; values rounded to
the third decimal, n = 1000.

VIS(L, )] = VIS(2,5)]

=001, 4) = £5,(2,5)

S5 (L4) — £57,(2,4)

1

0.99

1.08

1.05

0.68

0.13

0.21

Table 2.2: Different estimations for the differences in variance in Example 43; values rounded
to the third decimal, n = 1000.

In the following, we treat some textbook examples to illustrate the possible application of
our method.

Ezample 45 (Tooth growth). We consider the classical tooth growth data set, [Crampton, 1947]
or [R Documentation, |, that studies the effect of vitamin C on tooth growth in Guinea pigs. We
also refer to [Greenwood, 2020 for a detailed analysis of this data set. The response is the length
of odontoblasts (cells responsible for tooth growth) in 60 guinea pigs. Each animal received one
of three dose levels of vitamin C (0.5, 1, and 2 mg/day) by one of two sources of vitamin C;
ascorbic acid (VC) or orange juice (OJ). This experiment is balanced and corresponds to the
uniform case, under the additional assumption that every path appears 10 times. See Figure
2.4 for violin plots of the six different groups.

The figure suggests that the mean tooth growth increases with the dosage level and that
OJ seems to lead to higher growth rates than VC except at a 2 mg/day dosage. The variability
around the means looks to be different, however relatively small to the differences among
the means. There might be some skew in the responses in some of the groups (e.g., the
group OJ with dose 0.5 has a right skew) that may violate the standard normality assumption.
However, a classic analysis does not reveal statistical evidence against constance variances and
the normality assumption. The fitted coefficients in a multivariate linear model then give an
increase of 3.7 from VC to OJ and that the lengths increase with a dose of 1mg/day (resp.
2mg/day) by 9.13 (resp. 15.49) to the baseline of 0.5 mg/day. These differences are reported
with p-values smaller than 0.001. Without having to verify the above conditions, our method
obtains the same value for the difference in mean contribution. Also, we can estimate the
differences of the variances: the variance increases from VC to OJ by 23.87. Passing from
0.5mg/day to lmg/day (resp. 2mg/day) increases the variance by 0.71 (resp. 5.70). As expected,
these values coincide with the pairwise difference of the empirical variances in each group.

The next examples treats a situation where variances are not constant.

Ezample 46 (Biomass response). We consider the experiment in [Sokolowska K and MC., 2017|
that studied the impacts of Nitrogen (N) additions on the mass of two feather moss species
(Pleurozium schreberi (PS) and Hylocomium (HS)) in an experimental forest in Sweden. More
details on the classic analysis of this data set can be found in |Greenwood, 2020|. The study
used a randomized block design. Here, pre-specified areas were divided into three experimental
units of area 0.1 hectare, and one of the three treatments was randomly applied. This procedure
resulted in a balanced design with six replicates at each combination of species and treatment.
The three treatments involved different levels of Nitrogen applied immediately after snowmelt:
no additional Nitrogen (control), 12.5 kg N per ha and year, (N12.5), and 50 kg N per ha and
year (N50). The study’s primary objective was whether the treatments would have differential
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Tooth growth of guinea pigs
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Figure 2.4: Violin plot of odontoplast growth (in microns).

impacts on the two species; while they measured additional variables, we will only observe
the variables mentioned above. The violin plot in Figure 2.5 provides a first overview of the
responses. Figure 2.5 indicates some differences in variability in the different groups. Classical
residual versus fitted plots reveal that there is a problem with non-constant variances. The
normality assumption seems, however, to be verified. A standard remedy for non-constant
variance is to transform the data to a logarithmic scale. This transformation reduces the
differences in variances but induces a slight violation of the normality assumption. Our method
does not demand such a transformation, and we can directly perform the pairwise comparison.
However, since the experiment is balanced, we obtain the same estimates as in the multivariate
regression model: the treatment with N12.5 (resp. N50) decreases the growth by —488.55 (resp.
—1138.76), and the species PS has in mean more 955.78 mass grow per ha and year than the
species HS. Our method allows also quantifying the difference in variability. The increase in
variance from HS to PS is estimated with 287118.5, and the loss of variability in N12.5 (resp.
N50) is 29235.43 (resp. 252389.76) compared to the control group.

We now turn to an examples with non-constant variability and dependency between the
predictors.

Ezxample 47 (California test score data). We consider the California test score data, see
[Zeiles, Achim, |. This data concerns all 420 K — 6 and K — 8 districts in California between
1998 and 1999. Test scores are on the Stanford 9 standardized test administered to Sth-grade
students. We add a new variable, called score, that is the mean of the English and math results.
This score will be our response variable.

The original data set contains many possible school characteristics or predictors for the score,
as enrollment, number of teachers, number of students, number of computers per classroom, and
expenditures per student. Besides, there are demographic variables for the students that are
averaged across each district. These demographic variables include the percentage of English
learners, that is, students for whom English is a second language. We call this variable “english”.

This dataset is an interesting textbook example since it illustrates many different aspects
of multivariate regression models. In the following, we do not aim to conduct a scientific study
of this data set, but only want to illustrate our method. A natural guess is that the student-
teacher ratio may impact the pupils’ test scores. For this purpose, we add a variable STR that
gives the ratio between students and teachers to the dataset. The correlation between STR
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Figure 2.5: Violin plot of moss growth.

The California test score data
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Figure 2.6: Bubble plot of the score as a function of STR. The sizes of the bubbles correspond
to the percentage of students for whom English is a second language.

and scores is about —0.22 and can be considered statistically significant, e.g., the Pearson’s
correlation test leads to a p-value of less than 0.1%. However, the conclusion that smaller class
sizes lead to better performances might be made too fast, or their impact may be overestimated.
Other variables may influence the test scores, too. The next variable that we are looking at is
english; its correlation with scores is —0.64, which can be considered statistically significant.
Moreover, STR and english correlate 0.19. A first visual glimpse of the data can be obtained
through Figure 2.6.

Our method is a priori suited to categorical predictors. We, therefore, discretize our data
and create 5 groups of equal size for STR and english. The groups in STR are defined by
the following breaks (rounded to two decimals): 14.00, 18.16, 19.27, 20.08, 21.08, and 25.80.
The new variable is called STRCat. For instance, group 1 contains all observations with STR
between 14.00 and 18.16. The five groups of english are defined by the breaks: 0.00, 1.16, 5.01,
13.14, 30.72, and 85.54. The new variable is called englishCat. Figure 2.7 shows violin plots
of discretized data and gives a strong indication of non-constant variances. Our Markov model
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Figure 2.7: Influence of student-teacher ratio and percentage of the non-native speaker on the
score.

can now be applied to the adapted data. Since we only have two predictors, the assumption of
Markov dependencies is satisfied. We consider the variable english as the first column and the
variable STRcat as the second.

The transition of our Markov chain describes the correlation between these two categorical.
Since we choose every group in englischCat of equal size Q") is the uniform distribution of
{1,...,}. The second Markov transition kernel is estimated by:

0.32 0.24 0.19 0.18 0.07
0.25 0.23 024 0.18 0.11
@ = 1020 012 020 019 0.29 . (2.47)
0.11 0.27 023 0.17 0.23
0.12 0.14 0.14 0.29 0.1

Q)

We compare the different estimators for the differences in means. Let A(7,5) = E[S(1, )] —
E[S(i,7)] for i € {2,5} and j € {1,...}. We denote Agl)(i,j) = T[(Jn)(l,j) — Tl(,n)(z',j) for the
estimation under the assumption of uniform transitions and obtain

3.91 —3.37
my | —545 —8.66
A=l sl (2.48)
—-30.29 —13.41
The unbiased estimations are given by ﬁgb)(](z,]) = féznl)](l, j)— T\@U(i, J):
2.68 —1.11
~m | —541 —6.69
Rou = —14.14 —-3.34 (2:49)
—30.32 —6.64

To compare the model with a multivariate regression we give the corresponding estimates
resulting from the standard linear regression:

439 —0.66

(n) ] 429 —-6.29

Aregression = | _1365 —2.88 | (2.50)
~29.09 —5.26
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We can observe that the biased estimator TZ(]n) leads to an overestimation of the effect of
STR on the scores. Finally, let us consider the estimates for the differences in variances. For
i€ {25} and j € {1,...} let (i, 5) = V[S(1,4)] — V[S(i,5)] and its estimators T\ (i, j) =
(L, 5) = B0, §) and T, (6, 5) = S99,(1, §) — Souw (4, 5). We obtain

6424 185.54 6850 190.41
w | -7211 19851 o | —8487 190.47
Tom =1 056 14928 | ®4T0u = | _2932 196.33 (2.51)
4712 198.30 0.40 244.44

For instance, this shows that the variances in the group 1 and 5 of english are similar and are
smaller than in the other groups. The variance in group of STRcat is much higher than in
the other four groups. We also see that the unbiasing leads to very different estimates on the
variability.
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Appendix

A multidimensional version of Anscombe’s theorem

We present a multi-dimensional version of the classical Anscombe’s Theorem. The proof follows
with simple modification the argument given by Renyi in his proof of Anscombe’s theorem
[Gut, 2009]; it is presented here for the sake of completeness.

Theorem 48 (Multidimensional Anscombe). Let Y := (Yl(i),Y;i), . ,ng)), fori>1, be a
sequence of i.4.d. real-valued random vectors with E[Y®] = 0 € R™ and covariance matriz X.
Let N(t) be a random integer-valued random variable such that N(t)/t ta—s> 0 € Rt then

—00

N(t)

1 i\ distr.
YO 220 A0, %).

Proof. Let n(t) := |0t] and let Sy := >°F, Y@ and let S(]) ZZ 1Y then

Svey (S +SN(t S(l n(t) Sk +SN(t) S\ [n(t)
Nty \\vn®) N@ U\ VR@®) | e NG )
(2.52)

The first observation is that, since n(t) is deterministic, due to the multi-dimensional central
limit theorem we have that

Sy S
. &S N(0, %), 2.53
( o) T(t)) — N(0,%) (2.53)

where ¥ is the covariance matrix of the random vector Y. Next, let ¢ € (0,1/3) be given and
ni(t) = [n(t)(1 —€¥)] + 1 and ny(t) := [n(t)(1 + €3)], then

i=1

O {\S“ — 50 > e\/_}] < il@ [|S§3>( — 80| > e\/ﬁ} , (2.54)
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2
by the union bound. Let 0? := E [<Y-(1)> 1 < 00, then we also know that

P (|55 = S| > ev/n®)] =P [|85, = S| > ev/nlB), N(t) € [ (), na(1)]
+PW%m—S%ﬂ>QMU%N®¢hMﬂmAM]

<P max }S,(f) — Séi()t)‘ > € n(t)}

n1(t)<n<n(t)
(@) _ o)
+F L(t)g%%(t) ‘S" Sn(t)} > € n(t)]
+P[N(t) & [na(t), na(t)]]

(n(t) —ni(®))o? | (na(t) — n(t))o?
ST T e
(Kolmogorov’s inequality)

+PIN(E) ¢ [na(t), n2(t)]]

< 3¢

for all ¢ = 1,..., m where the last inequality is valid for ¢ sufficiently large. Plugging this last
estimation in Inequality (2.54) yields for ¢ sufficiently large

P [U {|S](\?(t) _ S()t)| > e\/ﬁ}] < 3me,
for any € € (0,1/3). Since € can be chosen arbitrarily small we deduce that

1) 1) (m) (m)
SN(t) - Sn(t) SN(t) - Sn(t) prob.
n(t) n(t)

» (0,0,...,0).

t — oo

N(( t) % 1 and using the multidimensional version of Slutsky’s theorem

(Lemma 2.8 in [Van der Vddlt 200 0]), we deduce that

1 m m
n(t) SN(t - S( ) S](V(z) - Si(tg prob.
N(t) n(ty n(t)

By noticing that

» (0,0,...,0),

t — oo

where the last convergence is indeed in probability since it is a convergence in distribution to a
constant. Using this last equation, Equation (2.52), and the multidimensional Slutsky theorem,
we conclude that

SN(t) distr. N(O’ E)
N(t) t — oo

An Anscombe version of the multivariate delta method
Here we present a modification of the multivariate delta method that also works in the case

when n is replaced with a random variable. The proof is a simple modification of the argument
used for the multivariate delta method and it is presented for the sake of completeness.
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Theorem 49 (Anscombe’s multivariate delta method). Let 0 € R* and {T,}, .y be a sequence
of k dimensional random vectors and {X,}, . be sequence of natural valued random variables
such that

o /X, (T, — 0) =2 NL(0, D).
n—oo
o Ty 50

n—o0

Furthermore, let h : R¥ — R™ be once differentiable at § with the gradient matriz Vh(0). Then

V&, (W(Tx,) = h(0)) =5 Ni(0, VA(0)"SVA(0)).

n—o0

Proof. By the definition of differentiability of a vector field, we have that
h(z) = h(0) + (x — 0) - VR(0) + |z — 0| Ry () (2.55)

where |Ry(z)] — 0. In particular, we have that
T—r

V- (MTx,) = h(0)) = /X (T, = 0) - VRO) + (V& - [T, = 01) RolTw,).  (2.56)

On the other hand, it follows from the assumptions and the definition of Ry that

o VA (T, = 0) = (V& (T, = 0) 227 Ni(0,3),

[ ] R2(TXn) % 0
n—00

Therefore, using the multidimensional Slutsky’s theorem (Lemma 2.8 in [Van der Vaart, 2000]),
we get that

VX T, — 0]) Ro(Te,) 22 0, (2.57)
n—oo

where the last convergence is in probability because it is towards a constant. Using once more
the multidimensional Slutsky’s theorem together with Equations (2.56),(2.57) we conclude that

V& - (W(Tx,) = h(8)) = Ni(0, VA(8) £V A(6)). (2.58)
O
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