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Abstract

Inverter Open Circuit Faults (IOCFs) in three-phase Squirrel Cage Induction Machine
(SCIM) drives may lead to a number of undesired effects and risks, which might even
result in the drives’ shutdown. Therefore, fast and unambiguous detection methods as
well as post-fault operation strategies for such faults are desirable. Since the operation
in the common zero-sequence stator current based post-fault strategies is performed
with only two of three healthy phases, the power and the torque quality are reduced.
Due to the atypical stator current distribution and the additionally occurring space
harmonics, the maximum permissible continuous torque during the post-fault opera-
tions is typically not known.
This thesis proposes a fast detection method for IOCFs in stator current controlled

drives. It is based on the observation of the current control deviation and a subsequent
voltage testing procedure. The method can be implemented in the control algorithm,
does not need additional hardware, and detects the fault within a few switching periods
during steady state and transient operation.
Another major part of this thesis is dedicated to the thermal management of SCIMs

during zero-sequence stator current based post-fault operations. The investigations in-
clude the calculation of and methods for the reduction of the power losses and temper-
atures. Thereby, a better utilization of the drives is enabled. Moreover, the thermally
defined maximum continuous torque of different post-fault operations is analyzed. The
analysis yields possibilities to significantly increase the permissible continuous torque
as compared to a previously estimated torque limit.
Within the context of SCIM drives, the space harmonics and a saturation interaction

are discussed that affects the machine parameters during the post-fault operations.
The effects of this saturation interaction on the torque is investigated for a rotor flux-
oriented SCIM drive.
Additionally, this thesis focuses on high alternating torques occurring during the

start up and low speed post-fault operations. It proposes a model-based method for
the reduction of these torques.
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Kurzfassung (in German)

Unterbrechungsfehler in Pulswechselrichtern in dreiphasigen Käfigläufer-Asynchron-
maschinenantrieben können zu unerwünschten Effekten und Risiken führen, welche
sogar die Notabschaltung des Antriebs erfordern können. Daher sind schnelle und ein-
deutige Detektionsmethoden, sowie Strategien für den Betrieb nach dem Auftritt sol-
cher Fehler, wünschenswert. Da Post-Fehler-Betriebsarten üblicherweise den Betrieb
mit nur zwei von drei gesunden Phasen vollführen, sind die Leistung und die Quali-
tät des Drehmoments reduziert. Durch die atypische Statorstromverteilung in diesen
nullstrombasierten Betriebsarten und die auftretenden Oberwellen ist das zulässige
dauerhafte Drehmoment ungewiss.
Diese Arbeit untersucht eine schnelle Detektionsmethode für Unterbrechungsfehler

der aktiven Schalter in Pulswechselrichtern. Sie basiert auf der Beobachtung der Regel-
abweichung des Statorstromes und einer anschließenden Spannungstestung. Die Me-
thode kann innerhalb der Regelung implementiert werden, braucht keine zusätzliche
Hardware und detektiert den Fehler innerhalb weniger Schaltperioden sowohl während
des stationären, als auch während des transienten Betriebs.
Ein weiterer Hauptteil dieser Arbeit ist dem thermischen Management von Käfig-

läufer-Asynchronmaschinen im nullstrombasierten Post-Fehler-Betrieb gewidmet. Die
Untersuchungen beinhalten Berechnungsverfahren und Methoden für die Reduktion
der Leistungsverluste und der Temperaturen, was eine bessere thermische Ausnutzung
der Maschinen ermöglicht. Zusätzlich wird das thermisch definierte dauerhafte zuläs-
sige Drehmoment im Post-Fehler-Betrieb untersucht. Die Analyse zeigt Möglichkeiten
zur deutlichen Erhöhung der zulässigen Drehmomente im Vergleich zu der bisher an-
genommenen Drehmomentgrenze auf.
Im Zusammenhang mit Käfigläufer-Asynchronmaschinen tritt eine Sättigungswech-

selwirkung auf, welche die Parameter der Maschine im Post-Fehler-Betrieb beeinflussen.
Die beteiligten Oberwellen und die Effekte der Sättigungswechselwirkung werden im
Zusammenhang mit einem rotorflussorientieren Antrieb diskutiert.
Abschließend beschäftigt sich diese Arbeit mit hohen Wechselmomenten im Post-

IX



Kurzfassung

Fehler-Betrieb, welche speziell beim Anfahren und bei niedrigen Drehzahlen auftreten.
Hierzu wird eine modellbasierte Kompensationsmethode für die Reduktionen dieser
Wechselmomente untersucht.
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Motivation

Induction motors are nowadays the major electric motor type used in the medium
power range between 0.75 kW to 375 kW worldwide [1]. Due to the availability of
affordable inverters, such motors are increasingly used in variable speed drives and
they have been widely replacing the less efficient DC machine drives [1] which require
higher maintenance effort. In terms of efficiency, inverter operated induction motor
drives show a high potential in applications where grid operated machines are currently
used. This is the case if the drive is frequently operated at partial load or if devices
such as gears, transmissions or throttles can be avoided [1]. Although other machine
drives such as (reluctance assisted) permanent magnet synchronous machine drives
potentially show a higher efficiency and power density, induction machine drives are
still a plausible option, if the acquisition cost, the robustness, and the availability of the
required materials are in the focus of the decision making. The occurrence, diagnosis,
and the handling of faults in engineered systems appear to be as old as engineering
itself. Research and development in the industrial era lead to highly developed systems.
However, faults still occur, and every engineered system has, sooner or later, an end
of life. In contrast to faults in electric machines, the faults in the combined systems of
electric drives are a rather young research area. The research activities comprise fault
statistics, the investigation of physical backgrounds, the detection and prediction of
faults, as well as the mitigation and reconfiguration in order to keep the drives operating
after the fault occurrence (see Chapter 1). The latest research activities are not only
stimulated by scientific interests, since the industry and the energy sector demand a
low failure risk of the drives [2]. Additionally, the electrification of the transportation
sector has increased the importance of robust and fault-tolerant drives [2].
This thesis contributes to the understanding of the characteristics of squirrel cage

induction machine drives during the occurrence of inverter open circuit faults and the
detection of such faults. Furthermore, it contributes to the thermal exploitation and the
improvement of the torque quality with zero-sequence stator current based post-fault
operations of such machines.
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Organization

Chapter 1 provides an overview of inverter faults in SCIM drives and the state-of-
the-art of detection methods for IOCFs. Furthermore, common fault-tolerant inverter
topologies and post-fault operation strategies for three-phase drives are discussed.
Chapter 2 investigates the behavior and characteristics of inverter fed three-phase

AC-machine drives during IOCFs. It presents a knowledge-based detection method for
such faults that features a particularly low detection time.
In Chapter 3, a zero-sequence stator current based post-fault operation strategy is

presented that applies alternative stator current wave forms. An experimental investi-
gation verifies a significant power loss reduction when compared to common post-fault
operation strategies which enables a better utilization of the drives.
Chapter 4 discusses the development and the possible reduction of space harmonics

that occur with zero-sequence stator current based post-fault operations. Furthermore,
experimental studies with two example case SCIMs investigate a saturation interaction
between these harmonics and the waves introduced by the balanced three-phase cur-
rents. The modeled magnetization surfaces are applied to illustrate the effects of the
saturation interaction in the context of a rotor flux-oriented drive.
Chapters 5-7 investigate the power losses and temperature modeling of SCIMs for the

zero-sequence stator current based post-fault operations: Chapter 5 discusses analytic
approaches to model power losses during the post-fault operations. Chapter 6 shows
the state-of-the-art of temperature models for SCIMs and summarizes the heat transfer
phenomena in such machines. In Chapter 7, temperature models are developed that
consider asymmetric loss and temperature distributions in the machine stators.
In Chapter 8, the thermally defined continuous torque of zero-sequence stator current

based post-fault operations is investigated. Experiments with an example case SCIM
and the results obtained with a proposed investigation program illustrate significant
torque increases when compared to a previously estimated torque limit of such post-
fault operations.
Finally, Chapter 9 discusses alternating torques that occur during the zero-sequence

XVII



Organization

stator current based post-fault operations of SCIMs. Furthermore, it provides an inves-
tigation of a reduction method for these torques. Experimental investigations show the
speed dependence of the alternating torques as well as the performance of the proposed
reduction method for different post-fault operations.
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Chapter 1

Introduction

1.1 Faults in Squirrel Cage Induction Machine
(SCIM) Drives

1.1.1 Faults, Failures, and Reliability

A fault is an “immediate cause of failure” [3]. Fig. 1.1 shows an overview of faults in
Squirrel Cage Induction Machine (SCIM) drives as discussed and investigated in the
literature. The faults differ in the root causes and in the appearing symptoms:

• Root causes can occur during the design, manufacturing, transportation, instal-
lation, operation, or maintenance phase [4]. During the operation, faults can
be caused by a non-compliance of the specified voltage, current, speed, torque,
ambient temperature, humidity, dust, dirt, shocks, vibrations, dielectric stress,
electrostatic discharge, radiation etc., or degradation and fatigue [4,5]. Different
root causes can lead to the same fault [4]. E.g., overloads as well as an excess of
the rated ambient temperature can accelerate the degradation of the insulation
system and thereby the occurrence of a short circuit fault in the stator windings.

• Typical symptoms for faults are an unbalance or harmonics in the currents
and voltages, torque oscillations, noise, vibrations, decreased average torque, in-
creased power losses, excessive heating and temperature [4–6].

In contrast to a fault, a failure “...is when the electrical machine fails to perform its
energy conversion function. Failure is complete and does not imply partial function-
ality.” [7]. The failure rates are typically assumed to show a bathtub characteristic
in reliability engineering [4, 8, 9] as shown in Fig. 1.2. These failure rate curves are
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Fig. 1.1: Classification of faults in SCIM drives, summarized from [4–6,36,43].
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Fig. 1.2: Illustration of a bathtub characteristic of failure rates based on [4, 8, 9].

divided into three regions where all of them can mathematically be described by the
Weibull function [4]. In the region of early failures, the failure rate starts at a high
level and monotonically decreases to the value of the region with a constant failure
rate. In the latter region, the failure rate is assumed to be related to the occurrence
of “random” failures [8, 9]. It is assumed that after an (un)certain point in time, the
failure increases due to wear out failures. Although the concept of bathtub shaped
failure rates is widespread in the reliability literature and appears to be valuable for
the description and understanding, some authors disagree in their general applicability,
because of the inability to describe multiple early failure population modes [10].
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1.1 Faults in Squirrel Cage Induction Machine (SCIM) Drives

If the failure rate is known, the reliability can be calculated as the probability that an
item can be operated without a failure under stated conditions for a specified time [3,9].
A similar definition can be found in [11]: “Reliability is the ability of an item to perform
a required function under stated conditions for a stated period of time.” According to
the definitions, the presence of a failure and the reliability depend on the specification
of the item.
For the evaluation, reliability indicators such as the mean time to failure (MTTF)

and the mean time between failures (MTBF) can be used which are typically derived
for the region with a constant failure rate [4, 9, 12]. However, according to [8, 12] they
do not necessarily represent the actual life or repair time. Recently, a paradigm shift
from empirical data based reliability prediction as applied in the military handbook
MIL-HDB-217F [13] to the physics-of-failure based design-for-reliability has been per-
formed [8, 12, 14]. In the physics-of-failure approach, failure mechanisms are analyzed
and modeled, whereas the design-for-reliability uses such models to improve and prog-
nosticate the reliability during the design phase [8, 12, 14].
Prognosis is the ability to accurately and precisely predict the remaining useful life

of a failing item or subsystem, and it is based on empirical or physical lifetime models
[8,14–16]. The prognosis research is supported by accelerated aging in which the time to
failure of the investigated items is decreased [17–20]. In contrast to prognosis, diagnosis
is the detection and isolation of a fault [15] based on symptoms. The associated terms
condition monitoring and fault detection are related to the physics-of-failure approach.
However, they aim to measure the condition of the item online [6,7,21–23]. Condition
monitoring enables condition-based maintenance that aims to repair the item before
the fault occurrence. Fault detection methods enable a safety shutdown of the item or
the transition to a post-fault operation if the item is designed to be fault-tolerant [81].

1.1.2 Inverter Failures and Faults

In the past 15 years, several surveys with reliability data from the power electronic
related industries have been published. According to a survey published in 2007 which
was based on answers from 80 companies, most failures in inverters occur due to ca-
pacitor (30%), PCB (26%), semiconductor (21%), and soldering failures (13%) [2,24].
A survey, published in 2011, with 56 participating companies from the power electronic
industries, indicates that the most fragile components in power electronic converters
are the power devices (31%), capacitors (18%), gate drivers (15%), and connectors
(12%) [25]. A more recent survey published in 2018 based on 51 participating com-
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panies, also indicates that power semiconductors and capacitors are the most critical
components [26]. The main stress sources reported in these surveys are high temper-
atures and temperature cycles, vibration, shock, and high humidity [16, 25, 26], where
the temperature related stresses appear to be dominant.
An industry case study performed by a German manufacturer of power semiconduc-

tor components [27] offers a different view on possible root causes. The study is based
on 25 000 wind power modules operating for 5 years and 90 000 wind power modules
operating for 2 years. It indicates that 50% of the failures appeared within the first
120 days of operation, and therefore are classified as early failures. The manufacturer
states that the root causes for these failures happened during the manufacturing, ship-
ment or installation. If the defects occurred during the manufacturing, they had not
been detected in the performed end tests. The main reported root causes are weak
connections, wiring mistakes, electrostatic discharge, vibration, shock, pollution, hu-
midity, rain, and condensation. The manufacturer excludes classical wear out failures,
an exceedance of the permissible voltage, current, or temperature and cosmic rays as
possible root causes of the observed failures [27].
Inverter faults can basically be separated into two main categories [28]:

• Inverter short circuit faults lead to a low-resistance connection of the DC-link
potentials and high fault currents [28]. Root causes considered by academia are an
abnormal gate-voltage, overvoltage, latch-up, energy shocks, or a thermal-break
down due to an overcurrent [28, 35]. Because of the high currents, such faults
are critical for the inverter. For the protection, fast hardware circuits have been
proposed to detect and mitigate such faults, and to avoid serious damage [16,35].

• Inverter open circuit faults (IOCFs) occur when a galvanic connection in the
inverter gets lost or if the turn on of a switch is hindered [16, 28]. Typical
root causes considered by academia are damages of the bond wires that are
used to connect the terminals in semiconductor devices [23, 28–33]: Bond wire
lift offs or cracks are caused by different thermal expansion coefficients of the
connected materials and thermal cycling. The lift off is especially expected at
the connections of the aluminum bond wires and the silicon [32]. In [23, 29–
31], physics-of-failure and life time models for bond wire damages are discussed.
Another considered root causes, for IOCFs is a failure in the gate driver circuit
[28]. IOCFs can occur at different locations in the inverter. If they occur in
the freewheeling path of the inverter, for example at one of the diodes, the high
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derivative of the current during the switch’s turn off event in connection with the
inductance of the load can lead to a high overvoltage. IOCFs at a power switch
or due to a fault of the gate driver are not necessarily considered to be critical for
the inverter, but potentially for the connected devices [28, 35]. Especially with
electric drive applications, such faults can lead to a deviation from the desired
torque, high alternating torque components, the loss of flux-orientation, increased
power losses, and an exceedance of the maximum permissible temperature of the
machine and/or the inverter [36, 37, 43, 69]. Furthermore, IOCFs can lead to
secondary faults of other components after some time [28].

Fig. 1.3: Insulated Gate Bipolar Transistor (IGBT) module with bond wires [34].

To summarize, different root causes for IOCFs have been discussed. Physics-of-failure
based models and design as well as accelerated testing might reduce failure rates. How-
ever, the expense of reliability engineering is also an economic decision, early failures
are not necessarily covered by the physics-of-failure approach and the occurrence of fail-
ures will never be fully eliminated. Therefore, the occurrence of IOCFs in electric drives
cannot be excluded and the detection of such faults and post-fault operations should be
considered and investigated from a drive engineering point of view. Especially in safety
relevant applications and applications with high downtime cost, the consideration of
such faults is important. The following section reviews detection methods for IOCFs
in electric drives.

1.2 Detection of Inverter Open Circuit Faults (IOCFs)

This thesis focuses on the widely-spread drive topology of a three-phase machine fed by
a two-level voltage source inverter, as illustrated in Fig. 1.4. Many detection methods
have been proposed to identify IOCFs in such a topology. Overviews of such methods
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and corresponding performance evaluations are provided in [35, 40]. The methods
differ in the detection time, the implementation effort and cost, the ability to correctly
identify the faulty switch, the ability to identify multiple faults, and the sensitivity
to set point and load changes [35, 50, 55]. Many of these methods have the ability to
detect the fault independently of the root cause. Typically, it is assumed that the fault
is complete and not intermitting.
IOCFs directly affect the currents and voltages of the drive, and thus most of the

detection methods extract features from these quantities. If, for example, an IOCF of
switch S1 occurs, the inverter leg a cannot provide a positive terminal voltage vta when
the current of this leg is ia > 0. This leads to an unbalanced current distribution after
the fault occurrence, as illustrated in Fig. 1.5.
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Fig. 1.4: Electric drive consisting of a three-phase voltage source inverter connected to a
three-phase machine.
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Fig. 1.5: Measured phase currents during a single switch IOCF of switch S1.
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Fig. 1.6: Ideal trajectories of the stator current space vector in the stator reference frame
during steady state operation and single switch IOCFs of the different switches
assigned in Fig. 1.4, reproduced from [43].

The average current methods (e.g., [35,38–40]) take advantage of this unbalance by
detecting the fault from the mean value of the currents over one fundamental period.
They either use the phase currents or the current space vector in the stator frame,
applying the Clarke Transformation [41]. Ideal trajectories of this space vector for
single switch IOCFs are shown in Fig. 1.6. The space vector based methods use the
magnitude and the angle of the average current space vector over one fundamental
period to detect the faulty switch. To improve the performance at low currents, a
normalization has been suggested in [39]. The averaging over one fundemental period
intrinsically restricts the detection time of the average current methods.
In the slope method (e.g., [35, 40, 43]), the slope of the trajectory of the current

space vector in the stator frame is observed. It is assumed that the slope is rather
constant during the fault for at least a quarter of a period, which is also the method’s
intrinstic detection time. The slope depends on the inverter leg that experiences the
fault. Further current based detection methods that apply signal processing, fuzzy
logic, artificial intelligence, and observers and with detection times greater than a
fundamental period have been proposed, e.g., in [44–48]. More recently, a further
developed average current method [49] and a further developed slope method [50]
have been proposed which both feature increased robustness and the ability to detect
multiple IOCFs.
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Current based methods have the advantage that they typically do not require addi-
tional hardware, since the currents are already measured for the control of the drive.
Faster detection times than with the current based methods mentioned above, are re-
ported with voltage based methods. However, such methods require additional voltage
sensing hardware. The methods proposed in [52] are based on analytic inverter mod-
els and the comparison of the actual and desired values of the inverter voltages, the
machine phase voltages, or the voltage of the machine’s neutral point with respect to
the ground. The reported detection times of these methods are less than a quater of
a fundamental period. Another voltage based method, with a reported detection time
of approximately 2.5ms, was proposed in [53], where the measured voltages across the
lower switches are compared to the desired voltages.
More recently, methods with shorter detection times (less than 1ms) have been

proposed. The approach in [54] is a current based method that applies a model reference
adaptive system technique. Voltage distortions introduced by the fault in the rotor
reference are estimated by a machine model based voltage distortion observer. This
observer is fed by the difference of the measured currents and the reference currents.
The method presented in [55] is based on the calculation of the average values of the
control deviation of the phase currents and the observation of identifiers. The method
is also suitable for the detection of multiple faults.
As reported in [56–58] even faster detection speeds (≤ 10µs) are reported by the

application of fast hardware circuits. In [56], the monitoring of the gate-emitter voltages
of the IGBT is proposed. The fault causes a change in the miller plateau during the
turn on event of the transistor that can be detected. In [58], a method is proposed
by measuring the inverter output voltage. However, for those methods, additional
hardware is required.
In the last few years, further methods, e.g., based on the dwelling time of the current

space vector [59], the phase currents and a current zero-cross detection [60], the calcu-
lated bridge arm pole-to-pole voltages [61], a state observer [62], and allelic points [63]
have been proposed.

1.3 Post-Fault Operations after IOCFs

Post-fault operations of AC-machines after IOCFs are based on adapted and redundant
drive topologies and the application of alternative stator currents. To enhance the
reliability, multiphase machines [64, 65] and machines with alternative design [66] as
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well as the application of fault-tolerant inverters with three-phase SCIMs [67–73] and
three-phase Permanent Magnet Synchronous Machines (PMSMs) [74–80] have been
proposed. In such fault-tolerant inverters, the standard topology (Fig. 1.4) is expanded
by additional switches, diodes and fuses to enable alternative current paths after the
fault occurrence. Reviews of the fault-tolerant three-phase drive topologies can be
found in [81] and [82].
The main goal of the post-fault operation strategies is to obtain rotating fundamen-

tal waves. To achieve such waves in three-phase machines after IOCFs, many of the
proposed post-fault operation strategies apply a zero-sequence stator current [68–79].
This current can be calculated from the phase currents ia, ib, and ic as follows:

is0 = 1
3(ia + ib + ic). (1.1)

A sinusoidal zero-sequence stator current enables the application of two sinusoidal
stator currents in the healthy phases with a phase shift of 60 electrical degrees to
achieve rotating fundamental waves [69–71,73–78], as shown in Fig. 1.7. The standard
topology (Fig. 1.4) does not allow the flow of such currents. Therefore, the machine’s
neutral point is typically connected to the DC-link’s midpoint [69–71] or a forth inverter
leg [73–78], as illustrated in Fig. 1.8.
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Fig. 1.7: Phase currents and zero-sequence stator current during the standard three-phase
operation (a) and during continuous two-phase post-fault operation in the case of
an IOCF of switch S1 [69–71,73–78] where a fundamental rotating wave is obtained
with two stator currents with a phase shift of 60 electrical degrees (b).
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Fig. 1.8: Fault-tolerant topologies that enable the flow of a zero-sequence stator current. The
current flows from the neutral point of the machine to the midpoint of the DC-link
(dashed line) or to a forth inverter leg (dotted line).

To obtain the same amplitude of the fundamental wave of the stator magnetomotive
force, and hence similar torque, the phase currents in the healthy two phases need to
be increased by a factor of

√
3 compared to the three-phase operation [69]. This leads

to increased power losses in the healthy inverter legs. The neutral current in = 3is0 is
by a factor of

√
3 greater than the phase currents, and the components in the neutral

path need to be designed accordingly [81]. If the standard inverter legs are rated for
the nominal machine current and the neutral path is rated for

√
3 of the nominal

machine current, the output power capability is approximately 1√
3 ·

√
3

2 = 0.5pu for
the topology with the DC-link midpoint connection and 1√

3 ≈ 0.58pu for the topology
with the neutral inverter leg [81]. If a higher inverter output power is necessary, the
components must be rated accordingly. Special care must also be taken for the rating
of the DC-link capacitors to avoid a drift of the midpoint voltage with the topology
with the DC-link connection [69]. Apart from the limited inverter power, the zero-
sequence stator current based strategies show several machine related drawbacks that
are addressed in this thesis.
Fault-tolerant topologies that allow the application of the standard three-phase cur-

rents and unchanged output power have been proposed in [74, 83]. However, these
topologies require a higher number of semiconductor devices which leads to signifi-
cantly higher component costs [81]. The fuses applied in [74] increase the commutat-
ing inductance and are considered as further possible sources of failure [81]. Standard
three-phase currents are also enabled with the connection of the faulty phase’s terminal
to the midpoint of the DC-link. However, in this case, the output power and voltage
are limited to approximately 0.5 pu [81]. This reduces the speed capability in the case
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of PMSMs [84] and requires flux weakening starting from half of the rated speed in the
case of SCIMs [81].
The post-fault operations in this thesis avoid higher component cost and fuse related

drawbacks of standard three-phase currents based strategies by applying the four-leg
inverter topology (Fig. 1.8) and zero-sequence stator current based post-fault operation
strategies. This thesis improves machine related shortcomings introduced by such
currents in SCIM drives by thermal exploitation, the increase of the continuous torque
capability and the enhancement of the torque quality.
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Chapter 2

Fast Detection of Single Switch
IOCFs (SSFs)

This chapter discusses the behavior of two-level inverter fed three-phase AC-drives dur-
ing a Single Switch inverter open circuit Fault (SSF). The provided analysis illustrates
the disturbed voltage space vector and the reduced controller dynamics during an SSF.
Based on the analysis, a method is investigated that enables the fast detection of
SSFs during steady state and transient operation. Finally, simulated and experimental
results are provided which show the performance of the detection method.

2.1 Behavior of AC-Drives during an SSF

This section provides a detailed analysis of three-phase AC-drives during an SSF for
motor and generator operation. The analysis is performed for a fault of switch S1 (see
Fig. 1.4). However, it is also valid for the other switches and can be transferred by
rotating the reference frame by a constant angle (cf., Table 2.1 in Section 2.2.2). The
analysis is initially developed for a Permanent Magnet Synchronous Machine (PMSM)
drive and is subsequently transferred to an SCIM drive. The analysis illustrates that the
disturbed voltage space vector and the reduced controller dynamics after the occurrence
of an SSF lead to a rapid change of the derivative of a switch specific current space
vector component (iα, in the case of switch S1). Additionally, the space vector of
the machine’s back ElectroMotive Force (EMF) and the occurring disturbance voltage
determine if the component is established again. The design of the proposed detection
method builds on these mechanisms.
Section 2.1.1 discusses trajectories of the space vectors of the stator current and the

current control deviation during an SSF. Section 2.1.2 shows the realized voltage space
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vectors after the fault occurrence. In Section 2.1.3, the fault dynamic is illustrated.
Sections 2.1.4 and 2.1.5 provide a discussion of zero crossings of the switch specific
current space vector component. Finally, the similarities between SCIM drives and
PMSM drives with regard to SSFs are discussed in Section 2.1.6.

2.1.1 Current Trajectories during SSFs

A surface PMSM drive is used as the first example case drive. The data of the example
case machine SM1 is summarized in Appendix G. The inverter is operated with space
vector modulation, a DC-link voltage of 500V, and a switching frequency of 10 kHz.
As already discussed, Fig. 1.4 shows a sketch of inverter-fed three-phase machines with
the assignment of the switch numbers. For the discussion of an SSF, the gate signal to
the upper switch of the inverter leg a (S1) is interrupted.
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Fig. 2.1: Current control loop of the flux-oriented PMSM drive.

Fig. 2.1 illustrates the inner current control loop of the flux-oriented PMSM drive.
It consists of two Proportional-Integral (PI-)controllers for the components of the cur-
rent space vector in the rotor reference frame, transformations between the rotor and
the phase quantities, a three-phase inverter, a PMSM, a rotor angle calculation, and
a compensation of the back EMF of the machine. The electrical rotor angle ϕ is cal-
culated by scaling and integrating the incremental rotary encoder signal, whereas the
compensation voltage vr

c is generated based on a machine model ((2.1) and (2.2)).
Figs. 2.2a)-c) show simulated trajectories of the current space vector of the PMSM

example case drive in the stator reference frame at different operating points. In a
healthy condition and at a steady state, the extremity of the current space vector
rotates on a circle with the radius of the desired current. However, when the SSF
occurs, the trajectory changes to a figure which resembles a semicircle plus a nearly
straight line along the diameter (cf., also ideal trajectories Fig. 1.6). After a fault
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occurs, the radius exceeds the desired value in the healthy half-plane: During the
fault, the integral components of the PI-controllers experience a windup, which leads
to a permanent current control deviation, as can be seen in Fig. 2.2d).
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Fig. 2.2: Simulated trajectories of the current space vector in the stator reference frame before
and after the SSF (S1) occurrence at different operating points of the PMSM drive:
(a) 1000 r/min and i∗q = 10A, (b) 200 r/min and i∗q = 10A, (c) 1000 r/min and
i∗q = 2.5A, and (d) trajectories of the control deviation space vector after the fault
occurrence of the operating point of case (a) 1000 r/min and i∗q = 10A. Note the
different scaling of the α-axis and the β-axis in (d). The data of the example case
machine SM1 is summarized in Appendix G.

At low speed and low current, the trajectories tend to differ from an ideal semicircle,
as can be seen in Figs. 2.2b) and 2.2c). The lower the stator frequency, the more time
the integrators have to reduce the deviation in the healthy half-plane. This leads to
a non-symmetric current trajectory with respect to the α-axis at low speed, as shown
in Fig. 2.2b). The non-symmetry at low speed was also reported in [40]. At the low
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current operating point, see Fig. 2.2c), the current trajectory does not follow the axis
at a right angle to the projection axis of the faulty leg; rather, it shows a curvature.
This behavior occurs due to the current ripple and the desired low current amplitude.

2.1.2 Realized Voltage Space Vectors in the State iα > 0

The surface PMSM is modeled using the well-known voltage equations in the stator
reference frame [85]:

vα = Rsiα + Lsi̇α−ϕ̇ΨPM sinϕ︸ ︷︷ ︸
ψ̇α

, (2.1)

vβ = Rsiβ + Lsi̇β +ϕ̇ΨPM cosϕ︸ ︷︷ ︸
ψ̇β

, (2.2)

with the stator resistance Rs, the stator inductance Ls (no saliency, Ls = Ld = Lq),
the flux linkage caused by the permanent magnets ΨPM, the electrical rotor angle in
the stator reference frame ϕ (d-axis), and the derivatives of the components of the flux
linkage space vector ψ̇α and ψ̇β. Similar equations can be found for an SCIM drive,
see Section 2.1.6. As evident from (2.1) and (2.2), the components of the current space
vector in the stator reference frame, iα and iβ, can be controlled via the components
of the voltage space vector, vα and vβ. Modulation based voltage generation methods
such as space vector and pulse width modulation assume that the components of the
voltage space vector for a given switching period ts can be generated by an average
space vector over discrete inverter switching states. The components of this average
voltage space vector in the stator reference frame can be calculated from:

vα = 1
ts

∫ ts

0

(2
3vta −

1
3(vtb + vtc)

)
dt, (2.3)

vβ = 1
ts

∫ ts

0

(
1√
3
vtb −

1√
3
vtc

)
dt, (2.4)

where vta, vtb, and vtc are the terminal voltages (cf., Fig. 1.4). During an SSF, the
voltage space vector is disturbed (the component vα in the case of an SSF of switch S1)
as discussed in the following. For simplicity, voltage drops across the semiconductor
devices and dead times are neglected, without significant loss of accuracy.
During an SSF of switch S1, only the lower free-wheeling diode of the faulty leg a

can conduct a positive iα current. As a result, the terminal voltage of phase a is
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clamped to vta = 0 if iα > 0 (cf., discussions in [36, 43, 53]). Due to this clamping,
only four of eight switching states can be realized. Moreover, states that cannot be
realized are turned into other states (cf., also [51]), as illustrated in Fig. 2.3. Due to the
replacement of non-realizable switching states, the realized α-component of the voltage
space vector during these states is 2

3vdc lower than its desired value. As a result, also
the α-component of the average voltage space vector (2.3) is generally significantly
lower than the desired value v∗α.
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Fig. 2.3: Terminal voltages during the space vector modulation if iα > 0 applies to the whole
switching period ts: (a) modulation of space vector vI and (b) modulation of space
vector vII of Fig. 2.4. v∗ta is the commanded terminal voltage of leg a. The digits of
the three-digit numbers indicate the terminal voltage in pu of the phases a, b and c,
respectively. 1 pu corresponds to vdc. Non-realizable switching states are indicated
in gray, with parentheses.

Fig. 2.4 shows the transformation of a desired average voltage space vector into the
average voltage space vector realized during space vector modulation. The transforma-
tion for sinusoidal pulse width modulation is similar and is discussed in Appendix A.
During healthy operation, the components of the average voltage space vector vα and
vβ are equal to the desired values v∗α and v∗β, see Figs. 2.4a) and b). However, during
an SSF of switch S1, vα is disturbed if iα > 0, whereas the orthogonal component
vβ remains unaffected, see Figs. 2.4c) and d). The desired average space vectors are
transformed into the negative α-region, and the realizable average space vectors are
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illustrated.
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restricted significantly due to the limited number of switching states that are realized
(Fig. 2.4c). The deviation (the difference of the realized and desired α-components of
Figs. 2.4a) and e)) depends on the position of the desired voltage space vector.
Fig. 2.4f) illustrates the slope δv∗

α

δvα
. If v∗β = 0, the realized α-component increases

steadily with increasing v∗α. However, it does so with half of the slope of the desired
value. This reduced slope occurs due to the replacement of the switching states 100
and 111 by the states 000 and 011, respectively, and the desired time in the state
111 is ts

2

(
1− |v∗

α|
2
3vdc

)
. If v∗β 6= 0, positions occur in which an increase of the desired α-

component does not affect the realized component vα (green areas in Fig. 2.4f)). This
happens due to the replacement of the switching states 110 and 101 by the states
010 and 001, respectively, and the constant time in the passive states 000 and 111 for
constant v∗β.

2.1.3 Fault Dynamics for iα > 0

When the voltage drop at the stator resistance Rs is neglected, the derivative of the
current space vector component iα is given by:

i̇α = 1
Ls

(
vα − ψ̇α

)
= 1
Ls

(vα + ϕ̇ΨPM sinϕ) . (2.5)

As per (2.5), the derivative i̇α depends on the difference of the α-component of the
voltage space vector vα and the α-component of the back EMF of the machine. When
the SSF of switch S1 occurs and iα > 0, the realized vα is immediately significantly lower
than desired, which leads to a rapid decrease of i̇α. The controllers try to counteract the
resulting current deviation by increasing the desired α-component of the voltage space
vector. This dynamic process can be approximately described by a disturbance transfer
function which models the time continuous counterpart of the disturbance loop. If the
controllers are designed as discussed in Section 2.2.2, the disturbance transfer function
is given by:

D(s) = Iα(s)
V dα(s) = s

s2Ls + (Rs +WG)s+ WGRs
Ls

, (2.6)

where V dα(s) is the disturbance voltage andG is the controller gain of the PI-controllers
(cf., (2.14)). Due to the fault, the increase of vα, which is forced by the controllers, is
disturbed. As per Fig. 2.4f), the slope of the realized α-component of the voltage space
vector with respect to its desired value is less than 1. This has the same effect as a
reduced controller gain and is considered in (2.6) by the weakening factor W = δv∗

α

δvα
.
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The weakening factor as well as controllers with a lower selected gain lead to a faster
decrease of i̇α. If W = 0, an increase of the desired α-component does not lead to an
increase of the realized component vα, and the controllers cannot influence the dynamic
process after the fault occurrence.
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�0.2
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�0.05

0
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i α
in

A

Fig. 2.5: Step response of the disturbance transfer function of the example case drive (W = 1
2)

for a step of the disturbance voltage Vdα from 0V to -1V.

Fig. 2.5 shows the step response of (2.6) with V dα(s) = v∗
α−vα
s

= −1
s
. In the state

iα > 0, the occurrence of an SSF of S1 leads to a rapid decrease of the current compo-
nent iα (cf., also simulations and experimental results in Section 2.3). The disturbance
voltage depends on the location of the voltage space vector when the fault occurs, as
can be seen from Fig. 2.4. The disturbance voltage decreases with decreasing v∗α, and
thus the disturbance voltage tends to be lowest during the generator operation at high
speed. The dynamic response of the current controllers to voltage disturbance is typi-
cally slower than the response to set point changes defined by (2.15). The weakening
factor additionally slows down the controller dynamics.
Due to the fact that the PI-controllers of the current control loop operate in the

rotor reference frame, and thus the disturbance voltage differs from a step, the actual
response may deviate with progressing time from Fig. 2.5. Nonetheless, it can be
assumed that the controllers are increasingly hampered. When the current component
iα reaches 0 after the fault occurrence, the conditions change as discussed in the next
sections.

2.1.4 Condition for iα > 0

If iα is negative, the space vector of the machine’s back EMF determines whether a
positive iα is established. For iα = 0 and the case that the switch S4 is off, the inverter
leg a shows a high resistance. The terminal voltage of the phase a is defined in this
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state by the α-component of the back EMF and the terminal voltages of the healthy
inverter legs (see derivation in Appendix B). In the case of a PMSM, the terminal
voltage of the phase a in this state is defined by:

vta = −3
2 ϕ̇ΨPM sinϕ+ 1

2(vtb + vtc). (2.7)

Starting from iα = 0, iα > 0 can only be reached if vta < 0. Since 1
2(vtb + vtc) ≥ 0

and ϕ̇ > 0, this is only possible if 0 < ϕ < π. A special case arises if the flux building
component of the current space vector id is id = 0 and the controller windup discussed
above has not occurred yet. In this case, the current space vector and the space vector
of the back EMF are in phase (motor operation) or show a phase shift of π (generator
operation). Thus, when the desired current space vector enters the faulty half-plane
during motor operation, the rotor angle is π ≤ ϕ ≤ 2π which prevents the state iα > 0.

2.1.5 Zero Crossing of iα

When the rotor angle is 0 < ϕ < π (which leads to ψ̇α < 0), the back EMF can
cause positive values of iα in the desired states 000 and 100. The current ripple and
the related changes between the states iα < 0, iα = 0, and iα > 0 prevent a closed
mathematical description of the zero crossing. Therefore, experiments at standstill of
the drive were performed for the investigation. The necessary negative α-component
of the back EMF is emulated by means of a DC voltage source in phase a. Fig. 2.6
shows the topology used for the experiments.
The experiments showed significantly decelerated current step responses. Fig. 2.7

illustrates the observed response for a step of the desired current i∗α. Already at stand-
still, without the rotor reference frame rotating, the controllers need significant time
to achieve a positive current component iα. In comparison, the step response time
constant of the current control loop of the example case drive during healthy operation
is 0.4ms.
Immediately after the step of the desired current, the measured current is still located

in the healthy half-plane, and it increases with the time constant of the healthy drive
(0.4ms). When the current iα reaches 0, i̇α is reduced significantly. During the zero
crossing in the experiment, the disturbance voltage does not occur abruptly; rather,
it increases steadily with the average value of iα. The current ripple leads to iα = 0
during a switching period, and the current remains zero if the switching state 111 is
desired. During this time, the terminal voltage is defined by (2.7). The time in the
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Fig. 2.6: Topology used for the zero crossing experiments including a DC voltage source in
phase a.

slow down due
to the disturbance voltage
transition

response in the
healthy half-plane

change primarily due to integral components

Fig. 2.7: Measured zero crossings of the current component iα at standstill of the drive at
different simulated back EMFs of the machine in α-direction and resulting current
ripples. The step of the desired current from -2A to 2A appears at t = 0 s.

state iα = 0 and the α-component of the voltage space vector both decrease with
increasing average iα. This leads to a smooth transition to the disturbed voltage space
vectors after the fault occurrence for iα > 0 shown in Section 2.1.2. The controllers
must increase the desired voltage to compensate the disturbance voltage which leads
to a significant slowdown of the current step response.

2.1.6 SCIM Drive Behavior

The analysis above was initially performed for a PMSM drive. In this section, the
similarity between PMSM and SCIM drives with regard to SSFs is discussed. The
current control loop of a flux-oriented SCIM drive is shown in Fig. 3.4. Simulated
trajectories of stator current space vector trajectories in the stator reference frame for
such a drive are illustrated in Fig. 2.8. Also in the case of an SCIM drive, the SSF

22



2.1 Behavior of AC-Drives during an SSF

−10 0 10

−5

0

5

10

15

20

i
sα in A

i s
β

in
 A

(a)

−20 −10 0 10 20

0

10

20

isα in A

i s
β

in
 A

(b)

−4 −2 0 2 4

−2

0

2

4

isα in A

i s
β

in
 A

(c)

0 1 2 3

�2

�1

0

1

esα in A

e
s
β

in
 A

(d)

Fig. 2.8: Simulated trajectories of the stator current space vector in the stator reference frame
before and after the SSF (S1) occurrence at different operating points of the SCIM
drive: (a) 1000 r/min and i∗sq = 7A, (b) 750 r/min and i∗sq = 7A, (c) 2000 r/min
and i∗sq = 2A, and (d) trajectory of the stator current control deviation space vector
after the fault occurrence of the operating point of case (c). The data of the example
case machine IM1 is summarized in Appendix G.

leads to a deviation between the desired and the realized voltage space vector. The
disturbed inverter voltages discussed in Section 2.1.2, as well as the condition for the
zero crossing discussed in Section 2.1.4 and Appendix B are also valid for an SCIM
drive, without any changes. Differences between the PMSM drive and the SCIM drive
can be observed inherently in the machine equations. The components of an SCIM’s
stator voltage space vector in the stator reference frame can be described as follows [85]:

vsα = Rsisα + Lσsi̇sα + ψ̇mα, (2.8)

vsβ = Rsisβ + Lσsi̇sβ + ψ̇mβ, (2.9)
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with the stator resistance Rs, the stator leakage inductance Lσs, and the derivatives
of the components of the magnetization flux linkage ψ̇mα and ψ̇mβ. The comparison
of (2.8) and (2.9) with the equations for the PMSM (2.1) and (2.2) shows a structural
similarity. However, the main difference lies in the back EMF generation which is
caused by the rotating permanent magnets in the case of the PMSM and by the flux
excited by the rotating stator and rotor current space vectors in the case of the SCIM.
The behavior of the rotor current’s space vector in the rotor reference frame can be
described by the following differential equation (cf., SCIM model in Section 3.1.3):

i̇
r
r = − Rr

Lσr + Lm
irr −

Lm

Lσr + Lm
i̇
r
s, (2.10)

where Rr is the rotor resistance, Lm is the magnetization inductance, Lσr is the rotor
leakage inductance, and irs is the stator current space vector in the rotor reference
frame. The magnetization flux linkage (3.7) is supported by the rotor currents in case
the stator current space vector in the rotor reference frame irs changes. The time of the
support is defined by the rotor time constant. Due to the support, the rotating SCIM
produces a considerable back EMF even if the stator currents are disturbed after the
occurrence of an SSF. Hence, the SCIM drive shows similar fault dynamics and zero
crossing behavior as a PMSM drive (cf., Sections 2.1.3 and 2.1.5).

2.2 Proposed Fast SSF Detection Method

2.2.1 Overview

Fig. 2.9 shows an overview of the proposed detection method. The findings from the
previous section are applied to monitor the impact on the current control deviation. In
the proposed method, the current control deviation space vector in the stator reference
frame es is monitored and used as a fault indicator. Immediately after the fault occurs,
the deviation increases, and the deviation space vector’s angle indicates the faulty
switch. If the trigger criterion is met, an additional voltage test is enabled to further
validate. This test increases the desired voltage depending on the deviation space
vector’s angle to counteract the said deviation, and to increase the level of confidence.
If the additional voltage vs

+ does not reduce the current control deviation as expected
under healthy conditions, a fault flag occurs. The method is designed to repeat the
additional voltage test if the trigger criterion for a full-leg open circuit fault (i.e., an
open circuit fault of both switches of the same leg) is satisfied, so as to detect this
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fault. The proposed method does not require additional sensors apart from the current
sensors which are already provided for the current control.
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Fig. 2.9: Signal flow diagram of the detection method.

2.2.2 Monitoring of the Current Control Deviation

In the context of a current controlled machine, the findings from the previous section are
applied to monitor the impact on the current control deviation space vector components
in the stator reference frame eα = (i∗α− iα) and eβ = (i∗β − iβ), where i∗α and i∗β are the
desired values. The disturbed voltage space vector and the reduced controller dynamics
after the fault occurrence rapidly increase the control deviation. Due to the fact, that
the disturbed component depends on the faulty switch, the control deviation space
vector’s angle indicates the faulty switch. Therefore, this space vector is monitored and
used as a fault indicator in the proposed method, as will be detailed in the following.

Current Control Deviation

The components of the current control deviation space vector in the stator reference
frame can be calculated from the current space vector components in the rotor reference
frame as follows (cf., also Appendix I):

eα = (i∗d − id) cosϕ− (i∗q − iq) sinϕ, (2.11)

eβ = (i∗d − id) sinϕ+ (i∗q − iq) cosϕ, (2.12)

where id and iq are the normalized direct and quadrature currents in the rotor reference
frame, i∗d and i∗q are the normalized desired direct and quadrature currents in the rotor
reference frame, and ϕ is the electrical rotor angle (direct axis). The angle of the space
vector ϑ = atan2(eβ, eα) is used as an indicator for the faulty switch immediately after
the fault occurs. The ideal angles are summarized in Table 2.1.
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Table 2.1: Ideal angles of the control deviation space vector in the stator reference frame.
faulty switch S1 S2 S3 S4 S5 S6

ϑi 0◦ 120◦ −120◦ 180◦ −60◦ 60◦

Sectors of Fault Occurrence

The control deviation space vector’s magnitude differs depending on the angle of the
current space vector at which the fault occurs. For the analysis, the trajectory of the
desired current is divided into four sectors, as shown in Fig. 2.10 for the example case
of an SSF of switch S1.

sector III 

 

sector  I

sector  II

α

β

sector  IV

i *

earliest point 

of fault 

disclosure 

�

S

Fig. 2.10: Current trajectory of the desired current space vector in the stator reference frame
and definition of the sectors for an SSF of S1.

• Sector I contains the first 30 ◦ of the circle, starting at the earliest point of fault
disclosure. In this sector, it is expected that iα does not enter the faulty half-
plane as discussed in Sections 2.1.4 and 2.1.5. Due to the fact that i∗α increases,
the deviation also increases continuously.

• If an SSF occurs in sector II, it is expected that the deviation is greater than
sin(30◦) = 0.5 pu immediately after the fault occurs, due to the rapid decrease of
i̇α as discussed in Section 2.1.3.
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• In sector III, it can be assumed that the deviation’s immediate increase is smaller
than sin(30◦) = 0.5 pu and that the deviation decreases rapidly due to the fact
that i∗α decreases.

• If an SSF occurs in sector IV, it is assumed that the fault does not cause a
deviation.

The detection method uses the angle γ = atan2(i∗β, i∗α) to determine the desired current
space vector’s location in the stator reference frame (see Fig. 2.10).

Trigger Criteria

The normalized control deviation must meet specific trigger criteria to enable the addi-
tional voltage test. 1 pu corresponds to the momentary magnitude of the current space
vector. The criteria in the simulations and experiments of the example case drive are
set as follows:

• In sector I, the magnitude of the deviation space vector es must be greater than
0.2 pu.

• In sector II, the magnitude of the deviation space vector must be greater than
0.4 pu.

• If the magnitude of es is greater than 0.2 pu in sector III, the additional voltage
test is not activated immediately due to the fact that the deviation decreases
autonomously and rapidly. The test is enabled in the following period in sector I.
(Note: In this case, the windup in the healthy half-plane is usually negligible and
does not interfere with the fault detection.)

• If the control deviation leaves the faulty half-plane in sector IV, the additional
voltage test is triggered once again in the direction of the faulty inverter legs
second switch, to confirm a full-leg open circuit fault.

To decrease the proposed detection method’s sensitivity towards noise, it is sug-
gested to observe the absolute values of the control deviation when the desired current
amplitude is lower than a specific value.
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Dynamic Response Model

The control deviation is calculated from the difference between the desired and the
measured currents. To ensure the detection method’s robustness with regard to rapid
set point changes, it is necessary to model the dynamic response of the drive’s current
control loop. A simple way to describe this response is possible in the common case
that the PI-controllers’ reset time tr for the stator current components id and iq is
chosen equal to the stator time constant, i.e.,:

tr = Ls

Rs
. (2.13)

The current control loop’s open loop transfer function is given by [85]:

O(s) = G
str + 1
str︸ ︷︷ ︸

PI-controller

1
Rs + sLs︸ ︷︷ ︸

plant

, (2.14)

where G is the controller gain. For tr = Ls
Rs
, the closed loop transfer function becomes

a low pass filter of order 1 (PT1 element):

C(s) = Id(s)
I∗d(s) =

Iq(s)
I∗q(s) = O(s)

1 +O(s) = 1
sLs
G

+ 1
. (2.15)

Eq. (2.15) shows that the drive’s dynamic response can be modeled by filtering the
desired currents i∗d and i∗q with PT1 elements with the time constant tPT1 = Ls

G
. For

the implementation in the the detection method, (2.15) is discretized by means of the
bilinear transform:

C(z) = z + 1
(1 + 2tPT1fd)z + 1− 2tPT1fd

, (2.16)

where fd is the sampling frequency. The dynamic response model can be applied to
the detection method by substituting the desired currents i∗d and i∗q with the modeled
currents ĩd and ĩq in (2.11) and (2.12). The signal flow diagram for this case is illustrated
in Fig. 2.11. Fig. 2.12 shows a measured step response of the investigated permanent
magnet drive and a step response of C(z) for a step of the current i∗q.

If the reset time is chosen differently (i.e., tr 6= Ls
Rs
), the drives dynamic response can

be described by a filter of higher order. However, if the desired currents change slowly,
it can be sufficient to use a low order filter or no filter at all. In the latter case, the
threshold values in the trigger criteria should be greater than the expected permanent
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Fig. 2.11: Detailed signal flow diagram of the detection method including the dynamic re-
sponse model.

~

Fig. 2.12: Measured step response: desired current i∗q, measured current iq, and modeled
current ĩq.

control deviation [86] in the case of a ramp e∞,1/s2 = Ls
G

∆i
∆t
∗, where ∆i

∆t
∗ is the maximum

slope of the desired current ramp.

2.2.3 Testing with an Additional Voltage

This test increases the desired voltage with the aim of eliminating the control deviation
within one switching period. The magnitude is chosen as a function of the machines’
inductance, the switching period of the inverter, and the control deviation space vector’s
components. In the common case that ϕ̇ΨPM is compensated and that the voltage drop
at Rs is negligible, the components of the additional voltage space vector that eliminates
the control deviation in the case of a healthy switch can be calculated from:

vα+ = Ls

ts
ef cosϑi, (2.17)

vβ+ = Ls

ts
ef sinϑi, (2.18)

where ts is the switching period, ϑi is the control deviation space vector’s ideal angle in
the stator reference frame given in Table 2.1, and ef is the control deviation’s component
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in the fault direction:
ef = eα cosϑi + eβ sinϑi. (2.19)

As discussed in Section 2.1.4, a zero crossing of the current space vector’s component
in fault direction is not expected when the back EMF space vector is suitably located.
Additionally, the realized component of the average voltage space vector in fault direc-
tion is less than or equal to 0.5 pu of its desired value. Based on this information, the
fault flag is chosen to occur, if the control deviation in fault direction is reduced to less
than 0.5 ef by the additional voltage. The additional voltage test can only be performed
in one period if the voltage reserve in fault direction is sufficient. The voltage reserve
is discussed below.

Relationship between Average and Sampled Currents

The phase currents are typically sampled at positions in the switching pattern, where
the currents’ momentary values are theoretically equal to the average values in the
considered switching period. Due to the fact that the state iα = 0 remains, the
switching pattern is no longer symmetrical at low currents, and the sampled currents
can deviate from the average currents as illustrated in Fig. 2.13. The sampled currents’
values after the additional voltage test depend both on the position at which the
currents are sampled and on the faulty switch. This can result in the situation that a
potential increase of the component iα due to the additional voltage test might not be
sampled (see iαs1 in Fig. 2.13). However, the fact that the actually decreased control
deviation is not sampled can be seen as an attribute of the fault, and it does not
interfere with the detection.

Voltage Reserve

The voltage reserve for the additional voltage test is defined by the DC-link voltage
vdc and the desired voltage space vector components. If the modulation index m ≤ 1,
the voltage reserve for testing an SSF of switch S1 can be calculated from:

vα,res = 2
3vdc −

1√
3
v∗β sign(v∗β)− v∗α. (2.20)

Fig. 2.14 shows the relationship between the voltage reserve on the position of the
desired voltage space vector in the stator reference frame. The voltage reserve decreases
with increasing v∗α, and thus the reserve tends to be lowest during motor operation at
high speed.
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Fig. 2.13: Simulation of sampled and average currents at low iα. The additional voltage test
is activated at t = 0.2ms with the goal to achieve iα = 3A. iαs1 and iαs2 are the
sampled currents in the middle of the switching states 111 and 000, respectively.
iα is the average value of iα in one switching period.
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2.3 Simulations and Experiments

2.3.1 Results PMSM

The setup consists of a three-phase surface PMSM (SM1 in Appendix G) connected to
an inverter module (a SEMIKRON SKiiP 2) and a speed controlled load and driving
machine (IM1 in Appendix G). The inverter operates with space vector modulation, a
DC-link voltage of 500V, and a switching frequency of 10 kHz. To simulate an SSF,
the gate signal to the upper switch of the inverter leg a (S1) is interrupted at the
beginning of a switching period during state 000. The desired direct current is set to
i∗d = 0. The control and the detection method are implemented in the experiments on
a digital signal processing system (dSPACE DS1005). Inputs of the signal processing
system are all three phase currents, the DC-link voltage, and the rotary encoder signal.
The phase currents are sampled in the middle of a switching period during state 111.
The current control loop of the example case drive is designed to achieve a fast dynamic
response during healthy operation. A Norma 5000 power analyzer measures the three
phase currents and the inverter output voltages. Note: An overview of the measurement
setups is provided in Appendix F.
Fig. 2.15 shows simulation results of an SSF (S1) occurring at different angles of the

current space vector. If the fault occurs in the healthy half-plane or at the beginning
of sector I, the control deviation space vector’s magnitude increases steadily. In the
faulty half-plane, the deviation may increase rapidly depending on the angle at which
the fault occurs in sector II. The initial angles ϑ of the control deviation space vector
deviate less than 10◦ from the ideal angles of the deviation in the stator reference frame
(0◦ cf., Table 2.1) in the simulated operating points.
Fig. 2.16 shows a simulation result for detecting an SSF (S1). The stator current

space vector is filtered by means of C(z). Therefore, the filtered control deviation is
small during the rapid set point change at t = −0.005 s, and the additional voltage test
is not triggered. However, the test is triggered after the fault occurrence at t = 0 s.
The angle of the control deviation ϑ = 3◦ is close to the ideal angle 0◦, and the desired
voltage in this direction is increased. The additional voltage does not decrease the
deviation as expected in the healthy condition, and a fault flag occurs eight switching
periods (0.8ms) after the fault occurrence.
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Fig. 2.15: Simulated trajectories of the current space vector in the stator reference frame
before and after the SSF (S1) and first four sampled control deviation space vectors
after the fault occurrence in the stator frame at different angles γ of the current
space vector and operating points of the PMSM drive: (a) and (b) 200 r/min and
i∗q = 2.5A, (c) and (d) 2000 r/min and i∗q = 10A. The circles in (a) and (c) indicate
the fault occurrence, whereas the rectangles indicate the fulfillment of the trigger
criterion. The current space vector is located in sector I for γ = −90◦ and in sector
II for γ = −45◦, 0◦ and 45◦ in case of an SSF of switch S1.
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v
S

Fig. 2.16: Simulated drive characteristics of the PMSM drive after a set point change of i∗q
from 5A to 8A at 2000 r/min and fault occurrence at γ = −90◦. 1: Current
in phase a, 2: magnitude of the control deviation space vector, 3: angle of the
control deviation space vector in the stator reference frame, 4: α-component of
the additional voltage space vector, 5: fault flag. The angle ϑ before the fault
occurrence is irrelevant.

34



2.3 Simulations and Experiments

Fig. 2.17 shows experimental results of an SSF (S1) occurring at different angles
of the current space vector. The experiments show the same characteristics as the
simulation results. If the fault occurs in the healthy half-plane, the deviation increases
steadily as soon as the desired current space vector enters the faulty half-plane. If
the fault occurs in the faulty half-plane, the deviation increases instantaneously. In
sector II, the step is greater than 0.5 pu and depends on the angle at which the fault
occurs. If the fault occurs at the end of sector II, the deviation decreases rapidly due
to the desired current’s reduction in the direction of the fault. In the experiments,
the initial deviation angles ϑ deviate less than 15◦ from the ideal angle in the stator
reference frame (0◦).
Fig. 2.18 shows experimental results for the detection of an SSF (S1) during steady

state and transient operation in the time domain. The control deviation increases
rapidly, and the angles of the control deviation ϑ are close to the ideal angle of 0◦

(7◦ and 4◦ in Figs. 2.18a) and b), respectively). When the trigger criteria are fulfilled,
the additional voltage test is enabled. The additional voltage does not decrease the
deviation as expected under healthy conditions and the fault flag occurs at eight switch-
ing periods (0.8ms) and seven switching periods (0.7ms) after the fault occurrence in
Figs. 2.18a) and b), respectively.
Fig. 2.19 illustrates experimental results which show the proposed detection method’s

performance during steady state and transient operation in the stator reference frame.
Fig. 2.19a) shows the fault occurrence in sector III and the activation of the additional
voltage test in sector I. Figs. 2.19b) and 2.19c) depicts the fault occurrence at the
same desired current magnitude and speed during motor and generator operation,
respectively, and the additional voltage test’s different effects. Figs. 2.19d)-f) show
the fault occurrence during transient operation during motor and generator operation,
respectively. In this case, the fault occurs on a trajectory defined by the current control
loop’s transient response and the machine’s rotational speed.
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Fig. 2.17: The PMSM drive’s measured current trajectories before and after the SSF (S1)
(a) and (d), sampled current control deviations after the fault occurrence in the
stator reference frame at different angles γ of the current space vector (b) and (e)
and measured phase currents (c) and (f). (a), (b) and (c) at 1000 r/min and i∗q =
5A and (d), (e) and (f) at 1000 r/min and i∗q = 10A. The circles in (a) and (d)
indicate the fault occurrence, whereas the rectangles indicate the fulfillment of the
trigger criterion. The current space vector is located in sector I for γ = −90◦ and
in sector II for γ = −45◦, 0◦ and 45◦ in case of an SSF of switch S1. The angles
in (c) and (f) are γ = 0◦ and γ = −90◦, respectively. At the 10A operating point,
the inverter was turned off directly after the moment the fault occurred to avoid
demagnetizing the example case machine.
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Fig. 2.18: Measured characteristics of the PMSM drive in the time domain at 2000 r/min
and i∗q = 2.5A (a) and set point step of i∗q from 5A to 2.5A at 1000 r/min (b).
1: Current in phase a, 2: magnitude of the control deviation space vector, 3: angle
of the control deviation space vector in the stator reference frame, 4: α-component
of the additional voltage space vector, 5: fault flag. The angles γ at the fault
occurrence in (a) and (b) are γ = 0◦. The angle ϑ before the fault occurrence is
irrelevant.
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Fig. 2.19: Measured trajectories of the current space vector from the PMSM drive in the sta-
tor reference frame before and after the SSF (S1): (a) 1000 r/min and i∗q = −2.5A,
(b) 2000 r/min and i∗q = 2.5A, (c) 2000 r/min and i∗q = −2.5A, (d) 1000 r/min
and step of i∗q from 5A to 2.5A, (e) 1000 r/min and step of i∗q from -2.5A to -5A
and (f) 1000 r/min and step of i∗q from 5A to 2.5A. The green circles indicate
the fault occurrence, the red squares the fulfillment of a trigger criterion and the
cyan diamonds the activation of the additional voltage test. The angles γ at the
fault occurrence, the corresponding sectors and the detection speeds (including
complementary validation) are as follows: (a) 70◦, sector III, 62 switching periods
(6.2ms), (b) 0◦, sector II, 6 switching periods (0.6ms), (c) 0◦, sector II, 6 switching
periods (0.6ms), (d) 0◦, sector II, 8 switching periods (0.8ms), (e) −60◦, sector I,
7 switching periods (0.7ms) and (f) 70◦, sector III, 85 switching periods (8.5ms).
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2.3.2 Results SCIM

The SCIM drive is operated with the same inverter parameters as the PMSM drive
above. To adapt the dynamic response model (Section 2.2.2) and the additional voltage
test (Section 2.2.3) to the dynamic of the current control loop of the SCIM drive, the
stator inductance Ls is replaced by the sum of the stator and rotor leakage inductance
of the SCIM.
Fig. 2.20 shows simulation results of an SSF (S1) occurring at different angles of the

current space vector. As in the case of the PMSM drive, the magnitude of the stator
current control deviation space vector increases rapidly, and the initial angle of this
space vector in the stator reference frame ϑ is close to the ideal angle of 0◦.
Fig. 2.21 shows simulation results for the detection of an SSF (S1) in the time domain.

The control deviation increases rapidly, and the angles of the control deviation ϑ are
close to the ideal angle of 0◦(4◦ and 5◦ in Figs. 2.21a) and b), respectively). When
the trigger criteria are fulfilled, the additional voltage test is enabled. The additional
voltage does not decrease the deviation as expected under healthy conditions, and the
fault flag occurs 13 switching periods (1.3ms) and 9 switching periods (0.9ms) after
the fault occurrence in Figs. 2.21a) and b), respectively. The set point change before
the fault occurrence in the latter figure does not increase the control deviation filtered
with the adapted dynamic response model for the SCIM drive, as desired.
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Fig. 2.20: Simulated trajectories of the stator current space vector in the stator reference
frame before and after the SSF (S1), and the first four sampled control deviations
after the fault occurrence in the stator frame at different angles γ of the current
space vector and operating points of the SCIM drive: (a) and (b) 500 r/min, i∗sd =
2.1A and i∗sq = 2A, (c) and (d) 2500 r/min, i∗sd = 2.1A and i∗sq = 7A. The circles
in (a) and (c) indicate the fault occurrence, whereas the rectangles indicate the
fulfillment of the trigger criterion. The current space vector is located in sector I
for γ = −90◦ and in sector II for γ = −45◦, 0◦ and 45◦ in case of an SSF of switch
S1.

40



2.3 Simulations and Experiments

(a)

(b)

Fig. 2.21: Simulated characteristics of the SCIM drive in the time domain at 1000 r/min,
i∗sd = 6.8A and i∗sq = -7A (a), and 2500 r/min, i∗sd = 2.1A and set point step
of i∗sq from 2A to 4A (b). 1: Current in phase a, 2: magnitude of the control
deviation space vector, 3: angle of the control deviation space vector in the stator
reference frame, 4: α-component of the additional voltage space vector, 5: fault
flag. The angles γ at the fault occurrence in (a) and (b) are γ = −90◦ and γ = 45◦,
respectively. The angle ϑ before the fault occurrence is irrelevant.
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2.4 Conclusion

This chapter discusses the behavior of flux-oriented current controlled PMSM and
SCIM drives during an SSF. Furthermore, it proposes a detection method for SSFs in
such drives. The method quickly detects the fault so as to prevent a possible demagne-
tization or the tripping of overcurrent protections. The proposed method’s detection
times in the order of 1ms are short when compared to the reported detection times of
many other methods [35]. More recently, methods with similarly short detection times
(less than 1ms) were proposed in [54, 55] (see also the discussion in Section 1.2). As
reported in [56–58], even faster detection speeds (≤ 10µs) are possible with additional
hardware in the gate driver. The proposed method does not require additional hard-
ware, however, it requires the knowledge of some drive parameters such as resistances
and inductances. Especially when the method is used in dynamic drives that feature
rapid changes of the controlled current space vector components, the dynamic current
response must also be considered. As with many other detection methods, it is assumed
that the fault is complete and not intermitting. If the occurrence of multiple IOCFs is
likely in a specific application, the method is to be further investigated for such faults.
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Chapter 3

Post-Fault Operation Strategy for
an SCIM Drive

This chapter proposes a new post-fault operation strategy for Single Switch inverter
open circuit Faults (SSFs). The strategy leads to a significant reduction of the power
losses and thus heat development within SCIM drives in comparison to the conventional
two-phase operation, which allows higher continuous torques during the post-fault op-
eration (see Chapter 8). Simulated and experimental results are provided to show the
performance of the proposed strategy.

3.1 Strategy for SSFs

Many post-fault operation strategies for IOCFs in three-phase drives based on a si-
nusoidal zero-sequence stator current have been proposed [69–71,73–78] (see also Sec-
tion 1.3). To obtain similar flux and torque with these conventional two-phase opera-
tion strategies, the phase currents in the two healthy phases have to be increased by
a factor of

√
3 during the post-fault operation. It was estimated, apparently based on

the increased local power losses in the stator phases, that with the proposed methods,
the maximum continuous torque is limited to 1√

3 ≈ 0.58pu in the case of a PMSM
drive [75,81] and to 1

3 ≈ 0.33 pu in the case of an SCIM drive [69].

This section proposes a new post-fault operation strategy that can be applied in the
special case of an SSF. The strategy enables an increase of the post-fault operation
torque in comparison to strategies that apply the conventional two-phase operation.
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Fig. 3.1: Three-phase induction machine drive with neutral inverter leg.

3.1.1 Topology and Desired Phase Currents

The proposed strategy is based on a four-leg inverter topology [73–78] and the appli-
cation of a zero-sequence stator current is0, as shown in Fig. 3.1. The strategy takes
advantage of the fact that during an SSF, one switch of the faulty inverter leg remains
controllable. If, for example, an SSF of switch S1 occurs, the output voltage of the
inverter leg a can be controlled via S4 when ia < 0. In contrast to the conventional
zero-sequence stator current based operation strategies, the proposed strategy switches
between two operation modes, depending on the angle γ of the reference stator cur-
rent space vector in the stator reference frame, as shown in Fig. 3.2. In the faulty
half-plane, two currents with a phase shift of 60 electrical degrees (and the resulting
zero-sequence stator current is0) are applied, while in the healthy half-plane, balanced
three-phase currents are applied, as illustrated in Fig. 3.3. In the latter mode, is0 and
the corresponding neutral current are zero. The proposed switched two-three-phase
operation significantly reduces the power losses and thus heat development compared
to conventional two-phase operation with a sinusoidal zero-sequence stator current (see
Section 3.3.2).

3.1.2 Current Control Loop

Fig. 3.4 shows the current control structure of a rotor flux-oriented SCIM drive. It
consists of standard PI-controllers for the direct and quadrature components of the
stator current space vector in the rotor flux-oriented reference frame, a rotor flux
observer, and a compensation for disturbance terms in the stator voltage equation.
The rotor position and speed are calculated from a rotary encoder signal.
For the application of the proposed post-fault operation strategy, this control struc-

ture is extended by the block “zero-sequence controller.” This block is enabled after the
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Fig. 3.2: Reference current space vector in the stator reference frame and regions of operation
for the proposed switched two-three-phase operation after an SSF of switch S1.
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Fig. 3.3: Desired phase currents (a) and the resulting zero-sequence stator current (b) for the
proposed switched two-three-phase operation in case of an SSF of switch S1.
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detection of an SSF of the faulty switch S. The activation signal of the block “enable”
and the signal of the faulty switch S are provided by a fault detection algorithm.
Fig. 3.5 shows the inner structure of the proposed zero-sequence controller. The angle

of the rotor flux space vector in the stator reference frame ζ is used for the transforma-
tion of the desired stator current space vector is∗ from the rotor flux-oriented into the
stator reference frame. The angle of is∗ in the stator reference frame γ = atan2(i∗sβ, i∗sα)
is used for the determination of the half-plane where this space vector is located. The
angle δ is subtracted from γ to consider the influence of the orientation of the half-
planes on the faulty switch S. The values of δ are summarized in Table 3.1.

Table 3.1: Transformation angles for the rotation of the reference frame.
faulty switch S S1 S2 S3 S4 S5 S6

δ 0 2π
3

4π
3 π −π

3
π
3
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When the space vector is located in the faulty half-plane, a PI-controller for the
zero-sequence stator current and the switches of the neutral inverter leg n are enabled
(enable leg n = 1). In the healthy half-plane, the current controller and the switches
of the neutral inverter leg n are disabled (enable leg n = 0). The negated signal
of enable leg n and the faulty switch S are also used in the inverter logic to enable
(enable leg n = 1) and disable (enable leg n = 0) the healthy switch of the faulty
inverter leg.

The zero-sequence stator current is0 is controlled by a PI-controller. The open loop
transfer function for the zero-sequence stator current is modeled by:

O(s) = G
str + 1
str︸ ︷︷ ︸

PI-controller

1
R0 + sL0︸ ︷︷ ︸

plant

, (3.1)

with the controller gain G and the plant from (3.15). The resetting time tr of the PI-
controller is chosen equal to the equivalent stator time constant of the zero-sequence
system:

tr = L0

R0
. (3.2)

Note: The parameters R0 and L0 are not necessarily constant and depend on the stator
frequency, speed and saturation level (cf., Sections 3.1.3, 3.2, and 4.3.2.) Furthermore,
causes other than a zero-sequence stator current can lead to zero-sequence voltages in
the control loop, such as saturation space harmonics (cf., Section 4.3.2), space harmon-
ics caused by the rotor magnetomotive force, and the inverter nonlinearity (dead time
and the voltage drops of the semiconductors). The use of a PI-controller to control
is0 was chosen over a model based compensation based on (3.14) or (3.15), due to its
ability to compensate some of the parameter deviations and disturbance voltages.

The output of the controller v∗s0 is solely injected via the voltage of the neutral
inverter leg n. To avoid a windup when the switches of the neutral leg n are disabled,
the integrator of the PI-controller is set to zero if enable leg n = 0. The desired zero-
sequence current i∗s0 in the faulty half-plane can be obtained on the condition that the
phase current of the faulty phase is zero [74], and it depends on the faulty inverter leg.
As discussed in [74], the desired zero-sequence stator current is i∗s0 = −isα, in case of
an open circuit fault in leg a. The desired current for the faults in the different inverter
legs can be calculated by means of δ, as shown in Fig. 3.5.
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3.1.3 Model of an SCIM during the Post-Fault Operations

The main system (fundamental wave) of the induction machine is modeled by using the
well-established relationships to describe the space vectors of the voltages, the currents,
and the flux linkages, all in the stator reference frame [87]:

vs
s = Rsi

s
s + ψ̇

s
s, (3.3)

0 = Rri
s
r + ψ̇

s
r − jφ̇ψ

s
r, (3.4)

ψs
s = Lσsi

s
s + ψs

m, (3.5)

ψs
r = Lσri

s
r + ψs

m, (3.6)

ψs
m = Lm(iss + isr), (3.7)

where vs
s is the stator voltage, iss is the stator current, isr is the rotor current, ψs

m, ψ
s
s and

ψs
r are the magnetization, stator and rotor flux linkage, respectively, Rs is the stator

resistance, Rr is the rotor resistance, Lm, Lσs and Lσr are the magnetization, stator
leakage and rotor leakage inductance, respectively, and φ is the electrical rotor angle.
When using a zero-sequence stator current, the zero-sequence system of the induction

machine must also be considered. It is assumed that due to the symmetry of the
three-phase winding, the zero-sequence system does not lead to a fundamental wave of
the stator magnetomotive force. However, it causes space harmonics, with the third
harmonic being the dominant one. The zero-sequence system is modeled in the stator
reference frame [J2]:

vs0 = Rs0is0 + ψ̇s0, (3.8)

0 = Rr3i
s
r3 + ψ̇

s
r3 − j3φ̇ψ

s
r3, (3.9)

ψs0 = Lσs0is0 + Re{ψs
m3}, (3.10)

ψs
r3 = Lσr3i

s
r3 + ψs

m3, (3.11)

ψs
m3 = Lm3(is0 + isr3), (3.12)

with the space vectors and parameters of the zero-sequence system: vs0 is the stator
voltage, is0 is the stator current, isr3 is the rotor current, ψs

m3, ψs0, and ψs
r3 are the

magnetization, stator and rotor flux linkage, respectively, Rs0 is the stator resistance,
Rr3 is the rotor resistance, and Lm3, Lσs3, and Lσr3 are the magnetization, stator leakage
and rotor leakage inductance, respectively.
The electromagnetic torque is calculated from the sum of the torque of the main
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system τf and the torque of the zero-sequence system τ0. For the example case that
the number of pole pairs is p = 1, the torque is calculated with:

τ = −3
2Im{ψ

s
mi

s
s}︸ ︷︷ ︸

τf

−9 Im{ψs
m3is0}︸ ︷︷ ︸

τ0

, (3.13)

where iss is the complex conjugate of iss. The voltage vs0 can be modeled by means of
(3.8) and (3.10):

vs0 = Rs0is0 + Lσs0i̇s0 + Re{ψ̇s
m3}. (3.14)

The authors of [73] suggested describing us0 by an RL network:

vs0 = R0is0 + L0i̇s0. (3.15)

In [73], the following estimations are proposed that will examined below: R0 = Rs

and L0 = Lσs.

3.2 Parameter Determination

The parameters of the example case machine (IM1 in Appendix G) used for the con-
troller design were determined by means of different experiments. An overview of the
measurement setups is provided in Appendix F. The parameters of the main system
were determined from standard tests (no-load, locked-rotor, and load test). The tests
for the determination of the parameters of the zero-sequence system were determined
from tests with series-connected windings. The power source in these tests was an ana-
log three-phase power amplifier. The stator resistance of the zero-sequence system Rs0

equals the phase resistance, and it was obtained by DC-measurements. The magneti-
zation characteristic of the zero-sequence system was determined by means of voltage
steps and the integration of the stator voltage (cf., also Section 4.3). Fig. 3.6a) shows
the magnetization flux linkages of the main system and the stator flux linkage of the
zero-sequence system as a function of the magnetizing current of the main system and
the zero-sequence magnetizing current, respectively.
For the determination of further zero-sequence system parameters and the investiga-

tion of the torque characteristics, the results from tests with a sinusoidal zero-sequence
stator voltage with a constant amplitude and frequency but variable rotational speed
were compared with the parametrized model. The tests showed a nonzero torque of
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the zero-sequence system of the example case machine and the domination of the third
space harmonic. Fig. 3.6b) shows measured torque-speed curves of the zero-sequence
system at a stator frequency of 5Hz and 10Hz and the modeled torque which was
computed by the second term of (3.13).
Fig. 3.7 illustrates the variability of the control loop parameters R0 and L0 in the

experiments. More constant values occur at higher relative speeds between the zero-
sequence space harmonics and the rotor, which is obtained at higher rotational speeds
in the experiments. However, in a rotor flux-oriented drive, such higher relative speeds
occur at lower rotational speeds than the experiments discussed here. This is caused
by the adaption of the stator frequency to the rotational speed, as illustrated in Ap-
pendixC. As is obvious from Fig. 3.7, the proposed equationsR0 = Rs and L0 = Lσs [73]
provide suitable estimates at higher speeds in the case of IM1.
In the test performed here, the main system and the zero-sequence system were in-

vestigated independently. As discussed in Section 4.3.2, the magnetization of these
systems changes due to saturation interaction when both systems are present simulta-
neously during the post-fault operations.
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Fig. 3.6: Magnetization flux linkages as a function of the magnetizing current of the main
system which was obtained by no-load tests and zero-sequence stator flux linkage as
a function of the zero-sequence magnetizing current (a). The latter was obtained by
means of voltage steps with series-connected windings. (b) shows the measured and
modeled torque of the zero-sequence system at a stator frequency of 5Hz and 10Hz
and a zero-sequence stator voltage of 15V and 17V, respectively. 1 pu corresponds
to the synchronous rotational speed of the main system (300 r/min and 600 r/min,
respectively).
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Fig. 3.7: Control loop parameters R0 and L0 with a sinusoidal zero-sequence voltage of 17V

and 10Hz. The parameters are normalized by the estimations proposed in [73].

3.3 Simulations and Experiments

The setup consists of a three-phase SCIM (IM1 in Appendix G) connected to an inverter
module (a SEMIKRON SKiiP 2) and a speed-controlled PMSM as a load (SM1 in
Appendix G). The inverter operates with symmetric sinusoidal pulse width modulation
with a third harmonic injection, a DC-link voltage of 500V and a switching frequency
of 10 kHz. In the experiments, the control is implemented on a digital signal processing
system (dSPACE DS1005). Inputs of the signal processing system are the three phase
currents, the DC-link voltage, and the rotary encoder signal. A Norma 5000 power
analyzer measures the three phase currents and the three phase voltages. The torque
is measured by an HBM T12 torque sensor. In order to simulate an SSF, the gate
signal to the upper switch of the first leg (S1) of the inverter is interrupted.
During the proposed post-fault operation, the pulse width of the healthy switch of

the faulty inverter leg is modulated as follows: If the reference current space vector is
located in the healthy half-plane, it is modulated in the same manner as during healthy
operation. Otherwise, if the space vector is located in the faulty half-plane, it is turned
off.
A similar distinction is made for the modulation of the pulse width of the neutral leg:

If the space vector is located in the faulty half-plane, it is modulated with sinusoidal
pulse width modulation. Otherwise, if the space vector is located in the healthy half-
plane, the switches of the neutral leg are turned off.
To extend the output voltage range, a third harmonic is added to the reference

signals of all four inverter legs. The output of the PI-controller for the zero-sequence
stator current is solely injected via the neutral inverter leg n.
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3.3.1 Performance of the Proposed Post-Fault Operation
Strategy

Figs. 3.8 - 3.10 show simulated and experimental results at different operating points
of the machine. In the simulation depicted in Fig. 3.8, an SSF of switch S1 occurs at
t = 1.088 s. At t = 1.137 s, the zero-sequence controller is enabled which reconfigures
the drive to the proposed post-fault operation strategy. After the reconfiguration, the
components of the stator current space vector in the stator reference frame isα and isβ
return to the desired trajectories. The neutral inverter leg n and the PI-controller for
the zero-sequence stator current are only activated when the reference stator current
space vector is located in the faulty half-plane. The activation enables the flow of the
zero-sequence stator current during that time. Figs. 3.9 and 3.10 depict experimental
results at 2400 r/min and 120 r/min in which the SSF occurs at t = 0.274 s and t = 0.1 s,
respectively. After the reconfiguration at t = 0.316 s and t = 0.4 s, respectively, a
rotating stator current space vector is achieved with the proposed strategy. In the
results, the reconfiguration of the drive to the post-fault operation was delayed to
show the characteristic current wave forms during an SSF. Faster reconfiguration can
be required especially during high load or low inertia operating conditions.

Fig. 3.8: Simulated currents at 2400 r/min and 6.5A with an SSF of switch S1 that occurs at
t = 1.088 s and the reconfiguration of the drive to the proposed post-fault operation
strategy at t = 1.137 s.
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Fig. 3.9: Experimental result at 2400 r/min and 7.5A obtained with IM1. The SSF of switch
S1 occurs at t = 0.274 s and the drive is reconfigured to the proposed post-fault
operation strategy at t = 0.316 s.

Fig. 3.10: Experimental result at 2400 r/min and 7.5A obtained with IM1. The SSF of switch
S1 occurs at t = 0.1 s and the drive is reconfigured to the proposed post-fault
operation strategy at t = 0.4 s.
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3.3.2 Analysis of the Power Losses

The power losses of IM1 are determined by means of electrical power and torque mea-
surements at different operating points of the test drive. For the comparison of the
losses, the drive is operated in the standard and two post-fault operation modes:

• three-phase operation (3ph)

• two-phase operation (2ph)

• switched two-three-phase operation (2/3ph)

Fig. 3.11 illustrates the current wave forms in these three operation modes. In
both the two-phase and the proposed switched two-three-phase operation mode, the
q-component of the stator current space vector isq is increased to obtain a similar
average torque in all three operation modes. Table 3.2 illustrates the rotational speed
and the torque at the operating points as well as the measured electrical power Pel,
the mechanical power Pmech, and the derived total losses Ploss. Furthermore, it shows
the per-unit total losses Ploss,pu with respect to the three-phase operation and the
calculated power losses in the stator winding PCu. These losses are calculated based
on the resistances of the stator phases measured immediately after measuring each
operating point and the RMS-values of the corresponding phase currents. From the
measurements, the following observations can be made:

• During the post-fault operations, the power losses increase significantly with re-
spect to the standard three-phase operation. During the two-phase operation
(2ph) the loss is approximately 1.70 - 1.90 pu (i.e., a factor of 1.7 - 1.9 greater
than during the three-phase operation), whereas during the proposed switched
two-three-phase operation (2/3ph), the ratio is significantly lower (approximately
1.35 - 1.45, i.e., a factor of 1.35 - 1.45 greater).

• During the post-fault operations, the stator winding losses significantly increase
because of increased RMS-values of the stator currents (see Fig. 3.11). However,
a comparison with the increase in the total losses shows that the increase of the
stator winding losses is only responsible for approximately 40% - 60% of the total
loss increase. This indicates, that other zero-sequence loss sources are present,
such as rotor winding losses or iron losses. The presence of such losses could also
be expected due to the non-zero torque of the zero-sequence system (see Section
3.2).
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Fig. 3.11: Measured phase currents and zero-sequence stator current during the three opera-
tion modes at 1500 r/min: (a) three-phase operation, (b) two-phase operation, and
(c) proposed switched two-three-phase operation.

Table 3.2: Measured power losses of IM1 during different operation modes.
Mode Speed Torque Pel Pmech Ploss Ploss,pu PCu

3ph 750 r/min 4.66Nm 495W 366W 129W 1.00 49W
2ph 750 r/min 4.68Nm 586W 368W 218W 1.68 104W
2/3ph 750 r/min 4.68Nm 541W 368W 173W 1.34 77W
3ph 750 r/min 9.67Nm 945W 759W 186W 1.00 82W
2ph 750 r/min 9.68Nm 1113W 760W 353W 1.90 181W
2/3ph 750 r/min 9.70Nm 1028W 762W 266W 1.42 130W
3ph 1500 r/min 4.61Nm 921W 724W 197W 1.00 51W
2ph 1500 r/min 4.61Nm 1056W 724W 332W 1.80 108W
2/3ph 1500 r/min 4.60Nm 989W 723W 266W 1.35 80W
3ph 1500 r/min 9.59Nm 1765W 1506W 259W 1.00 80W
2ph 1500 r/min 9.58Nm 1985W 1505W 480W 1.85 183W
2/3ph 1500 r/min 9.57Nm 1872W 1503W 369W 1.42 132W
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3.4 Conclusion

This chapter proposes a new post-fault operation strategy for SSFs in SCIM drives.
The experiments showed that both the conventional and the proposed post-fault strat-
egy basically allow the same torque to be produced as during the standard three-phase
operation. However, the experiments also showed increased power losses in the SCIM
with the post-fault operation strategies. These power losses are mainly of interest with
respect to the resulting heat. Energy savings are typically of secondary interest during
the post-fault operations. The resulting increased heat development limits the maxi-
mum continuous torque during the post-fault operations. With the proposed strategy,
the power losses are increased as compared to the three-phase operation; however, they
are reduced by approximately 50% when compared to conventional post-fault opera-
tion strategies with continuous two-phase operation. The proposed strategy thereby
increases the maximum continuous torque during the post-fault operation. The exper-
iments demonstrated that the operation strategies lead to significantly increased losses
not only with respect to the copper losses in the stator winding. Therefore, the space
harmonics of the zero-sequence system in the modeling of the fault-tolerant drive shall
be considered, too. Chapters 5 - 8 discuss the heat development, machine tempera-
tures, and maximum continuous torque during the post-fault operations, respectively,
with consideration of these harmonics. Chapter 9 discusses alternating torque com-
ponents occurring with the investigated post-fault operation strategies and proposes a
method to reduce these components.
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Chapter 4

MMF and Saturation Interaction
due to a Zero-Sequence Stator
Current
The application of a zero-sequence stator current leads to additional space harmonics
that cause additional torques and heat in SCIMs. The joint iron core and the field
strength dependent magnetic permeability of the iron lead to a saturation interaction
between space harmonics of the balanced three-phase system and the zero-sequence
system. In the context of post-fault operations based on zero-sequence stator currents,
this interaction affects the machine parameters and torque. This chapter discusses the
influence of the stator winding design on the space harmonics and exemplary studies
of the saturation interaction at two SCIMs. Furthermore, it discusses the effects of
the interaction in the context of the post-fault operations after an IOCF of a rotor
flux-oriented drive.

4.1 Discussion of the Stator Magnetomotive Force

The operation of a three-phase machine with an ordinary stator winding with a non-
zero zero-sequence stator current leads to additional space harmonics. These space
harmonics are part of the MagnetoMotive Force (MMF) of every individual stator
phase, and they are not canceled out. The consideration of these space harmonics in the
modeling and control of zero-sequence stator current operated three-phase squirrel cage
induction machines has been discussed previously in [73,89]. Fig. 4.1 shows the spectra
of the stator MMF in the case of a symmetrical three-phase full-pitch winding during
the standard three-phase and zero-sequence sator current based post-fault operations.
To obtain the same amplitude of the fundamental wave, the phase currents in the
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operation as shown in Fig. 1.7b) for one period of the stator currents.

two healthy phases are increased by a factor of
√

3 during the post-fault operations.
The additional space harmonics introduced by the zero-sequence stator current have
the order ν = 3(2µ − 1), µ ∈ N, where the third space harmonic is the largest. The
spectrum in Fig. 4.1 is calculated for the point in time when is0 reaches its maximum.
Fig. 4.2 illustrates the amplitude and the phase of the fundamental wave as well as
the third harmonic of the stator MMF for one period of the stator currents during the
two-phase operation. The fundamental wave rotates 360 electrical degrees. However,
the sinusoidal wave form of the zero-sequence stator current causes a pulsation of the
stator MMF’s third harmonic.
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4.1 Discussion of the Stator Magnetomotive Force

The amplitudes of the space harmonics caused by the zero-sequence stator cur-
rent and the related zero-sequence magnetization inductance (see Section 4.2 below)
strongly depend on the type of stator winding. Fig. 4.1 shows the MMF spectrum for
a winding with one slot per pole and phase. The zero-sequence space harmonics and
inductance can be reduced by the same techniques as typically applied for the reduc-
tion of the fifth, seventh, eleventh and thirteenth space harmonic, e.g., by means of an
increase in the number of stator slots per pole and phase and/or by short-pitching. The
zero-sequence stator current’s effects on the heat developed in the machine and torque
depend on the related space harmonics. These space harmonics can be neglected dur-
ing the standard three-phase operation as they cancel out. They are, on the contrary,
a central element for the modeling of the magnetization behavior during the post-fault
operations.
The basic theory of the winding design on the MMF space harmonics is discussed

in [99, 100, 103]. [89] addresses the winding factors and the unsaturated zero-sequence
magnetization inductance for a full-pitch winding. The results of [89, 99, 100, 103] are
reviewed and expanded below for the context of the calculation and the analysis of the
influence of the winding design of zero-sequence stator current operated three-phase
machine drives.

4.1.1 Analytic Calculation of the MMF Space Harmonics

The instantaneous amplitude of the MMF harmonic with the order ν of a stator coil
is given by [103]:

Θ̂ν,ph = 2Ni
π

ξν
ν
, (4.1)

where N is the number of turns, i is the instantaneous value of the coil current, and ξν
is the winding factor. The winding factor depends on the order of the harmonic, the
number of slots per pole and phase, as well as the pitch. It can be calculated from the
product of the group factor ξgr and the pitching factor ξp [99, 100,103]:

ξν =
sin (qν αs

2 )
q sin (ν αs

2 )︸ ︷︷ ︸
ξgr

sin
(
ν
Wc

Wp

π

2

)
︸ ︷︷ ︸

ξp

, (4.2)

where q is the number of slots per pole and phase, αs is the displacement angle of
the slots, Wc is the coil width, and Wp is the pole pitch. The space vectors of the
MMF-harmonics can be calculated by the vectorial addition of the phase MMFs. In
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the case of a symmetrical three-phase winding, the MMF space vector of the harmonic
ν can be calculated from:

Θν = Θ̂ν,pha + Θ̂ν,phbe
j 2π

3 ν + Θ̂ν,phce
j 4π

3 , (4.3)

where the amplitudes of the MMFs of the three phases Θ̂ν,pha, Θ̂ν,phb, Θ̂ν,phc can be
calculated by means of (4.1) with the corresponding phase currents. For the balanced
three-phase operation, the following phase currents apply:

ia = Î cos(γ), (4.4)

ib = Î cos(γ − 2π/3), (4.5)

ic = Î cos(γ − 4π/3), (4.6)

whereas, for the continuous two-phase operation, assuming the current amplitude to
be constant and the example case of a fault in phase a, the following phase currents
apply (cf., also [69]):

ia = 0, (4.7)

ib = Î cos(γ − 5π/6), (4.8)

ic = Î cos(γ − 7π/6), (4.9)

where Î is the amplitude of the phase currents and γ is the instantaneous current angle.
The instantaneous amplitude of the MMF with the order ν can be calculated from the
absolute value of the complex space vector:

Θ̂ν = |Θν |. (4.10)

By combining (4.1), (4.3), (4.4), (4.5), (4.6), and (4.10), it can be shown that during
the three-phase operation, the amplitude of the MMF of the fundamental wave and the
occurring space harmonics (fifth, seventh, eleventh, thirteenth,...) are independent of
the current angle γ, and the relative amplitude can be calculated from (cf., also [100]):

Θ̂ν

Θ̂1
= ξν
νξ1

ν = 1, 5, 7, 11, 13, ... (4.11)

During two-phase operation, the amplitudes of the fundamental wave and the space
harmonics in (4.11) are lower by a factor of

√
3 during the three-phase operation with

the same current amplitude Î, as can be shown by combining (4.1), (4.3), (4.7), (4.8),
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(4.9) and (4.10). However, since both the fundamental wave and the space harmonics
are affected, (4.11) can also be applied for the two-phase operation.
Space harmonics that are multiples of three are canceled out during the three-phase

operation (cf., [89, 100, 103]), and their amplitudes are zero. However, the uneven
of these space harmonics are non-zero when the machine is operated with a zero-
sequence stator current (cf., [89, 103]). By combining (4.1), (4.3), (4.7), (4.8), (4.9),
and (4.10) it can be shown that during the two-phase operation, the MMF space
vectors related to the zero-sequence stator current (third, ninth, fifteenth,...) only
have a real component, and they pulsate with cos(γ), as illustrated in Fig. 4.2 for
the third harmonic. Furthermore, the ratio for the amplitudes of these harmonics due
to a zero-sequence stator current doubles when compared to the ratio for the other
harmonics (4.11):

Θ̂ν

Θ̂1
= 2 ξν

νξ1
ν = 3, 9, 15, ... (4.12)

Since the switched two-three-phase operation applies three-phase and two-phase op-
eration for half a period, the relative amplitudes above also apply for this operation
mode in the corresponding half-planes (cf., Section 3.1.1).

4.1.2 Discussion of Amplitude Reduction Possibilities

Figs. 4.3 and 4.4 illustrate the influence of the number of slots per pole and phase and
the influence of pitching on the space harmonic amplitudes, respectively. The relative
amplitudes were calculated by means of (4.11) and (4.12), respectively. The results
have been validated by means of high resolution numerical conductor models that apply
Ampere’s law and the discrete Fourier transform. The results show that especially the
third space harmonic has a high amplitude when compared to the other harmonics.
For a full-pitch winding, the amplitude of the third space harmonic quickly converges
from 0.66 pu (one slot per pole and phase) to 0.44 pu (infinite number of slots per pole
and phase), as illustrated in Fig. 4.3. Further reduction can be achieved by pitching
the stator winding, as illustrated in Fig. 4.4. A special case occurs with a pitching by
2/3. For such a winding, the third harmonic is zero (cf., [89, 100]). However, such a
winding leads to poorly exploited machines, since the fundamental wave is also reduced
significantly (down to 0.866 pu when compared to a full-pitch winding). Therefore, in
the context of the design and selection of a machine for a fault-tolerant drive, again,
a compromise between a good machine exploitation and low parasitic effects of zero-
sequence system related harmonics is desirable.
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4.2 Zero-Sequence Magnetization Inductance

The space harmonics of (4.11) with the dominant fundamental wave are associated
with the main system, whereas the space harmonics of (4.12) with the dominant third
harmonic are associated with the zero-sequence system. [89] discusses a method for
the calculation of the unsaturated ratio between the zero-sequence magnetization in-
ductance and the main magnetization inductance based on the winding factors of the
third harmonic and the fundamental wave. As shown in [89], for a full-pitch winding
with an infinite number of slots per pole and phase, the magnetization inductance of
the zero-sequence system for such a winding is approximately 0.1 pu of the magne-
tization inductance of the main system. Further special ratios can be calculated by
applying the method from [89] on a full-pitch winding with one slot per pole and phase
(approximately 0.2 pu) or on a winding pitched by 2/3 (0 pu).
Two three-phase squirrel cage induction machines are used as example case machines

including experimental analysis (IM1 and IM2 in Appendix G). IM1 has a single layer
full-pitch winding with six slots per pole and phase, IM2 has a dual layer winding with
three slots per pole and phase and a pitching by 7/9. The corresponding MMF har-
monics are indicated in Figs. 4.3 and 4.4. The measurements of the magnetic circuits
discussed in the next section allow to calculate the ratios of the unsaturated magne-
tization inductances of the zero-sequence system and the unsaturated magnetization
inductances of the main system. The measured ratio for IM1 is approximately 0.09 pu
which is close to the ideal value (0.1 pu). The measured ratio for IM2 is approximately
0.035 pu which is consistent with the reduced space harmonic amplitudes due to the
pitching. The ideal value for IM2 calculated based on the method described in [89]
is 0.03 pu. These values are valid for the unsaturated case. However, as will be dis-
cussed in the next section, a saturation interaction between the main system and the
zero-sequence system occurs that significantly affects the magnetization behavior.

4.3 Identification of the Saturation Interaction

4.3.1 Methodology

Due to the magnetization dependent permeability of the magnetic circuit, the flux
distribution and the corresponding magnetizing currents do not linearly depend on
each other. To analyze the magnetic circuit and the interaction between the main
and the zero-sequence systems, experiments with IM1 and IM2 were performed. In
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these experiments, stepped DC currents were applied with an analog three-phase power
amplifier during the machines’ standstill (see Fig. 4.5.) The measurement circuit is
illustrated in Appendix F, Fig. F.4.
Different combinations of the magnetization currents of the main system Im and

zero-sequence system Im3 were chosen to excite these systems and to determine the
saturation interaction of these systems. The phase flux linkages ~Ψabc were calculated
by integrating the stator phase voltages ~vabc while taking into consideration the voltage
drop at the stator resistances:

~Ψabc =
∫ t1

t0
(~vabc −Rabc~iabc)dt, (4.13)

where Rabc is the diagonal matrix of the stator resistances. The integration intervall
[t0 t1] was chosen from a point in time starting shortly before the current steps (t0)
until the integrated flux linkages remain constant after the current steps (t1). Thereby,
the SCIM’s rotor currents are quasi zero at t1, and the magnetizing currents of the main
and zero-sequence systems equate to the corresponding stator currents. The circuit was
demagnetized after the steps by applying a low frequency and slowly decreasing stator
current space vector.
The integrated phase flux linkages were transformed into the stator flux linkage space

vector Ψs
s (see Clarke Transformation in Appendix I) and the zero-sequence stator flux

linkage Ψs0. The latter can be calculated analogously to the zero-sequence stator
current (1). The magnitudes of the magnetization flux linkages of the main system
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Fig. 4.5: Measured phase current wave forms (a) and phase voltage wave forms (b) both
for |iss| = 6.8A and is0 = 0A as well as |iss| = 6.8A and is0 = −5A during the
experiments with stepped DC currents with IM1.
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Ψm and the zero-sequence system Ψm3 were calculated by subtracting the estimated
stator leakage flux linkages. They were computed by means of leakage inductances
that were determined by use of locked-rotor tests and load tests with series-connected
stator windings, respectively (cf., Section 3.2).
The measurements with IM2 were performed by means of measurement coils (referred

to as Flux Linkage Measurement Systems, FLMSs, see Appendix H.3). The coils are
aligned to determine the α-component as well as the usually inaccessible β-component
of the zero-sequence flux linkage. The application of the coils has the further advantage,
that the voltage drop at the Ohmic resistance does not affect the flux linkage integration
(~iabc in (4.13) is zero).

4.3.2 Results

Figs. 4.6 and 4.7 show the measured magnetizing currents as a function of the magne-
tization flux linkages of the main and zero-sequence systems for IM1. The results show
a significant saturation interaction between the main and the zero-sequence system.
At non-zero zero-sequence flux linkage, the magnetizing current of the main system
increases, due to saturation. Similarly, at non-zero magnetization flux linkage of the
main system, the magnetizing current of the zero-sequence system increases, due to sat-
uration. The main system’s magnetization flux linkage’s influence on the zero-sequence
magnetizing current is significantly higher than the influence of the zero-sequence mag-
netization flux linkage on the magnetizing current of the main system. The magnetic
circuit of IM2 exhibits the same behavior. The description of the relations between the
magnetization flux linkages and magnetizing currents and the corresponding saturation
interaction for both machines IM1 and IM2 and a comparison with the measurement
results are provided in the following Section 4.4.
The results in Figs. 4.6 and 4.7 are obtained for a constant position of the main

system’s magnetizing current space vector in the stator reference frame. As shown in
Fig. 4.8, the zero-sequence system’s flux linkage of IM1 also depends on the angle of this
current space vector. Such an angle dependent flux linkage can be caused by saturation
space harmonics introduced by the main system currents. In contrast to the harmonics
introduced by the zero-sequence magnetizing current, saturation space harmonics are
excited by the balanced three-phase currents and occur due to a varying saturation
of the parts of the magnetic circuit [100]. Note that during the experiments, a zero-
sequence flux linkage was observed even when the zero-sequence magnetizing current
was zero, which can be explained by such saturation space harmonics. The maximum
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Fig. 4.6: Magnetizing current of the main system as a function of the magnetization flux link-
ages of the main and the zero-sequence systems of IM1. The measured data points
are indicated with red stars. The visualized magnetization surface is calculated from
(4.14), (4.15), and (4.16).

Fig. 4.7: Magnetizing current of the zero-sequence system as a function of the magnetiza-
tion flux linkages of the zero-sequence and main systems of IM1. The measured
data points are indicated with red stars. The visualized magnetization surface is
calculated from (4.17), (4.18), and (4.19).
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Fig. 4.8: Relationship between the zero-sequence system’s stator flux linkage and the angle
of the current space vector during the stepped DC experiments with IM1.

values of this flux linkage in the experiments were 0.005Vs (IM1) and 0.015Vs (IM2)
and thereby lower than the zero-sequence flux linkages introduced by the zero-sequence
magnetizing current.
Further investigations regarding the relationship between the angle of the magnetiz-

ing current space vector and the zero-sequence flux linkage were performed with IM2.
Fig. 4.9a) shows the relationship when is0 = 0A. The 90 degrees phase shift between
the α- and β-components obtained with the FLMSs and the three periods of the flux
linkages for one electrical rotation of the magnetizing current space vector indicate the
presence of a third saturation space harmonic. Fig. 4.9b) shows the relationship during
the additional presence of a zero-sequence magnetizing current. This current shifts the
α-component by a (more or less) constant value, whereas the β-component remains
almost unchanged. This is also illustrated by the integration of the flux linkages of
the second part of the two successively conducted experiments in Fig. 4.9c). Such a
behavior indicates a minor coupling between the zero-sequence flux linkage introduced
by the zero-sequence magnetizing current and the angle of the magnetizing current
space vector. The proposed modeling of the saturation interaction discussed in the
following section neglects the dependence of zero-sequence flux linkage on the angle
of the current space vector and focuses on the relationships between the average flux
linkages and currents.
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4.4 Saturation Interaction Model
To consider the saturation interaction during the post-fault operations of the example
case machines in simulations, the measured data points are approximated by means of
modeled surfaces. Figs. 4.6 and 4.7 also show these modeled surfaces of the magnetizing
currents of the main and the zero-sequence systems for IM1. They are calculated by
the empirical approach discussed below.
The unaffected magnetizing current of the main system (at Ψm3 = 0) is approximated

by the monotonously increasing function

Imu = c1Ψm + c2(ec3Ψm − 1), (4.14)

where c1, c2, and c3 are positive and constant fitting parameters. The magnetizing
current in the presence of a zero-sequence system is modeled by

Im = Imuw. (4.15)

The dimensionless weighting factor w is calculated as

w = 1 + cw1Ψm(Ψ2
m3 − 2Ψm3Ψc3) + cw2Ψm3(Ψm −Ψc)2, (4.16)

where cw1, cw2, Ψc, and Ψc3 are constant fitting parameters. The value of w is 1 for
Ψm3 = 0 and it increases with Ψm3.
The unaffected magnetizing current of the zero-sequence system (at Ψm = 0) is

modeled by
Im3u = d1Ψm3 + d2Ψ2

m3, (4.17)

where d1 and d2 are constant fitting parameters. The magnetizing zero-sequence current
in the presence of a main system is modeled by

Im3 = Im3uw0. (4.18)

The dimensionless weighting factor for the zero-sequence system w0 is calculated from

w0 = 1 + dw1Ψdw2
m , (4.19)

where dw1, dw2 are constant fitting parameters. The value of w0 is 1 for Ψm = 0, and
it increases with Ψm.
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Fig. 4.10 illustrates the measured and modeled magnetizing currents as a function
of the flux linkages for IM1 and IM2. The main system’s magnetization flux linkage’s
influence on the zero-sequence magnetizing current is significantly higher than the
influence of the zero-sequence magnetization flux linkage. This also applies to the
maxima of w and w0 in the investigated regions. The maximum of w is approximately
1.35 for both machines, whereas the maximum of w0 is greater than 2 for both machines.

0 0.2 0.4 0.6 0.8 1
0

2

4

6

8  = 3.0A

= 4.5A

= 6.0A

= 6.8A

0 0.05 0.1
0

2

4

6

8

 = 2.2A

= 3.5A

= 5.0A

= 6.8A

I m3

I
  

  
 i

n
 A

m
3

I
  

  
in

 A
m

 in Vsm3

in Vsm

(a)

(b)

0 0.2 0.4 0.6 0.8 1

I
  

  
 i

n
 A

m
3

I
  

  
in

 A
m

in Vsm

in Vsm3

0

2

4

6

8

10
 = 2A

= 4A

= 6A

= 8A

0 0.02 0.04 0.06 0.08
0

2

4

6

8

10

= 2A

= 4A

= 6A

= 8A

I m3

I m

(c)

(d)

Fig. 4.10: Measured and modeled magnetizing currents as a function of the flux linkages for
IM1 (a)-(b) and IM2 (c)-(d). The top figures show the main system with the pa-
rameter of the zeros-sequence magnetizing current. The bottom figures illustrate
the zero-sequence system with the parameter of the main system magnetizing cur-
rent. The stars indicate the measured data points, whereas the circles are the
results obtained from the saturation interaction model.
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Since the magnetization flux linkages are calculated by means of estimated leak-
age inductances, uncertainties of these inductances affect the calculated magnetization
surfaces. Such uncertainties mainly affect the zero-sequence flux linkages, since the
leakage and magnetization inductance of the zero-sequence system are in a similar
range. Furthermore, Fig. 4.10 shows the intrinsic uncertainty of the description of the
saturation interaction of the zero-sequence system by the simple equation of (4.19).

4.5 Discussion of the Saturation Interaction’s
Effects

During the post-fault operations, the stator MMF and the rotor MMF contribute to
the machine’s magnetization. Therefore, the magnetization state depends also on the
stator frequency and speed. To investigate the magnetization states, simulations for a
rotor flux-oriented drive during the standard three-phase operation and the two-phase
operation were performed. The simulation model is based on the space vector model
and the control structure discussed in Sections 3.1.2 and 3.1.3. The space vector model
was extended by the saturation interaction model.
Fig. 4.11 illustrates trajectories of the main and zero-sequence systems on the magne-

tization surfaces during the steady state post-fault operation. The region of operation
highly depends on the desired rotor flux linkage since it is linked with the main system’s
magnetization flux linkage. As discussed in Section 4.1, the sinusoidal zero-sequence
stator current causes pulsations of the space harmonics that are related to the zero-
sequence system. This leads to a continuous pulsation of the zero-sequence flux linkage.
Since the flux linkage of the main system depends on the zero-sequence flux linkage,
this also changes parameters of the main system. The pulsation reduces with increasing
rotational speed.
Fig. 4.12 shows simulated inductances and torques for different speeds. The satu-

ration interaction leads to a deviation from the unaffected value of the magnetization
inductance of the main system. This leads to a deviation in the torque during start-
up if the rotor flux observer is parametrized with the unaffected values. This is also
illustrated by the simulation and experimental results provided in Fig. 4.13. Appar-
ently, the reduction and the pulsation of the torque are associated with the torque of
the main system, since it is assumed that the zero-sequence system cannot produce
torque at standstill. Additional experimental results presented in Fig. 4.14 illustrate a
pulsation and a reduction of the average value of the stator flux linkage space vector
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(a) (b)

Fig. 4.11: Computed trajectories at different operating points on the surface of the main
system’s magnetizing current, and the magnetization flux linkages both of the main
and zero-sequence systems (a) and on the surface of the magnetizing current of the
zero-sequence system, and the main and zero-sequence system’s magnetization flux
linkages (b). The desired rotor flux linkages, torques, and rotational speeds are as
follows: 1Vs, 5Nm and 100 r/min (I), 1Vs, 5Nm and 1000 r/min (II), 0.5Vs, 5Nm
and 100 r/min (III), 0.5Vs, 5Nm and 1000 r/min (IV).

when a sinusoidal zero-sequence flux linkage is present.
The torque of the zero-sequence system comprises a steady component and alter-

nating components (cf., Chapter 9). These torque components of the zero-sequence
system are significant at low speed due to the low relative speed between the space
harmonics of the zero-sequence system and the rotor (cf., Appendix C) as well as the
corresponding comparatively high magnetizing currents of the zero-sequence system in
this region. Fig. 4.11 shows the dependence of the corresponding inductance Lm3 on
the main system’s flux level. Thereby, the torque is influenced by the desired rotor
flux linkage. The method for the reduction of the alternating torques discussed in
Chapter 9 applies the saturated magnetization inductance of the zero-sequence system
to achieve a good performance in the low speed region.
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(a)

(b)

Fig. 4.12: Simulation results at different speeds. The desired rotor flux linkage and desired
torque of the main system are as follows: (a) 1Vs and 5Nm, (b) 0.5Vs and 5Nm.
1: Magnetization inductance of the main system, 2: magnetization inductance of
the zero-sequence system, 3: torque of the main system, 4: torque of the zero-
sequence system. The results show unaffected values during the three-phase oper-
ation and the average (mean), maximum (max), and minimum value (min) in one
stator current period during the steady state operation post-fault.
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Fig. 4.13: Experimental (a) and simulation (b) results for the average torque at the standstill
of IM1 during the three-phase operation (unaffected), and the two-phase operation
for two different desired rotor flux linkages. The magnitude of the stator current
space vector and the rotor frequency are the same for both operation modes. Dur-
ing the post-fault operation, the torque is reduced. The measurement setup is the
same as in described in Section 3.3.
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Fig. 4.14: Magnitude of the stator flux linkage space vector and zero-sequence stator flux
linkage during AC experiments with IM1 at standstill: (a) |iss| = 6.8A and fs =
0.1Hz, (b) |iss| = 6.8A and fs = 0.4Hz. The dashed lines show the flux linkages
without the presence of a zero-sequence stator current. The solid lines show the
flux linkages during the two-phase operation which leads to is0 = −isα. The mean
values of the measured torque with and without the presence of a zero-sequence
stator current are 2.52Nm and 2.39Nm in (a) and 6.33Nm and 5.86Nm in (b),
respectively. The measured alternating torque components at 2fs are 0.05Nm in
(a) and 0.1Nm in (b). The measurement setup is the same as in described in
Section 4.3.1.
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4.6 Conclusion

The operation of a three-phase machine with an ordinary stator winding with a zero-
sequence stator current leads to additional space harmonics. These space harmonics
are part of the MMF of every individual stator phase, and they are not canceled out if
the machine is operated with a zero-sequence stator current. The amplitudes of these
space harmonics depend on the design of the stator winding.
During the post-fault operations, both, a symmetrical three-phase system stator

current and a zero-sequence stator current are applied. Due to the field strength
dependent magnetic permeability of the joint magnetic circuit, a saturation interaction
between the flux introduced by the three-phase system stator current (the main system
flux linkage with the dominant fundamental wave) and the flux introduced by the
zero-sequence stator current (the zero-sequence flux linkage with the dominant third
harmonic). The flux linkage of both systems is reduced if a magnetizing current of the
other system is present which causes pulsations and changes the average inductance
when both systems are present during the post-fault operations with a rotor flux-
oriented SCIM drive. The effects of the interaction, which mainly occur in the low speed
region, are illustrated with simulations based on a proposed saturation interaction
model and experimental results in the context of a rotor flux-oriented drive.
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Chapter 5

Power Losses in an SCIM during
the Post-Fault Operations

During the post-fault operations with a zero-sequence stator current, the power losses
and heat generation are increased in comparison to the standard three-phase operation.
This is because of the increased RMS-values of the phase currents in the healthy phases
and the space harmonics related to the zero-sequence system. This chapter discusses
a steady state approach for the calculation of the power losses during the post-fault
operations, including the symmetrical components used for the description of the fun-
damental and space harmonics related to the zero-sequence system (Section 5.1), the
power loss calculation (Section 5.2), and the parameter studies for two example case
machines (Section 5.3). The resulting loss models are applied in Chapter 8 for the
calculation of the continuous torque during the post-fault operations.

5.1 Symmetrical Components

The method of the Symmetrical Components is well established for the analysis of un-
balanced electric multiphase systems [88,89]. In contrast to the Clarke Transformation
(cf., Appendix I), the method is applied to steady-state time vectors in order to trans-
form an asymmetrical system into a set of symmetrical systems [89]. For a three-phase
system, the complex time vectors of the phase quantities Qa, Qb, and Qc (this set of
vectors represents the RMS-values and mutual phase shifts for one frequency) can be
transformed into the complex symmetrical components (of phase a) as follows [89]:
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Qs1
Qs2
Qs0

 = 1
3


1 a a2

1 a2 a

1 1 1


︸ ︷︷ ︸

F


Qa
Qb
Qc

 , (5.1)

where a = ej
2π
3 , Qs1 is the positive-sequence component, Qs2 is the negative-sequence

component, and Qs0 is the zero-sequence component.

5.1.1 Components of the Stator Currents

For the description of the different operation modes, the time vectors of the phase
currents are transformed by means of (5.1) into the symmetrical components. For a
balanced three-phase operation, the symmetrical components of the stator currents
are: 

Is1,3ph

Is2,3ph

Is0,3ph

 = F


I

Ie−j
2π
3

Ie−j
4π
3

 =


I

0
0

 , (5.2)

where I is the RMS-value of the phase currents. In this case, only a positive-sequence
component of the stator currents is present. For the two-phase post-fault operation
with two phase currents with a phase shift of 60 electrical degrees, the symmetrical
components of the stator currents are:


Is1,2ph

Is2,2ph

Is0,2ph

 = F


0

Iej
π
6

Ie−j
π
6

 =


1√
3Ie

jπ

0
1√
3Ie

j0

 . (5.3)

The comparison of (5.2) and (5.3) shows that if two phase currents with a phase
shift of 60 degrees with the same value of I are applied, the magnitude of the positive-
sequence component is lower by a factor of

√
3 (see also Section 1.3 and the discussion in

Section 4.1.1 in the context of the fundamental wave of the stator MMF.) Additionally,
(5.3) shows the occurring zero-sequence component during the two-phase operation
that has the same magnitude as the positive-sequence component (a similar result is
derived for the relationship between the amplitude of the zero-sequence stator current
and the magnitude of the stator current space vector, see Section 3.1.2 and [74]). The
negative-sequence component of the stator currents is not present in both operation
modes and is therefore neglected in the further discussion.
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Fig. 5.1: Equivalent circuits of a SCIM’s positive-sequence system (a) and zero-sequence sys-
tem (b), based on [90,91] and [89], respectively.

5.1.2 Equivalent Circuits of the Positive- and the
Zero-Sequence System

The positive-sequence component of the stator currents represents a symmetrical three-
phase system rotating in the positive direction of rotation with the stator frequency fs.
It leads to a dominating fundamental wave of the MMF, and its effects can be modeled
by the standard single-phase equivalent circuit of an SCIM [90,91], see Fig. 5.1a). The
stator impedance of the positive-sequence system is given by:

Zs1 = V s1
Is1

= Rs + jXσs +
jXmRFe
jXm+RFe

(jXσr + Rr
s

)
jXmRFe
jXm+RFe

+ jXσr + Rr
s

, (5.4)

where V s1 is the positive-sequence voltage, Rs is the stator resistance, Rr is the rotor
resistance, RFe is the iron loss resistance, Xm is the magnetization reactance, Xσs is
the stator leakage reactance, Xσr is the rotor leakage reactance, and s is the slip.

The zero-sequence component of the stator currents represents a sinusoidal current
with the stator frequency fs flowing in all three stator phases with the same amplitude
and phase. It causes sinusoidally pulsating space harmonics of the stator MMF with
the third space harmonic being the dominant one. This harmonic can be split into
a third space harmonic rotating with 1

3fs (positive direction of rotation), and a third
space harmonic rotating with −1

3fs (negative direction of rotation), cf., [89]. The effects
of these third space harmonics can be modeled with the equivalent circuit [89] shown in
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Fig. 5.1b). The stator impedance of the zero-sequence system can be calculated from:

Zs0 = V s0
Is0

= Rs + jXσs0 +
j 1

2Xm0(jXσr0p + Rr0p
3s−2)

j 1
2Xm0 + jXσr0p + Rr0p

3s−2

+
j 1

2Xm0(jXσr0n + Rr0n
4−3s)

j 1
2Xm0 + jXσr0n + Rr0n

4−3s
,

(5.5)

where V s0 is the zero-sequence voltage, Xm0 is the zero-sequence magnetization re-
actance, Xσs0 is the zero-sequence stator leakage reactance, Rr0p and Xσr0p are the
zero-sequence rotor resistance and leakage reactance for the third space harmonic ro-
tating in the positive direction of rotation, respectively, and Rr0n and Xσr0n are the
zero-sequence rotor resistance and leakage reactance for the third harmonic rotating
in the negative direction of rotation, respectively.
In the context of the thermal calculation and with the consideration of different

operating points, the mapping of the electromagnetic power losses on equivalent circuits
is beneficial and was previously applied to the three-phase operation in [133–138]. The
following sections discuss the power losses including the losses during the post-fault
operations.

5.2 Power Losses

Methods for the determination and the separation of the power losses of rotating electric
machines are summarized in [90–93]. The total power losses can be determined directly
by measuring the machine’s input and output power. For the standard operation,
special tests for the separation of the total losses are proposed. The power losses of
inverter driven SCIMs are typically separated into the following losses [90–93]:

• Stator winding losses

• Rotor winding losses

• Iron losses

• Friction and windage losses

• Additional load losses

• Additional high frequency losses
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The modeling and determination of these losses, also with regard to the post-fault
operations are discussed below in further detail.

5.2.1 Winding Losses

The equivalent circuit based determination of the I2R-losses in the windings is based
on the determination of the corresponding resistances. They can be determined by
a combined evaluation of different tests (cf., [90–92] DC-test, no-load test, load or
locked-rotor test.) For the calculation and comparison of the winding losses during the
different operation modes, the losses are described as a function of the symmetrical
components of the stator currents.

Three-Phase and Two-Phase Operation

The copper losses in the stator phases a, b, and c can be calculated from:

PCu,a

PCu,b

PCu,c

 = Rs


|Ia|2

|Ib|2

|Ic|2

 . (5.6)

The total copper losses in the stator winding are given by:

PCu = Rs(|Ia|2 + |Ib|2 + |Ic|2) = 3Rs(|Is1|2 + |Is0|2). (5.7)

The total losses in the rotor cage are given by:

PAl = 3Rr|Ir1|2 + 3Rr0p|Ir0p|2 + 3Rr0n|Ir0n|2. (5.8)

The positive-sequence rotor current can be calculated from (cf., Fig 5.1a):

Ir1 =
−jqFeXm

j(qFeXm +Xσr) + Rr
s

Is1, (5.9)

with the complex iron loss factor:

qFe = 1− jXm

RFe + jXm
. (5.10)
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The rotor currents of the zero-sequence system for the third harmonic rotating in the
positive and negative direction of rotation can be calculated from (cf., Fig 5.1b):

Ir0p =
−j 1

2Xm0

j(1
2Xm0 +Xσr0p) + Rr0p

3s−2
Is0, (5.11)

Ir0n =
−j 1

2Xm0

j(1
2Xm0 +Xσr0n) + Rr0n

4−3s
Is0. (5.12)

If the phase currents in the healthy phases are increased by a factor of
√

3 during the
two-phase post-fault operation to obtain the same positive-sequence current and the
influence of the temperature is neglected, the losses in the healthy phases increase by a
factor of 3, whereas the total copper losses increase by a factor of 2, as can be derived
from (5.2), (5.3), (5.6), and (5.7). The occurring zero-sequence system additionally
leads to an increase of the losses in the rotor winding, as can be obtained from (5.8),
(5.9), (5.11), and (5.12). (Note: All three stator phases of the machine are well. For
simplicity, the terms “healthy phase” and “faulty phase” are also used to illustrate the
power losses and temperatures of the machine phases connected to the healthy and
faulty inverter leg during the post-fault operations of the drive.)

Switched Two-Three-Phase Operation

The phase currents during the switched two-three-phase operation lead to a rotat-
ing fundamental wave. Therefore, the positive-sequence system can be considered in
analogy to the other operation modes with the corresponding currents Is1 and Ir1 in
(5.7), (5.8), and (5.9). However, the sinusoidal half wave of the zero-sequence stator
current during the switched two-three-phase operation consists of various harmonic
components, as shown in Fig. 5.2.
The harmonic composition of the zero-sequence stator current prevents the direct

application of the equivalent circuit for the zero-sequence system shown in Fig. 5.1b).
Each component of the zero-sequence stator current leads to a dominating third space
harmonic pulsating with the frequency of the component. The DC-component leads
to a stationary third space harmonic and each third space harmonic introduced by the
other components can be divided into two waves rotating into the positive and negative
direction with ±1

3f/fs of the speed of the fundamental wave. The analogous extension
of the equivalent circuit theory would imply that each component be considered (or
at least the dominating ones) with an equivalent circuit analog to the circuit shown
in Fig. 5.1b). The dependences of the rotor impedances on the slips s (and the reac-
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Fig. 5.2: Fourier spectrum of the zero-sequence stator current during the switched two-three-
phase operation that comprises of a DC-component, a component at the stator
frequency fs and components that occur at even multiples of fs. 1 pu corresponds to
the extreme value of is0 during the switched two-three-phase operation (cf., Fig. 3.3).

tances) in these circuits would have to be adapted according to the frequency of the
component. However, in this work, a different approach was implemented that evades
the application of multiple equivalent circuits of the zero-sequence system, and derives
the losses from the results for the three-phase and two-phase operation.

From the RMS-values of the ideal stator current wave forms during the switched
two-three-phase operation (Fig. 3.3) the total copper losses in the stator winding can
be derived:

PCu = PCu,a + PCu,b + PCu,c = 1
tf

∫ tf/2

0

[√
2|Is1| sin

(2π
tf
t
)]2

dtRa

+ 1
tf

∫ tf/2

0

[√
2|Is1| sin

(2π
tf
t− 2π

3

)]2
dtRb

+ 1
tf

∫ tf

tf/2

[√
3
√

2|Is1| sin
(2π
tf
t− π

6

)]2
dtRb

+ 1
tf

∫ tf/2

0

[√
2|Is1| sin

(2π
tf
t− 4π

3

)]2
dtRc

+ 1
tf

∫ tf

tf/2

[√
3
√

2|Is1| sin
(2π
tf
t+ π

6

)]2
dtRc,

(5.13)

where tf is the fundamental period and Ra, Rb, and Rc are the phase resistances. By
using the substitution [94]:

sin(x)2 = 1
2 −

1
2 cos(2x), (5.14)
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the general form of the integrals in (5.13) can be calculated:

1
tf

∫ t0+tf/2

t0

[
c sin

(2π
tf
t+ φ0

)]2
dt = c2

tf

∫ t0+tf/2

t0

[1
2 −

1
2 cos

(4π
tf
t+ 2φ0

)]
dt =

= c2

tf

[1
2t−

tf
8π sin

(4π
tf
t+ 2φ0

)]t0+tf/2

t0

= c2

4 . (5.15)

Using the result of (5.15) and assuming the phase resistances equalRs = Ra = Rb = Rc

allows the total stator winding losses to be calculated from:

PCu = 2
4Ra|Is1|2︸ ︷︷ ︸

PCu,a

+
(2

4 + 6
4

)
Rb|Is1|2︸ ︷︷ ︸

PCu,b

+
(2

4 + 6
4

)
Rc|Is1|2︸ ︷︷ ︸

PCu,c

= 4.5Rs|Is1|2, (5.16)

which equals the average value of the total stator winding losses during the three-phase
operation 3Rs|Is1|2 and the two-phase operation 6Rs|Is1|2. (5.16) reveals that the total
stator winding losses are increased by a factor of 1.5 when compared to the losses during
the three-phase operation. Furthermore, the local losses in the faulty phase PCu,a and
healthy phases PCu,b= PCu,c during the switched two-three-phase operation are 1

9 and
4
9 of the total losses, respectively. Hence, for the same positive-sequence stator current,
the local losses in the healthy phases are increased by a factor of 2 when compared to
the three-phase operation.

The rotor winding losses during the switched two-three-phase operation are approxi-
mated by assuming an ideal coupling of the harmonic components of the zero-sequence
stator currents (Fig. 5.2) and the corresponding rotor currents Ir0p,ν = Ir0n,ν = −Is,ν .
In such a case, the magnetization reactance is assumed infinite when compared to the
rotor impedance for all harmonic components. The assumption above allows the rotor
winding losses to be estimated from the sum of the squares of the RMS-values of the
harmonic components:

PAl = 3Rr0p

∞∑
ν=0
|Ir0p,ν |2 + 3Rr0n

∞∑
ν=0
|Ir0n,ν |2 ≈ 3(Rr0n +Rr0p)

∞∑
ν=0
|Is0,ν |2. (5.17)

The evaluation of the right-hand side for switched two-three-phase operation (harmonic
components of Fig. 5.2) and the two-phase operation (one component at ν = f/fs = 1
with an amplitude of 1 pu) yields zero-sequence rotor winding losses of 50% during the
switched two-three-phase operation when compared to the two-phase operation. This
result can be applied to estimate the rotor winding losses during the switched two-three-
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phase operation from the average value of the losses during two-phase and three-phase
operation (5.8). For the calculation of (5.11) and (5.12), the zero-sequence stator
current is chosen equal to the two-phase operation with the same positive-sequence
current.
The influence of the temperature was neglected here, however, it is discussed in the

following section.

Influence of the Temperature

The influence of the temperature on the winding resistances has not yet been consid-
ered. During the measurements, it is inherently taken into consideration, especially by
waiting for the thermal steady-state (cf., [90–92] 2K/hour-criterion). From a modeling
point of view, the influence of the temperature dependence can be considered by the
linearization of the specific resistance with respect to the temperature change of the
conductor material [101]:

r(T ) = rref[1 + αref(T − Tref)], (5.18)

where rref is the specific resistance and αref is the linear temperature coefficient, both at
the reference temperature Tref. This linearization is typically assumed to be sufficiently
accurate in the temperature range within the electric machines are operated. The choice
Tref = 0◦C and the transition to the winding resistance yields [95]:

R(Tc) = R0◦C[1 + α0◦CTc], (5.19)

where R0◦C is the electric resistance and α0◦C is the linear temperature coefficient
both at 0◦C, respectively, and Tc is the Celsius temperature. In [95] α0◦C is specified
as 1

235
1
K for copper and 1

225
1
K for aluminum. The application of (5.19) allows the

consideration of the influence of the temperature on the resistances in (5.7), (5.8) and
(5.16) by means of a temperature feedback from a temperature model, see Sections 7.3
and 8.2. The feedback from the model that separately considers the stator phases
can be used to include the influence of a temperature asymmetry on the stator phase
resistances. However, since the ideal current and copper losses in phase a are zero
during the two-phase operation and PCu,a is a minor proportion of the total copper
losses in (5.16) during the switched two-three-phase operation, Rs in (5.7) and (5.16)
can be approximated by the phase resistances of the healthy phases.
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5.2.2 Iron Losses

Iron losses correspond to the power converted into heat flow due to the alternation of
the magnetic field in magnetic permeable materials. The iron loss density per volume
is defined as the enclosed area of the close B-H-hysteresis curve per fundamental period
tf [96]:

pFe = 1
tf

∮
HdB, (5.20)

where H is the magnetic field strength and B is the magnetic flux density. The loss
density increases with flux density and frequency. Several models for the calculation
and the separation of the iron loss density have been proposed [96–98]:

pFe = usf
osfB̂osB , (Steinmetz) (5.21)

pFe = uhfB̂
2 + uef

2B̂2, (Jordan) (5.22)

pFe = uhfB̂
oh + uef

2B̂2 + uaf
1.5B̂1.5, (Bertotti) (5.23)

where B̂ is the amplitude of the flux density, f is the frequency, us is the coefficient
as well as osf and osB are the exponents of the Steinmetz equation, oh is the hysteresis
loss coefficient, ue is the eddy current loss coefficient, oh is the hysteresis loss exponent,
and ua is the anomalous loss coefficient (also referred to as excess loss coefficient).
Such models can be parameterized by means of manufacturer data and applied to
the iron loss calculation from the results of electromagnetic finite element analyses.
Also, the analytic iron loss calculation approaches in classic electric machine design
handbooks [99–103] appear to be inspired by (5.21)-(5.23) or similar models. They
apply a segmentation of the magnetic circuit and the calculation of the total iron
losses from the sum of the local iron losses of the segment:

PFe,l = pFe,lMl =uh,adduh,ref

(
f

fref

)(
B̂

B̂ref

)2

+ ue,addue,ref

(
f

fref

)2 (
B̂

B̂ref

)2Ml,
(5.24)

where pFe,l is the iron loss density of the segment (here, per mass), Ml is the mass
of the segment, uh,ref and ue,ref are the hysteresis and eddy current loss per mass
provided from the steel sheet manufacturer at the reference point defined by fref and
B̂ref (e.g., 50Hz or 60Hz and 1.5T). The models (5.21)-(5.23) assume a sinusoidal
alternating flux density. The transition from a loss density to the losses in (5.24)
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implies the assumption of a homogeneous material and a homogeneous flux density
distribution in the considered segment. Since these assumptions are only partially
valid with the material parameters and the flux distribution in an electric machine,
supplementary factors such as uh,add and ue,add are applied to take the loss increase
due to harmonics, rotational fields, material degradation caused by the manufacturing,
and additional effects such as surface losses and losses caused by tooth pulsations into
account [99–103].

The iron losses of the equivalent circuit in Fig. 5.1a) can be calculated from:

PFe = 3(2πfsΨm)2

RFe
. (5.25)

Hence, in the context of the calculation of different operating points, a description of
the iron loss resistance as a function of the other parameters, the iron losses PFe, the
stator frequency fs and the magnetization flux linkage Ψm:

RFe = RFe(PFe, fs,Ψm) (5.26)

would be beneficial. The standard [95] provides a procedure for the determination
of the total iron losses of SCIMs that can be obtained from no-load tests. The iron
losses are determined as a function of the flux linkage and calculated by subtracting
the stator winding, friction and windage losses from the input power. Assuming that
the total magnetic circuit of the machine follows (5.22) and is mainly a function of the
magnetization flux linkage (or at least can be approximated by the following equation):

PFe = uh,tfsΨ̂2
m + ue,tf

2
s Ψ̂2

m, (5.27)

with the constants uh,t and ue,t, leads to a simple and convenient description of the
iron loss resistance:

RFe = 6π2

uh,t
fs

+ ue,t
. (5.28)

The iron losses than can be calculated from:

PFe = 3RFe

∣∣∣∣∣(qFe − 1)(jXrσ + Rr
s

)
j(qFeXm +Xrσ) + Rr

s

Is1

∣∣∣∣∣
2

. (5.29)
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5.2.3 Friction and Windage Losses

These losses comprise the losses due to the fluid and bearing friction as well as the
power for a potentially mounted fan. The first two losses are discussed below.

Fluid Friction

The fluid friction in the air gap depends on the properties of the fluid, the geometry of
the air gap and the rotational speed. A great contribution for the study of the kinetics
and the heat transfer of a fluid between rotating concentric cylinders was performed by
G. I. Taylor [104–107]. At low speed, the rotation leads to a laminar flow of the fluid.
In this region, it can be assumed that the fluid friction is proportional to the square
of the rotational velocity [106, 108]. However, it was observed that at a certain speed,
vortices occur, that increase the fluid friction (and also the heat transfer between the
cylinders cf., Section 6.3.4). If the inner cylinder rotates, and the ratio between the gap
length and the radius is small, the critical speed can be calculated from the following
instability criterion [104,106]:

π4ν2

ω2rl3g
≤ 0.0571, (5.30)

or in a different form with the Taylor number [166]:

Ta =
ω2rl3g
ν2 ≥ 1706, (5.31)

where ω is the angular frequency, r is the radius of the inner cylinder, lg is the gap
length, and ν is the kinematic viscosity of the liquid. Many publications use the square
root of (5.31) for the definition of Ta. The frictional power can be calculated from [108]:

Pw = πCddr
4ω3l, (5.32)

where Cd is the skin friction coefficient and d is the density of the fluid. As discussed in
[108–110] the coefficient Cd for the turbulent flow can be calculated from the Reynolds
number:

Re = ωrlgd

η
. (5.33)

where η is the dynamic viscosity. The proposed relationship between the Reynolds
number and the skin friction coefficient from [108] is shown in Fig. 5.3a).
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Bearing Friction

The calculation of the friction of mechanical bearings is complex. The friction depends
on many aspects such as the type and dimensions of the bearing, the properties of the
lubricant, the load, and the speed. The paragraph below briefly summarizes a model for
the calculation of the bearing friction published by the Swedish bearing manufacturer
SKF [111]:

The frictional power of a grease lubricated bearing is modeled by [111]:

Pfr = τfrω = (τrr + τsl + τseal)ω, (5.34)

where τrr is the rolling frictional torque, τsl is the sliding frictional torque, and τseal is
the frictional torque of the seals. The rolling frictional torque models the shearing, and
the starvation of the lubricant as well as the effect of loads. It is calculated from [111]:

τrr = cishcrscrr(νn)0.6, (5.35)

where cish is the inlet shear heating reduction factor, crs is the kinematic replenish-
ment/starvation reduction factor, crr is a load variable, ν is the kinematic viscosity of
the base oil of the grease, and n is the rotational speed. The factors cish and crs de-
pend on the lubricant and dimensions and both decrease with the speed and viscosity.
The variable crr depends on the bearing type and diameter and increases with both
the axial and radial forces. The sliding frictional torque models the contact between
asperities [111]:

τsl = cslcsll, (5.36)

where csl is the sliding friction coefficient, and csll is a load variable. csl depends on
the bearing type and diameter as well as the lubricant and decreases with the speed
and viscosity. The variable csl depends on the bearing type and diameter and increases
with both the axial and radial forces. The frictional torque due to seals τseal is assumed
to be a constant value depending on the seal type and the bearing type and size. It
has been stated in [111], that τsl may exceed the other torque components in (5.34).
Fig. 5.3b) qualitatively illustrates the torque of a grease lubricated roller bearing as a
function of speed.
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Fig. 5.3: (a) Skin friction coefficient as a function of the the Reynolds number [108], and (b)
qualitative progression of the friction torque of a grease lubricated roller bearing as
a function of speed, based on [112].

5.2.4 Additional Load Losses

The additional losses of SCIMs can be defined as losses caused by permanence vari-
ations, harmonics of the MMF and leakage fluxes [101, 103, 113–115]. Some of these
losses occur during no-load and they are measured during no-load tests [115], e.g., sur-
face and tooth pulsation losses introduced by the magnetization flux as well as rotor
losses introduced by rotor tooth pulsations and stator MMF harmonics are considered
to occur at no-load [101, 115]. Furthermore, some of the additional losses are load
dependent. Especially the leakage flux related additional losses and the losses due to
harmonics of the stator MMF are considered to increase with the load and therefore
to contribute to the additional load losses [101,113–115].

In [90], a method for the determination of additional load losses by means of a
combined evaluation of no-load and load tests is proposed. The additional load losses
are determined by subtracting the mechanical power and expected winding losses (both
from the load tests) as well as the iron, friction, and windage losses (all from the no-
load tests) from the input power during the load tests [90]. This difference, called
the residual losses, is evaluated over the second power of the torque. The linear part
of this residual loss curve is defined as the additional load losses. [90] also provides
estimated values for additional load losses if load tests cannot be performed (e.g., no
torque measuring device is available). The estimated values for the additional load
losses in the nominal point are 2.5 % of the input power for machines < 1 kW, and they
decrease logarithmically to 0.5 % of the input power for machines > 10000 kW. The
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5.3 Loss and Parameter Studies

uncertainty of using these values is classified as medium to high; however, the values
are given as the upper limit of the investigation results of a large number of induction
machines [90].

5.2.5 Additional High Frequency Losses

Additional high frequency losses occur due to the high frequency components in the
inverter output voltages [93, 96, 116–118]. These components lead to high frequency
currents that cause increased stator and rotor winding losses [93, 116, 117] and poten-
tially also to increased iron losses [96]. The losses can be determined by a comparison
of investigations with both a sinusoidal and inverter voltage supply [93]. The losses
depend on the modulation index and the switching frequency [96, 116]. The influence
of the load dependence is considered negligible [93]. In [116, 117], equivalent circuits
for the determination of the high frequency winding losses are proposed. Due to the
high relative speed between the high frequency traveling fundamental waves and the
rotor, the slip is approximately 1 which allows to neglect the magnetization inductance
(considered infinite) as compared to the low rotor impedance [116].

5.3 Loss and Parameter Studies

An initial investigation of the stator winding losses and the total losses during the
different operation modes was performed with the example case machine IM1 when
the performance of the proposed switched two-three-phase operation mode was inves-
tigated (cf., Section 3.3.2). It illustrated the increased stator winding losses due to
the zero-sequence stator current and further power losses that are attributed to the
zero-sequence system.

This present section further investigates the power losses with two additional example
case induction machines IM3 and IM2. These machines have a different nominal power
and stator winding design: 5.5 kW and single layer winding versus 3.7 kW and dual
layer winding, respectively (see Appendix G for more detailed information on and an
overview of the involved machines). Numerical results with IM3 and experimental
results with IM2 are compared to results obtained from analytic power loss models
discussed in Sections 5.1 and 5.2.
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5.3.1 Investigations with IM3

The investigations with IM3 were performed with a 2D-finite element model. These
investigations included the power losses and the rotor currents during the different
operation modes and the determination of the parameters of the equivalent circuits
of the positive-sequence and the zero-sequence system (cf., Section 5.1.2). All Finite
Element Analysis (FEA) calculations were performed until steady state was reached.
The stator resistance Rs was calculated from the thermal conductivity, the cross sec-

tion, and the length of the wires. The other parameters of the positive-sequence system
were determined by standard tests in the FEA with balanced three-phase currents ap-
plied. The parameters Lσs, Lσr, and Rr were determined by locked-rotor tests. The
magnetization inductance Lm was determined as a function of the magnetizing current
by no-load tests (Fig. 5.4a). The iron losses were determined by the post-processing of
loss calculations obtained from the no-load tests at different stator frequencies. The
iron losses and the approximations by means of (5.27) are shown in Fig. 5.4b).
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Fig. 5.4: Simulated results from the no-load tests with IM3: (a) magnetization inductance
as a function of the magnetizing current, and (b) iron losses as a function of the
magnetization flux linkage at different stator frequencies as well as approximations
by means of (5.27).

The space harmonics of the zero-sequence system cause harmonic rotor currents
during the post-fault operations. Fig. 5.5a) shows the occurring time harmonics in
the Fourier spectra of a bar current at a load operating point during the three-phase-
operation (3ph), the two-phase operation (2ph) and the switched two-three-phase op-
eration (2/3ph). The occurring time harmonics are assigned to different orders and
directions of rotation of the space harmonics. Furthermore, the frequencies of the ex-
citing zero-sequence stator current components during the switched two-three-phase
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Fig. 5.5: (a) Spectrum of the rotor bar current of IM3 during different operation modes, (b)
current density in the rotor bars visualized using JMAG® [178]. The labels of the
harmonics in (a) indicate the following: The first number indicates the order of the
involved space harmonic, the letter indicates the direction of rotation of this space
harmonic (P: positive, N: negative, S: static), and the second number indicates
the frequency of the exciting zero-sequence stator current (0: f = 0, 1: f = fs,
2: f = 2fs).

Fig. 5.6: Section of the finite element mesh of IM3 and the flux density when a zero-sequence
stator current is applied, visualized using JMAG® [178].

operation (Fig. 5.2) are distinguished from one another. Due to the high frequencies of
the bar currents introduced by the zero-sequence system, these currents experience a
skin effect, as can be seen in Fig. 5.5b). The interaction of the space harmonics and the
corresponding currents of the zero-sequence system leads to a torque that comprises a
steady component and alternating components (cf., Chapter 9). For the determination
of the steady torques from the FEA below, the torque was averaged over one funda-
mental period to neutralize the alternating torque components. The parameters of the
equivalent circuit of the zero-sequence-system were determined from the FEA by ap-
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plying a sinusoidal zero-sequence stator current. Fig. 5.6 shows the finite element mesh
and the flux density for such a case. The input parameters of the FEA were chosen to
obtain representative conditions that resemble the conditions of a rotor flux-oriented
variable speed drive:

• The amplitude of the zero-sequence stator current was chosen equal to the ma-
chine’s nominal current.

• The stator frequency was varied from zero to the nominal frequency.

• The rotational speed was chosen equal to the synchronous speed of the positive-
sequence system (i.e., the speed is proportional to the stator frequency to obtain
no-load operating points for the fundamental wave). The relative speeds between
the space harmonics and the rotor are within the speed range that occurs during
the post-fault operation in this case (cf., discussion of the speed of the third space
harmonics in Appendix C).

Fig. 5.7 compares the results of the FEA for the parametrization and the equivalent
circuit of the zero-sequence system. The results show a rapid increase of the rotor
losses PAl0 at low speed and a moderate increase at higher speeds that is related to the
skin effect. This effect causes the parameters Rr0p, Rr0n, Lσr0p, and Lσr0n to depend
on the relative speeds between the space harmonics and the rotor. Furthermore, an
extremum of the steady breaking torque of the zero-sequence system at low speed can
be observed.
Table 5.1 shows FEA results of load operating points with the different operation

modes. The non-zero zero-sequence stator current during the post-fault operations
clearly increases the stator winding losses PCu and the rotor winding losses PAl. During
the two-phase operation, both winding losses are increased approximately by a factor
of 2, whereas during the switched two-three-phase operation, both winding losses are
increased approximately by a factor of 1.5. A significant change of the iron losses PFe

for the different operation modes was not observed. In Table 5.2, the results obtained
from the equivalent circuits are presented. The computed winding losses correspond
well with each other. However, the iron losses are underestimated by the mathematical
model for lower flux linkages.
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Fig. 5.7: Comparison of the results obtained by a 2D-FEA of IM3 and by the equivalent
circuit of the zero-sequence system with sinusoidal zero-sequence current: (a) RMS
value of the zero-system stator voltage, (b) stator power due to the zero-sequence
system, (c) rotor losses due to the zero-sequence system and (d) steady breaking
torque.
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Table 5.1: Results of the FEA with IM3 at different operating points and modes.
Mode Speed |Is1| fs PCu PAl PFe Torque

in r/min in A in Hz in W in W in W in Nm
3ph 1430 6.4 50 353 240 100 29.34
2ph 1430 6.4 50 705 424 106 27.98
2/3ph 1430 6.4 50 529 333 104 28.96
3ph 1430 3.2 50 83 56 31 7.45
2ph 1430 3.2 50 165 104 37 7.14
2/3ph 1430 3.2 50 124 82 34 7.30
3ph 1480 6.4 50 353 75 210 21.69
2ph 1480 6.4 50 705 166 207 20.60
2/3ph 1480 6.4 50 529 119 207 21.11
3ph 1480 3.2 50 83 37 131 13.18
2ph 1480 3.2 50 165 74 131 12.71
2/3ph 1480 3.2 50 124 55 130 12.93

Table 5.2: Results obtained with the analytic models at different operating points and modes.
Mode Speed |Is1| fs PCu PAl PFe Torque

in r/min in A in Hz in W in W in W in Nm
3ph 1430 6.4 50 353 216 77 29.26
2ph 1430 6.4 50 705 395 77 28.01
2/3ph 1430 6.4 50 529 306 77 28.64
3ph 1430 3.2 50 83 53 16 6.79
2ph 1430 3.2 50 165 96 16 6.49
2/3ph 1430 3.2 50 124 75 16 6.64
3ph 1480 6.4 50 353 50 208 22.19
2ph 1480 6.4 50 705 210 208 20.99
2/3ph 1480 6.4 50 529 130 208 21.59
3ph 1480 3.2 50 83 32 132 14.11
2ph 1480 3.2 50 165 74 132 13.81
2/3ph 1480 3.2 50 124 53 132 13.96
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5.3.2 Investigations with IM2

Further experiments have been performed with IM2. An overview of the measurement
setups is provided in Appendix F. The parameters of the positive-sequence system
were determined by standard tests (no-load, locked-rotor and load tests). Fig. 5.8
illustrates the magnetization curve and iron losses determined from the no-load tests
and the model curves. The modeled curves are in good alignment with the measurement
results, however, the iron losses are underestimated at high flux linkages. The friction
and windage losses (Fig. 5.9) were determined as a function of the speed. These losses
were calculated from the measured torque and speed when IM2 was disconnected from
the power supply and rotated with the speed controlled driving machine. Since the
air gap fluid friction after (5.32) is negligible in the nominal speed range of IM2, it is
assumed that the measured losses correspond mainly with the bearing friction losses.
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Fig. 5.8: Measurement results from the no-load tests with IM2: (a) magnetization inductance
as a function of the magnetizing current and analytic approximations based on
(4.14), and (b) iron losses as a function of the magnetization flux linkage at different
stator frequencies as well as analytical approximations by means of (5.27).
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Fig. 5.9: Friction and windage losses of IM2 as well as an empirical approximation.
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Further experimental investigations were performed to determine the parameters
of the zero-sequence system. As during the aforementioned friction experiments, the
driving machine was controlled to obtain different speeds. These experiments were
conducted with series-connected windings and sinusoidal zero-sequence stator voltages
with constant amplitudes and frequencies. The experimental results of Fig. 5.10 were
obtained with a stator voltage of 38V with a frequency of 40Hz (further experimental
results for different frequencies are provided in Appendix D.) The electrical power, the
stator current and voltage, the torque, and the speed were measured. Fig. 5.10a) illus-
trates the electrical power Ps0 and the mechanical power Pmech0, where positive values
correspond to power flow into the machine. The mechanical power and the torque
(Fig. 5.10b) are corrected by the friction and windage losses Pfw to obtain the quanti-
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Fig. 5.10: Comparison of the experimental results with IM2 and the equivalent circuit of
the zero-sequence system with sinusoidal zero-sequence voltage: (a) electrical and
mechanical power, (b) torque, (c) stator winding losses, (d) residual losses. The
green stars indicate the measurement results, whereas the solid and dashed lines
represent the results of the equivalent circuit without and with additional rotor
power, respectively.
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ties related to the zero-sequence system. The stator winding losses PCu0 in Fig. 5.10c)
are calculated from the stator resistance and the measured stator currents. Further-
more, the rotor power losses are estimated by subtracting stator copper losses from the
sum of the electrical and mechanical power (the residual losses PRes0 in Fig. 5.10d).
The experiments with IM2 again confirm the dominance of the third space harmonic of
the zero-sequence system. However, IM2 shows a lower zero-sequence breaking torque
when compared to similar tests performed with the other two example case induction
machines IM1 and IM3. This is likely related to the lower amplitude of the third space
harmonic of the stator MMF for IM2 (cf., Fig. 4.4). IM2 also shows rotor losses in-
crease with the speed, which was also observed in the numerical investigations with
IM3 above.
Fig. 5.10 also illustrates the results obtained with the parameterized equivalent cir-

cuit of the zero-sequence system. Inputs of the equivalent circuit are the stator voltage,
the frequency, and the speed. The comparison with the experiments shows a good
agreement of the stator power and stator winding losses, however, there are deviations
in the mechanical power and rotor losses. The amount of the rotor losses’ increase
with speed cannot be modeled with rotor frequency dependent rotor parameters in the
equivalent circuit alone. A better agreement can be achieved by including an addi-
tional power in the mechanical power and rotor loss that increases linearly with speed
with a slope of 0.0110 W/min as shown in Figs. 5.10a), b) and d). Possible reasons for
the deviation (beyond the measurement uncertainty, the application of an equivalent
circuit and the simplified consideration of the skin effect) include a force dependence
of the bearing frictional losses, iron losses, inter-bar currents, and breaking torques of
further zero-sequence system space harmonics (the torque of a ninth space harmonic
with a synchronous speed at 133 r/min is indicated in Fig. 5.10b).
Further experimental results that show the performance of IM2 during the different

operation modes as well as the results of the model are provided in Chapter 8. The
results illustrate that at the considered operating points, the stator losses dominate
the torque capability of IM2 and the rotor losses of the zero-sequence system play a
minor role.
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5.4 Conclusion

This chapter discusses the power losses of SCIMs during the three-phase, the two-
phase, and the switched two-three-phase operation. The losses were investigated by
means of analytical, numerical and experimental methods. The investigations showed
significant increases of the stator and rotor winding losses during the post-fault oper-
ations. For similar torque, these increases were in the range of a factor of 2 for the
two-phase operation, and in a range of a factor of 1.5 for the switched two-three-phase
operation. These factors illustrate, that the operation at full torque is only possible for
a short time, since such large loss increases lead to overtemperatures in the machine.
The resulting reduced continuous torques for the post-fault operations are obtained in
Chapter 8 by considering the winding temperatures.
The aforementioned factors obtained for similar torque must be seen as guide values,

since the influence of increased temperatures on the losses has not been considered.
Furthermore, the rotor losses potentially increase with speed.
The parameters for the analytic models are obtained by numerical (IM3), and exper-

imental results (IM2). For the description of the electromagnetic losses and the torque
during the different operating modes, equivalent circuits are applied. Despite the har-
monic content of the zero-sequence stator current during the switched two-three-phase
operation, the zero-sequence system related losses are approximated indirectly from a
single equivalent circuit.
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Chapter 6

Temperature Modeling of SCIMs

As discussed in the previous chapter, increased power losses and an asymmetric loss
distribution in the stator of the machine occur during the post-fault operations with
a zero-sequence stator current. These losses lead to elevated temperatures in the ma-
chine components that potentially exceed temperature limits. This chapter discusses
the temperature limits in SCIMs in Section 6.1. Section 6.2 discusses analytic and nu-
merical steady-state temperature modeling approaches and reviews temperature mod-
els for SCIMs with balanced losses. The heat transfer mechanisms occurring in SCIMs
are summarized in Section 6.3.

6.1 Temperature Limits of SCIMs

The power losses discussed in the previous chapter are converted into heat that flows
through different paths to the heat sinks of the machine. The heat flow increases the
temperature of the machine components. The maximum permissible temperatures of
the different components depend on the materials and are also defined in the machine
design specification. The most important ones, those of the stator winding, of the rotor
winding and of the bearings, are discussed below.

6.1.1 Stator Winding Temperature

The maximum temperature of the stator winding depends on the electric insulation
system. Elevated temperatures reduce the mechanical and electrical strength of the
winding insulation and may lead to a fault [103]. The maximum temperatures of
different insulation system classes are shown in Table 6.1. The stator winding temper-
ature can be determined experimentally by means of the measurement of the stator
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resistance. The hot spot temperature is typically higher than the measured tempera-
ture, and the difference can be considered by adding a supplement [103]. Montsinger’s
rule [119] indicates that the lifetime of the insulation halves with every 10K increas-
ing temperature. [120] describes the thermal aging by a different approach (Arrhenius
chemical rate equation). A discussion of different aging models is presented in [121].

Table 6.1: Temperature classes for electrical insulating systems and corresponding maximum
permissible temperatures [95,122–125].

Class - A E B F H N
Tmax ◦C 105 120 130 155 180 200

6.1.2 Rotor Winding Temperature

The rotor bars in squirrel cage induction machines are typically made of aluminum and
are usually not electrically insulated from the rotor iron. The rotor winding tempera-
ture limit is defined by a mechanical problem [126]: the end rings of the rotor have a
different expansion coefficient than the rotor iron, and therefore the temperature rise
leads to mechanical stress. For the rotor bars, higher temperature limits are applied
than for the end rings since they can expand with low stress [126]. The maximum tem-
peratures stated by machine manufacturers for normal operation vary in the range of
200 ◦C - 280 ◦C for the bars and 40 ◦C - 200 ◦C for the end rings [126,127]. The survey
in [127] indicates that for the thermal expansion, the relative increase in temperature
is more significant than the absolute temperature. On the other hand, absolute tem-
perature limits can be given due to the decrease in yield strength of the cage material
with increasing temperature (at approximately 400 ◦C, the aluminum turns plastic, the
melting point is at 660 ◦C), see discussion in [127].

6.1.3 Bearing Temperature

The maximum temperature of the bearing is limited by the maximum temperature
of the materials used for the bearing components and of the lubricant [128]. For a
common steel bearing with mineral oil based lubrication, the maximum temperature is
approximately 125 ◦C [128]. The bearing operation reduces the oil content in the grease.
If the bearing is operated over 70 ◦C, the grease’s lifetime decreases approximately by
a factor of 1.5 for each 10K increase in temperature [129]. It is important to choose a
grease that provides viscosity for the desired temperature range.
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6.1.4 Temperatures of Explosionproof Machines

Induction machines are also used in hazardous locations with a flammable atmosphere.
Machines for these locations must be designed in a way that the inner and outer surface
temperatures are below the autoignition temperature of the flammable materials [130].
The autoignition temperature depends on the material. Materials with low autoignition
temperature inflame at a temperature of 160 ◦C [131].

6.2 Temperature Modeling Approaches

6.2.1 Lumped Parameter Thermal Networks (LPTNs)

A common approach to calculate the temperatures in SCIMs is the utilization of
Lumped Parameter Thermal Networks (LPTNs) [132–141]. In the LPTNs, the com-
plex heat paths of the machine are approximated by a circuit of thermal resistances.
The thermal resistance of a component is defined as [154]:

Rth = ∆T
Q̇
, (6.1)

where ∆T is the temperature rise across and Q̇ is the heat flow through the compo-
nent. The thermal resistance depends on the heat transfer mechanism to be modeled
(conduction, convection, or radiation) as well as on the geometry and material param-
eters, see Section 6.3. To describe a thermal problem with an LPTN, several thermal
resistances are connected to an equivalent circuit, as illustrated for a thermal problem
in Fig. 6.1. The definition of the nodes of the equivalent circuit depends on the con-
sideration of components with internal heat generation, the presence of parallel heat
paths, the temperatures of interest, but also on the desired fineness. The inputs of the
LPTNs are the power losses (the internal heat generations) which occur within the ma-
chine components, and the outputs are the component temperatures. The steady-state
temperatures can be calculated by means of the following matrix product [136]:

∆~T = G−1
th
~P , (6.2)

where ∆~T is the vector of nodal steady-state temperature rises with respect to the
reference temperature, Gth is the thermal conductance matrix and ~P is the vector
of the nodal power losses. The matrix Gth is obtained from a nodal analysis of the
equivalent circuit.
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Fig. 6.1: Thermal problem with different heat transfer mechanisms and representation with
a LPTN including thermal resistances to describe the conduction (R1, R2, R3), con-
vection (Rconv), and radiation (Rrad).

Several LPTNs for SCIM for balanced electric conditions and losses have been de-
veloped [132–141]. The proposed LPTNs differ significantly in the number of nodes.
Higher order LPTNs (e.g., [136,141] 18 - 107 nodes) typically consider more axial layers
or differences of the drive side and non-drive side. Such differences are usually neglected
in the medium order LPTNs (e.g., [135, 137, 138] 6 - 13 nodes). Low order LPTNs as
presented in [139,140] (2 nodes) and are considered to be more suitable for the online
calculation. However, the applicability of the analytical thermal resistance calculation
methods discussed below, including the approximation of the three-dimensional heat
flow, decreases with the reduction of the number of nodes. Further distinction can
be made in the modeling of the heat paths of the stator winding and stator iron, as
illustrated in Fig. 6.2. Fig. 6.2a) shows a sector model for a single layer winding with
separate heat paths from the slot to the stator teeth and yoke [135]. To investigate the
axial temperature distribution [136] proposed a sector model with multiple axial layers,
shown in Fig. 6.2b). The slot model shown in Fig. 6.2c) has conductor and insulation
layers and distributed heat sources and was proposed in [164].

6.2.2 Numerical Methods

Numerical methods are widely used to solve problems in many engineering discplines.
In these methods, the calculation domain is subdivided into a large number of small
volumes or elements and the describing partial differential equations are solved numeri-
cally. Common numerical methods are the Finite Difference Method (FDM), the Finite
Volume Method (FVM), and the Finite Element Method (FEM) [142,143]. The meth-
ods differ in the mathematical formulation, the accuracy and flexibility with regard to
the shape and the distortions of the mesh [142,143].
The analysis with FEM - the Finite Element Analysis (FEA) - is widely used for

104



6.3 Heat Transfer in SCIMs

Fig. 6.2: Stator slot representations in LPTNs for random wound single layer windings:
(a) sector model with separate heat paths to the stator teeth and back iron [135],
(b) model with multiple axial layers [136], (c) conductor and insulation layers model
with distributed heat sources [164].

the electromagnetic calculations of electric machines and also has been applied to
thermal conduction problems in SCIMs by applying fourier’s differential equation. The
method has been used to calculate the steady state and transient stator and rotor
temperatures [144–149]. In the conduction based FEAs, the convection is considered by
analytical approaches. To also consider the convection numerically, the application of
Computational Fluid Dynamics CFD has been proposed. CFD uses conservation laws,
turbulence models and numerical methods (FDM, FVM, more and more frequently
also FEM) [142, 143]. CFD has been applied for the analysis of the convection in the
end winding region and the convection in liquid cooling systems [150–153,172].
The strengths of the numerical methods are a high resolution and the representation

of complex geometries. However, the computation time is usually high when compared
to LPTNs.

6.3 Heat Transfer in SCIMs

This section summarizes the heat transfer mechanisms in SCIMs. Furthermore, it
illustrates the calculation of thermal conductivities, heat transfer coefficients and ther-
mal resistances. These properties can be applied in LPTNs, but also as component
conductivities and boundary conditions in FEAs.
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6.3.1 Conductive Heat Transfer

Conduction occurs in solids and fluids due to vibrations of atoms or molecules without
macroscopic motion and can be described by Fourier’s differential equation [154]:

div(k· grad(T )) + ω̇ = dcp
δT

δt
, (6.3)

where k is the material dependent thermal conductivity, T is the temperature distri-
bution, ω̇ is the internal heat density per volume, d is the density, and cp is the specific
heat capacity. If the thermal conductivity is constant, the internal heat generation is
zero, and during steady state (energy storage neglected) (6.3) simplifies to:

k· div(grad(T )) = 0. (6.4)

Conduction Thermal Resistance

The geometries of the machine components are typically approximated by rods and
(hollow) cylinders, as illustrated in Fig. 6.3. From (6.4), the one-dimensional solutions
of the thermal resistances for these geometries can be derived [133–135].

Fig. 6.3: Longitudinal heat flow in a rod (a) and radial heat flow in a hollow cylinder (b).

The one-dimensional resistance of a rod can be calculated from [154]:

RRo = l

kA
, (6.5)

where l is the length, k is the thermal conductivity and A is the cross-sectional area.
(6.5) can also be used to compute the resistance of hollow cylinders in axial direction
with A = π(r2

2 − r2
1) [137], where r2 is the outer and r1 is the inner radius. The

resistance of a hollow cylinder in radial direction can be calculated from [154]:
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RZr = 1
2πkl ln

(
r2

r1

)
. (6.6)

Typically, the average temperature of a certain component is of interest. The cor-
responding node is the reference for the connection of the one-dimensional thermal
resistances and the node where the internal heat generation is injected. The average
temperature rise without internal heat generation can be calculated for the rod and
the cylinder as follows [135]:

∆Tm = R2

R1 +R2
∆T = R2Q̇, (6.7)

where R1 + R2 equals RRo and RZr, respectively. In the case of a rod, the average
temperature occurs in the middle of the rod, therefore R1 = R2 = RRo

2 . In the case of a
hollow cylinder, the cross sectional area increases with the radial position and the in-
ternal temperature decreases nonlinearely. The average temperature can be calculated
with [135,137,138]:

R1 = 1
4πkl

(
2r2

2
r2

2 − r2
1

ln
(
r2

r1

)
− 1

)
, (6.8)

R2 = 1
4πkl

(
1− 2r2

1
r2

2 − r2
1

ln
(
r2

r1

))
. (6.9)

In the equations above, internal heat generation was neglected. The average tem-
perature rise including internal heat generation (ω̇ 6= 0) can be calculated from [135]:

∆Tm = R2Q̇+ (R2 +R3)Q̇int, (6.10)

where

R3 = −RRo

6 , (6.11)

in the case of a rod, and

R3 = 1
8πkl(r2

2 − r2
1)

(
r2

1 + r2
2 −

4r2
1r

2
2ln(r2/r1)
r2

2 − r2
1

)
, (6.12)

in the case of a cylinder. The corresponding equivalent circuit including the internal
heat generation is provided in Fig 6.4. The connection of such circuits for different
directions at the node M allows for the approximation of the multidimensional heat
flow in the components [133–138].

107



Chapter 6 Temperature Modeling of SCIMs

Fig. 6.4: General T-network for the description on a one-dimensional steady state conductive
heat flow with internal heat generation [133–138].

Thermal Conductivity of Composites

The thermal resistances above depend on the thermal conductivity and it is assumed,
that this conductivity is constant. However, some of the machine components are
inhomogeneous multi-material composites, e.g., the laminated cores and the stator
winding. Furthermore, the composites exhibit an anisotropy. Approaches for the
averaging of the conductivities and the homogenization of composites are discussed
in [135, 156–161]. A simple analytic approach to calculate the average conductivity
of an inhomogeneous anisotropic material is to assume an equivalent laminated com-
posite, as shown in Fig. 6.5a). In the case of a two-material composite, the average
conductivity perpendicular to the lamination direction can be calculated using network
theory [156–160]:

ks = 1
y1

1
k1

+ (1− y1) 1
k2

, (6.13)

where k1 and k2 are the conductivities and y1 is the fractional volume of material 1 in
the composite. The average conductivity in the lamination direction can be calculated
from:

kp = y1k1 + (1− y1)k2. (6.14)

If material 1 is a conductor and material 2 is an isolator (k1 � k2):

ks ≈
k2

(1− y1) , (6.15)

kp ≈ y1k1. (6.16)

The average conductivity in the lamination direction (6.16) is mainly defined by the
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Fig. 6.5: A laminated two-material composite (a) and two-material composite with cylindric
conductors (b).

fractional volume and conductivity of the thermal conductive material. This is the case
for the steel lamination in radial direction and for the stator winding in direction of
the conductors. However, the thermal conductivity is significantly lower perpendicular
to the laminations and the conductors, and is mainly defined by the fractional volume
and conductivity of the thermal insulating material. Therefore, the conductivity of the
insulating material strongly affects the heat dissipation from the stator winding to the
stator core.

6.3.2 Convective Heat Transfer

Convective heat transfer occurs at interfaces between solids and streaming fluids in
connection with a temperature gradient. It can be described by Newton’s law of cooling
[162]:

q̇conv = hl(T − T∞), (6.17)

where q̇conv is the convective heat flow density, hl is the local heat transfer coefficient,
T is the temperature of the solid, and T∞ is the (free stream) temperature of the fluid.
By integration, the average heat transfer coefficient h is obtained. The integration of
convective heat flow density and the definition of the average heat transfer coefficient
leads to [162]:

Q̇conv = hAc(T − T∞), (6.18)

where Q̇conv is the convective heat flow, h is the (average) heat transfer coefficient, and
Ac is the area of the convection surface. The heat transfer coefficient strongly depends
on the streaming in the boundary layer and therefore on the speed, viscosity, and
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thermal diffusivity of the fluid as well as on the characteristic length and the geometry.
Natural and forced convection are distinguished from one another. During natural

convection, the motion of the fluid particles is caused by pressure gradients, whereas
during forced convection, the motion is caused by technical devices such a pumps and
fans. Further, two different flow types are differentiated between, namely laminar and
turbulent flow [163]: Laminar flow is characterized by the fluid particles that move
in layers that do not mix, whereas during turbulent flow, the fluid particles perform
irregular transverse movements. Turbulent flow is locally unstable but well correlated,
which enables the mathematical description with empiric expressions [163]. The theory
of similarity allows the flow and heat transfer to be described by means of dimensionless
numbers (so-called similarity parameters) [162]. For example, laminar and turbulent
flow can be distinguished from each other by means of the Reynolds number [163]:

Re = vlcd

η
, (6.19)

where v is the velocity, lc is the characteristic length, d is the density of the fluid, and η
is the dynamic viscosity of the fluid. If the Reynolds number is greater than a critical
value, turbulent flow occurs. The critical value has to be determined experimentally
for every flow configuration [163]. The transition from the flow field to the temperature
field can be expressed by means of the Prandtl number [162]:

Pr = cpη

k
, (6.20)

where cp is the specific heat capacity and k is thermal conductivity of the fluid. The
Nusselt number is a dimensionless heat transfer coefficient [162]:

Nu = hlc
k
. (6.21)

In practice, for a given flow configuration, empirical expressions can be applied for
the calculation of the Nusselt number which allows the calculation of the average heat
transfer coefficient:

h = k

lc
Nu. (6.22)

Convective Thermal Resistance

By combining (6.18) and (6.1), the convective thermal resistance can then be calculated
from [162]:
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Rconv = 1
hAc

. (6.23)

6.3.3 Thermal Radiation

Radiation occurs in a vacuum or through solids and fluids, however, it does not require
a material medium. The emissive power density of a gray radiator can be calculated
by means of the Stefan-Boltzmann law [154]:

q̇e = εσT 4, (6.24)

where ε is the material dependent emissivity, σ is the Stefan-Boltzmann constant and
T is the absolute temperature. The net radiant power transmitted between two diffuse-
gray radiators can be calculated from [154]:

Q̇12 = A1Σ12(T 4
1 − T 4

2 ), (6.25)

where A1 is the area of radiator 1, Σ12 is the transfer coefficient and T1 and T2 are the
absolute temperatures of the radiators. The transfer coefficient can be calculated from
the geometric configuration. For a general configuration of two diffuse-gray radiators,
the coefficient can be calculated from [154]:

Σ12 = σ
1−ε1
ε1

+ 1−ε2
ε2

A1
A2

+ 1
F12

, (6.26)

where A2 is the area of radiator 2, ε1 and ε2 are the emissivities of the radiators, and
F12 is the view factor.

Radiation Thermal Resistance

By combining (6.1) and (6.25), the thermal resistance due to radiation can be calculated
from:

Rrad = (T1 − T2)
A1Σ12(T 4

1 − T 4
2 ) . (6.27)

The thermal resistance directly depends on the radiator temperatures and quickly
decreases with the temperature difference. However, the radiation thermal resistances
are typically high in comparison to resistances due to conduction and forced convection.
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6.3.4 Thermal Properties of Selected Components and Heat
Paths

This section summarizes selected thermal properties of SCIMs.

Thermal Conductivities

Table 6.2 summarizes the thermal conductivities of selected materials. As discussed
in Section 6.3.1, the thermal conductivities of composites are associated with the con-
ductivities of the composing materials.

[160] estimates the thermal conductivity of impregnated windings. Different homog-
enization approaches are compared to the measurements on artificial winding samples.
The approaches exhibit good congruence with the measurements and consider the in-
sulation of the wires and the impregnation material, however, air is not taken into
consideration. The authors in [164, 165] emphasize that random wound windings in
electric machines are never perfectly impregnated, and that a residual air remains
within the impregnation. This residual air is of interest from a thermal point of view,
since air has a significantly lower conductivity than the impregnation materials and
will affect the average conductivity of the insulation system. Based on the measure-
ments on standard machines, a parallel structure (6.14) for the calculation of average
conductivity of the insulation material is proposed, with y1 = 0.4 for low cost machines
and y1 = 0.8 for vacuum impregnated machines, where k1 is the conductivity of the
impregnation material and k2 the conductivity of air [164,165].

Table 6.2: Typical thermal conductivities of selected materials [155,156].
Thermally conductive materials k Thermally isolating materials k

- W
mK - W

mK

Aluminium 236 Air 0.026
Carbon steel 43 Epoxy 0.6
Copper 399 Insulation Paper 0.1
Iron 77 Varnish 0.3
Silicon steel 42 Water 0.597
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Heat Transfer in a Cooling Jacket

The convective heat transfer from the wall of a cooling jacket to the coolant can be
described by empirical expressions for the heat transfer in circular pipes. The critical
Reynolds number for this flow configuration is Recrit = 2300. The Nusselt number can
be calculated from [162]:

Nu =
 4.36 Re < Recrit

0.023Re 4
5Pr

1
3 Re ≥ Recrit,

(6.28)

where Re and Pr are given by (6.19) and (6.20), respectively. The characteristic length
equals the tube diameter. The fluid properties equal the properties of the coolant.

Air Gap Heat Transfer

The description of the convection between the rotor and the stator is based on the
work by Taylor [104–107]. Further investigation, including the effects of stator and
rotor slots, as well as a superimposed axial flow, are provided in [110, 166]. Empirical
expressions for no axial flow can be found in [166] which, in the case of a low ratio
between the gap length and the radius, can be defined as follows:

Nu =


2 Ta < 1700
0.128Ta0.367 1700 ≥ Ta < 10000
0.409Ta0.241 Ta ≥ 10000,

(6.29)

where Ta is given by (5.31), respectively. The fluid properties equals the properties of
air.

Heat Transfer in the End Space Region

The convective heat transfer in the end space region (this region includes the surfaces
of the stator end windings, rotor end rings, and the frame) strongly depends on the
air flow. The heat transfer at the stator and rotor surfaces are traditionally described
in totally enclosed induction machines by heat transfer coefficients that depend on the
air velocity [137,167–170]:

h = h0 (1 + ucv
oc) , (6.30)

where h0, uc, and oc are fitting parameters, and v is the air velocity, that is estimated
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as half of the velocity of the outer rotor surface. The constant h0 is the heat transfer
coefficient at zero rotational speed that mainly corresponds to the natural convection
but partially also to thermal radiation [168] (see also the following Section). In many
models, the heat transfer coefficient increases almost linearly with the air velocity (nc is
close to 1) [137,164,168,169]. The reported values for the other two parameters exhibit
a wider dispersion. The reported zero-speed heat transfer coefficients h0 are in the range
of 15 W

m2K - 42 W
m2K and the speed coefficients uc are in the range of 2.5 W

m2K
s
m - 7 W

m2K
s
m .

A possible explanation for the differences is the influence of the airflow on the geometry
[168,171,172]. Higher heat transfer values are possible with more free space around the
end windings [168, 172]. On the contrary, the results [164, 169, 172] indicate a drastic
reduction of uc if the fins on the rotor end rings are absent.

Radiation Heat Transfers

An experimental study performed with a heated machine in a vacuum chamber indi-
cated the outer and inner radiation heat transfer coefficients hrad = (RradA)−1 to be in
a range of 6 W

m2K - 8 W
m2K [173]. These findings are also in agreement with the theoretical

considerations in [156].

Heat Transfer over Joints

Due to the non-ideal surfaces of the adjacent machine components, constrictions of the
heat paths occur [174]. These increase the temperature rise over the joints. Joints in
SCIMs occur between the frame and the stator iron, the stator iron and the stator
winding, the rotor winding and the rotor iron, but also at the shaft and bearings. The
prediction of the thermal contact resistance of a joint is challenging since it depends on
the materials, the contact pressure, the surface roughness, the manufacturing process,
and the temperature [136,137,164,174,175]. Experimental investigations on the contact
resistances of the joint between the stator frame and the stator iron at a set of induction
motors revealed a high variance (approximately 350 W

m2K − 2500 W
m2K) and large devia-

tions from the values provided in handbooks [164,165]. Lamination related contacts are
a special case since the non-ideal stacking of the sheets causes air pockets [136, 164].
There is also a lack of the systematical prediction of resistances of bearings. Some
investigations of bearing contact resistances were performed in [136,164,165].
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6.4 Conclusion

This chapter reviews the temperature limits of SCIMs. Furthermore, it illustrates the
modeling by LPTNs and numerical approaches as well as the heat transfer mechanisms
in totally enclosed water cooled SCIMs. The majority of the developed LPTNs assume
balanced power losses in the stator winding [132,133,135–141]. The following chapter
develops LPTNs and numerical models to consider the unbalanced conditions.
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Chapter 7

Temperature Models for
Unbalanced Losses

This chapter discusses lumped parameter thermal networks (LPTNs) and finite element
temperature models that take the unbalanced stator winding power loss distribution
during the post-fault operations into account. Furthermore, it shows the results of
experimental thermal investigations of an example drive. The LPTNs from this chapter
are applied in Chapter 8 for the calculation of the continuous torque during the post-
fault operations.

7.1 Heat Paths with Unbalanced Losses

Temperature models such as shown in Fig. 6.2a) assume balanced power losses and
utilize the single slot periodicity along the perimeter in such a case. However, if the
stator currents and losses are not balanced, as is the case during the zero-sequence
stator current based post-fault operations, the single slot periodicity turns into a pole
periodicity, and more slots must be considered for the calculation of the stator temper-
atures, as illustrated in Fig. 7.1a). If the losses in two phases are equal, the symmetry
allows merging those two phases, as illustrated in Fig. 7.1b). The assumption of a
single slot periodicity also applies to a dual layer winding if the losses are balanced.
However, in the case of unbalanced losses, the temperature distribution of a dual layer
winding is more complex, especially when the winding is pitched. In this case, several
coils of a particular phase share slots with coils of the other phases, as illustrated in
Fig. 7.2. This sharing occurs partially in the upper and partially in the lower layer,
and it leads to heat paths between different phases in the slot region.
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(a) (b)

Fig. 7.1: Stator representations of a three-phase single layer winding for unbalanced losses:
(a) three slot model with one slot per pole and phase, (b) simplified model for equal
losses in phases b and c.

Fig. 7.2: Stator representation for unbalanced losses and a three-phase dual layer winding
with three slots per pole and phase and a pitching by 7/9.

Heat paths in the end winding region are illustrated for the cases of a single and a
dual layer winding in Figs. 7.3 and 7.4, respectively. They comprise heat paths within
the coils and heat paths between different coils. End winding heat paths between
different coils have been previously modeled in the context of the voltage unbalance
and moderate stator winding loss unbalance of grid operated SCIMs [134] (simple low
order LPTNs that include heat paths between the stator phases have been applied
in the same context in [176, 177].) If the coils are in contact in the end winding
region, conductive heat paths occur between the coils [134]. This is normally the
case for random wound low voltage machines, where the coils are bound together and
impregnated. Differences of these heat paths can occur between the coils, depending
on the coils concerned, since the coils of the same phase and group touch each other,
whereas the coils of different phases are usually separated by insulation paper.
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Fig. 7.3: Illustration of conductive end winding heat paths in a single layer winding.

Fig. 7.4: Illustration of conductive end winding heat paths in a dual layer winding.

7.2 Purpose of the Developed Models

At the beginning of the development of a temperature model, several demands such
as the purpose, the temperatures of interest and the fineness of the model should be
considered. Furthermore, application-specific characteristics affect the development,
such as the representative heat paths, boundary conditions or the availability and the
uncertainty of parameters.

The purpose of the models discussed here is the application for the temperature
calculation in the context of the computation of the continuous torque during the
post-fault operations (see Chapter 8) as well as the analysis and discussion of the
heat paths with unbalanced stator winding losses. Therefore, two different modeling
approaches are chosen. For the torque calculation, a Lumped Parameter Thermal
Network (LPTN) with low computational time is developed. It enables the compliance
of the winding and bearing temperatures so as to verify they are within the thermal
limits (Section 7.3). For the detailed thermal representation, a high order finite element
model of the stator of the machine is developed (Section 7.4). Both models consider
the unbalanced loss distribution in the stator winding. Since this thesis focuses on the
steady state behavior, i.e., continuous torque development, steady state temperature
models are developed in which thermal capacitances can be neglected.
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7.3 Lumped Parameter Thermal Networks
(LPTNs) for Unbalanced Losses

7.3.1 Model for an SCIM with a Single Layer Winding

Fig. 7.5 shows the LPTN developed for the calculation of the temperatures during the
post-fault operations of a totally enclosed water cooled machine with a single layer
winding (IM3 in Appendix G). The model consists of 14 nodes and assumes symmetry
between the drive side and the non-drive side. To consider the unbalanced losses
in the stator winding during the post-fault operations, the model includes separate
nodes for the stator teeth and winding for both the faulty phase a as well as the
healthy phases b and c. The thermal resistances of the healthy phases b and c are
merged (cf., Fig. 7.1b), therefore, these resistances in the LPTN have half the value of
the corresponding resistances of the faulty phase a. The meaning of the nodes is as
follows: 0: coolant, 1: frame in the middle of the axial length, 2: frame at the beginning
of the axial length, 3: stator back iron, 4: stator teeth of phase a, 5: embedded stator
winding of phase a, 6: end winding of phase a, 7: stator teeth of phases b and c,
8: embedded stator winding of phases b and c, 9: end winding of phases b and c, 10: air
gap, 11: rotor teeth, 12: embedded rotor winding, 13: rotor end winding, 14: end cap
air, and 15: bearing. For reasons of clarity for Fig. 7.5 the heat sources are not drawn.
The heat flow injections are as follows: 3: 1

2 of the total iron losses, 4: 1
6 of the total iron

losses, 7: 2
6 of the total iron losses, 5 and 6: copper losses of phase a, 8 and 9: sum of

the copper losses of phases b and c, 12 and 13: rotor losses, 15: bearing friction losses.
When identical stator copper losses are applied to all three phases, the temperatures

of the corresponding stator winding nodes of the phases a, b, and c are equal. How-
ever, due to the unbalanced losses during the post-fault operations, the temperatures
of phases b and c exceed the temperature of phase a. Heat paths between the different
phases reduce this temperature asymmetry. As discussed above, such heat paths po-
tentially occur in the case of a single layer winding in the end winding region. The heat
exchange between the healthy phases b, and c and the faulty phase a in this region
is described in the LPTN by means of a single thermal resistance R69. If this heat
exchange is low (high R69), the thermal resistance of the effective heat path for the
total copper losses from the stator winding to the back iron is increased in comparison
to the symmetrical three-phase operation (by a factor of 1.5 in the case of the two-
phase operation). In this case, the nominal local copper losses lead to approximately a
nominal local temperature rise as during the three-phase operation. The real temper-
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ature rise is lower since the heat flow across the joint between the back iron and the
frame as well as from the frame to the coolant (R01 and R13) leads to a temperature
rise that potentially correlates with the total copper losses. (In air-cooled machines
the thermal resistance to the coolant is higher, thus, this effect is potentially higher.)
A increased heat exchange between the phases (low R69) leads to a better cooling of
the healthy phases and to a more symmetrical temperature distribution. The stator
temperatures are influenced by the rotor losses as well, since these losses are dissipated
along the main heat path via the stator iron to the coolant. This leads to an additional
temperature rise in the stator. The additional rise of the rotor temperatures caused by
the stator losses correlates with the total stator losses, since the rotor is moving and
the main heat path is not constricted.

7.3.2 Model for an SCIM with a Dual Layer Winding
The LPTN for an SCIM with a dual layer winding (IM2 in Appendix G) shown in
Fig. 7.6 consists of 20 nodes, assumes symmetry between the drive side and the non-
drive side and also includes separate nodes for both the faulty phase a and the healthy
phases b and c (includes nodes for the stator yoke and teeth, the end windings, and the
embedded upper and lower layers). The thermal resistances of the healthy phases b
and c are merged and have half the value of the corresponding resistances of the faulty
phase a. The meaning of the nodes is as follows: 0: coolant, 1: frame in the middle of
the axial length, 2: frame at the beginning of the axial length, 3: stator back iron of the
phase a, 4: stator back iron of phase a, 5: stator teeth of phase a, 6: embedded stator
winding of phase a lower layer, 7: end winding of phase a, 8: stator teeth of phase a,
9: embedded stator winding of phase a upper layer, 10: stator teeth of phases b and c,
11: embedded stator winding of phases b and c lower layer, 12: end winding of phases
b and c, 13: stator teeth of phases b and c, 14: embedded stator winding of phases b
and c upper layer, 15: air gap, 16: rotor teeth, 17: embedded rotor winding, 18: rotor
end winding, 19: end cap air, and 20: bearing.
The LPTN has similar characteristics to the single layer winding LPTN. Differences

occur in the heat exchange between the coils in the slot and end winding regions that
are described by the thermal resistances R69, R1114 and R712, R911, R614, respectively.
As discussed above, the heat exchange between the phases of a pitched dual layer
winding with unbalanced losses is complex, and many heat paths in the slot and end
winding regions occur. The LPTN in Fig. 7.6 considers only one slot per phase, as an
approximation. However, as shown below, it is suitable to describe the temperatures
of such a winding with sufficient accuracy.
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Fig. 7.5: LPTN of a water cooled three-phase induction machine with a single layer winding
including separate modeling of the healthy phases b and c and the faulty phase a.
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Fig. 7.6: LPTN of a water cooled three-phase induction machine with a pitched dual layer
winding including separate modeling of the healthy phases b and c and the faulty
phase a.
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7.4 Thermal Finite Element Models

A three dimensional thermal FEA with a high number of elements allows a more
detailed consideration of the geometry, the three dimensional heat conduction, the
loss distribution, and the position of the thermal contacts. The thermal FEA is used
for the description of the stator of the machines IM3 and IM2 which corresponds to
the nodes 3 - 10 of the single layer LPTN in Fig. 7.5 and the nodes 3 - 14 of the dual
layer LPTN in Fig. 7.6. Fig. 7.7 shows the thermal finite element models of machine
stators for single and dual layer winding as well as details of the finite element mesh.
The utilization of the periodicity along the perimeter and the symmetry of the drive
side and the non-drive side drastically reduces the number of elements. As discussed in
Section 7.1, the periodicity for unbalanced losses is one pole pitch. This leads, together
with drive end symmetry, to a minimum model size of a 1

8 -model for a 4-pole machine.
The number of elements of the 1

4 and 1
8 -models shown in Fig. 7.7 is, for both models,

in the range of 3 · 106 elements.
The stator winding and the stator iron are modeled by the homogenized counter-

parts (cf., Section 6.3.1). The stator coil geometry is replaced by straight rods that
can be interpreted as the cut and bend open version of the coils, as illustrated in
Fig. 7.8. This enables the consideration of the anisotropy of the thermal conductiv-
ity (cf., Section 6.3.1) with the cartesian coordinate system in finite element software.
The obtained end faces of the coils are connected virtually in the software by a low
thermal resistance. The same technique is used for the consideration of the slot liner
and for the contacts between adjacent coils in the slot and in the end winding region.
The insulation layers in the slot also have been modeled explicitly. However, to avoid
distortions in the mesh due to the thin insulation layers, the use of virtual resistances
was preferred. The number of slots per pole and phase is three for both considered
machines, which is also the number of coils per group. To consider the end winding
contacts of the coils that belong to the same group, the side surfaces of the correspond-
ing rods are connected by a low resistance in the case of the single layer winding. The
end winding coil group contacts in the case of the dual layer winding as well as the
heat paths between the coils of different phases are considered by resistances between
the top and the bottom surfaces of the corresponding rods, as illustrated Fig. 7.3 for
a single layer winding and in Fig. 7.4 for a dual layer winding, respectively. In the
case of the dual layer winding, the further defined heat path is the one over the slot
separator between the upper and lower layer, see Fig. 7.2.
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(a) (b)

(c) (d)

Fig. 7.7: Thermal finite element models: 1
4 -model for a 4-pole machine with a single layer

winding (IM3) (a) and detailed view of the finite element mesh (b). 1
8 -model for a

4-pole machine with a dual layer winding (IM2) (c) and detailed view of the finite
element mesh for this model (d). The models are visualized by using JMAG® [178].

x

y

z

Fig. 7.8: Imaginary cutting and bending of the stator coils that allows the definition of an
anisotropic thermal conductivity in the FEA software. The low conductivity for
the coils is defined in the FEM software in the x- and y-direction, whereas the low
conductivity for the stator iron is defined in the z-direction.
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7.5 Thermal Investigations

The temperatures are analyzed both, for the standard three-phase operation and the
asymmetric case during the post-fault operations. The investigations are performed
for a machine with a single layer winding (IM3) in Section 7.5.1 and for a machine
with a dual layer winding (IM2) in Section 7.5.2. The investigations apply LPTNs
and FEA as well as experiments with IM2. The thermal resistances and the equivalent
conductivities for the models were calculated based on the analytical and empirical ap-
proaches discussed in Section 6.3. However, as discussed in Section 6.3.4, the prediction
of many thermal resistances is difficult, due to the uncertainties associated with the
residual air, the contact resistances, and the convection. For the single layer winding
models, the thermal resistances of the joints and the conductivity of the stator winding
were chosen based on the literature values (Section 6.3.4). For the dual layer winding
model, the values are derived from experimental results.

7.5.1 SCIM with a Single Layer Winding

The models for an SCIM with a single layer winding were used for the initial in-
vestigation. The local copper losses in the stator phases determine the temperature
asymmetry, thus, these losses are applied for the investigation of the asymmetry during
the different operation modes in the FEA using the model shown in Fig. 7.7a) and the
LPTN shown in Fig. 7.5. The copper losses are determined with the assumption of a
constant stator current space vector magnitude with the corresponding loss increases
(Section 5.2.1).
Table 7.1 shows the results of the FEA for the different operation modes. In Table 7.2,

the node temperatures of the LPTN are presented. The results show the symmetric
temperatures with the copper losses during the three-phase operation and the increased
and asymmetric temperatures with the copper losses for the post-fault operations.
During the switched two-three-phase operation, the temperature distribution is slightly
more symmetrical in comparison to the two-phase operation, since 1

9 of the total copper
losses occur in the faulty phase a.
A further distinction is made with regard to the conductive heat exchanges of the

stator phases:

• The first three rows of the tables show the results without conductive heat ex-
changes of the phases in the end winding region. In this case, the temperatures of
the stator phases and the local losses behave approximately proportionally, this
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also applies to the case with the unbalanced losses.

• The second three rows of the tables depicts the results including conductive
heat exchanges of the phases in the end winding region. These results show the
cooling effect of the healthy phases via the end winding and a more symmetrical
temperature distribution.

The temperatures of the FEA and the LPTN are in good agreement with one another.
The results confirm the sufficient description of the end winding heat paths during
the high loss asymmetry with a single thermal resistance (R69) in the LPTN as an
approximation. An exemplary temperature distribution of an FEA with heat flow
applied in two phases is shown in Fig. 7.9.

Table 7.1: Overtemperatures computed by the thermal FEA of the stator with a single layer
winding for different operating conditions and conductive heat exchanges between
the stator phases.

Nodes 4 5 6 7 8 9 10
in K in K in K in K in K in K in K

Without conductive
heat exchanges
between the phases

3ph 17.8 21.2 26.0 17.8 21.2 26.0 18.0
2ph 13.4 12.3 12.3 50.3 54.9 68.8 37.2
2/3ph 15.9 19.0 19.0 33.7 47.0 51.5 27.6

With conductive
heat exchanges
between the phases

3ph 17.8 21.2 26.0 17.8 21.2 26.0 18.0
2ph 23.6 31.4 31.4 41.6 48.8 50.8 33.7
2/3ph 20.8 20.7 27.4 26.6 29.8 35.9 25.8

Table 7.2: Overtemperatures computed by the LPTN of the stator with a single layer winding
for different operating conditions and conductive heat exchanges between the stator
phases.

Nodes 4 5 6 7 8 9 10
in K in K in K in K in K in K in K

Without conductive
heat exchanges
between the phases

3ph 17.1 21.6 24.7 17.1 21.6 24.7 17.1
2ph 9.6 9.5 9.5 46.6 60.2 69.3 34.3
2/3ph 13.4 15.6 16.9 31.9 40.9 47.0 25.7

With conductive
heat exchanges
between the phases

3ph 17.1 21.6 24.7 17.1 21.6 24.7 17.1
2ph 27.4 33.8 42.6 37.7 48.0 52.7 34.3
2/3ph 22.2 27.7 33.6 27.4 34.8 38.7 25.7
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Fig. 7.9: Computed temperature distribution of the stator with a single layer winding of IM3
with heat flow applied in two phases and with heat exchanges between the end
windings, visualized using JMAG® [178].

Fig. 7.10: Computed temperature distribution of the stator of IM2 with a dual layer winding
with heat flow applied in two phases and with heat exchanges between the phases,
visualized using JMAG® [178].
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7.5.2 SCIM with a Dual Layer Winding

The investigation and the modeling of the SCIM with a dual layer winding is performed
by experiments with IM2, the FEA model shown in Fig. 7.7c) and the LPTN shown in
Fig. 7.6. Uncertain stator parameters for the FEA and the LPTN are estimated based
on established experiments with balanced DC-currents applied in the stator winding
[136,138,140,164,165]. The separation of the steady state temperature rises by the heat
flows during these experiments allows the thermal resistances to be calculated (6.1).
This approach can be applied to determine the total thermal resistance from the stator
winding to the coolant [140], or to estimate further uncertain parameters such as the
contact resistances and the conductivity of the stator winding [138]. Furthermore, the
application of the temperature rises calculated by means of the increase of the electric
resistance of the stator winding (5.19) and the application of temperatures measured
by sensors can be distinguished from one another. Here, the measured temperatures
from the temperature sensors located in the stator winding, iron and the cooling jacket
of IM2 (see Appendix H for further information about the temperature measurement
systems) were used to estimate the resistances of the joints between the stator winding
and iron as well as between the stator iron and the cooling jacket (cf., Section 6.3.4).
For the investigation of the temperature asymmetry and the determination of the heat
exchange between the stator phases of the epoxy impregnated stator winding of IM2,
modified DC-experiments were performed. In these modified experiments, DC-currents
were applied only in two of three phases (phases b and c).

Stator Winding Temperatures

Table 7.3 shows the temperatures of a DC-experiment and a modified DC-experiment
that illustrates the cooling effects of the stator winding of IM2 with unbalanced stator
winding losses. The corresponding total input power was 339W (113W per phase)
with three phase currents and 276W (138W per phase) with two phase currents. The
experimental results show similar end winding temperatures in the phases b and c

although the local losses in these phases are 1.22 pu during the two phase experiment.
Approximately half of the temperature rise is measured in phase a when two phase
currents are applied in phases b and c. From the temperatures and local losses in
phases a, b, and c, it is estimated that approximately 18% of the total input power
is dissipated via phase a, whereas the rest is dissipated via phases b and c during the
two phase experiment. Furthermore, the unbalanced losses also lead to an asymmetric
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temperature distribution in the stator iron. Table 7.3 also shows the results of the FEA
and LPTN calculation. Both show a good agreement with the measurements after the
calibration of the contact resistances. For a good alignment with the FEA results the
axial conductivity of the winding was adjusted as well. An exemplary temperature
distribution of an FEA with two phase currents is shown in Fig. 7.10. For comparison,
Table 7.4 shows the FEA and LPTN results with neglected heat exchanges between
the stator phases and the same input power as for the results in Table 7.3.

Table 7.3: Steady state results obtained for the stator with a dual layer winding with different
loss distributions.

Nodes 5 6 7 8 10 11 12 13
in K in K in K in K in K in K in K in K

Experiment
3ph 4.6 26.4 34.8 7.1 4.6 25.8 35.0 6.8
2ph 2.9 15.4 17.9 4.2 4.0 25.3 34.4 6.7

FEM
3ph 6.6 26.5 34.6 8.0 6.6 26.5 34.6 8.0
2ph 4.2 14.3 16.8 5.2 7.3 28.6 35.9 8.3

LPTN
3ph 6.7 24.5 34.9 7.1 6.7 24.5 34.9 7.1
2ph 3.9 12.9 17.3 4.1 6.4 23.9 34.7 6.7

Table 7.4: Steady state results obtained for the stator with a dual layer winding with different
loss distributions and neglected heat exchanges between the stator phases.

Nodes 5 6 7 8 10 11 12 13
in K in K in K in K in K in K in K in K

FEM
3ph 6.6 26.5 34.6 8.0 6.6 26.5 34.6 8.0
2ph 3.3 7.6 7.6 5.7 7.5 32.2 41.0 9.1

LPTN
3ph 6.7 24.5 34.9 7.1 6.7 24.5 34.9 7.1
2ph 2.8 3.7 4.8 2.9 7.0 28.3 41.1 7.4

Coupling of the Stator and the Rotor

Further investigations were performed to investigate and to calibrate the convective
thermal resistances of the stator and the rotor. During the three-phase DC-experiment
illustrated in Table 7.3, the temperature rise in the rotor winding was approximately
9K which corresponds to 0.25 pu with respect to the stator end winding temperatures.
Further experiments were performed with DC currents at standstill and low speed
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rotations controlled with the driving machine were conducted. In these experiments,
the effects of rotor losses on the stator temperatures were investigated. These losses
are calulated from the measured torque and the rotational speed. Table 7.5 shows the
results of a DC-experiment with 0 r/min (DC) and with 70 r/min (DC+rot) which leads
to 100W rotor losses. The experiments showed that at low speed, the rotor losses have
a minor effect on the stator winding temperatures. The range of the speed dependence
of the convective resistances in the heat path between the stator and the rotor was
investigated by steps of the coolant temperature at different speeds. The evaluation
of the slope and time constants of the transient rotor temperature rises revealed that
the total thermal resistance between the stator and the rotor decreases at the nominal
speed to approximately 0.62 pu of the value at standstill.

Table 7.5: Steady state results obtained for the stator with a dual layer winding without (DC)
and with rotor losses (DC + rot).

Nodes 5 6 7 8 10 11 12 13 16
in K in K in K in K in K in K in K in K in K

Experiment
DC 3.9 23.3 35.7 6.3 2.9 15.2 21.9 3.9 5.9
DC + rot 5.1 24.6 37.5 8.0 4.3 16.1 24.3 5.9 32.1

LPTN
DC 6.3 25.4 37.0 6.6 4.6 15.0 20.8 4.8 5.5
DC + rot 8.3 27.4 39.5 8.9 6.5 16.9 23.3 6.9 32.7

7.6 Conclusion

This chapter discusses the temperature modeling of SCIMs with unbalanced stator
winding losses. Lumped parameter and finite element models are developed as well as
experimental investigations are performed to consider the asymmetric heat flow and
temperature distribution during the post-fault operations. The heat exchange of the
stator phases and the substantial stator copper loss asymmetry during the post-fault
operations leads to a significant heat flow from the healthy phases to the faulty phase.
Thereby, the additional cooling for the healthy phases is provided. This gives room
for increased local power losses when compared to the three-phase operation. The
heat paths potentially occur in the end winding region and, in the case of a dual layer
winding, also in the stator slots.
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Chapter 8

Continuous Torque of an SCIM
during the Post-Fault Operations

Increased power losses during the post-fault operations result in increased tempera-
tures when compared to the standard three-phase operation. Therefore, the continuous
torque must be reduced in order to stay within the temperature limits of the individ-
ual components. This chapter investigates the continuous torque during the post-fault
operations based on experiments as well as the influence on the power loss and tem-
perature models discussed in Chapters 5 and 7. In contrast to the generally assumed
reduction down to 0.33 pu during the two-phase operation, the continuous torque can
be increased by 0.15 pu (i.e., reduction down to 0.48 pu) and 0.32 pu (i.e., reduction
down to 0.65 pu), respectively, for the two-phase and the switched two-three-phase
operation, if the thermal and magnetic reserves are exploited.

8.1 Theoretical Consideration

The continuous torques during the different operation modes are compared using the
continuous running duty (duty type S1) [95, 125]. The continuous torque is identified
assuming a constant stator end winding temperature as this temperature limits the
load of the example case machine IM2. Theoretical considerations for the two-phase
post-fault operation [69] suggest that the continuous torque of an SCIM is limited
down to 1

3 ≈ 0.33 pu of the continuous torque during the three-phase operation. This
estimate assumes the same local copper losses in the healthy two stator phases as
during the three-phase operation, and a reduction of the torque with the square of
the corresponding current space vector magnitude of 0.58 pu. However, the calculation
and experimental results presented in Section 8.3, show that higher current space vector
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magnitudes and significantly more torque are possible during the post-fault operations.
With an inverter operated and rotor flux-oriented SCIM any given torque, at a

given speed, can be obtained from different combinations of the direct and quadrature
component of the stator current space vector Isd and Isq, respectively. Because of this
degree of freedom and the coupling of the electromagnetic and thermal systems, the
identification of the continuous torque is a complex task. It entails the determination
of the torque maximum on the steady state isotherms in the plane of Isd and Isq. In
this work, this torque is determined both experimentally and by a computer based
identification program.

8.2 Maximum Continuous Torque Identification
Program

A full search of the continuous torque with numerical computation methods, including
the electromagnetic and thermal coupling, is hardly realizable due to the significant
calculation time. Therefore, an analytic maximum continuous torque identification
program is proposed which allows finding the torque in a resonable amount of time. It
is based on the electromagnetic and the power loss models discussed in Chapter 5 and
the LPTNs discussed in Chapter 7. Fig. 8.1 depicts a flow chart of the identification
program that includes the different routines and loops. The routines, the loops and
the calculation time of the identification program are explained below.

8.2.1 Routines of the Identification Program

Grid Generator
Defines a grid of equidistant Isd and Isq values in the range of the user defined mini-
mum values min(Isd), min(Isq), the maximum values max(Isd), max(Isq) and the grid
steps dIsd, dIsq. In the second run of the For Loop Refinement, the minimum values,
maximum values and grid steps are adjusted so as to search over a refined grid in the
region of the operating point with the maximum continuous torque. This is derived
from Isd,MCT and Isq,MCT, identified in the first run of the For Loop Refinement, and
stored in the routine Find Torque Maximum.

Vector Control
Calculates the stator voltage and frequency based on the desired values of Isd, Isq
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Fig. 8.1: Flowchart of the maximum continuous torque identification program. The figure
illustrates the inputs and outputs of the different routines and the loops.
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and the speed. The calculation is based on the single-phase equivalent circuit of an
SCIM (cf., Section 5.1.2) including the iron losses (cf., Section 5.2.2). It considers
the temperature dependence of the stator and rotor resistances (cf., Section 5.2.1).
The nonlinear magnetization curve of the main system (4.14) is considered and the
magnetization flux linkage is calculated by means of the Newton−Raphson Method.
As per Section 4.5, the effect of the zero-sequence current on the magnetization of the
main system (cf., Section 4.4) appears mainly during the start-up and is rather small
at higher speeds, therefore this effect is not considered.

Main System
Calculates the stator current, heat flows and torque of the main system based on the
single-phase equivalent circuit of an SCIM (cf., Section 5.1.2). The routine considers
the temperature dependence of the stator and rotor resistances (cf., Section 5.2.1) and
the iron losses (cf., Section 5.2.2). As in the case of the routine Vector Control, this
routine considers the nonlinear magnetization curve of the main system and reflects
the effect of the zero-sequence current.

Zero-Sequence System
Calculates the heat flows and the average torque of the zero-sequence system based on
the zero-sequence system’s equivalent circuit (cf., Section 5.1.2). The output depends
on the operation mode (3ph, 2ph or 2/3ph). This routine, too, considers the tempera-
ture dependence on the resistances (cf., Section 5.2.1). Furthermore, the magnetization
flux linkage calculated by the routine Main System is applied to consider the effect of
this current on the magnetization of the zero-sequence system (cf., Section 4.4).

Mechanical System
Calculates the friction and windage losses (cf., Sections 5.2.3 and 5.3.2) as well as the
corresponding breaking torque based on the speed.

Temperature Calculation
This routine calculates the temperatures based on the LPM provided in Fig. 7.6. Inputs
are the heat flows determined by the routines Main System, Zero-Sequence System, and
Mechanical System. The coolant temperature, i.e., the reference temperature of the
temperature model is also an input of this routine and potentially the flow rate, too.
Since the flow rate is constant, also the convective heat transfer coefficient of the cooling
jacket is assumed to be constant.
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Storage
Stores several quantities for the analysis such as the temperatures, the heat flows, the
torques, the values of Isd, Isq, and the speed.

Find Torque Maximum
Within every run of the For Loop Speed, this routine identifies the operating point
(Isd,MCT, Isq,MCT) with the largest continuous torque while remaining within the user
defined temperature limits.

8.2.2 Loops of the Identification Program

Iteration Temperature
The stator and rotor resistances in the routines are initialized with the coolant tem-
perature values. By this loop, the temperature dependence of these resistances is
considered.

For Loop Isd
This loop is executed for every value of Isd defined by the Grid Generator.

For Loop Isq
This loop is executed for every value of Isq defined by the Grid Generator.

For Loop Speed
This loop is executed for every value of the speed defined by the user.

For Loop Refinement
This loop is executed for every execution of the For Loop Speed. It enables a first run
with large grid steps dIsd, dIsq to identify the region where the maximum continuous
torque is located, and a second run with small grid steps in the identified region to
reduce the discretization effects on the identification of the maximum continuous torque
and the corresponding operating point Isd,MCT and Isq,MCT. The loop decreases the
calculation time in comparison to a single run small grid steps.

For Loop Mode
This loop is executed for every operation mode (3ph, 2ph, and 2/3ph) defined by the
user.
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8.2.3 Remarks on the Calculation Time

The calculation time with the analytical identification program is short when compared
to numerical computation methods. The calculation time increases approximately lin-
early with the number of calculated operating points. If the direct and quadrature com-
ponent of the minimum values min(Isd), min(Isq), maximum values max(Isd), max(Isq)
and the grid steps dIsd, dIsq are chosen equally, it can be assumed that the calculation
time approximately increases with the square of the resolution dI = dIsd = dIsq. The
grid steps should not be chosen to be too large to avoid deviations due to the discretiza-
tion. The discretization uncertainty of the power at the nominal operating point with
dI = 0.1A (6 400 calculated operating points) is approximately 0.03 pu. To reduce this
uncertainty, the calculations were performed with dI = 0.01A. The calculation of the
corresponding 640 000 operating points took approximately 30 minutes per speed on a
personal computer of today with a single core computation. The calculation time can
be further reduced to a few minutes if only the maximum torque is of interest and the
For Loop Refinement is used. Of course, the short calculation time of the calculation
program comes at the price of a significant parametrization expense.

8.3 Experimental Approach

For the experimental investigation, IM2 was operated in three-phase, two-phase, and
switched two-three-phase operation at constant speed and with a speed controlled load
machine (SM2). The measurement setups for these operation modes are discussed in
Appendix F. For each operating point investigated, IM2 was operated until steady
state behavior of the measured stator and rotor temperatures were reached.
As mentioned earlier, any given torque can be obtained from different combinations

of the direct and quadrature component of the stator current space vector Isd and
Isq. The combinations of Isd and Isq were chosen depending on the operation mode
investigated:

• During the three-phase operation, the reference temperatures for the post-fault
operations were determined by identifying the combinations of Isd and Isq that
result in the lowest stator winding temperatures but give nominal torque.

• For the two-phase and switched two-three-phase operation, the combinations of
Isd and Isq were chosen in the region where the highest torque was expected. This
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allows to estimate the torque maxima during the post-fault operations that are
limited by the reference temperatures obtained from the three-phase operation.

The temperatures developed by the machine under three-phase operation and the
continuous torque were taken as a reference. These temperatures do not reach the
thermal limits of the machine components (cf., Section 6.1). This, however, does not
compromise the identification of the effects that potentially increase the ratio of the
continuous torque.

8.3.1 Discussion of the Experimental Results

Fig. 8.2a) depicts the experimentally investigated operating points for the three-phase
(3ph), two-phase (2ph), and switched two-three-phase operation (2/3ph) in the Isd-
Isq plane. Further illustrations of the measured temperatures, torque and losses for
these operating points during the different operation modes are shown in Figs. 8.2b)-
d). Figs. 8.2a) and b) indicate the operating points at the isoline of the nominal torque
(24.6Nm) during the three-phase operation. The stator end winding temperature
TEW in Fig. 8.2b) also shows a minimum, whereas the rotor winding temperature TRW

decreases with Isq. Furthermore, the chosen reference operating point located at the
isoline of the nominal torque is visible. This operating point has the highest efficiency
and the lowest stator end winding temperature of the measured operating points on
this isoline (80 ◦C, due to a slightly reduced inlet temperature of the coolant during
these measurements, the actual temperature would be approximately 5K higher).
Figs. 8.2a), c) and d) show the operating points with the post-fault operation modes

located at the reference stator end winding temperature curve. The stator end wind-
ing temperature TEW (here, the average temperature of the healthy phases) reached its
reference temperature of 80 ◦C in the experiments, whereas the rotor winding temper-
ature TRW stayed below its reference temperature of 72 ◦C. The stator current space
vector magnitudes for the compliance of these temperatures has to be reduced when
compared to the three-phase operation. The operating points with the maxima of the
measured torques are located in the Isd-Isq region where the maxima are expected for
the three-phase operation with these reduced current space vector magnitudes. The
comparison of Figs. 8.2b), c) and d) reveals that operating points with high torque and
low stator winding temperatures are shifted to higher ratios Isd/Isq with decreasing
stator current space vector magnitudes.
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Fig. 8.2: Measurement results at a constant speed of 600 r/min: (a) Location of the operating
points during the 3ph, 2ph, and 2/3ph operation in the Isd-Isq plane, and calculated
torque isolines during the 3ph operation. (b)-(d) Temperatures, torque and total
power losses during the 3ph, 2ph, and 2/3ph operation, respectively. The reference
operating point (ref) and the operating points with the maximal measured torque
(max) are indicated with arrows; IM2.
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The measurement results allow for the determination of the per-unit torques and sta-
tor current space vector magnitudes during the post-fault operations. 1 pu corresponds
with the values of the reference operating point during the three-phase operation. The
maximum of the measured torques during the two-phase operation is 0.48 pu, whereas
a higher torque of 0.65 pu is possible due to the reduced losses with the switched two-
three-phase operation mode. The corresponding stator current space vector magnitudes
are 0.63 pu and 0.75 pu, respectively.

8.3.2 Interpretation of the Experimental Results

The measured torques are significantly higher than the values that can be yielded
by assuming the same local copper losses in the healthy stator phases as during the
three-phase operation and a reduction of the torque with the square of the stator
current space vector magnitude (torques of 0.33 pu and 0.50 pu for the two-phase and
switched two-three-phase operation, respectively). The per-unit current space vector
magnitudes applied for these estimations can be obtained from the square roots of the
reciprocals of the increase factors for the local losses discussed in Section 5.2.1 ( 1√

3 and
1√
2 , respectively).
The estimated torque calculated from the squares of the measured per-unit current

space vector magnitudes are 0.40 pu and 0.56 pu, respectively. The torque increases
are enabled by utilizing the thermal reserves of the stator with unbalanced losses (cf.,
Section 7.5.2) that allow the copper losses and currents to be increased. The comparison
of these values with the measured torques (Table 8.1) indicates that the utilization of

Table 8.1: Measured stator current space vector magnitudes and torques as well as estimated
torques based on the squares of the per-unit stator current space vector magni-
tudes.

Mode |iss| Torque
pu pu

Measurement
3ph 1.00 1.00
2ph 0.63 0.48
2/3ph 0.75 0.65

Estimation
without thermal reserves

2ph 0.58 0.33
2/3ph 0.71 0.50

Estimation
with thermal reserves

2ph 0.63 0.40
2/3ph 0.75 0.56
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Chapter 8 Continuous Torque of an SCIM during the Post-Fault Operations

these thermal reserves is only partially responsible for the measured torque increases.
The differences are explained by the analysis of the torque relations discussed below.

8.3.3 Torque Ratio for a Linear SCIM

If iron losses are neglected, the continuous electromagnetic torque of an SCIM can be
calculated from [85]:

τ = 3
2p

L2
m

Lm + Lσr
isdisq = 3p L2

m
Lm + Lσr

IsdIsq. (8.1)

The ratio of the torques of two different operating points (indices 1 and 2) is given by:

τ2

τ1
=

3p
L2

m,2

Lm,2 + Lσr,2
Isd,2Isq,2

3p
L2

m,1

Lm,1 + Lσr,1
Isd,1Isq,1

. (8.2)

Assuming a linear SCIM with constant inductances and operating points at the torque
maximum (Isd = Isq, see Appendix E) yields the approximation:

τ2

τ1
≈
(
Is,2

Is,1

)2

, (8.3)

where Is,1 and Is,2 are the stator currents of the two operating points, respectively.

8.3.4 Torque Ratio for a Saturable SCIM

The application of (8.3) leads to estimated torque ratios that are too low. The further
development of (8.2) (see derivation in Appendix E) yields the following torque ratio
for a saturable SCIM:

τ2

τ1
≈

cL︷ ︸︸ ︷
Lm,2

Lm,1

cI︷ ︸︸ ︷
Isd,2
Isq,2

1 +
(
Isd,2
Isq,2

)2

Isd,1
Isq,1

1 +
(
Isd,1
Isq,1

)2

︸ ︷︷ ︸
cτ

(
Is,2

Is,1

)2

. (8.4)

(8.4) shows (8.3) neglects the factor cτ = cLcI. The numerator and denominator
of cI have mathematically the same structure and depend on the ratios Isd

Isq
of the
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two operating points. Fig. 8.3 illustrates the decrease of the numerator/denominator
of cI with Isd

Isq
. However, if the operating point 2 features a greater ratio Isd

Isq
than

operating point 1, cI is greater than one. Furthermore, the factor cL is greater than 1
if the magnetization inductance of operating point 2 is greater than the inductance in
operating point 1. Both facts apply to the post-fault operating points with high torque
which increases the calculated torque ratios compared to the ratios calculated with the
approximation (8.3).
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Fig. 8.3:
Isd
Isq

1+
(
Isd
Isq

)2 , i.e, numerator and denominator of cI, as a function of the ratio Isd
Isq

.

8.3.5 Quantification of the Torque including Saturation

Using the ratios Isd
Isq

of the measured operating points (see Fig. 8.2) and considering
the increase of the magnetization inductance by approximately 5 % in cL (due to the
decrease of Isd), leads to calculated torque ratios of 0.49 pu and 0.67 pu, respectively.
This corresponds well with the measured ratios, with slight overestimations. The
results for the saturable SCIM are summarized along with the measurement results
in Table 8.2.
Note: The torque relations above are derived based on the fundamental wave and

the zero-sequence braking torque has not been considered. However, in the performed
experiments with IM2 above, this braking torque plays a minor but not inconsiderable
role. The results of the investigation of the zero-sequence system in Section 5.3.2, indi-
cate an expectable value for the zero-sequence breaking torques in these experiments
of 0.02 pu.
The analysis above shows, that utilization of the thermal reserves and the nonlinear

characteristic of the magnetic circuit increase the torque during the post-fault oper-
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Table 8.2: Measured stator current space vector magnitudes and torques along with compar-
ison with the estimated torques based on the squares of the per-unit stator current
space vector magnitudes for a saturable SCIM.

Mode |iss| Torque
pu pu

Measurement
3ph 1.00 1.00
2ph 0.63 0.48
2/3ph 0.75 0.65

Estimation for a saturable SCIM
with thermal reserves

2ph 0.63 0.49
2/3ph 0.75 0.67

ations when compared to previous assumptions [69]. The simplified linear approach
which builds on the reduction of the torque with the square of the stator current space
vector magnitude potentially significantly underestimates the possible torque during
the post-fault operations.
After the experimental determination and the semi-experimental determination of

the torque ratios based on the stator current ratios, the computation results from the
identification program are discussed below.

8.4 Results of the Identification Program

Fig. 8.4a) shows the calculated maximum continuous torque operating points for the
different operation modes in the Isd-Isq plane. The calculated operating points are in a
similar region as the maxima of the measurement results. The calculated ratios of the
continuous torque are 0.52 pu and 0.68 pu for the two-phase and switched two-three-
phase operation, respectively. Thereby, the computed ratios are slightly higher than
the measured ones. Figs. 8.4b)-d) show the calculated temperatures, torque, and losses
at the same values of isd and isq as the measured operating points shown in Fig. 8.2a) so
as to further compare these quantities with the measurement results from Figs. 8.2b)-
d). The comparison shows that the temperature model underestimates the stator end
winding temperatures TEW during the post-fault operations. This indicates that the
modified DC experiment (cf., Section 7.5.2) overestimates the cooling effect. Further-
more, the rotor winding temperatures TRW and the total losses Ploss are underestimated.
Such an underestimation was expected, since additional load and high frequency losses
(Sections 5.2.4 and 5.2.5) are not considered in the identification program and due to
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Fig. 8.4: Calculation results at a constant speed of 600 r/min. (a) Location of the calcu-
lated reference point (ref) during 3ph operation and the maximum torque operating
points (max) during the 2ph and 2/3ph operation in the Isd-Isq plane and calcu-
lated isolines of the torque and the constant stator end winding temperature (80◦C).
(b)-(c) Calculated temperatures, torque and losses during the 3ph, 2ph, and 2/3ph
operation, at the same operating point as illustrated in Fig. 8.2(a); IM2.
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the underestimation of the zero-sequence system’s rotor losses (Section 5.3.2).
To analyze the impact of these deviations on the calculation of the maximum contin-

uous torque, the results were recalculated under consideration of the reduced cooling
effect (approximately 15% instead of 18%) and the injection of residual losses into the
rotor winding. The results are shown in Fig. 8.5 and correspond better with the mea-
sured results. The calculated torques with this modified calculation are 0.51 pu and
0.66 pu for the two-phase and switched two-three-phase operation, respectively. If it is
assumed that the residual losses are provided by the mechanical power, the calculated
torques must be further reduced by 0.01 pu− 0.02 pu.
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Fig. 8.5: Calculation results obtained with the modified calculation program at a constant
speed of 600 r/min. (a) Location of the calculated reference point (ref) during 3ph
operation and the maximum torque operating points (max) during the 2ph and
2/3ph operation in the Isd-Isq plane and calculated isolines of the torque and the
constant stator end winding temperature (80◦C). (b)-(c) Calculated temperatures,
torque and losses during the 3ph, 2ph, and 2/3ph operation, at the same operating
point as illustrated in Fig. 8.2(a); IM2.
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8.5 Conclusion

Due to the increased power losses and asymmetric loss distribution during the post-fault
operations, the continuous torque is reduced when compared to three-phase operation.
However, in contrast to the initial expectation of 0.33 pu with respect to the three-
phase operation [69], potentially significantly higher torques are possible during the
post-fault operations, because:

• The operation in the Isd-Isq region where the maximum torque is located is the
basis of a high torque.

• Thermal reserves of the stator (cf., Section 7.5.2) additionally cool the healthy
phases which allows the local copper losses to be increased when compared to
the three-phase operation.

• The application of the switched two-three-phase operation (cf., Section 3.3.2)
reduces the power losses when compared to the two-phase operation.

• If the nonlinear characteristic of the machine significantly increases the ratio isd
isq

and the magnetization inductance during the post-fault operations, a further
torque reserve can be exploited.

For the example case machine IM2, the utilization of thermal and magnetic reserves
lead to a continuous torque of 0.48 pu during the experiments with two-phase operation.
The reduced losses during the switched two-three-phase operation lead to a continuous
torque of 0.65 pu. Similar results could be obtained by a proposed continuous torque
identification program.
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Chapter 9

Alternating Torques of an SCIM
during the Post-Fault Operations

The post-fault operation strategies that apply a zero-sequence stator current feature
a reduced torque quality as a side effect, especially during the start-up and low-speed
operation of the SCIM drive. Section 9.1 provides an overview of the development of the
zero-sequence torque. In Section 9.2, a method for the reduction of the high alternating
torques that occur at low speed is proposed. Section 9.3 shows an experimental study
of the alternating torques and the performance of the proposed reduction method.

9.1 Theoretical Consideration

9.1.1 Development of the Alternating Torques

Due to the high number of short-circuited conductors at the circumference of the
rotor, the rotor winding of SCIMs responds to the change of the excited harmonic flux
waves caused by the zero-sequence stator current with corresponding rotor currents.
During the two-phase post-fault operation, the current is0 is sinusoidal with the stator
frequency fs (cf., Section 1.3). In this case, each space harmonic of the zero-sequence
system can be interpreted as two rotating waves [89]. One of these waves rotates in the
positive direction with 1

ν
of the fundamental wave’s speed, whereas the other rotates in

the negative direction with − 1
ν
of the fundamental wave’s speed, where ν is the order

of the harmonic (ν = 3(2µ − 1), µ ∈ N). The relative speed between the positive and
the negative rotating harmonic flux waves and the occurring rotor currents lead to a
steady torque and a main alternating torque that occurs at 2fs during the two-phase
operation.
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During the switched two-three-phase operation, is0 has the shape of a sinusoidal half-
wave (cf., Section 3.1.1) and consists of various harmonic components (Fig. 5.2). The
corresponding space harmonics rotate with ± 1

ν
f/fs of the speed of the fundamental

wave. The relative speeds of these space harmonics lead to an alternating torque with
the lowest frequency occurring at fs during the switched two-three-phase operation.

At low speed, the relative speed between the zero-sequence space harmonics and
the rotor is low (see also Appendix C). Therefore, both the steady and the alternating
zero-sequence torque components develop significantly during both post-fault operation
modes at low speed. Hence, it is desirable to reduce the alternating torques, especially
in this speed region.

9.2 Method for the Reduction of the Alternating
Torques

9.2.1 Mathematical Description

In this section, a method to reduce the alternating torques during the post-fault oper-
ations at low speed is presented. It is based on the compensation of the zero-sequence
system’s torque by means of the main system’s torque. The torque of the zero-sequence
system is estimated by means of the zero-sequence system model (3.9), (3.11) and
(3.12). The equations are discretized with the Backward Euler Scheme. Then, the
rotor flux of the zero-sequence system at period k can be calculated from:

ψs
r3,k = a+ jtd3φ̇k

a2 + (td3φ̇k)2

(
ψs

r3,k-1 + td
Rr3Lm3

Lσr3 + Lm3
is0,k

)
, (9.1)

where a = 1 + td
Rr3

Lσr3+Lm3
. The main flux of the zero-sequence system is computed by:

ψs
m3,k = Lm3

Lσr3 + Lm3
ψs

r3,k +
(
Lm3 −

L2
m3

Lσr3 + Lm3

)
is0,k. (9.2)

The torque of the zero-sequence system is calculated from:

τ0,k = −9Im{ψs
m3,ki

∗
s0,k}. (9.3)
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9.2.2 Implementation in the Torque Control Loop

The discretized zero-sequence system model is applied to the torque control loop of the
rotor flux-oriented SCIM drive as shown in Fig. 9.1. The inner current control loop
(Fig. 3.4) is extended by a PI-controller and models for the machine torque. The total
machine torque is calculated from the sum of the torque of the zero-sequence system
and the main system. The latter is calculated by means of:

τf,k = 3
2p

Lm

Lσr + Lm
ψrd,kisq,k. (9.4)

The discretized zero-sequence system model provides information about the zero-
sequence torque; the PI-controller reduces the alternating torques by adapting the
desired quadrature component of the stator current i∗sq. The use of i∗sq is essential to
achieve the needed dynamics in the torque control loop. Contrary to when the torque
control deviation is calculated with the estimated torque of the main system only, the
torque controller must handle continuously alternating torques. Since the closed torque
control loop has a low-pass characteristic, the ability of the compensation is limited.
However, it is in accordance with the goal of reducing the high alternating torques that
occur at low stator frequency and rotational speed.
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τ

Fig. 9.1: Structure of the torque control loop of the rotor flux-oriented drive including the
model for the zero-sequence torque.

The amplitude of the zero-sequence stator current equals the magnitude of the sta-
tor current space vector, therefore, it seems reasonable to operate the machine at a
maximum torque per ampere operating point, to keep the torque of the zero-sequence
system low. However, the proposed compensation shows a higher effectiveness at higher
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isd values. On the one hand, is0 increases less with isq, on the other hand, τf increases
more strongly with isq. This keeps distortions in the phase currents low (see below).
In terms of iron losses and the available inverter voltage, the higher rotor flux levels do
not represent a difficulty since the stator frequencies are low in the low speed region.

9.3 Experimental Results

The experiments are performed with IM1. The experimental setup is the same as
discussed in Section 3.3. For the comparison of the alternating torques and the per-
formance of the alternating torque reduction method, the drive is operated with the
three-phase operation (3ph), the two-phase operation (2ph), and the switched two-
three-phase operation (2/3ph). To reduce the influence of the inverter nonlineari-
ties, the experiments in Section 9.3.2 were performed with a reduced DC-link voltage
(150 V).

9.3.1 Torque Characteristics

Fig. 9.2 shows the frequency spectra of the measured torque at different operating
points. As discussed in Section 9.1, the zero-sequence stator current leads to an alter-
nating torque during the two-phase operation, in which the lowest frequency compo-
nent occurs with twice the stator frequency. However, during the switched two-three-
phase operation, the lowest frequency component occurs at the stator frequency. At
1500 r/min and 750 r/min, shown in Figs. 9.2a) and b), the spectra show a component
of approximately 0.02 pu - 0.03 pu at twice the stator frequency during the continu-
ous two-phase operation. During the proposed switched two-three-phase operation,
the spectrum shows a component at the stator frequency with similar amplitude to
that which occurs during continuous two-phase operation and harmonics with lower
amplitude. The alternating torques can increase drastically at low stator frequencies,
as shown exemplarily at the 120 r/min operating point in Fig. 9.2c). The alternating
torques during two-phase and switched two-three-phase operation are approximately
0.2 pu - 0.35 pu at this operating point. Thus, at the low speed range, the alternating
torques should be considered in both post-fault operation modes.
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Fig. 9.2: Fourier spectra of the measured torque of IM1 during the three operation modes
at different rotational speeds and average torques of the machine: (a) 1500 r/min,
9.58Nm, (b) 750 r/min, 9.68Nm, and (c) 120 r/min, 4,83Nm. The fundamental
stator supply frequencies are: (a) 25.49Hz during 2/3ph operation, 25.52Hz during
2ph operation, 25.48Hz during 3ph operation (b), 12.97Hz during 2/3ph operation,
13.02Hz during 2ph operation, 12.95Hz during 3ph operation, (c), 2.25Hz during
2/3ph operation, 2.30Hz during 2ph operation, 2.22Hz during 3ph operation.
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9.3.2 Performance of the Alternating Torque Reduction
Method

Fig. 9.3 shows further low-speed operating points, and it illustrates the performance of
the proposed alternating torque reduction method. The drive is again operated with
the three-phase operation (3ph), the two-phase operation (2ph), the switched two-
three-phase operation (2/3ph), and with both post-fault operation modes including
the proposed alternating torque reduction method (2ph red and 2/3ph red). Fig. 9.4
illustrates the measured torque, speed and stator currents over time at 150 r/min and
5Nm during the proposed switched two-three-phase operation mode. The results show
a significant reduction of the alternating torques and the rotary oscillations. As per
Fig. 9.5, the phase currents show low distortions, when the proposed alternating torque
reduction method is applied. These distortions are caused by the adaptation of i∗sq and
are required to reduce the alternating torques with the proposed method. For the
magnetization inductance of the zero-sequence system in (9.1) and (9.2), a reduced
value is applied to consider the saturation interaction with the main system discussed
in Section 4.4. The experiments were performed with a lower DC-link voltage (150V)
to reduce the influence of the inverter nonlinearies (e.g., voltage drops at the semicon-
ductors, dead time) on the low inverter output voltage during these experiments.
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Fig. 9.3: Fourier spectra of the measured torque of IM1 during the three operation modes
at different rotational speed and desired torque without and with the proposed
alternating torque reduction method: (a) 50 r/min, 5Nm, (b) 100 r/min, 5Nm and
(c) 250 r/min, 10Nm. The relative peak-to-peak values of the alternating rotational
speed with respect to the mean value of the rotational speed are as follows: (a) 55%
(2/3ph), 58% (2ph), 16% (2/3ph red), 22%, (2ph red), 4% (3ph), (b) 31% (2/3ph),
40% (2ph), 5% (2/3ph red), 5%, (2ph red), 1.2% (3ph) ,(c) 8% (2/3ph), 3% (2ph),
1% (2/3ph red), 0.8%, (2ph red), 0.8% (3ph).
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Fig. 9.4: Experimental results with IM1 at 150 r/min and 5Nm. 1: Measured torque, 2:
measured rotational speed, 3: measured phase currents. At the beginning, the drive
is operated with standard three-phase operation (3ph). At t= 4.7 s, an SSF of switch
S1 occurs. The drive is reconfigured to the switched two-three-phase operation
(2/3ph) at t = 4.9 s. At t = 9.3 s, the proposed alternating torque reduction method
is activated (2/3ph red).
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9.4 Conclusion

Zero-sequence stator current based post-fault operation modes for SCIM drives lead
to significant alternating torques, especially during the start-up and in the low-speed
region, which has also been illustrated by experiments. In this chapter, a model based
method for the reduction of these components is discussed and evaluated. The proposed
method applies the torque building component of the stator current space vector isq for
the alternating torque reduction. The method was tested with both, the conventional
continuous two-phase post-fault operation mode and with the switched two-three-phase
operation strategy discussed in Chapter 3. To keep the harmonics in the phase cur-
rents with the alternating torque reduction method low, the operation of the SCIM
with higher rotor flux linkages is desirable. In this case, the saturated zero-sequence
inductance (cf., Chapter 4) is applied in the method.
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Summary and Outlook

The first part of this thesis summarizes the backgrounds of inverter faults as well as the
state-of-the-art detection methods and post-fault operation strategies for such faults.
The state-of-the-art detection methods, however, lack fast detection time without ap-
plying additional hardware. Therefore a novel method for the fast detection of inverter
open circuit faults in electric drives is proposed. It features a particularly low detection
time of a few switching periods which aims at detecting the fault quickly to avoid any
subsequent damage. Moreover, it does not require any additional hardware, and it
even allows for detection during transient operation.
Furthermore, this thesis focuses on the torque exploitation of SCIM drives during

continuous post-fault operation. The exploitation utilizes the thermal and magnetic
reserves and suggests applying a switched post-fault operation strategy with reduced
power losses that can be applied in the case of a single switch open circuit fault. Inves-
tigations on an example case machine showed that 0.48 pu of the continuous torque,
compared to the three-phase operation, are possible with the conventional two-phase
post-operation strategy. With the proposed switched two-three-phase post-fault oper-
ation strategy, the ratio can be increased to 0.65 pu of the continuous torque. Both
values significantly exceed the previously assumed torque limit of 0.33 pu for SCIM
drives.
A further part of this thesis is dedicated to the analysis and modeling of the space

harmonics related to the zero-sequence system as well as the interaction of these har-
monics with the main system. The space harmonics related to the zero-sequence system
significantly affect the power losses and torque during the post-fault operations of the
example case squirrel cage induction machines. The influence of the stator winding
design on these space harmonics and possibilities to reduce these space harmonics have
been discussed herein. Moreover, a saturation interaction between these harmonics
and the main system has been identified which changes the machine’s parameters dur-
ing the post-fault operation. A modeling approach has been proposed and validated
with two example case machines. Moreover, this thesis investigates the torque pulsa-
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tions occurring at low speed operation. A reduction method for these pulsations has
been proposed and validated for both, the two-phase and the switched two-three-phase
post-fault operation.
Although many aspects of the proposed detection method and post-fault operation of

squirrel cage induction machines have been investigated, further research may include
the following:

• The investigation of the extension of the proposed detection method on multiple
inverter open circuit faults.

• The investigation of the thermal behavior of post-fault operated squirrel cage in-
duction machine drives with load transients under consideration of the machine’s
thermal capacitances.

• The investigation of the influence of the squirrel cage design on the power losses
and torque related to the zero-sequence system.

• The further systematic investigation of the relationship between speed, the con-
tinuous torque during post-fault operation, and saturation interaction over the
total speed range of squirrel cage induction machine drives.
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Acronyms
AC Alternating Current
CFD Computational Fluid Dynamics
DC Direct Current
EMF Electromotive Force
FEA Finite Element Analysis
FEM Finite Element Method
FDM Finite Difference Method
FLMS Flux Linkage Measurement System
FVM Finite Volume Method
IGBT Insulated Gate Bipolar Transistor
IM Induction Machine
IOCF Inverter Open Circuit Fault
LDM Load and Driving Machine
LPTN Lumped Parameter Thermal Network
MMF Magnetomotive Force
MUT Machine Under Test
PMSM Permanent Magnet Synchronous Machine
PI Proportional-Integral
PT1 Low Pass Filter of Order 1
PWM Pulse Width Modulation
RMS Root Mean Square
RRF Rotor Reference Frame
ΨRF Rotor Flux-Oriented Reference Frame
SCIM Squirrel Cage Induction Machine
SM Synchronous Machine
SSF Single Switch Fault
SRF Stator Reference Frame
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Symbols

Real Quantities

A Cross-Sectional Area
A1 Area of Radiator 1
A2 Area of Radiator 2
Ac Area of the Convection Surface
B Magnetic Flux Density
Bref Reference Magnetic Flux Density
Cd Skin Friction Coefficient
c Constant
c1 First Parameter of the Unaffected Magnetizing Current of the Main System
c2 Second Parameter of the Unaffected Magnetizing Current of the Main System
c3 Third Parameter of the Unaffected Magnetizing Current of the Main System
cL Coefficient of the Torque Ratio due to the Inductance
ci Coefficient of the Torque Ratio due to the Current
cish Inlet Shear Heating Reduction Factor
cp Specific Heat Capacity
crs Kinematic Replenishment/Starvation Reduction Factor
crr Load Variable of the Rolling Frictional Torque
csl Sliding Friction Coefficient
csll Load Variable of the Sliding frictional Torque
cw1 First Parameter of the Affected Magnetizing Current of the Main System
cw2 Second Parameter of the Affected Magnetizing Current of the Main System
cτ Coefficient of the Torque Ratio with Saturation
d Density
d1 First Parameter of the Unaffected Zero-Sequence Magnetizing Current
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Symbols

d2 Second Parameter of the Unaffected Zero-Sequence Magnetizing Current
dw1 First Parameter of the Affected Zero-Sequence Magnetizing Current
dw2 Second Parameter of the Affected Zero-Sequence Magnetizing Current
ef Fault Specific Current Control Deviation
eα Real Part of the Current Control Deviation Space Vector in the SRF
eβ Imaginary Part of the Current Control Deviation Space Vector in the SRF
e∞ Permanent Current Control Deviation
F12 View Factor
f Frequency
fd Sampling Frequency
fref Reference Frequency
fs Stator Frequency
G Controller Gain
H Magnetic Field Strength
h Heat Transfer Coefficient
h0 Zero-Speed Heat Transfer Coefficient
hl Local Heat Transfer Coefficient
hrad Equivalent Radiation Heat Transfer Coefficient
I RMS Value of the Phase Currents
Im Magnitude of the Magnetizing Current Space Vector (Main System)
Imu Unaffacted Magnitude of the Magnetizing Current Space Vector (Main System)
Im3 Amplitude of the Zero-Sequence Magnetizing Current
Im3u Unaffacted Amplitude of the Zero-Sequence Magnetizing Current
Is Stator Current
Isd Real Part of the Stator Current Space Vector in the ΨRF (RMS)
Isq Imaginary Part of the Stator Current Space Vector in the ΨRF (RMS)
Isd,MCT Isd for Maximum Continuous Torque (RMS)
Isq,MCT Isq for Maximum Continuous Torque (RMS)
i Current
ia Current in Phase a
ib Current in Phase b
ic Current in Phase c
id Real Part of the Current Space Vector in the RRF
i∗d Real Part of the Reference Current Space Vector in the RRF
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Symbols

in Neutral Current
iq Imaginary Part of the Current Space Vector in the RRF
i∗q Imaginary Part of the Reference Current Space Vector in the RRF
ĩq Modeled Imaginary Part of the Current Space Vector in the RRF
is0 Zero-Sequence Stator Current
i∗s0 Desired Zero-Sequence Stator Current
is0,k Zero-Sequence Stator Current at Period k
iα Real Part of the Current Space Vector in the SRF
i∗α Desired Real Part of the Current Space Vector in the SRF
iβ Imaginary Part of the Current Space Vector in the SRF
i∗β Desired Imaginary Part of the Current Space Vector in the SRF
isα Real Part of the Stator Current Space Vector in the SRF
i∗sα Desired Real Part of the Stator Current Space Vector in the SRF
isβ Imaginary Part of the Stator Current Space Vector in the SRF
i∗sβ Desired Imaginary Part of the Stator Current Space Vector in the SRF
isd Real Part of the Stator Current Space Vector in the ΨRF
i∗sd Desired Real Part of the Stator Current Space Vector in the ΨRF
isq Imaginary Part of the Stator Current Space Vector in the ΨRF
i∗sq Desired Imaginary Part of the Stator Current Space Vector in the ΨRF
isq,k Imaginary Part of the Stator Current Space Vector in the ΨRF at Period k
j Imaginary Unit
k Thermal Conductivity
k1 Thermal Conductivity of the First Composite Material
k2 Thermal Conductivity of the Second Composite Material
kp Thermal Conductivity in the Lamination Direction
ks Thermal Conductivity Perpendicular to the Lamination Direction
Ld Stator Inductance in the Direct Axis
Lm Magnetization Inductance
Lm3 Magnetization Inductance of the Zero-Sequence System
Lq Stator Inductance in the Quadrature Axis
Ls Stator Inductance
Lσr Rotor Leakage Inductance
Lσr3 Rotor Leakage Inductance of the Zero-Sequence System
Lσs Stator Leakage Inductance
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Symbols

Lσs0 Stator Leakage Inductance of the Zero-Sequence System
L0 Zero-Sequence Stator Inductance Parameter for the Control
l Length
lg Gap Length
Ml Mass of a Segment
m Modulation Index
N Number of Turns
Nu Nusselt Number
n Rotational Speed
oc Speed Exponent of the End Space Heat Transfer
oh Hysteresis Loss Exponent
osB Flux Density Exponent of the Steinmetz Equation
osf Frequency Exponent of the Steinmetz Equation
PAl Power Losses in the Squirrel Cage
PAl0 Power Losses in the Squirrel Cage caused by the Zero-Sequence System
PCu Power Losses in the Stator Winding
PCu0 Power Losses in the Stator Winding of the Zero-Sequence System
Pel Electrical Power
PFe Iron Power Losses
PFe,l Iron Power Losses of a Segment
Pfr Frictional Power of a Grease Lubricated Bearing
Pfw Friction and Windage Power Losses
Ploss Total Power Losses
Pmech Mechanical Power
Pmech0 Mechanical Power of the Zero-Sequence System
PRes0 Residual Power Losses during the Zero-Sequence System Experiments
Ps0 Stator Power of the Zero-Sequence System
Pw Windage Power Losses
Pr Prandtl number
p Number Of Pole Pairs
pFe Iron Loss Density per Volume
pFe,l Iron Loss Density of a Segment per Mass
Q Heat
Qint Internal Heat
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Symbols

Qconv Convective Heat
Q12 Transmitted Energy between two diffuse-gray radiators
q Number of Slots per Pole and Phase
qconv Convective Heat Density
qe Emissive Heat Density
R Resistance
Ra Electrical Resistance of Phase a
Rb Electrical Resistance of Phase b
Rc Electrical Resistance of Phase c
Rconv Convective Thermal Resistance
RFe Iron Loss Resistance
RRo One Dimensional Thermal Resistance of a rod
Rr Electrical Rotor Resistance
Rrad Thermal Resistance due to Radiation
Rr0p Zero-Sequence Rotor Resistance for the Third Space Harmonic (Positive Direction)
Rr0n Zero-Sequence Rotor Resistance for the Third Space Harmonic (Negative Direction)
Rr3 Electrical Rotor Resistance of the Zero-Sequence System
Rs Electrical Stator Resistance
Rs0 Stator Resistance of the Zero-Sequence System
Rth Thermal Resistance
RZr Thermal Resistance of a Hollow Cylinder in Radial Direction
R0 Zero-Sequence Stator Resistance Parameter for the Control
R0◦C Electrical Resistance at 0◦C
R1 First Partial Conduction Thermal Resistance
R2 Second Partial Conduction Thermal Resistance
R3 Conduction Thermal Resistance for the Internal Heat
Re Reynolds Number
Recrit Critical Reynolds Number
r Specific Resistance / Radius
rref Specific Resistance at the Reference Temperature
r1 Inner Radius of a Hollow Cylinder
r2 Outer Radius of a Hollow Cylinder
S Switch
s Slip
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Symbols

T (Absolute) Temperature
Tc Celsius Temperature
TEW Stator Endwinding Temperature
Tm Absolute Temperature of the Conductive Component
TRW Rotor Winding Temperature
Tref Reference Temperature
Ts Temperature of the Solid
T1 Absolute Temperature of the Radiator 1
T2 Absolute Temperature of the Radiator 2
T∞ Free Stream Temperature of the Fluid
Ta Taylor Number
t Time
tPT1 Low Pass Filter Time Constant
td Sampling Period
tf Fundamental Period
tr Reset Time
ts Switching Period
t0 Beginning Time of the Integration Interval
t1 Ending Time of the Integration Interval
ua Anomalous Loss Coefficient
uc Speed Coefficient of the End Space Heat Transfer
ue Eddy Current Loss Coefficient
ue,add Additional Eddy Loss Coefficient
ue,ref Reference Eddy Current Loss Coefficient
ue,t Eddy Loss Coefficient
uh Hysteresis Loss Coefficient
uh,add Additional Hysteresis Loss Coefficient
uh,ref Reference Hysteresis Loss Coefficient
uh,t Hysteresis Loss Coefficient
us Coefficient of the Steinmetz Equation
v Velocity
va Voltage of Phase a
vb Voltage of Phase b
vc Voltage of Phase c
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Symbols

vdc DC-Link Voltage
vn Voltage of the Neutral Point of the Machine n
vs0 Zero-Sequence Stator Voltage
v∗s0 Desired Zero-Sequence Stator Voltage
vsα Real Part of the Stator Voltage Space Vector in the SRF
vsβ Imaginary Part of the Stator Voltage Space Vector in the SRF
vta Terminal Voltage of Inverter Leg a
v∗ta Commanded Terminal Voltage of Leg a
vtb Terminal Voltage of Inverter Leg b
vtc Terminal Voltage of Inverter Leg c
vα Real Part of the Voltage Space Vector in the SRF
v∗α Desired Real Part of the Voltage Space Vector in the SRF
vα,res Voltage Reserve for an SSF of S1

vα Average Real Part of the Voltage Space Vector in the SRF in one switching Period
vα+ Real Part of the Additional Voltage Space Vector in the SRF
vβ Imaginary Part of the Voltage Space Vector in the SRF
v∗β Desired Imaginary Part of the Voltage Space Vector in the SRF
vβ Average Imaginary Part of the Voltage Space Vector in the SRF in one switching Period
vβ+ Imaginary Part of the Additional Voltage Space Vector in the SRF
W Weakening Factor
Wc Coil Width
Wp Pole Pitch
w Weighting Factor for the Magnetizing Current of the Main System
w0 Weighting Factor for the Zero-Sequence Magnetizing Current
Xm Magnetization Reactance
Xm0 Zero-Sequence Magnetization Reactance
Xσr Rotor Leakage Reactance
Xσr0 Zero-Sequence Rotor Leakage Reactance
Xσs Stator Leakage Reactance
Xσs0 Zero-Sequence Stator Leakage Reactance
y1 Fractional Volume of Material 1 of the Composite
α Thermal Diffusivity
αref Linear Temperature Coefficient
αs Displacement Angle of the Slots
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Symbols

α0◦C Linear Temperature Coefficient at 0◦C
γ Angle of the Reference Stator Current Space Vector in the SRF
δ Transformation Angle for the Rotation of the Reference Frame
ε Emissivity
ε1 Emissivity of the Radiator 1
ε2 Emissivity of the Radiator 2
ζ Angle of the Rotor Flux Space Vector in the SRF
η Dynamic Viscosity
Θ̂1 Magnitude of the Stator MMF Space Vector of the Fundamental Wave
Θ̂ν Magnitude of the Stator MMF Space Vector with the Order ν
Θ̂ν,ph Amplitude of the Stator MMF Harmonic with the Order ν of a Stator Coil
ϑ Angle of the Current Control Deviation Space Vector in the SRF
ϑi Ideal Angles of the Current Control Deviation Space Vector in the SRF
µ Natural Number
ν Order of the Harmonic / Kinematic Viscosity
ξgr Group Factor
ξp Pitching Factor
ξ1 Winding Factor for fundamental wave
ξν Winding Factor for the Harmonic ν
π Archimedes Constant
ρ Angle of the Rotor Flux Space Vector in the RRF
Σ12 Radiation Transfer Coefficient
σ Stefan-Boltzmann Constant
τ Electromagnetic Torque
τ ∗ Desired Torque
τf Torque of the Main System
τf,k Torque of the Main System at Period k
τfr Frictional Torque
τ0 Torque of the Zero-Sequence System
τ0,k Torque of the Zero-Sequence System at Period k
τrr Rolling Frictional Torque
τsl Sliding Frictional Torque
τseal Frictional Torque of the Seals
ϕ Rotor Angle (Angle of the Direct Axis of the PMSM) in the SRF
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Symbols

φ Rotor Angle (Angle of the Rotor of the SCIM) in the SRF
φ0 Phase Angle
φk Rotor Angle (Angle of the Rotor of the SCIM) in the SRF at Period k
Ψc Third Parameter of the Affected Magnetizing Current of the Main System
Ψc3 Fourth Parameter of the Affected Magnetizing Current of the Main System
Ψm Magnitude of the Magnetization Flux Linkage Space Vector (Main System)
Ψm3 Magnitude of the Magnetization Flux Linkage Space Vector (Zero-Sequence System)
ΨPM Flux Linkage caused by the Permanent Magnets
Ψs0 Amplitude of the Stator Flux Linkage of the Zero-Sequence System
ψ Flux Linkage
ψmα Real Part of the Magnetization Flux Linkage Space Vector in the SRF
ψmβ Imaginary Part of the Magnetization Flux Linkage Space Vector in the SRF
ψrd Direct Component of the Rotor Flux Linkage Space Vector
ψrd,k Direct Component of the Rotor Flux Linkage Space Vector at Period k
ψsa Stator Flux Linkage of Phase a
ψsb Stator Flux Linkage of Phase b
ψsc Stator Flux Linkage of Phase c
ψsα Real Part of the Stator Flux Linkage Space Vector in the SRF
ψsβ Imaginary Part of the Stator Flux Linkage Space Vector in the SRF
ψs0 Stator Flux Linkage of the Zero-Sequence System
ψα Real Part of the Flux Linkage Space Vector in the SRF
ψβ Imaginary Part of the Flux Linkage Space Vector in the SRF
ω Angular Frequency

Complex Quantities

C Closed Loop Transfer Function
D Disturbance Transfer Function
er Current Control Deviation Space Vector in the RRF
es Current Control Deviation Space Vector in the SRF
Ia RMS Time Vector of the Fundamental Voltage of Phase a
Ib RMS Time Vector of the Fundamental Voltage of Phase b
Ic RMS Time Vector of the Fundamental Voltage of Phase c
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Symbols

Id Laplace transformed id
I∗d Laplace transformed i∗d
Iq Laplace transformed iq
I∗q Laplace transformed i∗q
Ir0p RMS Time Vector of the Zero-Sequence Rotor Current (Positive Direction)
Ir0n RMS Time Vector of the Zero-Sequence Rotor Current (Negative Direction)
Ir1 RMS Time Vector of the Positive-Sequence Rotor Current
Is1 RMS Time Vector of the Positive-Sequence Stator Current
Is2 RMS Time Vector of the Negative-Sequence Stator Current
Is0 RMS Time Vector of the Zero-Sequence Stator Current
ism Magnetizing Current Space Vector uin the SRF
ir Current Space Vector in the RRF
ir* Reference Current Space Vector in the RRF
irr Rotor Current Space Vector in the RRF
isr Rotor Current Space Vector in the SRF
isr3 Rotor Current Current Space Vector of the Zero-Sequence System in the SRF
irs Stator Current Space Vector in the RRF
iss Stator Current Space Vector in the SRF
is*s Reference Stator Current Space Vector in the SRF
is* Reference Current Space Vector in the SRF
iΨs Stator Current Space Vector in the ΨRF
iΨ*
s Reference Stator Current Space Vector in the ΨRF
O Open Loop Transfer Function
Qa RMS Time Vector of a Quantity of Phase a
Qb RMS Time Vector of a Quantity of Phase b
Qc RMS Time Vector of a Quantity of Phase c
Qs0 Zero-Sequence Component of a Quantity
Qs1 Positive-Sequence Component of a Quantity
Qs2 Negative-Sequence Component of a Quantity
qFe Iron Loss Factor
s Parameter of the Laplace-Transform
V a RMS Time Vector of the Fundamental Voltage of Phase a
V b RMS Time Vector of the Fundamental Voltage of Phase b
V c RMS Time Vector of the Fundamental Voltage of Phase c
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Symbols

V s0 RMS Time Vector of the Zero-Sequence Stator Voltage
V s1 RMS Time Vector of the Positive-Sequence Stator Voltage
V s2 RMS Time Vector of the Negative-Sequence Stator Voltage
vΨ

c Compensation Voltage Space Vector in the RRF
vΨ*

c Compensation Stator Voltage Space Vector in the ΨRF
vr*

c Compensation Voltage Space Vector in the RRF
vr* Reference Voltage Space Vector in the RRF
vΨ*

s Reference Stator Voltage Space Vector in the ΨRF
vs

s Stator Voltage Space Vector in the SRF
vs

+ Additional Voltage Space Vector in the SRF
z Parameter of the Bilinear Transform
Θν Stator MMF Space Vector of the harmonic ν
ψs

m Magnetization Flux Linkage Space Vector in the SRF
ψs

m3 Zero-Sequence Magnetization Flux Linkage Space Vector in the SRF
ψs

m3,k Zero-Sequence Magnetization Flux Linkage Space Vector in the SRF at Period k
ψs

r Rotor Flux Linkage Space Vector in the SRF
ψs

r3 Zero-Sequence Rotor Flux Linkage in the SRF
ψs

r3,k Zero-Sequence Rotor Flux Linkage in the SRF at Period k
ψs

s Stator Flux Linkage Space Vector in the SRF

Vectors

~iabc Vector of the Phase Currents of Phases a, b and c
~P Vector of the Nodal Power Losses
~T Vector of Absolute Temperatures
~vabc Vector of the Phase Voltages of Phases a, b and c
~v*

abc Vector of the Desired Phase Voltages of Phases a, b and c
~vtabcn Vector of the Terminal Voltages of Inverter Legs a, b, c and n
~Ψabc Vector of the Phase Flux Linkages of Phases a, b and c
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Symbols

Matrices

E Transformation Matrix of the Clarke Transformation
F Transformation Matrix of the Symmetrical Components
Gth Thermal Conductance Matrix
Rabc Diagonal Matrix of the Stator Resistances of Phases a, b and c
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Appendix A

Voltage Disturbance with
Sinusoidal Pulse Width Modulation

This Appendix discusses the transformation of a desired average voltage space vector
into the average voltage space vector that is realized during an SSF of S1 and iα > 0
with sinusoidal pulse width modulation with and without third harmonic injection.
The transformation for sinusoidal pulse width modulation differs from space vector
modulation (Fig. 2.4) due to the different time of the desired passive states 000 and
111 of these modulation methods. Fig. A.1 depicts the transformation for the sinu-
soidal pulse width modulation with third harmonic injection, whereas A.2 shows the
transformation without third harmonic injection. During healthy operation, the com-
ponents of the average voltage space vector equal the desired values, see Figs. a) and
b). If an SSF of switch S1 occurs, vα is disturbed if iα > 0, whereas the orthogonal
component vβ remains unaffected, see Figs. c) and d). The deviation depends on the
position of the desired voltage space vector. Without third harmonic injection, the
deviation depends only on the α-component of this space vector.
Fig. f) illustrate the slope δv∗

α

δvα
. With third harmonic injection, the slope varies be-

tween 0 and 1
2 , depending on the space vector position. Without third harmonic

injection, the slope is, independently of the space vector position, equal to 1
3 .

The degree of the voltage disturbance and the slope δv∗
α

δvα
depend on the modula-

tion method. However, in all three considered modulation methods, the space vector
modulation, as well as the sinusoidal pulse width modulation with and without third
harmonic injection, the α-component of the realized voltage space vector is transferred
to the negative α-region and the slope is reduced significantly.
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Appendix A Voltage Disturbance with Sinusoidal Pulse Width Modulation
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Fig. A.1: Transformation of desired voltage space vectors into realized voltage space vectors
during pulse width modulation with third harmonic injection during healthy oper-
ation (a) and (b), and under an SSF of switch S1, if iα > 0 (c)-(f). The switching
states that can be realized and that cannot be realized are indicated in black, with-
out parentheses, and in gray, with parentheses, respectively. The colors show the
following: The desired average space vector components in one switching period v∗α
in (a) and (c) and v∗β in (b) and (d). The realized component vα is shown in (e),
whereas (f) illustrates the derivative δv∗

α
δvα

.
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Fig. A.2: Transformation of desired voltage space vectors into realized voltage space vectors
during sinusoidal pulse width modulation without third harmonic injection during
healthy operation (a) and (b), as well as under an SSF of switch S1, if iα > 0 (c)-(f).
The switching states that can be realized and that cannot be realized are indicated
in black, without parentheses, and in gray, with parentheses, respectively. The
colors show the following: The desired average space components in one switching
period v∗α in (a) and (c) and v∗β in (b) and (d). The realized component vα is shown
in (e), whereas (f) illustrates the derivative δv∗

α
δvα

.
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Appendix B

Calculation of the Terminal Voltage
of the Faulty Inverter Leg

This Appendix shows the calculation of the terminal voltage of phase a of a two-level
inverter driven Y-connected three-phase machine with an isolated neutral point at
ia = 0. Voltage drops across the semiconductors are neglected.
The stator voltage equations of the three-phase machine can be described by:


va

vb

vc

 = Rs


ia

ib

ic

+


ψ̇sa

ψ̇sb

ψ̇sc

 , (B.1)

where va, vb, and vc are the phase voltages, ia, ib, and ic are the phase currents, ψsa, ψsb,
and ψsc are the phase flux linkages, and Rs is the stator resistance.

B.1 Calculation of the Neutral Point Voltage

See Fig. 1.4 for the definition of the terminal voltages vta, vtb, vtc, and the neutral point
voltage vn.

B.1.1 Case 1: Terminals b and c have the same Electric
Potential

In the case that vtb - vtc = 0 (the terminals of the phase b and phase c are connected
both to the negative or positive potential of the DC-link), Kirchhoff’s voltage law leads
to:

Rsib + ψ̇sb −Rsic − ψ̇sc = 0. (B.2)
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Appendix B Calculation of the Terminal Voltage of the Faulty Inverter Leg

By using ib = −ic, (B.2) can be transformed to:

Rsib + 1
2(ψ̇sb − ψ̇sc) = 0. (B.3)

The difference between the potential of the terminals and the potential of the neutral
point equals the phase voltage b and can be calculated by means of (B.1) and (B.3):

∆v = Rsib + ψ̇sb = 1
2(ψ̇sb + ψ̇sc). (B.4)

In the case that the terminals of phases b and c are connected to the positive potential
of the DC-link, the voltage of the neutral point is given by:

vn = vtb −∆v = vdc −
1
2(ψ̇sb + ψ̇sc). (B.5)

In the case that the terminals of phases b and c are connected to the negative potential
of the DC-link, the voltage of the neutral point is given by:

vn = −1
2(ψ̇sb + ψ̇sc). (B.6)

B.1.2 Case 2: Terminals b and c do not have the same Electric
Potential

In the case that the terminal of phase b is connected to the positive potential of the DC-
link and the terminal of phase c is connected to the negative potential of the DC-link,
Kirchhoff’s voltage law leads to:

vdc = Rsib + ψ̇sb −Rsic − ψ̇sc. (B.7)

By using ib = −ic, (B.7) can be transformed to:

vdc = −2Rsic + ψ̇sb − ψ̇sc. (B.8)

The neutral point voltage equals the negative phase voltage of phase c and can be
calculated by means of (B.1) and (B.8):

vn = −Rsic − ψ̇sc = 1
2vdc −

1
2(ψ̇sb + ψ̇sc). (B.9)
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B.2 Terminal Voltage of Phase a

Correspondingly, in the case that the terminal of phase c is connected to the positive
potential of the DC-link and the terminal of phase b is connected to the negative
potential, the neutral point voltage is:

vn = 1
2vdc −

1
2(ψ̇sb + ψ̇sc). (B.10)

B.1.3 Model of the four Switching States

By combining (B.5), (B.6), (B.9), and (B.10), the neutral voltage in these four switching
states can be calculated from:

vn = 1
2(vtb + vtc)−

1
2(ψ̇sb + ψ̇sc). (B.11)

B.2 Terminal Voltage of Phase a

For ia = 0 and the case that both switches of the inverter leg a are off, the inverter leg
shows a high resistance, and the terminal voltage of phase a in this state is defined by
the neutral point voltage and the derivative of the phase flux linkage of phase a:

vta = ψ̇sa + vn. (B.12)

The derivatives of the phase flux linkages can be calculated by means of the inverse
Clarke Transformation:

ψ̇sa

ψ̇sb

ψ̇sc

 =


1 0 1
−1

2

√
3

2 1
−1

2 −
√

3
2 1


︸ ︷︷ ︸

E−1


˙ψsα
˙ψsβ

0

 . (B.13)

The terminal voltage of phase a for ia = 0 and the case that both switches of inverter
leg a are off can be calculated by means of (B.12), (B.11), and (B.13):

vta = 3
2 ψ̇sα + 1

2(vtb + vtc). (B.14)

In the case of a PMSM, the terminal voltage can also be calculated with the assump-
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Appendix B Calculation of the Terminal Voltage of the Faulty Inverter Leg

tion i̇a = 0 (cf., (2.1)) from:

vta = −3
2 ϕ̇ΨPM sinϕ+ 1

2(vtb + vtc). (B.15)
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Appendix C

Speed of the Third Space
Harmonics

This section discusses the relative speed of the third space harmonics of the zero-
sequence system. If the positive-sequence system and the zero-sequence system are
electrically operated with the same frequency fs (i.e., sinusoidal currents/voltages with
fs), the following relations apply to the rotational frequencies of the third space har-
monics of the zero-sequence system:

f3+ = 1
3fs, (C.1)

f3- = −1
3fs, (C.2)

where f3+ and f3- are the rotational frequencies of the third space harmonic rotating
in the positive and negative direction of rotation, respectively, and fs equals the rota-
tional speed of the fundamental wave. Fig. C.1 illustrates the dependence of the space
harmonics on the rotational speed n in the case that fs is constant: fs = fref. For this
case, the following synchronous rotational speeds apply:

nsyn = fs
60 s

min
p

, (C.3)

nsyn3+ = 1
3fs

60 s
min
p

, (C.4)

nsyn3- = −1
3fs

60 s
min
p

, (C.5)

where nsyn is the synchronous speed for the fundamental wave, and nsyn3+ and nsyn3-

are the synchronous speeds for the third space harmonics rotating in the positive and
negative direction of rotation, respectively. The application of a constant frequency
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Fig. C.1: Rotational frequencies (a) and exemplary steady zero-sequence torque (b) of the
third space harmonics in the case that fs = fref.

fs is convenient for the experimental parameter determination of the zero-sequence
system (cf., Sections 3.2 and 5.3.2). In a rotor flux-oriented drive, the stator frequency
fs is adjusted to the speed. Fig. C.2 illustrates the dependence of the speed of the third
space harmonics in the case of a rotor flux-oriented drive operated with constant rotor
flux linkage and torque during motor operation. In such a case, the stator frequency is
fs = fmech + fr, where fr is a constant and positive rotor frequency. The synchronous
speed of the fundamental wave does not exist and the synchronous speeds of the third
space harmonics are given by:

nsyn3+ = 1
2fr

60 s
min
p

, (C.6)

nsyn3- = −1
4fr

60 s
min
p

. (C.7)

The rotor frequency fr is a fraction of the nominal stator frequency. Therefore, the
synchronous speeds (and rotational speeds with low relative speed between the third
space harmonics and the rotor) are shifted to lower absolute values of the rotational
speed, when compared to the operation with a constant nominal frequency. This also
shifts operating points with higher zero-sequence flux linkages and torque to the low
speed region, as illustrated in Fig. C.2.
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Fig. C.2: Rotational frequencies (a) and exemplary steady zero-sequence torque (b) of the
third space harmonics in the case that fs = fmech + fr.
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Appendix D

Additional Results for the
Zero-Sequence System of IM2

This Appendix shows further experimental investigations for the zero-sequence system
of IM2. The results were obtained with the same methods as described for the 40Hz
results in Section 5.3.2. Figs. D.1 and D.2 shows results for frequencies of 10Hz and
20Hz, respectively. Figs. a) illustrate the electrical power Ps0 and the mechanical power
Pmech0, where positive values correspond to power flow into the machine. The mechan-
ical power and the torque (Figs. b) are corrected by the friction and windage losses Pfw

to obtain the quantities related to the zero-sequence system. The stator winding losses
PCu0 in Figs. c) are calculated from the stator resistance and the measured stator cur-
rents. Furthermore, the rotor power losses are estimated by subtracting stator copper
losses from the sum of the electrical and mechanical power (the residual losses PRes0

in Figs. d). Figs. D.1 and D.2 also include the results obtained with the parameter-
ized equivalent circuit of the zero-sequence system with and without additional rotor
related power of 0.0110 W/min.
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Fig. D.1: Comparison of the experimental results with IM2 and the equivalent circuit of the
zero-sequence system with sinusoidal zero-sequence voltage of 38V and 10Hz: (a)
electrical and mechanical power, (b) torque, (c) stator winding losses, (d) residual
losses. The green stars indicate the measurement results, whereas the solid and
dashed represent indicate the results of the equivalent circuit without and with
additional rotor power, respectively.
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Fig. D.2: Comparison of the experimental results with IM2 and the equivalent circuit of the
zero-sequence system with sinusoidal zero-sequence voltage of 38V and 20Hz: (a)
electrical and mechanical power, (b) torque, (c) stator winding losses, (d) resid-
ual losses. The green stars indicate the measurement results, whereas the solid
and dashed linies represent the results of the equivalent circuit without and with
additional rotor power, respectively.
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Appendix E

SCIM Torque Ratio of two
Different Operating Points

E.1 Torque as a Function of the Ratio Isd / Isq

If iron losses are neglected, the continuous electromagnetic torque of an SCIM can be
calculated from [85]:

τ = 3
2p

L2
m

Lm + Lσr
isdisq = 3p L2

m
Lm + Lσr

IsdIsq. (E.1)

The current space vector components Isd and Isq are the catheti, and the stator current
Is = |iss|√

2 is the hypotenuse of a right angle triangle. For this triangle, the following
trigonometric relations apply:

Isd = Is sin γ, (E.2)

Isq = Is cos γ, (E.3)

γ = arctan Isd

Isq
. (E.4)

Furthermore, following transformations apply [94]:

sin (arctan x) = x√
1 + x2

, (E.5)

cos (arctan x) = 1√
1 + x2

. (E.6)

209
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The combination of (E.2)-(E.6) allows with x = Isd
Isq

to rewrite the product of the stator
current components:

IsdIsq =
Isd
Isq

1 +
(
Isd
Isq

)2 I
2
s . (E.7)

The combination of (E.1) and (E.7) yields the following torque equation:

τ = 3p L2
m

Lm + Lσr

Isd
Isq

1 +
(
Isd
Isq

)2 I
2
s . (E.8)

E.2 Torque Ratio for a Saturable SCIM

The torque ratio of two different operating points (indices 1 and 2) is given by:

τ2

τ1
=

L2
m,2

Lm,2 + Lσr,2
L2

m,1

Lm,1 + Lσr,1

Isd,2
Isq,2

1 +
(
Isd,2
Isq,2

)2

Isd,1
Isq,1

1 +
(
Isd,1
Isq,1

)2

(
Is,2

Is,1

)2

. (E.9)

(E.9) allows the differences of the operation points to be considered, such as the stator
currents, the ratios of the stator current components and the saturation of the current
depending inductances. A simplification of (E.9) is possible if the rotor leakage induc-
tance is a few percentages of the saturated magnetization inductance. In this case, the
following inductance ratios have a low influence on the torque ratio:

Lm,1

Lm,1 + Lσr,1
≈ Lm,2

Lm,2 + Lσr,2
, (E.10)

and (E.9) can be approximated with the following simplified relation:

τ2

τ1
≈ Lm,2

Lm,1

Isd,2
Isq,2

1 +
(
Isd,2
Isq,2

)2

Isd,1
Isq,1

1 +
(
Isd,1
Isq,1

)2

(
Is,2

Is,1

)2

. (E.11)
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E.3 Torque Ratio for a Linear SCIM

For a linear SCIM (constant inductances), the torque ratio is given by:

τ2

τ1
=

Isd,2
Isq,2

1 +
(
Isd,2
Isq,2

)2

Isd,1
Isq,1

1 +
(
Isd,1
Isq,1

)2

(
Is,2

Is,1

)2

. (E.12)

Equation (E.12) can be simplified if the ratios Isd
Isq

of the two operation points are equal.
For a linear SCIM, the Isd

Isq
ratio for maximum torque can be determined by calculating

the first and second derivative of the term x with respect to Isd
Isq

:

x =
Isd
Isq

1 +
(
Isd
Isq

)2 ,

x′ =
1−

(
Isd
Isq

)2

(
1 +

(
Isd
Isq

)2
)2 ,

x′′ =
2 Isd
Isq

((
Isd
Isq

)2
− 3

)
(

1 +
(
Isd
Isq
.
)2
)3 .

(E.13)

Setting x′ != 0 yields an extremum of x at Isd
Isq

= 1. The calculation of x′′ at Isd
Isq

= 1
shows that this extremum is a maximum. Hence, if the linear SCIM is operated at the
torque maximum Isd

Isq
= 1 in both operation points, the torque ratio is given by:

τ2

τ1
=
(
Is,2

Is,1

)2

. (E.14)
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Appendix F

Measurement Setups

This Appendix illustrates measurement setups applied for the experimental investiga-
tions. Fig. F.1 shows a setup for experiments during the three-phase operation. It
is applied for no-load, locked-rotor or load-tests with balanced stator currents. The
Machine Under Test (MUT) is Y-connected. The MUT’s phase currents and phase
voltages are measured by a power analyzer. The phase currents are also measured
by supplementary ampere meters for the current control with a signal processing sys-
tem. The MUT is mechanically connected to a Load and Driving Machine (LDM).
The torque between the MUT and the LDM is measured by a torque sensor. Rotary
encoders are applied to measure rotor positions and the rotational speed. A DC-source
is applied to measure the stator resistances or to produce heat in the stator winding
in thermal experiments.
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Fig. F.1: Setup for three-phase experiments.
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Fig. F.2: Setup for three-phase experiments with a neutral current.

For the two-phase operation and switched two-three-phase operation, the Setup is
extended by a connection of the MUT’s neutral point to a neutral terminal of the power
source, as shown in Fig. F.2.
Note: In the experiments where IM2 is inverter-fed, the stator winding coils of the
machine are reconfigured to a parallel connection (cf. Appendix H). The experiments in
such a configuration could be performed with the measurement setups shown in Fig. F.1
and Fig. F.2. However, to exclude circulating currents, these setups are extended by
three additional ampere and voltmeters of the power analyzer, to measure all six coil
currents and voltages.
Fig. F.3 shows a measurement setup for experiments with the zero-sequence system.

The MUT’s stator windings are series-connected to force a zero-sequence stator current.
Single phase power sources are applied (AC or DC). A power analyzer measures the
zero-sequence current and the total voltage of the series-connected stator winding. The
MUT is mechanically connected to the LDM. The torque between the MUT and the
LDM is measured by a torque sensor and rotary encoders are applied to measure rotor
positions and the rotational speed.
Fig. F.4 shows a setup for the investigation of the magnetization behavior and the

saturation interaction between the main system and the zero-sequence system. A three-
phase power source with a neutral terminal is applied. The MUT’s phase currents and
phase voltages are measured by a power analyzer. The phase currents are also mea-
sured by supplementary ampere meters for the current control with a signal processing
system. Auxiliary switches enable the offset correction of the current and voltage in-
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puts of the power analyzer. These switches are applied to disconnect the MUT from
the power source and to short-circuit the voltage inputs for the offset correction. An
auxiliary DC-source enables the feeding of the switch positions to the power analyzer
and the signal processing system.
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Fig. F.3: Setup for AC and DC zero-sequence system experiments with series-connected sta-
tor windings.
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Table F.1 summarizes equipment used in the experiments. Further equipment used
for the temperature and flux linkage measurement systems of IM2 is discussed in Ap-
pendix H.

Table F.1: Summary of equipment used in the experiments.
Inverter modules SEMIKRON SKiiP 2
Analog power amplifiers Spitzenberger+Spiess PAS 5000
DC sources TTi PL Series and HP 6269B
Signal processing system dSPACE 1005
Power analyzer Norma 5000
Torque sensor IM1/SM1 HBM T12
Torque sensor IM2/SM2 HBM T10F
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Appendix G

Overview of the Involved Electric
Machines

This Appendix provides an overview of the two permanent magnet synchronous ma-
chines (SM1 and SM2) and the three squirrel cage induction machines (IM1, IM2, and
IM3) involved in this thesis.

G.1 Permanent Magnet Synchronous Machines

Two permanent magnet synchronous machines were involved in this thesis. SM1 was
the example machine in the PMSM drive for the analysis and the detection of inverter
open circuit faults in Chapter 2. Both machines (SM1 and SM2) were used as speed
controlled load and driving machines in the experiments with involved induction ma-
chines: SM1 was used in the experiments with IM1 of Chapters 3 and 9, whereas SM2
was used in the experiments with IM2 of Chapters 5, 7, and 8. The nominal data of
the two PMSMs is summarized below.
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Appendix G Overview of the Involved Electric Machines

Synchronous Machine 1 (SM1)

Three-phase permanent magnet synchronous machine
Surface mounted magnets
Self-cooling over flange, Class F a.t. 40 deg. C.
IP54

Table G.1: Data of SM1
Nominal torque 17.2Nm
Nominal current RMS 9.3A
Flux linkage caused by the PMs 0.184Vs
Nominal speed 2500 r/min
Number of pole pairs 5
Moment of inertia 0.040 kgm2

Stator resistance 0.4 Ω
Stator inductance 3.5mH

Synchronous Machine 2 (SM2)

Three-phase permanent magnet synchronous machine
NdFeB magnets
Self-cooling over flange, Class F a.t. 40 deg. C.
IP64

Table G.2: Data of SM2
Nominal torque 31Nm
Nominal current RMS 14A
Flux linkage caused by the PMs 0.347Vs
Nominal speed 2200 r/min
Number of pole pairs 3
Moment of inertia 0.065 kgm2

Stator resistance 0.2 Ω
Stator inductance 5mH
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G.2 Squirrel Cage Induction Machines

G.2 Squirrel Cage Induction Machines

The three squirrel cage induction machines (IM1, IM2, and IM3) were involved in a
variety of different investigations regarding the power losses, torque, temperatures, and
the magnetic behavior during the post-fault operations. In this context, these machines
were used as example cases in experimental (IM1 and IM2), analytical (IM1, IM2, and
IM3), and numerical (IM2 and IM3) investigations. Table G.3 provides an overview of
the involved induction machines and the obtained results.

Table G.3: Results of the analytical (A), numerical (N), and experimental (E) investigations
with the involved induction machines and the corresponding chapters (Ch).

Results IM1 IM2 IM3
Power Losses Ch 3 (E) Ch 5 (A,E), Ch 8 (A,E) Ch 5 (A,N)
Torque Ch 9 (E) Ch 8 (A,E) Ch 5 (A,N)
Temperatures - Ch 7 (A,N,E), Ch 8 (A,E) Ch 7 (A,N)
MMF and Saturation Ch 4 (A,E) Ch 4 (A,E) -

In addition to the investigations of induction machines, IM1 was used as a speed
controlled load and driving machine in the experiments with SM1 regarding the analysis
and detection of inverter open circuit faults discussed in Chapter 2.
The three induction machines differ, e.g., in the stator winding, the output power,

and the cooling. The effects of the differences in the stator winding design of IM1 and
IM2 on the MMF and the saturation interaction were investigated in Chapter 4. The
two water cooled induction machines were used to investigate the difference in the heat
flow with asymmetric losses for the case of a single layer winding (IM3) and a dual
layer winding (IM2) in Chapter 7. The nominal data of the three induction machines
follows below.
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Induction Machine 1 (IM1)

Three-phase squirrel cage induction machine
Totally enclosed fan cooled, T. amb. 40 deg. C.
IEC 60034, IE2, IP55
Single layer winding, 6 slots per pole and phase

Table G.4: Data of IM1 for Y-connection
Nominal power 5.5 kW
Nominal voltage RMS 400V
Nominal current RMS 10.2A
Nominal speed 2900 r/min
Nominal frequency 50Hz
Power factor 0.89
Efficiency 87.9 %
Number of pole pairs 1
Moment of inertia 0.0287 kgm2

Induction Machine 2 (IM2)

Three-phase squirrel cage induction machine
Totally enclosed water cooled, T. amb. 40 deg. C.
Dual layer winding, 3 slots per pole and phase, 7/9 pitching

Table G.5: Data of IM2 for Y-connection
Nominal power 3.7 kW
Nominal voltage RMS 400V
Nominal current RMS 6.9A
Nominal speed 1430 r/min
Nominal frequency 50Hz
Number of pole pairs 2
Moment of inertia 0.0195 kgm2
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G.2 Squirrel Cage Induction Machines

Induction Machine 3 (IM3)

Three-phase squirrel cage induction machine
Totally enclosed water cooled
Single layer winding, 3 slots per pole and phase

Table G.6: Data of IM3 for Y-connection
Nominal power 5.5 kW
Nominal voltage RMS 400V
Nominal current RMS 10.9A
Nominal speed 1430 r/min
Nominal frequency 50Hz
Power factor 0.86
Number of pole pairs 2
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Appendix H

Special Features of
Induction Machine 2

Induction machine 2 (IM2) is a special machine complemented for thermal and mag-
netic investigations. For this purpose, the machine is equipped with a liquid cooling
system, temperature measurement systems, flux finkage measurement systems, and
flexible wiring.

H.1 Liquid Cooling System

IM2 is rated with the design principles for an air-cooled machine, however, it is con-
structed with a cooling jacket. The cooling jacket of IM2 forces a well defined rotational
speed independent heat dissipation and enables thermal experiments such as an exter-
nal heat injection and sensor calibration. The jacket, the end plates, and the stator
flange (International Mounting B5) are isolated with thermal insulating materials from
the ambient and the connection plate to reduce parasitic heat flows. To monitor the
cooling system parameters, this system is equipped with a flow meter and platinum
resistance detectors (Pt100) at the inlet and outlet tube of the jacket.

H.2 Temperature Measurement Systems

IM2 is equipped with temperature sensors in the stator and rotor. The stator temper-
ature sensors are platinum resistance thin film detectors (Pt1000) that are electrically
isolated and equipped with twisted and shielded wires. The rotor temperature sensors
are type-T thermocouples with twisted wires. The stator winding temperature sensors
are located in the stator slots and end windings of all three phases. The stator iron
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temperature sensors are located in holes in the middle of the axial length of the stator
back iron and the stator teeth. Further stator temperature sensors are located at the
inside and outside of the end shields and the outside of the cooling jacket. The rotor
temperature sensors of IM2 are located in the shaft close to the bearings, the middle
of the axial length of the shaft and the rotor winding end rings. The wires of the
rotor sensors are kept inside the hollow shaft of IM2 and the ends of these wires are
connected to the telemetry that is located at the non-drive side of the shaft.
The test stand is equipped with further sensors to measure the temperature of the

ambient, the supply, and the terminal box.

H.3 Flux Linkage Measurement Systems

Each of IM2’s Flux Linkage Measurement System (FLMS) is a three-phase full-pitch
coil system that allows for the decomposition of the linked flux into the main and
the zero-sequence flux linkage (Clarke Transformation). The coils are located in the
stator slots of one pole pair of the machine between the stator winding and the slot
wedges. Fig. H.3 illustrates the alignment of the coils in the stator of IM2. FLMS-
α is aligned according to the stator winding. As the stator winding, this system is
sensitive to the α-component of the zero-sequence flux linkage. FLMS-β is shifted by
30 electrical degrees with respect to the stator winding to measure the β-component of
the zero-sequence flux linkage. The β-component is not linked with the stator winding,
therefore this component cannot be measured with this winding. Since a coil with a
shift of 30 electrical degrees cannot be realized within the stator of IM2 (36 stator
slots, 4 poles), each coil is composed of two series-connected coils shifted by 20 and
40 electrical degrees with respect to the stator winding. The partial linkages of these
coils with the α-component of the zero-sequence flux linkage have the same amplitude
and opposite signs. Therefore, the α-component cancel out electrically by the series
connection. The flux linkage space vector of an FLMS can be converted to the flux
linkage space vector of a stator winding as follows:

Ψs = Nsξs,1

NFLMSξFLMS,1
ΨFLMS, (H.1)

where ΨFLMS is the flux linkage space vector measured with the FLMS, Ns is the
number of the series-connected turns of the stator winding, NFLMS is the number of
turns of the FLMS, ξs,1 and ξFLMS,1 are the winding factors of the stator winding, and
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the FLMS for the dominating fundamental wave, respectively. The zero-sequence flux
linkage can be converted analogously:

Ψs0 = Nsξs,3

NFLMSξFLMS,3
Ψ0,FLMS, (H.2)

where Ψ0,FLMS is zero-sequence flux linkage measured with the FLMS, ξs,3 and ξFLMS,3

are the winding factors of the stator winding, and the FLMS for the dominating third
harmonic, respectively. The conversion of FLMS-α leads, due to the appropriate align-
ment, to the flux linkage of the stator winding of IM2. The conversion of FLMS-β leads
to the flux linkage of a hypothetical 30 electrical degrees shifted stator winding and
the β-component of the zero-sequence flux linkage. Potential sources for deviations in
the conversion are the different linkage of the leakage flux of the FLMS and the stator
winding or space harmonics.

H.4 Flexible Wiring

All coil group ends of IM2 are accessible, which allows the machine to be rewired. The
nominal machine data in Table G.5 is valid for a series connection of all four coil groups
per phase. To reduce the risk of a breakdown of the temperature sensor insulation
during inverter operation, the machine was rewired to a serial/parallel connection of
two coil groups each, as illustrated in Fig. H.2. This rewiring halves the voltages,
doubles the line currents and changes the resistances and inductances to a quarter. The
measured quantities in this thesis are mathematically converted to a series connection
of all coil groups with these conversion factors. The rewiring is also considered at the
inverter, the supply cables, and the control of the drive.

H.5 Recording of the Sensor Outputs

The output signals of the discussed temperature sensors and the flow meter are recorded
with multiplexed Keithley 2700 multimeters, whereby the rotor temperature sensor
signals are priorly transmitted and adjusted by a Datatel telemetry. The voltages of
the flux linkage measurement systems are measured by an HBM Gen3i Data Recorder.
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(a) (b)

Fig. H.1: (a) Cooling jacket and stator of IM2 with inserted stator winding coils during the
manufacturing. (b) Thermally isolated IM2 at the test stand. The figure shows the
non-drive side with mounted rotary encoder and the shaft end rotor telemetry.
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Appendix I

Space Vector Definitions

The instantaneous space vector components in the stator reference frame qα and qβ as
well as the instantaneous zero-sequence component q0 are obtained from the instan-
taneous phase quantities qa, qb, and qc by means of the amplitude conserving Clarke
Transformation [41]:
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q0

 = 2
3


1 −1
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2
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3
2 −

√
3

2
1
2

1
2

1
2
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E


qa

qb

qc

 . (I.1)

The complex space vector in the stator reference frame is defined by:

qs = qα + jqβ. (I.2)

The complex space vector in the rotor-oriented reference frame is defined by:

qr = qd + jqq, (I.3)

where qd and qq are the direct and quadrature components of the space vector in the
rotor-oriented reference frame, respectively. The complex space vector in the rotor
flux-oriented reference frame is defined by:

qΨ = qd + jqq, (I.4)

where qd and qq are the direct and quadrature components of the space vector in the
rotor flux-oriented reference frame, respectively.
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Appendix I Space Vector Definitions

The space vectors can be transformed from the stator reference frame to the other
reference frames (and vice versa) by means of the Park Transformation [42]:

qr = ejϕqs, (I.5)

qΨ = ejζqs. (I.6)
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