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Abstract

Certification of aircraft for flight in icing conditions has crucial safety relevance, as fuselage,
wing, rotor, engine or air data probe icing may heavily impact performance, stability
and operation. On that account, international aviation authorities require certification for
intentional and inadvertent flight into icing conditions. Recent recognition of the risk arising
from several hazardous meteorological conditions has led to legislation changes in icing
certification requirements, leading to a corresponding demand for suitable water content
measurement instrumentation at certification facilities.

This thesis has been carried out with the goal of contributing to the advancement of
accurate reference instrumentation for experimentally simulated icing conditions containing
significant fractions of supercooled drops greater than 50 µm in diameter (supercooled large
drops, SLDs). As part of the FFG TAKEOFF project AquaSense, the development of an
isokinetic evaporator probe sampling system in combination with precision hygrometers
for condensed water content measurement in such icing wind tunnel-generated cloud and
precipitation conditions was carried out. Main focus was put on the development, theoretical
description, as well as laboratory and field characterization of the hygrometer integrated in the
newly developed instrument, which employs near-infrared diode laser-based photoacoustic
spectroscopy, promising to fulfill measurement requirements in accuracy, dynamic range,
selectivity and robustness. A considerable part addresses the previously unsatisfactorily
described collisional relaxation phenomena of water vapor in air in the photoacoustic signal
generation process, which give rise to increased complexity in the calibration process
of photoacoustic, as well as photothermal hygrometers. By introducing a theoretical
description of these processes, a reproducible prediction of the sensitivity of photoacoustic
and photothermal water vapor gas analyzers has been achieved, where the latter detection
principle is also shown to provide an alternative, fast response optical gas sensing technique,
which can provide the necessary accuracy and operating range, and offers potential for size
reduction down to miniaturization.

By intercomparison with state-of-the-art isokinetic evaporator and hot-wire-based water
content instrumentation, together with evaluation of the measurement uncertainties of the final
instrument and the individual components, achievable accuracies equivalent to the reference
isokinetic probe instrumentation have been demonstrated in SLD conditions. Showing partial
fulfillment with the demanding accuracy requirements of the targeted certification conditions



and recommended icing wind tunnel calibration practices proves the suitability of the device
and the technology to water content measurement in aviation certification-relevant simulated
atmospheric icing environments.
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Preface

This thesis consists of two parts. In Part I, Chapter 1 first presents the aircraft icing related
motivation, aims and the scope of the thesis. Chapters 2 and 3 provide some theoretical
background to the spectroscopic methods and an overview of the experimental methods
behind the application specific implementation. These chapters are intended to give a coarse
background to the results put forward in the second part of the thesis. The discussion and
outlook given in Chapters 4 and 5, and this thesis in general, are based on the following
publications, presented in Part II, which are published in or submitted to international
peer-reviewed journals:

Paper I Lang, B., Breitegger, P., Brunnhofer, G. et al.: Molecular relaxation effects on
vibrational water vapor photoacoustic spectroscopy in air. Appl. Phys. B 126,
64, doi.org/10.1007/s00340-020-7409-3, 2020.

Paper II Lang, B., Breitfuss, W., Schweighart, S. et al.: Photoacoustic hygrometer for
icing wind tunnel water content measurement: Design, analysis and intercom-
parison, Atmos. Meas. Tech. Discuss., doi.org/10.5194/amt-2020-295, in
review, 2020.

Paper III Breitegger, P., Lang, B. and Bergmann, A.: Intensity Modulated Photothermal
Measurements of NO2 with a Compact Fiber-Coupled Fabry–Pérot Interferom-
eter, Sensors, 19(15), 3341, doi.org/10.3390/s19153341, 2019.

Paper I and Paper III have undergone a peer-review process and are published. Paper II is,
at the time of submission of this thesis, still in peer-review and is published as a pre-print only
(the version attached). The contributions of this thesis’ author to the mentioned publications
are stated directly before each article in Part II. Other additional scientific contributions are
listed in Appendix A.

xv
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Preamble
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Chapter 1

Introduction

1.1 Motivation

Measurement and quantification of atmospheric water in its various forms is a fundamental
task, common to many scientific questions and engineering applications. Aside from the key
importance of water in countless microscopic and macroscopic atmospheric and climatic
processes, as well as Earth’s radiation budget [4–7], atmospheric water in the global water
cycle substantially affects man-made structures, devices and vehicles (power plants and lines,
road traffic, marine vessels, aircraft, etc.) when deposited as ice on these objects [8–11].
In-flight aircraft icing, in particular, has crucial safety relevance, as fuselage, wing, rotor,
engine or air data probe icing may heavily impact aerodynamic or thrust performance, stability
and the operation of an aircraft and, in the fortunately infrequent worst case, may cause
full loss of control with a fatal outcome [12–17]. On that account, international aviation
authorities require certification for intentional and inadvertent flight into icing conditions
[18, 19]. Recognition and characterization of additional hazardous conditions [12, 20–22]
has advanced the fundamental understanding of atmospheric processes and has led to changes
in the certification requirements for large airplanes in 2015 [23, 24]. The interest concerning
previously insufficiently characterized conditions [25] has initiated an advancement and
development of airborne measurement instrumentation and technology better capable of
detecting and characterizing related meteorological and cloud microphysical conditions in
the atmosphere [26–29]. In addition to airborne characterization, measurement equipment is
required ensuring accurate replication of such conditions within on-ground test infrastructure
used for certification, validation and development of aerodynamic components, general air
data probes, ice detection and ice protection systems [30], as well as for fundamental icing
research [31]. The repeatable and reproducible experimental simulation of representative
test environments highly benefits the continuous performance optimization of many aircraft
components, e.g., the development of safe and energy-efficient ice protection systems,
resulting in demanded reductions in fuel consumption and emissions. Similar energy-efficient
solutions are sought for in power plant applications (i.e., wind turbines) and require testing
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and validation in controlled environments [32]. Experimental simulation means moreover
prove valuable for fast and less expensive gathering of ice accretion data, advancing the
development and validation of three-dimensional numerical ice accretion models, codes and
tools necessary for the future cost-effective development and optimization of reliable, safe
and efficient aircraft [33–35].

1.2 Problem Statement

Icing Wind Tunnel Calibration

Several meteorological conditions mainly responsible for ice accretion on aircraft are
currently known, well documented and, to a large extent, covered by certification regulations.
Historically, regulatory specifications of atmospheric icing conditions (envelopes) by aviation
authorities first encompassed "classical" icing, i.e., accretion of cloud supercooled liquid
water droplets with mean effective diameters in the range of 15 to 50 µm, covering a major
part of icing environments encountered during regular flight [13, 16]. These metastable
supercooled cloud droplets occur at temperatures between approximately 0 to −40 °C in the
absence of ice nuclei and fully or partially freeze upon impact, thereby accreting on the aircraft
surfaces [31]. The certification relevant icing envelopes, divided into continuous maximum
and intermittent maximum icing intensities and, among others, defined by the cloud variables
of air temperature, droplet size and liquid water content (LWC; typically given in g m−3), are
defined in Appendix C of the European Aviation Safety Agency Certification Specifications 25
(EASA CS-25) [18] and the US Federal Aviation Administration Code of Federal Regulations
Title 14 Part 25 (FAA CFR-25) [19]. Aircraft manufacturers need to demonstrate by test
and analysis acceptable operation within these icing envelopes. Tests conducted in icing
wind tunnels (IWTs) with experimentally simulated icing, typically generated by air-water
spray nozzles, is one accepted means of showing compliance [18]. For such IWT facilities
involved in the calibration process, it is necessary to repeatably verify adherence to the
specified conditions during tests (droplet spectra, LWC and spatial uniformity, etc.) by
calibration according to Aerospace Recommended Practices (SAE ARP5905) [18], which
define maximum uncertainties and required measurement instrumentation [36]. Regarding
Appendix C conditions, the ARP requires an LWC instrumentation combined measurement
uncertainty smaller than ±10 % [36].

Research following accidents in environments of freezing precipitation containing su-
percooled large drops (SLDs; maximum drop diameters greater than 50 µm, up to 3 mm)
has led to the detailed characterization [13, 37, 38, 20] and, in 2015, to the uptake of SLD
conditions into certification requirements for large airplanes (Appendix O of EASA CS-25
and of CFR-25) [23, 24]. The severe icing risk by SLDs arises due to the larger inertia,
which reduces the aerodynamic diversion of large droplets around lifting surfaces and results
in accretion behind ice protection systems usually placed at the leading edges [14, 16, 39].
Measurement of liquid water content in such environments (airborne and on ground) with
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conventional methods and instrumentation has proven difficult [40, 41]. These integral
methods, described in the SAE ARP5905 [36], encompass ice accretion blades and cylinders
for mere LWC measurement, as well as evaporating hot-wire sensors, typically used in
multi-element configurations targeting the simultaneous LWC and total condensed water
content (CWC; combined liquid and ice water content). The former are used to infer the LWC
from the ice thickness accumulated on a standardized geometry and, thus, do not allow a
time-resolved measurement and exhibit splashing losses for larger drops such as SLDs [42, 43].
Similar losses by re-entrainment and inaccuracies are known to exist for hot-wire instruments,
which are used to infer the liquid and total condensed water content from evaporation of
droplets and ice particles upon impact on differently shaped surfaces [42, 44, 45, 28]. The
lack of suitable LWC measurement technology for IWT facility simulating Appendix O
SLD environments, together with issues in sufficiently supercooling, secondary break-up,
spatial distribution, as well as size distributions of large droplets, has led to the situation
that it is hardly possible for such facilities and aircraft manufacturers to comply with current
regulations [43, 46–49]. To date, only few facilities capable of simulating SLD environments
exist. To address the need of suitable water content measurement technology with adequate
temporal resolution and precision, the FFG TAKEOFF project AquaSense [50] was started in
2015, as part of which this thesis has been conducted.

Initiated by aviation industry working groups (Ice Protection and Engine Harmonization
Working Groups) [41], international scientific and regulatory focus in the last decade has
extended towards high ice water content (IWC) mixed phase (liquid droplets and ice crystals)
and fully glaciated ice crystal icing (ICI) conditions with peak CWCs of 9 g m−3, found
in mesoscale convective cloud systems [51, 21, 18], which have been recognized to cause
jet engine power loss and damage, as well as air data probe failures upon ingestion and
accumulation at stagnation points [12]. As in SLD environments, evaporating hot-wire
instrumentation is considered partly inadequate for IWC environments, as bouncing of ice
crystals off of the evaporating elements is well documented [41, 42, 52, 44, 45, 27]. Although
only few icing test facilities have been capable of simulating these icing conditions [33],
corresponding envelopes and certification specifications of both EASA (CS-25 Appendix P
[23]) and FAA (CFR-33 Appendix D [53]) for mixed phase and ice crystal icing have been
introduced in 2015 together with the SLD specifications, thus still increasing the demand for
appropriate water content measurement equipment.

Water Content and Humidity Instrumentation

The request for reliable and accurate cloud water mass concentration instrumentation for
the in-flight characterization and icing test facility replication of SLD and high ice water
content conditions triggered the development of new benchmark humidity sensing-based
isokinetic evaporator probe (IKP) instruments, one generation of devices by a North American
cooperation (NRC Canada, SEA Inc., NASA) [54–58] and a single device in Europe (Cranfield
University) [33]. The IKPs are used in combination with hygrometers, non-dispersive infrared
(NDIR) H2O/CO2 gas analyzers operated at 2.595 µm/4.255 µm (LI-COR Inc. [59]) [39, 58],
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measuring the total water vapor concentration after evaporation of droplets and/or ice particles
entering the isokinetically operated inlet. Isokinetic sampling, i.e., representative sampling of
ambient air and hydrometeors, minimizes hydrometeor size dependence of the measurement
and eliminates the possibility of re-entrainment into the flow after capture [45]. From the
total water content measurement, which includes the water vapor concentration of the (humid)
ambient air, the combined cloud liquid and ice water content is calculated by subtraction of the
separately determined ambient air water vapor mass concentration. Although much-needed in
icing, as well as atmospheric sciences [60], phase discrimination, i.e., separate measurement
of LWC and IWC, cannot be achieved with this method.

Current compact and fast-response commercialized realizations of NDIR gas analyz-
ers provide the required water vapor concentration short-term accuracy and the required
measurement range of 50 to 20,000 ppm (ppm = µmol mol−1) for high ice water content
measurement [2], as well as other airborne humidity sensing applications [61]. However,
reported baseline drifts [58] and the CO2 cross-sensitivity characteristic of NDIR sensors
raise questions about long-term stability. Apart from the aforementioned IKP instruments,
only a handful of similar extractively sampling and evaporating devices with accompanying
hygrometers are in operation for TWC measurement and, applying different humidity mea-
surement principles, are mostly tailored to specific atmospheric research needs. Overviews
about existing instruments are given by [45, 60] and a comparison of applied state-of-the art
hygrometers can be found in [62]. Common hygrometers for atmospheric sensing are based
on chilled mirrors (dew-/frost-point hygrometers), UV-absorption/fluorescence (Lyman-𝛼
hygrometers) and NIR-absorption (tunable diode laser absorption spectroscopy, TDLAS;
cavity ring-down spectroscopy, CRDS). Chilled mirror hygrometers offer accurate humidity
measurement combined with a wide dynamic range, but typical response times of several
seconds are considered insufficient for atmospheric measurement, as well as sub-optimal
for IWT water content control [56]. Implementations of Lyman-𝛼 hygrometers designed
for aircraft applications achieve response times in the order of 1 s [63–66] with the required
accuracy and, in the case of non-fluorescence-based realizations, the dynamic water vapor
mixing ratio range needed for IWT total condensed water content measurement [63, 67].
However, required correction for oxygen cross-sensitivity and reported frequent issues with
drifts caused by UV source instability and window degradation [68] have resulted in the
development of various NIR-absorption based optical hygrometers as alternatives with
comparable accuracy at water vapor concentrations greater 10 ppm [62]. TDLAS instruments
employing wavelength-modulation with second-harmonic detection in atmospheric sensing
have achieved interference-free water vapor detection over four orders of magnitude and
accuracies better than 5 % [69–73], covering the required measurement range and necessary
accuracy for IWT application. Wavelength-scanning cavity ring-down instruments and related
cavity-enhanced absorption spectrometers suited for field-application exhibit performances
similar to TDLAS devices [74–77] and can also be considered appropriate for IWT water
content measurement.

In AquaSense, photoacoustic spectroscopy (PAS) has been identified as a viable alternative
technique for humidity sensing in IWT water content measurement, promising to fulfill the
spectroscopic requirements in accuracy, dynamic range, selectivity and robustness. A first
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realization of a NIR distributed feedback (DFB) laser diode based instrument demonstrated
minimum detectable water vapor concentrations below 1 ppm and a dynamic range of four
orders of magnitudes [78–82], thus indicating the feasibility of the technique for water content
measurement. Primarily applied in trace gas measurement, photoacoustic (PA) gas analyzers
employing comparably cheap acoustic resonators and transducers exhibit some significant
advantages over purely optical transmission-based techniques. The disappearing need for
cost-expensive cooled photodetectors and multi-pass setups combines with the potential for
compact or miniaturized implementations, which cannot be achieved with transmission-based
methods where the sensitivity intrinsically depends on the absorption path length.

An instrument combining a photoacoustic hygrometer with an isokinetic sampling system
has thus been determined to fulfill the requirements of an accurate, robust and cost-effective
tool for icing wind tunnel water content measurement in SLD and high IWC conditions.
For the development of the hygrometer, the following additional requirements have been
determined:

• Response times comparable to purely optical methods, enabling the real-
time monitoring of IWT water content.

• Integrated means for frequent recalibration of the hygrometer over the full
dynamic range, providing the necessary short- and long-term accuracy and
repeatability.

• Acoustic insulation from noise generated by the wind tunnel air flow, as
well as spray nozzles, enabling necessary limits of quantification and
accuracy.

As PAS is also applied in condensed matter spectroscopy, concepts for combining mass
concentration measurements with phase discrimination (vapor, liquid and ice) have been
studied in this thesis and the research project AquaSense initially, intending an open
photoacoustic cell and multiple laser sources targeting the different thermodynamic phases.
This concept was abandoned early on, due to the impracticable application of photoacoustic
resonators in the harsh and noise-laden IWT environment.

1.3 Scope of the Thesis

The top-level aim of this thesis was the development of a liquid, ice and total water
content measurement device suitable for experimentally simulated cloud or cloud-like
environments, as present in icing wind tunnels. Such a system was designed with the
requirement of comprising a sampling strategy appropriate for water content assessment
in SLD environments. The new instrument in the form of an isokinetic evaporator probe
combined with a photoacoustic gas analyzer (hygrometer), was built, evaluated and applied
in an icing wind tunnel measurement and instrumentation intercomparison campaign in the
course of the research project AquaSense. The results presented in this thesis demonstrate
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equivalent achievable accuracies as state-of-the-art instrumentation, proving the suitability of
the device and the technology to water content measurement in (simulated) atmospheric icing
environments as used in aviation certification, thereby providing an additional measuring
tool for the characterization of such environments.

The majority of the effort of this thesis was put into the development, theoretical
description, as well as laboratory and field characterization of the main component of the
water content measurement system, the photoacoustic hygrometer. A considerable part
addresses the description of a so far undocumented nonlinear response occurring in the
photoacoustic measurement of water vapor in air, which gives rise to increased complexity in
the calibration process of photoacoustic hygrometers. The development of a practical and
application-oriented theoretical model, describing the thermal energy transfer in photoacoustic
signal generation, aims at facilitating the calibration procedure and should be useful not
only for the measurement of water vapor in air, but also for other gas sensing applications
employing photoacoustic or photothermal spectroscopy.

In the third and last part of this thesis, the application of photothermal spectroscopy
using a vibration-insensitive, rigid Fabry-Pérot interferometer-based sensing approach for the
measurement of water vapor is investigated on the basis of experiments with nitrogen dioxide
as a test gas. This concept targets the performance evaluation of an alternative fast response
optical gas sensing technique for water vapor, which can provide the necessary operating
range and with the potential for size reduction down to miniaturization.
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Chapter 2

Background to
Photoacoustic and Photothermal
Water Vapor Spectroscopy

This chapter aims at providing some theoretical background of the spectroscopic methods
applied in this thesis. All descriptions and explanations are confined to the spectroscopy of
gaseous samples, although, some parts may be applicable to liquid and solid samples as well.
Determination of gaseous molecular concentrations using photoacoustic and photothermal
spectroscopy is based on the measurement of pressure and refractive index changes that occur
upon heating of a gas sample through the absorption of electromagnetic radiation. Figure 2.1
gives a simplified overview of the chain of processes involved in the signal generation and
detection in the two methods.

Laser
Irradiation

(Modulated / Pulsed)

Molecular
Excitation

Acoustic Mode
(Compression)

Pressure
Transducer

Refractive Index
Transducer

Thermal Mode
(Rarefaction)

Relaxation and
Heating

Density
Change

Fig. 2.1 Schematic of the signal generation and detection sequence in PAS and PTS.

The basic sequence is common to both methods. In state of the art implementations, the
gas sample is (I.) irradiated by laser radiation of a wavelength matching an absorption band
of the target gas, which causes (II.) excitation of the molecule or atomic constituents upon
absorption. Subsequent to excitation, (III.) non-radiative, i.e., collisional relaxation converts
parts of the absorbed energy to translational motion, resulting in (IV.) local density changes.
To generate detectable density changes, PAS-based gas analyzers require a modulation of the
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heat source. This typically is achieved by either wavelength or intensity modulation of the
laser radiation. PTS-based sensors may, although this is often unfavorable, be operated with
continuous wave (CW) radiation. An initial expansion of the gas upon release of absorbed
energy causes (V.a) an acoustic (compression) wave which is (VI.a) measured by some sort
of pressure transducer, typically after resonant amplification of the periodically generated
acoustic wave. A remaining, slowly decaying rarefaction of the gas, maintained by (V.b)
increased thermal energy can, for example, be detected by (VI.b) measuring the refractive
index of the gas. Extensive treatments about the entire chain of signal generation and detection
can be found in the standard references Pao [83] for the field of photoacoustic spectroscopy
(PAS) and Bialkowski et al. [84], regarding photothermal spectroscopy (PTS).

In the following, the individual processes are reviewed in view of the application of
near-infrared PAS and PTS to the concentration measurement of water vapor in air. Sensing
of water vapor is typically conducted with sources of near-infrared (NIR; wavelengths of
approx. 780 nm to 3 µm) or mid-infrared (MIR; approx. 3 µm to 14 µm) radiation [71, 79, 59]
and the gas analyzers realized in this work also apply a NIR laser source. Therefore, the
discussion is confined to rotational and vibrational transitions only, as well as combinations
thereof, as the electronic transitions of water vapor, e.g. targeted by Lyman-𝛼 instruments,
are only relevant in the UV region, at wavelengths below 180 nm [85]. As usable radiation
source, modulation scheme, as well as acoustic resonators in PAS are highly specific to the
individual application, the following review commences with a treatment of the absorption of
radiation. General descriptions of the working principles of typical PAS and PTS setups and
quantitative expressions to predict instrument performance are given in Sections 2.3.3 and
2.3.4.

2.1 Infrared Laser Absorption Spectroscopy

Photoacoustic and photothermal spectroscopy are, along with purely optical absorption
spectroscopy techniques, based on the absorption of electromagnetic radiation, most commonly
in the ultra-violet (UV), visible (VIS), or infrared (IR) regions of the spectrum, where
atoms and molecules exhibit characteristic absorption bands, due to transitions between
discrete electronic, vibrational and/or rotational energy levels determined by their structure.
Transmission based techniques (an extensive and up-to-date review and comparison of notable
detection methods, such as the already mentioned TDLAS, NDIR spectroscopy, or CRDS may
be found in [77]) build upon measuring the transmission of radiation through the attenuating
gas sample and, hence, rely on a thorough description of the attenuation along the optical path.
Locally generated PA and PT signals also depend on the absorption of radiation, given by
the power of the incident radiation and the amount of absorbers combined with the strength
(probability) of the absorption at the laser wavelengths. However, in PA and PT trace gas
applications, samples are often assumed optically thin and generated signals are thus assumed
constant and independent of the position.

10



2.1 Infrared Laser Absorption Spectroscopy

In high contrast to trace gas applications, atmospheric water vapor mole fractions 𝑥wv
(ppm), including evaporated condensed water contents of some g m−3, may reach up to several
10,000 ppm 1. At these concentrations NIR radiation is attenuated considerably over the
absorption path length of typical gas cells. Hence, the prediction of the power available for
PA and PT signal generation requires consideration of the attenuation along the optical path.
The following subsection reviews the macroscopic description of attenuation of radiation
applied in optical (laser-based) absorption spectroscopy. Thereafter, a description of the
optical absorption properties of water vapor is given.

2.1.1 Radiative Transfer (Beer-Lambert Law)

In the absence of interference effects, the irradiance of radiation propagating through an
absorbing and scattering gas along a path s (m) is described without dealing with the
specific electromagnetic field. The change of the spectral radiance 𝐼Ω,𝜆 (W m−2 sr−1 nm−1)
of electromagnetic radiation at wavelength 𝜆 (nm) and in a certain direction, given by a
solid angle Ω (sr), is determined by absorption, scattering and emission of radiation, as
summarized by the radiative transfer equation [86]

d𝐼Ω,𝜆
ds

= −𝜎𝑒𝑥𝑡 (𝜆) 𝑛𝑖 𝐼Ω,𝜆 + 𝑗𝜆 . (2.1)

Here, 𝜎𝑒𝑥𝑡 (𝜆) = 𝜎abs(𝜆) + 𝜎𝑠𝑐𝑎 (𝜆) is the extinction or attenuation cross section (m2 molec−1)
and is the sum of absorption and scattering cross sections of the gas, 𝜎abs and𝜎𝑠𝑐𝑎, respectively.
𝑛𝑖 is the number concentration of an absorbing species 𝑖 and 𝑗𝜆 is the emitted spectral radiance
(W m−3 sr−1 nm−1) in the direction of Ω, for example, due to scattering or fluorescence, i.e.,
elastic or inelastic scattering of radiation originating from other directions. The spectral
radiance and all following quantities are frequently also written in terms of the frequency 𝜈
(Hz) of the radiation, i.e., 𝐼Ω,𝜈 (W m−2 sr−1 Hz−1).

Assuming negligible emission along the optical path length 𝑧 of a collimated beam and
propagation in a homogeneous material which negligibly scatters (i.e., 𝜎abs(𝑧) ≈ const. and
𝜎𝑠𝑐𝑎 ≈ 0), the solution to the radiative transfer equation at wavelength 𝜆 is an exponential
attenuation of the spectral irradiance 𝐼𝜆 (W m−2 nm−1), known as the (Bouguer-) Beer-Lambert
law.

For a collimated laser beam, operated in the fundamental TEM00 spatial mode and with a
normalized radial Gaussian beam profile 𝑔(𝑟) = exp(−2𝑟2/𝑤2), the spectral irradiance along

1Mole fraction:

𝑥𝑖 =
𝑛𝑖

𝑛0

(ideal gas)
=

𝑛𝑖𝑘𝐵𝑇0
𝑝0
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the absorption path is given by [84]

𝐼𝜆 (𝑟, 𝑧, 𝑡) = 𝐼𝜆,0(𝑧, 𝑡) 𝑔(𝑟) (2.2)
= 𝐼𝜆,0(𝑧=0, 𝑡) 𝑔(𝑟) 𝑒−𝜎abs𝑛𝑖𝑧 (2.3)

=
2𝑃𝜆 (𝑧, 𝑡)
𝜋𝑤2 𝑔(𝑟) , (2.4)

=
2𝑃𝜆 (𝑧=0, 𝑡)

𝜋𝑤2 𝑔(𝑟) 𝑒−𝜎abs𝑛𝑖𝑧 , (2.5)

where 𝑤 is the beam waist (radius; 1/𝑒2 intensity), 𝑃𝜆 (𝑧, 𝑡) is the instantaneous spectral
radiant power of the beam (W nm−1) at time 𝑡 (s) and 𝐼𝜆,0 = 2𝑃𝜆 (𝑧, 𝑡)/𝜋𝑤2 is the spectral
irradiance at the beam center (𝑟 = 0). In the PAS and PTS applications discussed in this work,
assuming a collimated beam is sufficiently accurate.

The product of absorption cross section and concentration is the absorption coefficient
𝛼abs = 𝜎abs𝑛𝑖 (m−1) and has to be considered a function of intensity when nonlinear effects,
such as optical saturation (depletion of the lower state), are relevant. As laser intensities and
powers in the applications discussed herein are sufficiently low, it is assumed throughout this
thesis that the beam has negligible effect on the population of the targeted ro-vibrational
states. An additional dependence of the cross section on the number concentration arises
through self-broadening of the targeted spectral line. This is discussed in section 2.2.2.

The reduction in irradiance at each point along the beam, d𝐼𝜆/d𝑧 (W m−3 nm−1), is equal
to the power absorbed, which partly leads to the generation of the PA and PT signals. As
mentioned before, at trace concentrations it is possible to assume an optically thin sample
with 𝐼𝜆 (𝑟, 𝑧, 𝑡) ≈ 𝑔(𝑟) 𝐼𝜆 (𝑟, 𝑧=0, 𝑡) and, thus, the power absorbed at each point along the
beam is constant:

d𝐼𝜆 (𝑟, 𝑧, 𝑡)
d𝑧

= −𝜎abs 𝑛𝑖 𝐼𝜆 (𝑟, 𝑧, 𝑡) ≈ −𝜎abs 𝑛𝑖 𝐼𝜆,0(𝑧=0, 𝑡) 𝑔(𝑟) . (2.6)

For water vapor concentrations of several 10,000 ppm the above approximation does not
hold and, as applied in Paper I, a somewhat better description of the irradiance along the
attenuated beam is obtained with a first order approximation of Eq. (2.3):

𝐼𝜆 (𝑟, 𝑧, 𝑡) = 𝐼𝜆,0(𝑧=0, 𝑡) 𝑔(𝑟) (1 − 𝜎abs 𝑛𝑖 𝑧) . (2.7)

2.2 Infrared Spectroscopic Properties of Water Vapor

2.2.1 Rotational-Vibrational Absorption Transitions

Water vapor is a particularly strong absorber in the NIR and MIR (up to ≈8 µm), as radiation
is absorbed by resonantly inducing combined vibrational and rotational (ro-vibrational)
transitions of H2O from the most occupied (around room temperature) vibrational ground
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state H2O(𝜈1=0, 𝜈2=0, 𝜈3=0) to the first excited states. Water molecules generally exhibit
three fundamental modes of vibration: the symmetric stretch mode (𝜈1), the bend mode (𝜈2)
and the asymmetric stretch mode (𝜈3). The three lowest energy states (levels) of these modes
are shown in the energy diagram in Fig. 2.2. Superposed rotational energy levels are spaced
much closer. Figure 2.3 shows the ro-vibrational absorption spectrum in the range of 0.7 to
3 µm. For a detailed description about the absorption spectrum of water vapor, the reader is
referred to Wozniak and Dera [85], Regula [87].

ν1=2

ν1=1

ν1=0

ν1=3

ν1 ν2 ν3

ν2=0
ν2=1
ν2=2
ν2=3

ν3=0

ν3=1

ν3=2

ν3=3

2.73 µm

1.39 µm

0.94 µm

6.27 µm
3.17 µm
2.14 µm

2.66 µm

1.34 µm

0.91 µm
ΔE

Fig. 2.2 Energy diagram of the H2O normal modes of vibration up to the third excited state, together
with selected vibrational transitions and the corresponding wavelengths. Redrawn according to [85].

(1,0,0)
(0,0,1)

(a,0,b)
a + b = 2 

(a,1,b)
a + b = 2 

(a,0,b)
a + b = 3 

(1,1,0)
(0,1,1)

(0,3,0)

Fig. 2.3 Ro-vibrational absorption cross section of 1 ppm water vapor in air (20 °C, 1013.25 hPa)
in the NIR and parts of the visible spectrum. Excited vibrational transitions from the ground state
(𝜈1 = 0, 𝜈2 = 0, 𝜈3 = 0) to the state (𝜈1, 𝜈2, 𝜈3) are given in parenthesis.

Highest absorption cross sections in the above range are achieved at approximately 2.7 µm,
due to the coinciding of the fundamental transitions (𝜈𝑖=0 → 𝜈𝑖=1) of the stretch modes. These
transitions are targeted by NDIR applications [e.g., 59]. In contrast, due to the availability
of relatively low-cost telecommunication-type laser diodes around 1.55 µm, laser-based
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absorption spectroscopy techniques (TDLAS, CRDS, PAS) usually target absorption lines in
the 1.4 µm band [88]. More recent developments, employing quantum cascade lasers (QCLs),
have brought forward MIR spectrometers targeting the more than an order of magnitude
stronger 6.27 µm absorption band [89]. Due to the abundance of absorption lines and by
using narrow-band laser sources, cross-interference from other atmospheric constituents
is usually not an issue. In this work, a ro-vibrational transition (0, 0, 0) → (1, 0, 1) at
7327.675 cm−1≈1364.68 nm is targeted. This line is shown in Fig. 2.4. With a laser diode
specified CW spectral linewidth (full width half maximum, FWHM) of Δ𝜈 = 2 MHz ≈
1.2 × 10−5 nm, the laser linewidth is supposed to be considerably narrower than the absorption
line.

The absorption probability of electromagnetic radiation for a given photon energy
Δ𝐸 = ℎ𝜈 is specified in the form of the absorption cross section 𝜎abs(�̄�) as a function of
the photon wavenumber �̄� = 1/𝜆 = 𝜈/𝑐 (cm−1). Here, ℎ is the Planck constant and 𝑐 is the
speed of light. At any wavenumber, the cross section is given by the contributions of all
possible transitions (lines) 𝑖 → 𝑗 from an initial state 𝑖 with energy 𝐸𝑖 to a final state 𝑗 with
energy 𝐸 𝑗 > 𝐸𝑖. Each line itself is characterized by a temperature dependent integrated
spectral line intensity 𝑆𝑖𝑗 (𝑇) (cm2 molec−1 cm−1), determined by the quantum mechanical
transition probabilities for absorption and stimulated emission (Einstein coefficients), as well
as the populations of the initial and final states (Boltzmann-distribution, degeneracy) and
isotopic abundance [90]. All lines, centered at photon energies Δ𝐸 = 𝐸 𝑗 − 𝐸𝑖 = �̄�𝑖𝑗 = ℎ𝜈𝑖𝑗 ,
are broadened due to several effects, resulting in line shapes defined by normalized line
profiles Φ(�̄�; �̄�𝑖𝑗 , 𝑇, 𝑝) (in units cm), where

∫
Φ(�̄�; �̄�𝑖𝑗 , 𝑇, 𝑝)d�̄� = 1. As a result of the line

broadening, the overall absorption cross section at the wavenumber �̄� is given by [91]:

𝜎abs(�̄�, 𝑇, 𝑝) =
∑︁
𝑖, 𝑗

𝑆𝑖𝑗 (𝑇)Φ(�̄�; �̄�𝑖𝑗 , 𝑇, 𝑝) . (2.8)

In the following subsection the main contributing effects determining ro-vibrational line
shapes are reviewed in combination with the parameters introduced for their description. For
wavelengths accessible by the chosen or available laser source type, these line parameters
have to be considered in the selection of a suitable absorption line for a specific application.

2.2.2 Transition Line Shapes

Effects responsible for the broadening of ro-vibrational lines are typically classified into the
three main contributors:

1. Natural broadening Finite lifetimes of molecules in some state, before transitioning
to another state, are related to uncertainties in the energies of the states by the
Heisenberg uncertainty principle and result in a continuum of allowed energies Δ𝐸
for the transitions, which are observed as a Lorentzian distributed natural width of the
absorption lines when stronger broadening effects are absent. At very low pressures,
when interactions and energy transfer due to collisions are negligible, the lifetimes and
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line widths are determined by the radiative decay of the (upper) excited state due to
spontaneous emission to all lower states [90]. This radiative lifetime 𝜏r (s) is given by
the Einstein coefficients for spontaneous emission 𝐴𝑖 𝑗 (s−1)

𝜏r,i =
1∑

𝑗 ,𝐸 𝑗<𝐸𝑖
𝐴𝑖 𝑗

. (2.9)

For the water vapor transition of 7327.675 cm−1 targeted in this work, the radiative
lifetime is approximately 6 ms, resulting in negligible natural line width (calculated using
the HITRAN molecular spectroscopic compilation [92]). Since, at the measurement
conditions applied in this work, inelastic collisions induce non-radiative relaxations
much faster [Paper I], radiative relaxation of excited H2O is effectively suppressed in
the applications discussed.

2. Collisional broadening (also pressure or Lorentz broadening) With increasing
pressure, the lifetimes are increasingly shortened by inelastic collisional processes,
thus leading to an increase of the line width [93]. Additionally, the interactions
interfere with the rotational and vibrational motions, affecting the individual molecular
potentials in a statistical manner. This further broadens allowed transition energies.
Both effects in combination are satisfyingly described by the Lorentzian profile (also
Cauchy distribution) [91]:

ΦL(�̄�; �̄�𝑖𝑗 , 𝑇, 𝑝) =
1
𝜋

𝛾𝑖𝑗 (𝑇, 𝑝)

𝛾𝑖𝑗 (𝑇, 𝑝)2 +
(
�̄� − �̄�∗

𝑖𝑗

)2 . (2.10)

Through the specific nature of the intermolecular interactions, pressure broadening
generally depends on the surrounding gas composition and therefore introduces a
concentration dependence into the line shape and maximum absorption cross section.
The different broadening effects of the environment and the gas under consideration
thus have to be taken into account in the Lorentzian halfwidth of each profile,

𝛾𝑖𝑗 (𝑇, 𝑝) =
(
𝑇ref
𝑇

)𝑛𝑇 (
𝛾air
𝑖𝑗 𝑝air + 𝛾self

𝑖𝑗 𝑝self

)
, (2.11)

where 𝛾air
𝑖𝑗

and 𝛾self
𝑖𝑗

(cm−1 atm−1) are the air- and self-broadened (by the absorbing
gas itself) line halfwidths at reference conditions (296 K, 1 atm). The concentration
dependencies are included in the partial pressures 𝑝air and 𝑝air, respectively. 𝑛𝑇 is
an empirical coefficient for the temperature dependence of the halfwidth. The above
mentioned changes in the molecular potentials of the collision partners also shift
the line position to a new center �̄�∗

𝑖𝑗
= �̄�𝑖𝑗 + 𝛿𝑖𝑗 𝑝 with a pressure shift coefficient 𝛿𝑖𝑗

(cm−1 atm−1), determined at the reference temperature and pressure.

3. Doppler broadening The molecular translational (Brownian) motion, with velocities
distributed according to a Maxwell-Boltzmann distribution, introduces a Doppler-shift
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in the radiation wavelength and thus a photon energy shift encountered by molecules
moving along the radiation direction. Although this does not influence the transition
energies, a range of photon energies fulfills the transition energy condition for absorption
in the gas as a whole. As a consequence of the velocity distribution, this range is
mathematically described by a Gaussian profile:

ΦG(�̄�; �̄�𝑖𝑗 , 𝑇) =
√︄

ln(2)
𝜋𝛾2

D
exp

(
−
(�̄� − �̄�𝑖𝑗 )2 ln(2)

𝛾2
D

)
(2.12)

with the Doppler width (HWHM)

𝛾D(𝑇) =
�̄�𝑖𝑗

𝑐

√︂
2 ln(2)𝑁𝐴𝑘𝐵𝑇

𝑀
, (2.13)

where 𝑁𝐴 is the Avogadro constant, 𝑘𝐵 is the Boltzmann constant and 𝑀 is the molar
mass of the absorbing molecule. Doppler broadening is the width dominating effect at
low pressures, e.g., as encountered in the upper terrestrial atmosphere.

At atmospheric pressures, line profiles resulting from the combined effects of Doppler and
collisional broadening may be calculated in good approximation by a convolution of both
profiles, resulting in the Voigt function:

ΦV(�̄�; �̄�𝑖𝑗 ) = ΦG(�̄�; �̄�𝑖𝑗 ) ∗ΦL(�̄�; �̄�𝑖𝑗 ) . (2.14)

For a large number of atmospheric constituents the Voigt profile has been demonstrated
to be less accurate than the achievable precision of current absorption spectrometers (e.g.
[94]). One line profile developed to further increase line shape simulation accuracy is the
Hartmann-Tran profile, which extends the Voigt profile for various additional collisional
contributions, such as velocity changing collisions that lead to a reduction in the line width
[95]. Unless otherwise stated, the Hartmann-Tran line profile has been used for the calculation
of the theoretical absorption cross sections of water vapor in this work. Line intensities
together with all other line-by-line parameters were retrieved from the HITRAN molecular
spectroscopic compilation [92] using the HITRAN Application Programming Interface
(HAPI) [96].

Figures 2.4a-2.4c show calculated spectra around the line targeted in the realized photoa-
coustic spectrometer (7327.675 cm−1) to illustrate the temperature, pressure and concentration
dependence of the absorption cross section at typical measurement conditions and demon-
strate the requirement of either stabilizing temperature and pressure or compensating for any
changes occurring between calibration and measurement. Contrary to the picture conveyed by
Fig. 2.4b, increasing the absorption cross section by reducing measurement pressure results
in no considerable increases in the achieved absorption coefficient, due to a simultaneous
decrease in number concentration.

PAS instrument performance specifications are often derived assuming a linear relationship
between absorption coefficient and concentration (cf. Section 2.4). In light of the significant
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Fig. 2.4 Absorption cross section (a) temperature, (b) pressure and (c) concentration dependence of
the water vapor absorption line targeted in the realized photoacoustic spectrometer (7327.675 cm−1).
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self-broadening effect of water vapor, this may lead to an overestimation of the instrument
performance. Figure 2.5 illustrates the importance of considering the effect of self-broadening
with rising concentrations on the absorbed power. The absorbed power is given in terms of the
transmittance 𝑇𝑟 (𝑥wv) = 𝑃𝜆 (𝑧)/𝑃𝜆 (𝑧=0) using different approximations to the Beer-Lambert
law (cf. Eq. (2.7)). Calculations were made for the AquaSense PA cell operating conditions.
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Fig. 2.5 Transmittance through 𝑧 = 6.5 cm humid air as a function of the water vapor mole fraction
(7327.675 cm−1, 35 °C, 800 hPa), calculated by the Beer-Lambert law and the linear approximation.

2.3 Photoacoustic and Photothermal Spectroscopy in Gases

Photoacoustic and photothermal spectroscopy differ from transmission sensing techniques by
the method of detection of the absorption. In the latter, absorption is measured indirectly
by a comparison (difference) of incident and transmitted power, whereas PAS and PTS
detect physical changes of the gas following absorption. In the linear regime, where
absorption saturation is negligible, this implicates the great advantage of the PA and PT
signals being directly proportional to the incident power, rather than to the ratio of incident to
transmitted, explaining the improved relative intensity noise characteristics of PAS and PTS
[77]. Dependence of the PA and PT signals on the number concentration and gas composition
in general, however, is not as straightforward as in transmission-based techniques, making the
correct prediction and interpretation of generated signals difficult. The sensitivity of PAS and
PTS instruments is known to highly depend on the gas matrix [83, 84], causing a nonlinear
signal-over-concentration response for many gas monitoring applications [e.g. 97–101] as
well as aerosol monitoring applications [102, 103]. This particularly affects applications,
such as the application of this work, where large ranges and absolute values of concentrations
have to be detected and, as a result, the gas matrix changes considerably over the range of
detectable concentrations. Therefore, a knowledge about the signal generation process is
necessary to reliably predict and understand PAS and PTS instrument performance. The
following subsections aim at providing a principle understanding of the processes involved
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in the conversion of the absorbed power in the gas into thermal energy and to measurable
acoustic pressure or refractive index changes.

2.3.1 Molecular Kinetics and Energy Transfer

Excitation by photon absorption increases the internal energy of the targeted molecule, which
subsequently has to be transferred to thermal energy of the gas to produce PA and PT signals.
Thermodynamic equilibrium can be restored by several different processes. Excited molecules
non-instantaneously relax to the ground state through radiative processes, such as stimulated
or spontaneous emission (photoluminescence), chemical reactions or inelastic collisions
[83]. The individual processes are usually described by lifetimes with time constants 𝜏 (s)
or relaxation rates 𝑘 = 𝜏−1 (s−1) [84]. For the applications under study, chemical reactions
can be neglected, as excitation energies are too low to induce molecular dissociation or other
chemical reactions. For most gases at typical – close to standard atmospheric – operating
conditions, also spontaneous emission can be neglected since the radiative lifetime 𝜏R of
excited ro-vibrational states is much longer than the average timescale 𝜏C of non-radiative
collisional transfer (cf. Section 2.2.2, natural line broadening) [104]. At lower pressures,
collisional transfer is less probable and spontaneous emission may have to be considered.
Neglecting chemical reactions, the lifetime or time constant of an excited state is given by
[104]:

1
𝜏E

=
1
𝜏C

+ 1
𝜏R

(2.15)

Only collisional deactivation with transfer of internal ro-vibrational energy to thermal
energy (sensible heat) ultimately contributes to PA and PT signal generation. In gases, rates of
collisional energy transfer depend on the collision partners of the mainly bimolecular collisions,
the pressure dependent collision frequency, transferred energy, as well as temperature and, in
general, follow an Arrhenius-type relation [84]. A detailed discussion of collisional energy
transfer mechanisms goes beyond the scope of the present chapter and the reader is referred
to [105]. Due to the low energies of rotational states, collisional equilibration of the rotation
in gases at typical instrument measurement conditions is much faster than equilibration
of the vibrational state (𝜏 ≈ 1 × 10−8 s, 300 K, 1 bar) [84] and excess rotational energy
may be assumed to be released instantaneously. Timescales for vibrational thermalization
vary over many orders of magnitude [106] and no general assumption can be made about
the vibrational relaxation time for PAS and PTS applications. Thermalization of excited
ro-vibrational states is commonly referred to as ro-vibrational-translational (V,R–T), or simply
vibrational-translational (V–T) relaxation when rotational relaxation is considered fast [106].
Non-thermal processes are analogously referred to as V,R–V,R or simply V–V processes.

Fast V–T is the preferred path in many PAS and PTS applications targeting the measurement
of gas concentrations, as for modulated irradiation the generated signals then are directly
proportional to the number concentration of the absorbing molecule [88]. When 𝜏C is
significant compared to the timescale of modulation 𝜏𝑚𝑜𝑑 of the radiation source, the
heat transfer rate is reduced, which often occurs when the collisional relaxation involves
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intermediate vibrational excitation of metastable (regarding the excited state) gas species,
such as O2 [100] or N2 [97]. In PAS and PTS sensing applications with initially large 𝜏C,
water vapor is sometimes added to the sample gas to prevent such non-thermal processes
and to increase collisional relaxation rates, as H2O is known to be an effective promoter for
thermal collisional relaxation [e.g., 100, 101, 107, 108].

When collisional relaxation times are much faster than modulation timescales, the
temporal acoustic and thermal response is mostly governed by the temporal characteristics
of the radiation source, i.e., the modulation of the laser power. The source heat transfer or
production rate 𝑞𝐻 (r, 𝑡) (W m−3) then is simply given by

𝑞𝐻 (r, 𝑡) =
∫ +∞

−∞

(
−d𝐼𝜈 (r, 𝑡)

d𝑧

)
d𝜈

= 𝑛(r, 𝑡)
∫ +∞

−∞
𝜎abs(𝜈) 𝐼𝜈 (r, 𝑡)d𝜈

= 𝑛(r, 𝑡)𝜎abs 𝐼 (r, 𝑡) , (2.16)

where 𝑛 is the number concentration of the absorbing molecule, 𝜎abs is a spectral irradiance
weighted absorption cross section of this molecule and 𝐼 is the spectrally integrated irradiance
(W m−2). In the more general case, however, a complex relaxation chain from the excited
ro-vibrational state back to the ground state follows after excitation, possibly involving
excitation of other molecular species [84].

For some systems, the relaxation process may be modeled by a discrete number of selected,
rate-determining relaxation steps in multiple, simultaneously proceeding relaxation paths
[109]. Other relaxation processes can often be assumed much faster than these limiting steps,
which determine the overall kinetics and thus the heat production rate within the sample. As
applied in Paper I, this approach can be used when metastable vibrational states are involved
in the relaxation process. The corresponding theoretical framework is introduced in a general
form in the following, considering radiative excitation and possible radiative relaxation.

Radiative Relaxation

Absorption, stimulated emission, as well as spontaneous emission rates can be summarized
by the local radiative transition rate 𝑙𝑖𝑗 (s−1) between states 𝑖 and 𝑗 . For spectral photon
irradiances 𝜑𝜈 (r, 𝑡) = 𝐼𝜈/ℎ𝜈 (in units photon m−2 s−1 Hz−1) the radiative transition rate is
given by [90, 83, 84]

𝑙𝑖𝑗 =

∫ +∞

−∞
𝜎abs(𝜈; 𝜈𝑖𝑗 ) 𝜑𝜈d𝜈 + 𝐴𝑖𝑗

= 𝜎abs(𝜈𝑖𝑗 ) 𝜑(𝜈𝑖𝑗 ) + 𝐴𝑖𝑗 . (2.17)

Here, the integration is carried out over the transition line centered at 𝜈𝑖𝑗 and 𝜑(𝜈𝑖𝑗 ) is the line
integrated photon irradiance (photon m−2 s−1). The Einstein A-coefficient for spontaneous
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emission is zero for transitions 𝑖→ 𝑗 to energetically higher levels (𝐸𝑖 < 𝐸 𝑗 ). The radiative
transition rate can also be written in terms of the Einstein B-coefficients, 𝐵𝑖𝑗 and 𝐵 𝑗𝑖, which
are related to the absorption cross section by the speed of light, with 𝐵𝑖𝑗 = 𝐵 𝑗𝑖 = 𝜎abs(𝜈𝑖𝑗 )𝑐
[84].

Non-Radiative Relaxation

V–T relaxation reactions and V–V transfer processes between two collisional partners
(molecules) A(𝑖) in state 𝑖 and B(𝑝) in state 𝑝, and with number concentrations 𝑛𝑖 (r, 𝑡) and
𝑛𝑝 (r, 𝑡), respectively, may be assumed of the general form

A(𝑖) + B(𝑝)
𝑘 ′

⇆
𝑘

A( 𝑗) + B(𝑞) + Δ𝐸 , (2.18)

where 𝑗≠𝑖 and 𝑞 are the final states after the collision (thermal: 𝑞=𝑝; non-thermal: 𝑞≠𝑝)
and Δ𝐸 = (𝐸 𝑗 − 𝐸𝑖) + (𝐸𝑞 − 𝐸𝑝) is the thermal energy released (or absorbed) by the two
molecules during the process. The coefficients 𝑘 and 𝑘′ (cm3 molec−1 s−1) are the forward
and backward rate coefficients (or constants) of the reaction and are the product of the
collision frequency between the collision partners and the probability of energy transfer [105].
Rates of production 𝑣𝑟 (r, 𝑡) (molec cm−3 s−1) in the forward or backward direction can be
approximated by products of the rate coefficients and the individual number concentrations,
𝑣𝑟 = 𝑘𝑖𝑗,𝑝𝑞𝑛 𝑗𝑛𝑝 = 𝑘𝑖𝑗𝑛𝑝. Here, 𝑘𝑖𝑗,𝑝𝑞 is a second-order rate coefficient (cm3 molec−1 s−1).
Alternatively, so-called pseudo-first-order rate coefficients 𝑘𝑖𝑗 = 𝑘𝑖𝑗,𝑝𝑞𝑛𝑝 (s−1) are often used.
This is more convenient when the number concentration 𝑛𝑝 of the collisional partner is
large and remains approximately constant during the reaction [84, 106], for example, when
collisions with molecules of the gas matrix are considered. When multiple collisional partners
contribute in the relaxation 𝐴(𝑖) → 𝐴( 𝑗), pseudo-first-order rates can be taken as the sum of
all contributing reactions, 𝑘𝑖𝑗 =

∑
𝑝 𝑘𝑖𝑗,𝑝𝑞𝑛𝑝. The backward rate can be described analogously.

A collection and visualization of typical literature values for the rate coefficients of the main
V–T and V–V processes of excited water vapor in air is given in Paper I.

Each relaxation step liberates a certain amount of energy and in the final description
of the total heat production rate, the heat released by all individual relaxation steps and
paths, including processes considered fast, have to be accounted for. This is accomplished by
formulating rate equations for the state populations, considering the reaction rates and the
time-dependent irradiation [110]. For simple forms of irradiation (harmonic, pulsed, CW)
analytical solutions then may be found, describing the temporal behavior of the heat released
in the sample.

Rate Equations

The time dependence of the number of molecules per volume in state or level 𝑖 = 1, . . . , 𝑁
is determined by the rates of change of the individual populations. These rates of change
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are given by the number of molecules going out of each level per unit time by radiative and
collisional processes and the number of molecules going in [83]:

𝜕𝑛𝑖

𝜕𝑡
= −

[
𝑁∑︁

𝑗 , 𝑗≠𝑖

(𝑘𝑖𝑗 + 𝑙𝑖𝑗 )
]
𝑛𝑖 +

[
𝑁∑︁

𝑗 , 𝑗≠𝑖

(𝑘 𝑗𝑖 + 𝑙 𝑗𝑖)𝑛 𝑗

]
. (2.19)

Above and in the following, 𝑖 and 𝑗 are used to simultaneously designate the type and state of a
molecule. Therefore, no particular distinction is made between the different molecular species
involved in the transitions and collisions. The states of each component can be assumed
as a subset of the total 𝑁 levels. The rate coefficients in Eq. (2.19) are pseudo-first-order
coefficients and implicitly include the number concentrations of the collisional partners.

For given irradiation conditions and gas mixtures with corresponding transition rates
and relaxation coefficients, the time dependent number concentration of molecules in all
relevant states can be determined from the system of rate equations. A general solution for
the number concentrations of an 𝑁-level system can be found in [83]. For simple systems
analytical approximations can be obtained. The solution to the often quoted two-level system
is reviewed at the end of this subsection.

Mass Diffusion

Mass diffusion is the concentration gradient driven flux of molecules or particles to regions of
lower concentrations [111]. For excited molecular species carrying substantial fractions of the
overall excitation energy, a diffusion driven spatial redistribution may have to be considered
when the relaxation time is long [109, 84]. Relevant diffusion of excited molecules has the
practical implication that the region of heat production is distributed to a larger area than the
area irradiated by the laser beam and, consequently, the signal is reduced at the center point
of excitation. Additionally, deexcitation by collision with gas cell walls may reduce signal
generation [104].

The additional rate of change of the number density of each molecule type and state 𝑖 at
position r due to the diffusional spatial redistribution (in the absence of additional advection)
is described by the mass diffusion equation [111]

𝜕𝑛𝑖

𝜕𝑡
= ∇ ·

(
𝐷𝑚,𝑖∇𝑛𝑖

)
. (2.20)

𝐷𝑚,𝑖 (∝ 𝑇3/2/𝑝) is the mass diffusivity (m2 s−1) of species 𝑖 in the gas mixture, which often
can be assumed constant and equal to the diffusivity of the ground state molecule. To
determine the importance of considering mass diffusion in a specific PAS or PTS application
and measurement geometry, the characteristic mass diffusion time 𝜏𝑚 = 𝑤2/4𝐷𝑚 (s) for
a Gaussian beam of width 𝑤 can be used. During this time, diffusion decreases the peak
concentration to one third of the initial value and the width of the initial distribution has
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tripled. Characteristic mass diffusion times for water vapor in air are shown in Fig. 2.7
(page 35) and compared to characteristic excitational time scales.

In the absence of excitational relaxation and for optically thin samples, the solution to
the mass diffusion equation for a collimated Gaussian beam impulse excitation with unit
centerline excited molecule number concentration is [112]

𝑛′𝑖 (𝑟, 𝑡) =
1

1 + 2𝑡/𝜏𝑚,𝑖
𝑒−2𝑟2/𝑤2 (1+2𝑡/𝜏𝑚,𝑖) . (2.21)

In many applications, number concentrations of excited molecules are low and local differences
in these concentrations do not significantly affect collisional relaxation rates. In this case,
convolution of the diffusion impulse response with the number of molecules transitioning
into each state (second term on the RHS of Eq. (2.19)) can be used to calculate the number
concentration for an arbitrary excitation source time dependence. Simultaneously, one has
to consider that the resulting concentration is steadily decreased at each point by radiative
transitions and collisional relaxation (first term on the RHS of Eq. (2.19)). This method is
applied in the next chapter, where general expressions for the source rate of heat production
in the irradiated sample are derived from the rate equation.

Heat Production

The already introduced source rate of heat production 𝑞𝐻 (r, 𝑡), eventually responsible for PA
and PT signal generation, is the rate of change of translational energy𝑈𝑇 (r, 𝑡) (J m−3). As a
consequence of energy conservation, this rate of change can be obtained from the absorbed
radiant power 𝑞𝑅 (r, 𝑡) (W m−3) and the rate of change of vibrational and rotational energy in
the system𝑈𝑉,𝑅 (r, 𝑡) (J m−3) [83]:

𝜕𝑈𝑇

𝜕𝑡
= 𝑞𝑅 −

𝜕𝑈𝑉,𝑅

𝜕𝑡
(2.22)

=

𝑁∑︁
𝑖, 𝑗 ,𝑖≠ 𝑗

𝑙𝑖𝑗𝑛𝑖
(
𝐸 𝑗 − 𝐸𝑖

)
−

𝑁∑︁
𝑖

𝜕𝑛𝑖

𝜕𝑡
𝐸𝑖 (2.23)

= 𝑞𝐻 , (2.24)

where 𝐸𝑖 is the excess energy per molecule relative to the ground state (J molec−1). Thus,
recalling the general expression for the rate of change of the number concentration, Eq. (2.19),
the source rate of heat production is the sum of excess energy released by all collisional
transitions per unit volume and time [83]:

𝑞𝐻 (r, 𝑡) =
𝑁∑︁

𝑖, 𝑗 ,𝑖≠ 𝑗

(
𝑘𝑖𝑗𝑛𝑖 − 𝑘 𝑗𝑖𝑛 𝑗

)
𝐸𝑖 . (2.25)
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Collisional excitation from lower to higher energetic states may be disregarded, as long as
Δ𝐸 ≫ 𝑘𝐵𝑇 [83]. The above result is the starting point in Paper I for the calculation of the
time dependence of the source rate of heat production for excitation of H2O(1,0,1) in air.

In the following, a general expression for the calculation of the source heat generation
for a Gaussian excitation beam is derived. This expression is used in Section 2.3.4 in the
calculation of the theoretical photothermal signal produced by a Gaussian excitation beam
under harmonic modulation.

Thinking of the above result for the heat release, Eq. (2.25), as the sum of energy-weighted,
thermal relaxation impulse responses 𝑅′

𝑖
(𝑡′) (W s−1 molec−1) of each state/species 𝑖, excited

at 𝑡′ = 0, it is straightforward that, for a source with arbitrary time dependence and in the
linear regime where saturation effects are negligible, the heat production can be approximated
by the temporal convolution of the excitation source with this relaxation impulse response
function:

𝑞𝐻 (r, 𝑡) =
(
𝑛(r, 𝑡) 𝜎abs 𝜑(r, 𝑡)

)
∗

(
𝑁∑︁
𝑖

𝑅′
𝑖 (𝑡)

)
. (2.26)

Here, 𝑛 again is the number concentration of the absorbing molecule. As described in the
previous subsection, mass diffusion can be considered in the heat source rate by multiplying
the relaxation response by the local diffusion impulse response 𝑛′

𝑖
(r, 𝑡) for each species 𝑖 and

additionally conducting a spatial convolution:

𝑞𝐻 (r, 𝑡) =
(
𝑛(r, 𝑡) 𝜎abs 𝜑(r, 𝑡)

)
⊛

(
𝑁∑︁
𝑖

𝑅′
𝑖 (𝑡) 𝑛′𝑖 (r, 𝑡)

)
. (2.27)

Here, the symbol ⊛ denotes the convolution in space and time.

For a Gaussian excitation source, the spatial convolution of the excitation source and the
diffusion impulse response is given by Eq. (2.21), which, for a sufficiently constant number
concentration of absorbing molecules, results in a heat source of:

𝑞𝐻,𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 (𝑟, 𝑡) =
(
𝑛 𝜎abs 𝜑0(𝑡)

)
∗

(
𝑁∑︁
𝑖

𝑅′
𝑖
(𝑡)

1 + 2𝑡/𝜏𝑚,𝑖
𝑒−2𝑟2/𝑤2 (1+2𝑡/𝜏𝑚,𝑖)

)
. (2.28)

When collisional relaxation progresses much faster than the excitation source varies in time
(
∑
𝑖 𝑅

′
𝑖
(𝑡) → 𝛿(𝑡)Δ𝐸) and mass diffusion does not play a role, the heat source rate reduces to

the result given at the beginning of this section, Eq. (2.16).

Heat Production for a Harmonically Excited Two-Level System

In certain idealized conditions and with assumptions about the radiation source and the
transition rates, a simplified analytical relation for the source rate of heat production can be
obtained for a two-level system with upper and lower state populations 𝑛𝑢 and 𝑛𝑙 , respectively.
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As a more complex system can often be interpreted as a two-level system with an effective
relaxation time, this result is often quoted for PA and PT measurements in gas mixtures with
non-negligible collisional relaxation times [e.g., 88].

The photon irradiance of a harmonic radiation source with modulation frequency 𝑓 (Hz)
and modulation depth 𝑏/𝑎 (or only the stationary component and a single Fourier component)
can be written as

𝝋(r, 𝑡) = 𝐼 (r)
ℎ𝜈

(
𝑎 + 𝑏 𝑒𝑖𝜔𝑡

)
, (2.29)

where 𝜔 = 2𝜋 𝑓 is the angular frequency. A bold italicized font is used to indicate complex
quantities.

Without accounting for mass diffusion (or when the irradiation is uniform in the region of
interest), the time dependent upper state number concentration, the solution to Eq. (2.19),
takes the steady state form [83]

𝒏𝒖 (r, 𝑡) = 𝑛𝜏𝐸

[
𝑘 𝑙𝑢 + 𝜎abs

𝑎𝐼

ℎ𝜈
+ 𝜎abs

𝑏𝐼

ℎ𝜈

𝜏𝐸 (𝑘𝑢𝑙 − 𝑘 𝑙𝑢 + 𝐴𝑢𝑙)√︁
1 + (𝜔𝜏𝐸 )2

𝑒𝑖(𝜔𝑡−𝜙)
]
. (2.30)

Here, 𝑛 = 𝑛𝑙 + 𝑛𝑢 is the overall number density of the considered absorbing molecule and 𝜏𝐸
is the effective excitation relaxation time,

𝜏𝐸 =

(
𝑘𝑢𝑙 + 𝑘 𝑙𝑢 + 2𝜎abs

𝑎𝐼

ℎ𝜈
+ 𝐴𝑢𝑙

)−1
. (2.31)

The introduced phase 𝜙 (rad) is the effective phase lag betsween excitation and deexcitation,

𝜙 = arctan(𝜔𝜏𝐸 ) . (2.32)

For the (idealized) conditions of

1. negligible spontaneous emission (𝐴𝑢𝑙 ≪ 𝑘𝑢𝑙),
2. a low fraction of molecules in the upper state (𝑛𝑢/𝑛𝑙 ≈ 𝑘 𝑙𝑢/𝑘𝑢𝑙 ≪ 1;

by detailed balance – RHS holds around room temperature [84]),
3. low excitation rates, i.e., negligible stimulated emission

(𝜎abs𝜑 ≪ 𝑘𝑢𝑙),

the upper state number density Eq. (2.30) reduces to

𝒏𝒖 ≈ 𝑛𝜏𝐸

[
𝑘 𝑙𝑢 +

𝜎abs𝐼

ℎ𝜈

(
𝑎 + 𝑏√︁

1 + (𝜔𝜏𝐸 )2
𝑒𝑖(𝜔𝑡−𝜙)

)]
, (2.33)
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with 𝜏𝐸 ≈ 𝑘−1
𝑢𝑙

. Setting 𝐸𝑙 = 0 and using the fact that the upper state energy equals the photon
excitation energy, 𝐸𝑢 = ℎ𝜈, the heat source rate according to Eq. (2.25) is

𝒒𝑯 (r, 𝑡) = 𝑛 𝜎abs𝐼 (r)
(
𝑎 + 𝑏√︁

1 + (𝜔𝜏𝐸 )2
𝑒𝑖(𝜔𝑡−𝜙)

)
(2.34)

= 𝑞𝐻,0 + 𝜹𝒒𝑯 𝑒
𝑖𝜔𝑡 (2.35)

The stationary heating 𝑞𝐻,0 described by the first term results in a continuous temperature rise
in the sample until an equilibrium with the surrounding is reached. This is usually neglected
in photoacoustic considerations, as only the time varying part significantly contributes to the
acoustic pressure signal generation (cf. Eq. (2.67)). The photoacoustically relevant amplitude
𝜹𝒒𝑯 of the harmonic heating thus is directly proportional to the number concentration of the
absorbing species and the modulated component of the irradiance,

𝜹𝒒𝑯 (r, 𝑡) = 𝑛 𝜎abs𝐼 (r)𝑏𝜼 (2.36)
= 𝛼abs𝐼 (r)𝑏𝜼 , (2.37)

where effects introduced by the finite relaxation time 𝜏𝐸 are collected in the so-called
conversion efficiency (or heat yield)

𝜂 = |𝜼 | =
����� 1√︁

1 + (𝜔𝜏𝐸 )2
𝑒−𝑖𝜙

����� < 1 . (2.38)

This efficiency eventually determines the instrument sensitivity, as it is directly proportional
to the generated photoacoustic or photothermal signal when harmonic modulation is applied.
Thus it can be used to quantify collisional relaxation times in the order of the modulation
period by studying the photoacoustic signal. Figure 2.6 shows the effects of a variation of the
modulation frequency or the relaxation time on the heat conversion efficiency and phase lag.

With increasing frequency (or relaxation time) a gradual transition from full conversion
efficiency below 𝜔𝜏𝐸 = 0.1 to a practically fully suppression of the relevant/usable heat rate
above 𝜔𝜏𝐸 = 100 can be observed. For 𝜔𝜏𝐸 = 1, the signal amplitude already decreases to
1/
√

2 times its initial value. When effective collisional relaxation rates at chosen modulation
frequencies result in an 𝜔𝜏𝐸 in the above range, small variations in the gas composition may
result in a considerable variation of the setup sensitivity. In addition to the effects on signal
amplitude, an increasing phase lag is introduced with increasing 𝜔𝜏𝐸 , which is detectable
by common phase-sensitive detection techniques (i.e., lock-in amplifiers) and may also be
used to detect possible variations of the excitational relaxation time with gas composition.
Analogous expressions can also be derived for the excitation (heating) of absorbing colloidal
particles, where the thermal relaxation time of the particle limits and delays the generated
photoacoustic response in the dispersion medium [e.g., 113].
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Fig. 2.6 Heat conversion efficiency and phase lag for a modulated radiation source calculated as a
function of the product of modulation frequency and effective relaxation time, 𝜔𝜏𝐸 .

2.3.2 Acoustic and Thermal Mode Gas Dynamics

The heat released by excitational relaxation increases the thermal energy (temperature) of
the gas, which itself is converted to either radiation, phase transition or density and pressure
variation [109]. Generation of thermal radiation is the preferred pathway in laser-induced
incandescence (LII) techniques for the detection and characterization of aerosols [114].
Typical PAS and PTS CW laser powers of up to 1 W and corresponding irradiances only
induce small (acoustic) thermal disturbances, which do not increase temperature enough to
produce significant thermal radiation. Conversion to latent heat by phase transition is usually
not an issue for gas samples, but may significantly impact the measurement of liquids or
aerosols by evaporation of liquid components [e.g., 113]. PAS and PTS applications are
based on the measurement of the pressure and density variation after (modulated) heating of
the gas. The pressure and temperature perturbations generated in dependence of the heat
production rate are most commonly used for the description of the generated acoustic and
thermal waves (modes) and can be derived from gas dynamics.

This subsection is a review of the governing relations describing the similarities and
differences between photoacoustic and photothermal signal generation. Since solutions to
(almost) arbitrary geometries may nowadays "easily" be found numerically, primary focus
is put on the description of the physical processes relevant to the particular applications.
Solutions to the final equations, applicable to PAS and PTS for simple geometries are given
in Sections 2.3.3 and 2.3.4. The reader more interested in the final equations used to obtain
these solutions is referred to the subsection Linear Gas Dynamics on page 31.
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Starting point of this review are the fluid conservation equations and the equation of state.
A full derivation of the equations of motion and energy for fluids with application to small
(acoustic) motion can, for example, be found in Chapter 6 of Morse et al. [115]. Mathematical
definitions of the applied tensor notation can be found in Panton [116]. Vector quantities are
written in bold, tensor quantities in capitalized or greek letters with bold typeface.

Equation of State

The equation of state, providing the relation between density 𝜌 (kg m−3), pressure 𝑝 (Pa) and
temperature 𝑇 (K), in a differential form is given by [116]:

d𝜌 =

(
𝜕𝜌

𝜕𝑝

)
𝑇

d𝑝 +
(
𝜕𝜌

𝜕𝑇

)
𝑝

d𝑇 (2.39)

= 𝜌 (𝜅𝑇d𝑝 − 𝛽d𝑇) . (2.40)

Here, 𝜅𝑇 (Pa−1) is the isothermal compressibility defined by

𝜅𝑇 = 1/𝜌 (𝜕𝜌/𝜕𝑝)𝑇 , (2.41)

and 𝛽 (K−1) is the thermal expansion coefficient given by

𝛽 = −1/𝜌 (𝜕𝜌/𝜕𝑇)𝑝 . (2.42)

Conservation of Mass

The mass continuity equation for a gas is given by [116]:

𝜕𝜌

𝜕𝑡
+ ∇ · j𝑚 = 0 (2.43)

=
𝜕𝜌

𝜕𝑡
+ 𝜌∇ · u + u · ∇𝜌 , (2.44)

where ∇ · j𝑚 = 𝜌u (kg m−2 s−1) is the divergence of the mass flux or momentum density
vector, and u = (𝑢𝑥 , 𝑢𝑦, 𝑢𝑧)𝑇 is the fluid velocity.

Conservation of Momentum

The three equations for the conservation of momentum may be written as [116]

𝜕j𝑚
𝜕𝑡

+ ∇ · T = f (= 0) , (2.45)
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where the symmetrical tensor T = 𝜌u ⊗ u−𝝈 is the sum of the momentum flux and the stress
tensor 𝝈 (N m−2), with ⊗ denoting the outer or tensor product of two vectors (u ⊗ u = uu𝑇 ).
The vector f (N m−3) contains all external body forces, such as gravity or electromagnetic
forces, which typically can be neglected in the analysis of PA and PT applications.

The stress tensor may be split up in normal and (viscous) shear stresses,

𝝈 = −𝑝I + 𝝉 (2.46)

where I = 𝛿𝑖 𝑗 is the identity tensor. The latter contribute to the dissipational losses, reducing
PA and PT signals. For Newtonian fluids, the shear stress is a function of the rate-of-strain
tensor 𝜺 = 1

2 [∇ ⊗ u + (∇ ⊗ u)𝑇 ] (s−1) [109]:

𝝉 = 2𝜂𝑠
(
𝜺 − 1

3
(∇ · u)I

)
+ 𝜂𝑏 (∇ · u)I ,

𝜏𝑖 𝑗 =


2𝜂𝑠

(
𝜕𝑢𝑖
𝜕𝑥𝑖

− 1
3∇ · u

)
+ 𝜂𝑏∇ · u 𝑖 = 𝑗

𝜂𝑠
𝜕𝑢𝑖
𝜕𝑥 𝑗

+ 𝜂𝑠
𝜕𝑢 𝑗

𝜕𝑥𝑖
𝑖 ≠ 𝑗

(2.47)

where 𝜂𝑠 and 𝜂𝑏 are the shear and bulk viscosities (Pa s), respectively. The second term
within the brackets corrects for an isotropic dilation included in the rate-of-strain 𝜺 of the
considered volume and the last term is the compressional resistance, which accounts for
a partly irreversible transfer of translational energy to molecular ro-vibrational energy for
poly-atomic gases. This resistance opposes the compression and expansion and results in
energy being dissipated and lost as heat, contributing to the attenuation of sound when
traveling through the gas.

Separating momentum flux and stress tensor and using the mass continuity equation
(2.44), one arrives at a form of the nonlinear partial differential Navier-Stokes equation of
motion for an isotropic, viscous, compressible fluid:

𝜕 (𝜌u)
𝜕𝑡

+ ∇ · (𝜌u ⊗ u) = ∇ · 𝝈

𝜌
𝜕u
𝜕𝑡

+ u
𝜕𝜌

𝜕𝑡
+ u∇ · (𝜌u) + 𝜌(u · ∇)u = −∇𝑝 + ∇ · 𝝉

𝜌

[
𝜕u
𝜕𝑡

+ (u · ∇) u
]
= −∇𝑝 +

(
1
3
𝜂𝑠 + 𝜂𝑏

)
∇(∇ · u) + 𝜂𝑠∇2u . (2.48)

where 2𝜂𝑠∇ · 𝜺 = 2𝜂𝑠∇(∇ · u) − 𝜂𝑠∇ × (∇ × u) = 𝜂𝑠∇(∇ · u) + 𝜂𝑠∇2u has been used [109].

By separating the vector fluid velocity into u = u𝑙 + u𝑡 with a longitudinal part u𝑙 , for
which ∇×u𝑙 = 0, and a rotational (or transverse) part u𝑡 , for which ∇ ·u𝑡 = 0, and recognizing
that the gradient of pressure only contributes to the longitudinal part, the momentum equations
for small (acoustic) perturbations may be solved separately for each component [115]. The
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longitudinal part then is given by

𝜌

[
𝜕u𝑙
𝜕𝑡

+ (u · ∇) u
]
= −∇𝑝 +

(
4
3
𝜂𝑠 + 𝜂𝑏

)
∇(∇ · u𝑙) , (2.49)

where the second term in the brackets on the LHS vanishes in the linear approximation, as is
shown below. The rotational part only is of importance close to boundaries [115, 109], i.e.,
gas cell or resonator walls in PAS and PTS applications.

Conservation of Energy

Conservation of the specific total energy 𝐸𝑡𝑜𝑡 = 𝑈 + 𝐸𝑘𝑖𝑛 (J kg−1) may be written as [116]

𝜕 (𝜌𝐸𝑡𝑜𝑡)
𝜕𝑡

+ ∇ · j𝐸 = 𝑞𝐸 , (2.50)

where 𝜌𝑈 and 𝜌𝐸𝑘𝑖𝑛 = 1
2𝜌 |u|

2 are the internal and kinetic energy density, respectively, and
𝑞𝐸 (r, 𝑡) is the energy source (or sink) rate (W m−3), which in photoacoustic and photothermal
spectroscopy is the source heat production rate 𝑞𝐻 (r, 𝑡). The total energy density flux
j𝐸 = 𝜌𝐸𝑡𝑜𝑡u−𝝈 ·u−𝐾∇𝑇 (W m−3) is composed of convected energy, work done on the fluid
and heat conduction. The material parameter 𝐾 is the thermal conductivity (W m−1 K−1).

Separating the work term into four terms by applying ∇ · (𝝈 ·u) = (∇ ·𝝈) ·u+𝝈 : (∇ ⊗ u)
and the definition of 𝝈, Eq. (2.46), the total energy equation is usually split into a mechanical
and a thermal energy equation [116]. The double dot in the last equation indicates the
scalar tensor product, such that the last term, exploiting the symmetry of 𝝈, is equal to
𝜎𝑖 𝑗 (𝜕𝑢𝑖/𝜕𝑥 𝑗 ) = 𝜎𝑗𝑖 (𝜕𝑢𝑖/𝜕𝑥 𝑗 ) in index notation. The mechanical or kinetic energy part
contains all terms resulting in acceleration and increase of kinetic energy of the fluid and the
remaining thermal or internal energy part is given by

𝜕 (𝜌𝑈)
𝜕𝑡

+ ∇ · (𝜌𝑈u) = −𝑝∇ · u + 𝝉 : (∇ ⊗ u) + 𝐾∇2𝑇 + 𝑞𝐻 (2.51)

or

𝜌

(
𝜕𝑈

𝜕𝑡
+ u∇ ·𝑈

)
= −𝑝∇ · u +Φ + 𝐾∇2𝑇 + 𝑞𝐻 . (2.52)

In the last step the continuity equation has been applied and the dissipation function
Φ = 𝝉 : (∇ ⊗ u) [116] has been introduced, which is positive everywhere and results in the
irreversible transformation of mechanical to internal energy as a result of the viscosity of the
fluid.

For many applications, such as photoacoustic and -thermal spectroscopy, it is more
appropriate to consider internal energy in terms of temperature. Writing the internal energy
change as a function of temperature and density, 𝑑𝑈 = 𝑐𝑉𝑑𝑇 + 1/𝜌2 (

𝑝 − 𝑇 (𝜕𝑝/𝜕𝑇)𝜌
)
𝑑𝜌,

and applying the definitions of the isothermal compressibility 𝜅𝑇 (Eq. (2.41)) and the thermal
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expansion coefficient 𝛽 (Eq. (2.42)), one arrives at the energy equation in terms of temperature
[117]:

𝜌𝑐𝑉

(
𝜕𝑇

𝜕𝑡
+ u∇ · 𝑇

)
=
𝛽𝑇

𝜌𝜅𝑇

𝜕𝜌

𝜕𝑡
+Φ + 𝐾∇2𝑇 + 𝑞𝐻 . (2.53)

Here, 𝑐𝑉 = (𝜕𝑈/𝜕𝑇)𝑉 is the specific heat capacity (per unit mass; J kg−1 K−1) at constant
volume. The heat capacity includes a time or frequency dependence, due to the before
mentioned delay during redistribution of translational energy to ro-vibrational energy by
molecular collisions (thermalization) or, conversely, the time required for the relaxation of the
excited states when the translational energy has been reduced [115]. For sound waves, this
behavior of the gas introduces increasing attenuation with higher frequencies, which may be
considered by a complex valued specific heat capacity or ratio of specific heats. In air, mainly
the already discussed metastable first excited vibrational states of O2 and N2 contribute to
this delay [118].

The coupled equations for conservation of mass (Eq. (2.44)), momentum (Eq. (2.48))
and energy (Eq. (2.53)) together with the boundary conditions have to be solved to calculate
the pressure and temperature response to an external heat source 𝑞𝐻 . To arrive at analytical
solutions for the description of PA and PT effects, as well as acoustics in general, these
equation can be further simplified by only considering small perturbations.

Linear Gas Dynamics

In applications of photoacoustic and photothermal spectroscopy changes in the thermodynamic
and fluid variables due to the heat deposited by the radiation are usually small and may be
assumed equal to small perturbations of the equilibrium values. The parameters are thus split
into the equilibrium values 𝜉0, plus the small (acoustic) perturbations 𝛿𝜉, where 𝜉 is used to
denote any of the thermodynamic variables:

𝑝(r, 𝑡) = 𝑝0 + 𝛿𝑝(r, 𝑡) (2.54)
𝑇 (r, 𝑡) = 𝑇0 + 𝛿𝑇 (r, 𝑡) (2.55)

𝜌(r, 𝑡) = 𝜌0 + 𝛿𝜌(r, 𝑡) (2.56)

When the mean fluid velocity is assumed zero or small compared to the speed of sound,
i.e., u𝑙 (r, 𝑡) = 𝛿u𝑙 (r, 𝑡), which is a valid assumption for many (but not all) applications, the
continuity, momentum and energy equations may be further simplified. For (photo-)acoustic
applications, negligible mean velocity refers to velocities much smaller than the speed of
sound [115]. In PTS setups, even low fluid velocities may change the local thermal response.
A treatment of photothermal spectroscopy considering mean flow can be found in Sell [119].
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For zero mean flow, the first-order approximations of the derived conservation equations
are

𝜕𝛿𝜌

𝜕𝑡
= −𝜌0∇ · 𝛿u𝑙 (2.57)

𝜌0
𝜕𝛿u𝑙
𝜕𝑡

= −∇𝛿𝑝 +
(
4
3
𝜂𝑠 + 𝜂𝑏

)
∇(∇ · 𝛿u𝑙) (2.58)

𝜌0𝑐𝑉
𝜕𝛿𝑇

𝜕𝑡
=
𝛽𝑇0
𝜌0𝜅𝑇

𝜕𝛿𝜌

𝜕𝑡
+ 𝐾∇2𝛿𝑇 + 𝑞𝐻 . (2.59)

In this approximation viscous dissipation (Φ) is neglected. The solution to this system
of partial differential equations, showing the theoretical splitting into photoacoustic and
photothermal effects, may be found by solving for the density change [84]. However, in
PTS the thermal mode is, for historic reasons, most often described in terms of temperature,
although primarily density changes are responsible for the measured refractive index changes
and a density description delivers more accurate results [84]. To obtain the pressure wave
and the temperature diffusion equations in the form they are most often used to describe
and approximate both effects individually, the change in density may also be eliminated in
Eqs. (2.58) and (2.59) by taking the divergence of Eq. (2.58) and inserting the continuity
equation and the equation of state. With the thermodynamic relations [115]

𝑐0 =
1

√
𝜌0𝜅𝑆

=

√︂
𝛾

𝜌0𝜅𝑇
(2.60) and 𝛾 − 1 =

𝑇0𝛽
2

𝜅𝑇 𝜌0𝑐𝑉
, (2.61)

together with the definitions of the (longitudinal) momentum and thermal diffusivity (m2 s−1),

𝐷𝜈 =

4
3𝜂𝑠 + 𝜂𝑏
𝜌0

= 𝑙′𝜈𝑐0 (2.62) and 𝐷𝑇 =
𝐾

𝜌0𝑐𝑝
= 𝑙ℎ𝑐0 , (2.63)

respectively, one arrives at the coupled equations which describe the propagation and diffusion
of pressure and temperature in a fluid when disturbed by a heat source 𝑞𝐻 (r, 𝑡) [115]:

∇2𝛿𝑝 =
𝛾

𝑐2
0

(
𝜕2

𝜕𝑡2
− 𝐷𝜈

𝜕

𝜕𝑡
∇2

) (
𝛿𝑝 − 𝛽

𝜅𝑇
𝛿𝑇

)
(2.64)

𝐷𝑇∇2𝛿𝑇 =
𝜕

𝜕𝑡

(
𝛿𝑇 − (𝛾 − 1)𝜅𝑇

𝛾𝛽
𝛿𝑝

)
− 𝑞𝐻

𝜌0𝑐𝑝
. (2.65)

Here, the constant 𝑐0 (m s−1) is the isentropic (adiabatic and reversible) speed of sound,
𝛾 = 𝑐𝑝/𝑐𝑉 = 𝜅𝑇/𝜅𝑆 is the ratio of specific heats and 𝑙′𝜈 and 𝑙ℎ are the two characteristic
lengths (m) of viscosity and heat conductivity, which are in the order of the mean molecular
free path.
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Acoustic and Thermal Modes

The solution to the system of equations (2.64)-(2.65) is a superposition of two solutions,
usually called modes [84, 115]. An approximation of the first solution, the propagating or
acoustic mode (actually two modes; the second is for propagation in opposite direction) may
formally be obtained by assuming negligible acoustic attenuation through thermal conduction
or momentum diffusion, usually summarized by the diffusive constant (m2 s−1) [84]

Γ =
1
2
[𝐷𝜈 + (𝛾 − 1)𝐷𝑇 ] . (2.66)

With the temporal change of the temperature obtained from Eq. (2.65), Eq. (2.64) then
reduces to the inhomogeneous wave equation, describing the generation and propagation of
an adiabatic pressure wave as a result of the temporal change of a heat source 𝑞𝐻 [84]:

∇2𝛿𝑝 − 1
𝑐2

0

𝜕2𝛿𝑝

𝜕𝑡2
= − 𝛽

𝑐𝑝

𝜕𝑞𝐻

𝜕𝑡
. (2.67)

The solutions to this acoustic wave equation are the starting point for optimizing PAS gas cells
and amplification by acoustic or mechanical resonators. Considering appropriate boundary
conditions, the solution delivers acceptable results for photoacoustic cells where the pressure
transducer (microphone, quartz tuning fork, etc.) is placed outside the region affected by the
heat source. Thermal and viscous losses (Eq. (2.66)), assumed negligible in the derivation
of the wave equation, are typically re-introduced together with other acoustic losses (e.g.,
acoustic radiation through gas in- and outlets) by introducing a perturbation to the solution of
the loss-free Eq. (2.67) [83].

The thermal mode, i.e., the response measured in PTS, may be approximated by solutions
to the heat/diffusion equation, which arises from Eq. (2.65) when assuming heat dissipation
at constant pressure, i.e., when 𝛿𝑝 ≈ 0 [115]:

𝜕𝛿𝑇

𝜕𝑡
= 𝐷𝑇∇2𝛿𝑇 + 𝑞𝐻

𝜌0𝑐𝑝
. (2.68)

Relaxation Time Scales

Before discussing generated acoustic and thermal signals from laser heating in the context of
typical PAS and PTS setups, a comparison of the relevant time scales of processes in the two
separately considered mode solutions is given in the following.

The thermal (diffusion) mode approximation only describes the sample gas density and
temperature around the laser-heated region when considering time scales much longer than
the pressure wave relaxation time 𝜏𝑝, which is the characteristic time for a generated pressure
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pulse to traverse (or leave) the heat source region [109]:

𝜏𝑝 =
𝑤

𝑐0
, (2.69)

where 𝑤 again is the (Gaussian) beam waist (cf. Eq. (2.4)). For high frequency modulation,
both modes need to be accounted for in the description of the sample properties within the
heated region. Other relevant timescales include the V–T relaxation of excited molecules,
proceeding with the effective excitation relaxation time 𝜏𝐸 , which is the inverse of the overall
pseudo-first-order relaxation rate 𝑘 = 1/𝜏𝐸 . As already elaborated in Section 2.3.1, the
region affected by the heat source does not only include the sample region directly irradiated
by the light source, but may also be increased by thermal diffusion and mass diffusion of
excited molecules. The spatial redistribution of excited molecules by mass diffusion prior
to local V–T relaxation has to be considered when the excitational relaxation time of some
component, carrying a considerable fraction of the excitation energy, is significant compared
to the characteristic time constant 𝜏𝑚 of mass diffusion (Eq. (2.20)). An similar thermal
diffusion time constant 𝜏𝑇 exists with respect to Eq. (2.68). These characteristic diffusion
time constants are given by [109]

𝜏𝑚 = 𝑤2/4𝐷𝑚 (2.70) and 𝜏𝑇 = 𝑤2/4𝐷𝑇 , (2.71)

respectively. Also considering the modulation period 𝜏𝑚𝑜𝑑 = 1/ 𝑓 of the radiation for intensity
modulated laser excitation, a comparison of relaxation time constants allows to identify the
applicability of propagating and thermal mode approximations for specific applications.

Fig. 2.7 shows the characteristic time constants for water vapor in air as a function of the
sample pressure. The shadowed area indicates the large range of the V–T relaxation times
of the reactions occurring in the relaxation chain of water vapor in air and is bounded by
the values of two relaxation processes with particularly short and long relaxation times. For
laser-based and modulated vibrational excitation of water vapor in air including V–V-transfer
to slowly relaxing components (O2), two distinct regions may be identified:

𝜏𝐸 , 𝜏𝑝 ≪ 𝜏𝑚≈𝜏𝑇 : (E.g., V–T relaxation of excited H2O by H2O) Absorbed energy is
transferred to heat immediately. The pressure response thus follows the modulation of
the irradiation without any significant phase delay and the response is solely determined
by the absorbing gas number concentration. Mass diffusion is practically absent and
does not influence the acoustic and thermal mode signals.

𝜏𝑝 ≪ 𝜏𝑚≈𝜏𝑇 < 𝜏𝐸 : (E.g., V–T relaxation of excited O2 by O2 or N2) Slow V–T
relaxation results in reduced amplitudes of the source heat rate amplitude (cf. Eq. (2.38)).
The long lifetime excited molecular species is subject to considerable mass diffusion,
additionally lowering the local acoustic pressure and temperature response. When
the gas cell volume is small, relaxation of excited molecules at the cell walls may
have to be considered (heterogeneous relaxation). Increasing gas pressure decreases
the excitational lifetime and simultaneously increases thermal and mass diffusion
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Fig. 2.7 Relaxation time scales of propagating and thermal mode relaxation in humid air for modulated
excitation of water vapor and molecular oxygen (O2) as a function of ambient pressure and at a
temperature of 35 °C. Symbols are explained in the text. The beam waist 𝑤 is assumed 1 mm and the
water vapor mole fraction 𝑥H2O is 1000 ppm. V–T relaxation is calculated for deexcitation of H2O(0,1,0)
by H2O and O2(1) by M = {O2,N2} (𝑘𝑖 = 𝑛 𝑗 𝑘V−T

𝑖 𝑗
with 𝑘V−T

O∗
2,M

= 2.7 × 10−18 cm3 molec−1 s−1 and
𝑘V−T

H2O∗,H2O = 5.1 × 10−11 cm3 molec−1 s−1 [120]. 𝑛 𝑗 = 𝑥 𝑗 𝑝0/(kB 𝑇0)). The mass diffusivity is taken
for O2 in air as 𝐷𝑚 = 0.176 cm2 s−1 × (𝑇0/𝑇𝑟𝑒 𝑓 ) (𝑝𝑟𝑒 𝑓 /𝑝0) [111]. Humid air thermal diffusivity has
been calculated using the Coolprop library [121].
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timescales. Hence, improved conversion efficiency is achieved by increasing the
measurement pressure [122].

2.3.3 Photoacoustic Spectroscopy

A multitude of PAS techniques and setups has been developed to measure the acoustic
wave generated in response to the heating. The generated electronic signal magnitude (and
solutions to the wave equation), therefore, heavily depends on the geometry and setup applied.
Components common to basic PAS setups are indicated in Fig. 2.8.

PA Cell

Current Driver &
Temperature 

Controller

LASER Source

Preamplifier

Powermeter

Gas Inlet

Lock-in
Amplifier

Data 
Acquisition

Function
Generator

Detector

Gas Outlet

Fig. 2.8 Schematic of a basic PAS setup.

The radiation source (laser, LED [123, 124], etc.) is modulated either in amplitude (AM),
i.e., power, or wavelength (WM) [125] by modulating the source current at the modulation
frequency 𝑓 (Hz) with a function generator, or as is the case for WM, applying a more
sophisticated current modulation. AM may also be achieved by other means (chopper
wheel, acousto-optic modulator, etc.). WM generates higher harmonic signals (2 𝑓 , etc.) at
frequencies less affected by laser and ambient noise [126] and is usually combined with
a slower sweep of the wavelength over an absorption line. Due to the superior achievable
signal-to-noise ratios (SNRs), partly from a decreased background signal of the gas cell
windows at the modulation frequency, and the potential for calibration-free measurement
[127], WM is state-of-the-art in PA trace gas sensing [77]. Reduced window or cell wall
background signal results from the wavelength-continuous absorption of most solids in typical
laser wavelength-tuning ranges. However, for the same reason, only AM can be applied for the
measurement of aerosols [114]. In most cases, modulation at high frequencies desirable, as the
magnitude of electronic and ambient acoustic noise generally shows a 1/ 𝑓 dependence [128].
The modulation frequency is typically set equivalent or close to the resonance frequency of
an acoustical or mechanical resonator used to resonantly amplify the acoustic wave signal.
Heating of the sample gas by the absorbed modulated radiation generates the resonantly
enhanced acoustic wave in an appropriately designed gas cell (PA cell), which then is sensed
by a pressure transducer. In addition to single-pass configurations, optical multi-pass cell
design may also be realized, increasing the deposited amount of heat. Monitoring of the
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radiation power is used to ensure steady operating conditions and/or to correct the signal
for power variations. For the enhancement and the measurement of the pressure of the
signal, conventional PAS, quartz-enhanced photoacoustic spectroscopy (QEPAS) and optical
detection (e.g., cantilever-enhanced photoacoustic spectroscopy; CEPAS) are most commonly
applied. Conventional PAS instruments, e.g. the AquaSense PAS hygrometer, use acoustic
resonance chambers (acoustic resonators) to amplify the acoustic wave during measurement
with miniaturized, typically high-sensitivity electret condenser or MEMS [129] microphones.
Due to the relative ease of implementation, PAS using acoustic resonance chambers and
commercial microphones has brought forward a great number of different realizations. Such
configurations and associated key aspects are discussed in more detail in the following
subsection. However, a more extensive and general review about the application of acoustic
resonators can be found in [83, 109, 128]. QEPAS-setups apply millimeter- to centimeter-
sized piezoelectric quartz tuning forks at a flexural resonance mode frequency of about
32.8 kHz, often in combination with acoustic (micro-) resonators, to amplify the pressure
wave before a measurement of the piezoelectric current, achieving amplifications (𝑄 factors)
above 10,000 at atmospheric pressures [130]. Detailed reviews about the operating principle
and the variety of applied detection schemes can be found in [131] and [130]. QEPAS-based
gas measurement bears the advantage of high miniaturization potential, due to the small
size required for the detection module. In CEPAS and similar optical detection techniques
[132] the pressure level in the gas cell is measured from the deflection of a micro-mechanical
cantilever or diaphragm, sensed either interferometrically or by the deflection of a leaser
beam [133]. Detection of the electronic signal generated by the transducer is accomplished
(typically after preamplification) by phase-sensitive detection, i.e., with a lock-in amplifier, at
the frequency of modulation (1 𝑓 ) or some higher harmonic thereof (2 𝑓 , etc.) in the case of
WM.

Photoacoustic Signal of Acoustic Resonators

Although non-resonantly operated PA cells are sometimes used, the majority of applications is
based on setups where the radiation source is modulated at a frequency matching a resonance
frequency of the PA cell. Due to the superior performance with 𝑄 factors above 500 [134],
acoustic resonators employed are usually either cylindrical resonators (azimuthal [81], radial
[134], longitudinal mode [82, 135]) or Helmoltz resonators [136, 137]. However, also
rectangular cavities with 𝑄 factors above 100 have been presented [138]. In the optimization
of PA cells (achieving maximum SNR), multiple cell design constraints have to be considered.
These can be partially derived from the theoretical expression of the PAS signal obtained for
a specific configuration.

The analytical (pressure) solution to the inhomogeneous acoustic wave equation Eq. (2.67)
for an arbitrary resonator is usually given in terms of a Fourier transform and expansion of
the (complex valued) lossless eigenmodes 𝒑 𝑗 (r) (normal modes) of the specific resonator
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Fig. 2.9 Schematic of a basic photoacoustic cell with a longitudinal resonator operated at the
fundamental resonance frequency.

with eigenfrequency 𝜔 𝑗 and complex valued amplitudes 𝑨 𝑗 (𝜔) (Pa), i.e., [83]

𝜹 𝒑(r, 𝜔) =
∑︁
𝑗

𝑨 𝑗 (𝜔) 𝒑 𝑗 (r) (2.72)

with

𝑨 𝑗 (𝜔) = −
𝑖𝜔 [(𝛾 − 1)/𝑉𝑐]

∫
𝑉𝑐

𝒑∗
𝑗
𝒒𝐻d𝑉

𝜔2
𝑗
− 𝜔2 − 𝑖𝜔𝜔 𝑗/𝑄 𝑗

, (2.73)

where𝑉𝑐 (m3) is the volume of the sample gas cell,𝑄 𝑗 (1) denotes the𝑄 factor of mode 𝑗 and
𝒑∗
𝑗
is the complex conjugate of the eigenmode. The𝑄 factor corresponds to the amplification at

the resonance frequency and is determined by all loss mechanisms contributing to dampening
of the resonant mode. The integral in 𝐴 𝑗 is termed the overlap integral [128] and determines
the coupling of the source heat production rate with the eigenmode [83]. To maximize the
resulting pressure amplitude and, thus, the signal, this integral has to be maximized by a
suitable resonator mode choice or resonator design and the alignment of the laser beam.
Together with the practical losses given by the 𝑄 factor, this narrows the choice of reasonable
cell designs to rather simple resonator geometries operated at the fundamental resonance
frequency or low harmonics. The above expression also holds for the non-resonant mode
𝜔 𝑗 = 0 [83].

For a resonantly operated PA cell, the resulting pressure signal amplitude at the resonance
frequency and the position r𝑀 of the pressure transducer can be given by assuming a heat
production rate 𝒒𝐻 with the conversion efficiency 𝜼(𝜔) of a two level-system, Eq. (2.37), and
irradiation by a collimated Gaussian laser beam, Eq. (2.5):

𝜹 𝒑 𝑗 (r𝑀 , 𝜔 𝑗 ) =
(𝛾 − 1) 𝑭𝑗 𝑄 𝑗

𝑉𝑐𝜔 𝑗

𝑏𝑃0 𝜎abs 𝑛 𝜼 , (2.74)

where 𝑭𝑗 =
∫
𝑉𝑐

2/(𝜋𝑤2) 𝒑∗
𝑗
𝑔(𝑟) 𝑒−𝜎abs𝑛𝑖𝑧d𝑉 . The fraction is usually termed the cell constant

𝒄 𝑗 (Pa m W−1) and characterizes the complete interaction of the heat source and the acoustic
resonator for a given measurement arrangement [128]. Also including the pressure transducer
(microphone) sensitivity 𝒔(𝜔) (V Pa−1) and a possible background source pressure 𝒑𝐵 (𝜔)
(e.g., windows, flow, external) [88], one arrives at the photoacoustic signal amplitude 𝑺 𝑗 (V)
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at the resonance frequency 𝜔 𝑗

𝑺 𝑗 = 𝑏𝑃0 𝒔
(
𝒄 𝑗 𝜎abs 𝑛 𝜼 + 𝒑𝐵

)
. (2.75)

For gases containing multiple radiation absorbing species, the above expression has to be
adapted accordingly [88].

PA Setup Optimization

For a modulated laser radiation source, the absolute value of the microphone signal amplitude,
loosely called PA signal, can be seen to linearly depend on the modulated power, as long
as background signal and the signal generated in the gas are linear in the the modulated
power. Therefore, the SNR of the PA signal can typically be improved by decreasing the
relative intensity noise of the laser, and the signal-to-background-noise ratio (excluding laser
power noise) can be improved by increasing the modulated part of the laser power. In the
special case or concentration range where the conversion efficiency, the cell constant (through
𝑭𝑗 ) and the absorption cross section only negligibly depend on the absorbing gas species
concentration, the PA signal will be linear in the absorbing species concentration as well.
Due to the inverse dependence on 𝜔 𝑗 , the signal decreases with 1/ 𝑓 , which counterbalances
the benefit of choosing high modulation frequencies to decrease noise from sources with 1/ 𝑓
dependence. Additionally, it can be shown that the integral 𝑭𝑗 , for optically thin and short
absorption path lengths 𝐿 (m) overlapping with the resonance mode, is directly proportional
to 𝐿 [128]. This results in an overall 𝐿/𝑉𝑐-dependence (i.e., inverse effective resonator cross
section dependence) of the signal, which can be exploited to increase the cell constant by
decreasing the cell cross section. This results in an improvement until, at typical diameters of
a few mm [128], increasing surface/wall losses decreasing the 𝑄 factor counterbalance the
improvements. This additional dependence arises from the direct proportionality to the 𝑄
factor included in the cell constant.

The 𝑄 factor in Eq. (2.73) corrects for the acoustic mode damping/attenuation by all
loss mechanisms neglected during the derivation (cf. Section 2.3.2). Such losses include
heat conduction and viscosity driven dissipation within the bulk and at the cell walls or
the microphone, as well as acoustic radiation through cell openings [83]. Although often
considered negligible, bulk losses resulting from frequency dependent attenuation of sound by
heat conduction, viscosity and the finite time for thermalization of rotational and vibrational
energy may contribute humidity dependent losses in air. This is mainly due to humidity
dependent relaxation time constant of vibrationally excited O2 and N2 (cf. Section 2.3.1).
The resulting bulk attenuation, particularly affecting high 𝑄 and high frequency acoustic
resonators, is shown in Fig. 2.10.

Acoustic radiation losses through gas in- and outlets are typically minimized by placing
the openings close to the pressure nodes of the chosen resonance mode [139] or by designing
appropriate high impedance acoustic terminations at the openings that confine the resonance
mode [128]. The latter can be achieved by acoustic band-stop (quarter-wavelength resonators)
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Fig. 2.10 Attenuation coefficient of sound in humid air, calculated for 35 °C and 800 hPa [118]. 𝛼𝐶𝑅,
𝛼𝑁2 and 𝛼𝑂2 indicate contributions from heat conduction / viscosity / rotational thermalization,
vibrational thermalization of N2 and O2, respectively. (a) Components of attenuation coefficient at
50 %RH. (b) Total sound attenuation coefficient at varying relative humidities.

[134] or low-pass filters (expansion chambers) [140]. Placing openings at the nodes also
decreases the effectiveness of noise (ambient of flow noise) entering and exciting the resonator
[83]. Acoustic filters are used to suppress external acoustic noise, otherwise entering
and exciting the resonator or reaching the microphone. However, care must be taken in
the design of acoustic filters and the placement of windows to avoid the generation and
measurement of background signals from absorption and photoacoustic effects at the windows
[128]. Significant reductions of the background signal can also be achieved with the above
mentioned wavelength modulation of the source.

Response Time and Flow Noise

Two further essential points in the design of acoustic filters, and PA cells in general, are the
response time and generation of flow noise. To some extent, increasing expansion chamber
volume (actually cross section ratio) lower acoustic cut-off frequencies can be achieved for
broadband noise [141], however, at the same flow rate gas exchange times and resulting
response/recovery times can be increased considerably, if there are poorly flushed volumes.
One focus in the design of the PA cell of this work has been put on decreasing measurement
response and recovery times to transients in the concentration, as adequate response times
are of relevance to many practical gas or aerosol monitoring application, including IWT
water content measurement. Especially in the monitoring of polar molecules, such as water
vapor, adsorption-desorption processes at the cell walls are known to considerably decrease
response times, which can only be shortened by appropriate cell materials, heating and
increased gas exchange rates, i.e., flow rates [88, 142, 143]. However, with increasing flow
rates expansion chambers (buffer volumes) or other type of changes in PA cell cross section
also contribute to the generation of noise, mainly arising from interactions of the flow with
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the cell walls [144, 145]. Excluding possible excitation of PA cell resonances, this flow noise
exhibits a 1/ 𝑓 -dependence [146]. The high susceptibility to noise in general, and flow noise
in particular, is known to be a major disadvantage of PA instruments compared to optical
analyzers, limiting achievable response times without a trade-off in minimum detectable
concentrations. Flow noise limits mass flow rates in PA cells to typical maximum values of
0.5 to 1.5 slpm [e.g., 88, 147–150]. A nonlinear increase in noise with the flow rate abruptly
deteriorates the SNR of PA instruments above these rates [e.g., 88]. A general requirement put
forward to maintain minimum noise is a laminar flow through the cell [83]. This theoretically
requires Reynolds numbers below the critical transition value of approximately 𝑅𝑒𝑐 = 2300
[151]. However, most applications are limited to flow rates much lower than given by the
critical Reynolds number [142] and achieved response times are typically above 10 s [e.g.,
147, 148, 152]. Similar values apply to QEPAS gas sensors [153]. To increase flow rates,
Rück et al. [147] have applied rounded edges in their 3D-printed PA cell design, thereby
successfully increasing possible flow rates by a factor of 4. Szakáll et al. [140] have applied a
differential measurement between two resonators, where only one is actively excited by a
laser source, to partially eliminate the effects of flow and external noise sources.

Resonance Frequency Stabilization

In air, the same effect responsible for the humidity dependent attenuation of sound also
contributes to the speed of sound being humidity dependent [154]. This dependence results in
a shift of the resonance frequency of a resonantly operated photoacoustic sensor with changing
water vapor concentration, which increases at higher frequencies. A similar dependence for
the speed of sound can be observed for variations in CO2 [154]. Changes in temperature
likewise alter the speed of sound in the PA cell and contribute to the detuning of the resonance
frequency from the modulation frequency, which reduces the amplification of the pressure
wave according to Eq. (2.73). Therefore, either stabilization of the operating conditions by
temperature controlling the PA cell (and sample gas) or active tracking of the resonance
frequency is required to maintain constant instrument sensitivity, especially at high 𝑄 factors.
Resonance characterization and tracking may either be achieved by measuring the frequency
dependent response after excitation with a loudspeaker [88], a radiation pulse [155], or a
chirped modulation frequency [156]. Characterization by laser excitation, however, requires
a sufficiently high analyte concentration to generate a measurable signal when background
signals have been efficiently eliminated. Resonance frequency changes from water vapor
concentration changes can also be adjusted/corrected from calibration, or estimation according
to Eq. (2.73) (cf. Paper I).

In addition to the consequences on the resonant amplification, temperature, humidity,
as well as pressure may impact microphone sensitivity [103, 88]. Therefore, pressure and
temperature calibration or stabilization [82], combined with a calibration for the dependence
on humidity are required for the stable operation of a photoacoustic hygrometer.
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2.3.4 Photothermal Spectroscopy

In photothermal spectroscopy analyte detection is performed similar to the basic scheme
described for photoacoustic spectroscopy (Fig. 2.8), however, sensing of the thermal mode in
the gas sample (PT cell) is performed. In PTS either refractive index changes or deformations
of surfaces, induced by a change in density through photothermal heating by an excitation
beam are utilized to indirectly determine the concentration or other sample properties of
interest. Methods targeting the deformation of surfaces are limited to liquid and solid samples.
The measurement of gas phase refractive index changes can be accomplished with various
detection techniques. In photothermal lens, deflection and diffraction spectroscopy, gradients
in the refractive index are detected by the deflection of a probe beam traversing the heated
area [157, 119]. Gradients are induced by inhomogeneously heating the sample with a single
or multiple excitation beams. Detection or monitoring of the deflection is accomplished
using a photodetector.

Refractive index changes may also be detected and measured interferometrically [158]. In
photothermal interferometry the heated sample is only present in one arm of a (monochromatic)
double-path interferometer. The change of refractive index in the sample induces a phase
shift in the beam of the measurement arm, which causes a change in the interference pattern
after superposition with the reference arm beam. Changes in the intensity measured by the
detector of the interferometer can thus be related to refractive index changes of the sample.
Typically, only relative measurements of the refractive index are conducted by measuring the
difference in the optical path lengths through the photothermally heated and the unheated
sample [119]. This can be achieved by either pulsed or modulated operation of the excitation
source [112], which may assist in gaining some immunity from low frequency 1/ 𝑓 -noise
[84].

Photothermal interferometry has been demonstrated and applied with a variety of
interferometers. Among others, Mach-Zehnder- [e.g., 112, 159], Jamin- [e.g., 160, 161]
and Fabry-Pérot-interferometers [e.g., 162, 163] have been applied for gas and aerosol
measurement. Figure 2.11 shows the basic setup of a Fabry-Pérot-etalon used for photothermal
gas sensing, as applied in this work (right hand side).

Fabry-Pérot Etalon (FPE) Sensor

Campillo et al. [162] have first studied the use of Fabry-Pérot interferometers for photothermal
trace detection in gases. The FP cavity is used to amplify the detection sensitivity by a factor
depending on the cavity finesse 𝐹, compared to the sensitivity achieved in a Mach-Zehnder
interferometer. In Paper III a commercialized, all-optical FP etalon-based sensor for the
measurement of refractive index changes was used. The sensor has been designed for
(ultra-)sound pressure measurement [164]. The sensor measures the reflected power of
a narrow-linewidth, wavelength-stabilized and monochromatic detection beam from the
fiber-coupled FP etalon. The etalon is an open, air-filled cavity and is constructed with
rigid spacers between the mirror faces to minimize vibration-induced variations in the cavity
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Fig. 2.11 Schematic of a basic photothermal Fabry-Pérot etalon-based PT setup. (left) Collinear
excitation and probe beam alignment. (right) Crossed-beam alignment.

length, which can drastically increase noise in free-spaced FP designs. The reflected power is
a function of the beam wave front phase difference Δ𝜙 (rad) accumulated per round trip in the
cavity. For an idealized plane parallel etalon, the reflectance 𝑅FP(𝜙) (1) can be expressed in
terms of a transfer function f (Δ𝜙) (1), relating reflected irradiance 𝐼𝑅 and incident irradiance
𝐼0 [165]:

𝑅FP(Δ𝜙) =
𝐼𝑅 (Δ𝜙)
𝐼0

= 𝑅FP,max f (Δ𝜙) . (2.76)

Here, 𝑅FP,max (1) is the maximum achievable reflectance, which is determined by non-ideal
losses. The transfer function itself is a function of the optical phase difference and the
individual cavity surface (mirror) reflectivity 𝑅M (1). Writing the mirror reflectivity in terms
of the cavity finesse 𝐹 = 𝜋

√
𝑅M/(1 − 𝑅M) and assuming identical reflectivity for both mirror

surfaces, the transfer function can be given as [165]

f (Δ𝜙) = (2𝐹/𝜋)2 sin2(Δ𝜙/2)
1 + (2𝐹/𝜋)2 sin2(Δ𝜙/2)

, (2.77)

which is the Airy function’s complement to one. For the rigid etalon with cavity length 𝑙 (m)
and normal incidence, the round trip phase difference of a partial beam through the open
cavity only depends on the wavelength and the refractive index [165, 164]:

Δ𝜙(𝑡) = 4𝜋 𝑙 n(𝑡)
𝜆

. (2.78)

Figure 2.12 shows the theoretical FPE sensor response in dependence of the round trip
phase difference. The wavelength of the typically narrow-linewidth detection laser (1550 nm
center-wavelength telecommunication laser-diode in this work) is stabilized to a point of
maximum sensitivity to refractive index changes for a given average refractive index n0 [164].
This point corresponds to one of the inflection (or quadrature) points of the periodic transfer
function and depends on the cavity air density, temperature, etalon length, etc., along the
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Fig. 2.12 Schematic of the FPE reflectance response to the round trip phase difference (𝑅M ≈ 0.6).
The gray dot marks one of the inflection points and the red dotted line shows the linear approximation
to the small signal response at the inflection point.

detection beam path. Compensation of slow environmental drifts can be accomplished by
tracking the wavelength to maintain the low-pass filtered reflected power at a constant value
corresponding to the initially determined point of maximum sensitivity. Campillo et al. [162]
calculated the inflection points Δ𝜙𝑚, from which the reflectance for small amplitude harmonic
excitation 𝛿𝜙osc in the limit of a high finesse ((2𝐹/𝜋)2 = 𝛾 ≫ 1) can be determined:

Δ𝜙𝑚 = ± arccos (1 − 2/(3𝛾)) + 2𝜋𝑚 , (2.79)

Δ𝑅osc =

[
3

16
√︁

3𝛾𝑅FP,max

]
𝛿𝜙osc , (2.80)

where 𝛿𝜙osc and Δ𝑅osc are the (small signal) amplitudes of phase difference and reflectance,
respectively. This shows that at the inflection point, to first order, the sensitivity is directly
proportional to the finesse. Hence, increasing the FPE finesse allows to increase sensitivity
and to balance (within certain limits) sensitivity losses from a design reduction of the
cavity length, which is the advantage of an FPE over other interferometer configurations
(Mach-Zehnder, etc.) with regard to miniaturization potential.

In the following, a short description of the photothermal mode generation for a collimated
Gaussian beam, the refractive index generated and the sensing using interferometers is given.
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Collimated Gaussian Beam Thermal Mode

Solutions to the heat/diffusion equation, Eq. (2.68), can be found using a Green’s function
formalism [119]. Due to the linear nature of the diffusion equation, the radial temperature
distribution resulting from a collimated Gaussian excitation source with negligible axial
(𝑧-direction) gradient of the deposited heat is the spatial and temporal convolution of the heat
source and the point-impulse temperature response (Green’s function) 𝛿𝑇point(𝑟, 𝑡) [84]:

𝛿𝑇 (r, 𝑡) = 𝑞𝐻 (r, 𝑡) ⊛ 𝛿𝑇point(𝑟, 𝑡) , (2.81)

where the point impulse temperature response to a unit heat impulse at a point 𝑟′ = 0 is given
by

𝛿𝑇 ′
point(𝑟, 𝑡) =

1
𝜌0𝑐𝑝

1
4𝜋𝐷𝑇 𝑡

𝑒−𝑟
2/4𝐷𝑇 𝑡 . (2.82)

Performing the radial spatial convolution for a Gaussian beam profile (Eq. (2.4)) gives the
Gaussian beam temperature impulse response [84]:

𝛿𝑇 ′(𝑟, 𝑡) = 1
𝜌0𝑐𝑝

1
(1 + 2𝑡/𝜏𝑇 )

𝑒−2𝑟2/𝑤2 (1+2𝑡/𝜏𝑇 ) , (2.83)

where 𝜏𝑇 is the characteristic time for thermal diffusion (Eq. (2.71)). This result assumes
negligible advection by the possibly moving fluid. Solutions including the effects of a
non-zero gas velocity can be found in Sell [119]. Non-radiative relaxation time scales and
mass diffusion can be included in the impulse response, if relevant [112]. In this case, the
temperature response for an arbitrary excitation source time dependence, including mass
diffusion of excited gas components 𝑖, is obtained by combining Eq. (2.83) with the general
description of a heat source including mass diffusion, Eq. (2.28):

𝛿𝑇 (𝑟, 𝑧, 𝑡) =
(
𝑛 𝜎abs
𝜌0𝑐𝑝

𝜑0(𝑧, 𝑡)
)
∗

(∫ 𝑡

0

𝑁∑︁
𝑖

𝑅′
𝑖
(𝑡′) 𝑒−2𝑟2/𝑤2 (1+2𝑡 ′/𝜏𝑚,𝑖+2(𝑡−𝑡 ′)/𝜏𝑇 )

1 + 2𝑡′/𝜏𝑚,𝑖 + 2(𝑡 − 𝑡′)/𝜏𝑇
d𝑡′

)
. (2.84)

This result assumes simultaneous excitation of all excited components 𝑖, but is nevertheless
is applicable for situations where only the excitation of one species with long lifetime can
be expected (such as excited O2 or N2 in air). Solutions for the temperature response to
photothermal heating including the effects of mass diffusion can be obtained numerically and
can be used to optimize PT cells and setups.

Above approximations assume infinite sample cell dimensions. When excitation times
are long enough, thermal conduction at the sample cell walls will conduct away heat much
faster than the gas, limiting the maximum sample wall temperature rise to a steady-state value
determined by the heat flux through the cell walls [112]. As this temperature for practical
materials and temperature-controlled cells is negligibly small, the cell walls can be assumed
to be kept at the surrounding/cell temperature. The time up to which the sample temperature
can be assumed unaffected by the cell is given by the thermal diffusion time constant for the
cell radius 𝑟cell (m): (𝑟2

cell/𝑤
2)𝜏𝑇 [84]. Temperature distributions including the effects of
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thermal conduction for collinear alignment of the excitation beam with a cylindrical sample
cell are given by [112].

Refractive Index Change with Temperature

As with the acoustic variables, the refractive index n(𝑇, 𝜌; r, 𝑡) can, for small perturbations,
be approximated by a mean value n0 (1) plus a fluctuating part 𝛿n(r, 𝑡), caused by the
photothermal heating:

n(r, 𝑡) = n0 + 𝛿n(r, 𝑡)

= n0 +
(

dn
d𝑇

)
𝛿𝑇 (r, 𝑡) . (2.85)

(An upright n is used for the refractive index to distinguish it from the number concentration
𝑛.) The change in refractive index with temperature can, for non-polar gases such as dry
air, be approximated using the Lorenz-Lorentz equation, which relates refractive index and
density [166]:

(
dn
d𝑇

)
=

≈0︷  ︸︸  ︷(
𝜕n
𝜕𝑇

)
𝜌0

+
(
𝜕n
𝜕𝜌

)
𝑇0

(
𝜕𝜌

𝜕𝑇

)
𝑝0

= − 1
𝜌0

(
𝜕𝜌

𝜕𝑇

)
𝑝0

(n2
0 − 1) (n2

0 + 2)
6 n0

= 𝛽
(n2

0 − 1) (n2
0 + 2)

6 n0
(2.86)

≈ −n0 − 1
𝑇0

. (2.87)

The first derivative in the first line is negligible due to the small temperature dependence
of the molar refractivity at typical conditions of PTS [84]. The last line results from an
ideal gas law approximation for 𝛽, together with a first order Taylor series expansion around
n0 = 1. This is the so-called Clausius-Mossotti equation [112, 162]. The series expansion is
a valid approximation for gases at atmospheric pressures, as air, for example, has a refractive
index of n0 ≈ 1.0003 around standard conditions and a wavelength of 1.550 µm, which is the
probe laser wavelength applied in this work. More precise equations for the calculation of
the temperature dependence of the refractive index in humid and CO2 containing air in the
visible and near infrared wavelength range are for example given by Ciddor [167].
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Photothermal Interferometry

The wavelength-dependent phase change 𝛿𝜙(𝑟, 𝑡) (rad) introduced by the photothermal
refractive index change 𝛿n(r, 𝑡) in a constant path length sample cell placed in the single-pass
measurement arm of an interferometer and heated by a collinear, collimated Gaussian laser
beam is given by [119]

𝛿𝜙(𝑟, 𝑡) = 2𝜋
𝜆

∫
𝑐𝑒𝑙𝑙

𝛿n(r, 𝑡)ds (2.88)

=
2𝜋
𝜆

(
dn
d𝑇

)∫
𝑐𝑒𝑙𝑙

𝛿𝑇 (r, 𝑡)ds , (2.89)

where 𝜆 (m) is the wavelength of the interferometer (probe) beam. In a configuration with a
collinear alignment of detection and excitation beams along the sample path length 𝑙 (m),
where the temperature can be assumed constant along the path (optically thin with regard
to the excitation beam), Eq. (2.89) together with the Clausius-Mossotti relation (Eq. (2.87))
may be simplified to [84]

𝛿𝜙(𝑟, 𝑡) = −2𝜋 𝑙
𝜆

(n0 − 1)
𝑇0

𝛿𝑇 (𝑟, 𝑡) . (2.90)

Collinear Geometry Harmonic Excitation

Using a modulated excitation/heat source of the form given in Eq. (2.29) induces a continuous
temperature increase until heat conduction to the surrounding PT cell walls establishes an
equilibrium temperature distribution. On top of this steady-state temperature distribution, an
oscillating temperature component,

𝛿𝑇 (r, 𝑡) = 𝛿𝑇𝑐𝑤 (r, 𝑡) + 𝛿𝑇osc(r) 𝑒𝑖(𝜔𝑡+𝜙) , (2.91)

is observed, for which an analytic expression can only be derived for the centerline amplitude
of the oscillating part and in the case of negligible mass diffusion [84]. In this case, the
temperature amplitude then is given by [84]:

𝛿𝑇C,osc(𝑟=0) = 𝑛 𝜎abs 𝑃0 𝑏 𝜏𝑇

𝜋 𝑤2 𝜌0𝑐𝑝
|𝐸1(𝑖𝜔𝜏𝑇/2) | , (2.92)

where 𝐸1(𝒛) is the exponential integral. For 𝜔𝜏𝑇 ≫ 1, the exponential integral can
be approximated by 1/𝒛. Around standard air conditions and for a beam width above
𝑤 = 0.5 mm, the error lies below 5 % for modulation frequencies above 500 Hz (cf. Fig. 2.13).
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Fig. 2.13 Left hand y-axis shows absolute values of the evaluated exponential integral, the function
𝑓Erf and the approximation 1/(𝜔𝜏𝑇 /2) as a function of the product 𝜔𝜏𝑇 /2, as well as a function of
modulation frequency calculated for air with a beam width of 𝑤 = 0.5 mm and a thermal diffusivity of
𝐷𝑇 = 2.3 × 10−1 cm2 s−1 (35 °C, 1013.25 hPa). The right hand y-axis shows the relative error of the
approximation.

Thus, using Eq. (2.63), the centerline amplitude of the oscillating temperature component
may be approximated by

𝛿𝑇C,osc(𝑟=0) ≈ 2 𝑛 𝜎abs 𝑃0 𝑏

𝜋 𝑤2 𝜌0𝑐𝑝

1
𝜔

(𝜔𝜏𝑇 ≫ 1) , (2.93)

which, for a interferometer sample length of 𝑙, results in an interferometer centerline phase
shift amplitude (cf. Eq. (2.90)) of

𝛿𝜙C,osc ≈
2𝜋 𝑙
𝜆

(n0 − 1)
𝑇0

2 𝑛 𝜎abs 𝑃0 𝑏

𝜋 𝑤2 𝜌0𝑐𝑝

1
𝜔

(𝜔𝜏𝑇 ≫ 1) . (2.94)

Hence, as in photoacoustic spectroscopy, a general 1/ 𝑓 dependence of the temperature and
phase shift amplitude can be observed in modulated PT spectroscopy/interferometry. This
result has been derived without an axial dependence of the laser power and deposited heat.
However, for the small absorption path lengths of the photothermal sensor applied in this
work, this does not limit applicability (cf. Section 3.1). As a result, the obtainable PT signal is
linear in the excitation beam modulated power. Additionally, the PT signal may be increased
by reducing the excitation beam width 𝑤.
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2.3 Photoacoustic and Photothermal Spectroscopy in Gases

Crossed-Beam Geometry Harmonic Excitation

As for amplitude modulated excitation in a collinear alignment, the transmission of the
(high power) excitation beam through the interferometric optics may considerably increase
window background signals, a crossed-beam geometry provides some advantages, although
considerably decreasing the interaction length. An analytical expression for fast excitational
relaxation can be obtained from Eq.(2.89) by using the fact that∫ +∞

−∞
𝑒−2(𝑥2+𝑦2)/𝑤2

d𝑥 =
√︂
𝜋

2
𝑤 𝑒−𝑦

2/𝑤2
. (2.95)

Assuming a probe beam width considerably smaller than the excitation beam width 𝑤, the
oscillating part of the thermal response then is

𝛿𝜙CB(𝑡) = −2𝜋
𝜆

(n0 − 1)
𝑇0

[∫ +∞

−∞
𝛿𝑇Gauss(𝑥, 𝑦, 𝑡)d𝑥

����
𝑦=0

]
(2.96)

= −2𝜋
𝜆

(n0 − 1)
𝑇0

(
𝑛 𝜎abs
𝜌0𝑐𝑝

𝜑0(𝑡)
)
∗

(∫ 𝑡

0

𝑁∑︁
𝑖

√︁
𝜋/2𝑤 𝑅′

𝑖
(𝑡′)√︁

1 + 2𝑡′/𝜏𝑚,𝑖 + 2(𝑡 − 𝑡′)/𝜏𝑇
d𝑡′

)
,

(2.97)

which for harmonic excitation and a single relaxation path with a collisional relaxational time
constant much shorter than the thermal time constant, can be evaluated for the oscillating
part of the phase shift 𝛿𝜙CB,osc:

𝛿𝜙CB,osc = −2𝜋
𝜆

(n0 − 1)
𝑇0

𝑛 𝜎abs 𝐼0 𝑏

𝜌0𝑐𝑝

√
𝜋𝑤 𝜏𝑇

2

�������
√
𝜋

[
1 − Erf (

√︁
𝑖𝜔𝜏𝑇/2)

]
√︁
𝑖𝜔𝜏𝑇/2

�������
= −2𝜋

𝜆

(n0 − 1)
𝑇0

𝑛 𝜎abs 𝑃0 𝑏 𝜏𝑇√
𝜋 𝑤 𝜌0𝑐𝑝

�������
√
𝜋

[
1 − Erf (

√︁
𝑖𝜔𝜏𝑇/2)

]
√︁
𝑖𝜔𝜏𝑇/2︸                          ︷︷                          ︸

𝑓Erf (𝑖𝜔𝜏𝑇 /2)

������� , (2.98)

where Erf (z) is the error function. For 𝜔𝜏𝑇 ≫ 1, the function 𝑓Erf (𝑖𝜔𝜏𝑇/2) of the error
function can again be approximated by 1/(𝜔𝜏𝑇/2). Around standard air conditions and a
similar excitation beam width as considered for the collinear case (𝑤 = 0.5 mm), the error is
below the approximation for the exponential integral (cf. Fig. 2.13). Thus the anticipated
phase shift for an interferometer with transverse alignment of excitation and detection beam is

𝛿𝜙CB,osc ≈
2𝜋
𝜆

(n0 − 1)
𝑇0

2 𝑛 𝜎abs 𝑃0 𝑏√
𝜋 𝑤 𝜌0𝑐𝑝

1
𝜔

(𝜔𝜏𝑇 ≫ 1) , (2.99)

Comparing this result to the collinear beam alignment signal (Eq. (2.94)) for comparable
sample lengths 𝑙 = 2𝑤, shows that in the crossed-beam configuration the signal is reduced by
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a factor of
√
𝜋/2≈ 0.89. It can also be seen that by reducing the excitation beam width 𝑤 for a

fixed interferometer path length (𝑙 = 𝑐𝑜𝑛𝑠𝑡.), the signal of the collinear aligned interferometer
to first order increases with 1/𝑤2, while the crossed-beam signal only increases with 1/𝑤.

2.4 Performance Characterization

In both, photoacoustic and photothermal spectroscopy, several figures of merit based on
the signal noise are applied to characterize the performance of a given setup. As in both
techniques a setup can, with modifications to the cell and by exchanging the radiation source
and optical elements, be used to detect another target gas, these values are often normalized
to the effective absorption cross section of the gas, the effective laser power used, as well
as the averaging (also integration) time. This, in theory, allows the comparison of different
setups and techniques, without the direct need of referring to the specific target gas. Practical
limitations, for example, arise from a differing relative power noise of the radiation sources or
a differing background signal with accompanying noise. Figures of merit used in this work
are introduced in the following.

Signal-To-Noise Ratio

The signal-to-noise ratio (SNR) is the ratio of the signal determined at some nonzero
concentration 𝑛𝑆 to an estimate of the noise, which is usually determined at zero concentration
but otherwise unaltered measurement conditions (regarding flow rate, laser irradiation,
integration time constant, etc.):

SNR(3𝜎) = 𝑆(𝑛𝑆)
3𝑠𝑁

, (2.100)

where 𝑆 (V) is the average background-corrected signal amplitude determined at the nonzero
concentration, and 𝑠𝑁 is the noise sample standard deviation, often loosely referred to as
standard deviation 𝜎. Alternatively, the root-mean-square (RMS) value of the noise is applied
in SNR calculation. This, however, is equal to the sample standard deviation when the
estimator can be taken as the mean of the noise, which is the case for PA and PT background
signals. A threefold of the sample standard deviation is used in the definition of the SNR
or the detection limit (see below), as this corresponds to a boundary encompassing roughly
99.7 % of values for a Gaussian noise distribution and, hence, gives a more realistic limit
for the discrimination (detection) of a signal from noise than a single standard deviation. At
times, the more practically relevant limit of quantification is used, referring to SNR(10𝜎). It
is possible to calculate the noise from a nonzero concentration signal, this, however, may lead
to increased noise originating from concentration variations created by the sample source
(e.g., the humidity generator).
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2.4 Performance Characterization

Noise Equivalent Concentration (NEC) and Absorption Coefficient (NEA)

From the SNR, as defined by Eq. (2.100), the minimum detectable concentration or absorption
coefficient, equivalent to the defined noise level, are determined by

𝑛min =
𝑛𝑆

SNR
and (2.101)

𝛼min =
𝛼𝑆

SNR
=
𝑛𝑆 𝜎abs
SNR

= 𝜎abs 𝑛min . (2.102)

These values are also termed limit of detection (LOD; 𝑛LOD and 𝛼LOD, respectively) or
minimum detectable concentration (MDC). The method of calculation implies a linear
dependence of the signal on the target gas concentration. This approximation may not
be applicable when concentration-dependent nonlinear effects have to be considered, e.g.,
originating from a concentration dependence of the collisional relaxation kinetics. In this
case, the NEC and NEA can be determined from an appropriate (approximate) function
relating the concentration to the signal [e.g., Paper I].

Normalized Noise Equivalent Absorption (NNEA)

As the photoacoustic and photothermal signals both are directly proportional to the radiation
source power, the NEA may further be normalized with respect to effective power 𝑃eff
(𝑃eff = 𝑏𝑃 for amplitude modulation) to obtain a figure theoretically independent of the
specific radiation source. Additionally, for short averaging/integration times 𝜏avg (s), a
1/√𝜏avg decrease in noise can be achieved in many instruments since the dominating noise
component often is white noise [cf. Allan deviation below; 168]. A decrease in noise and,
hence, detection limit achieved by averaging over longer periods of time is normalized by
the square root of the measurement equivalent noise bandwidth Δ 𝑓 (𝜏avg) (ENBW; Hz). The
NNEA is therefore calculated from [169]

NNEA =
𝛼min𝑃eff√︁

Δ 𝑓
. (2.103)

Generally, the ENBW depends on the specific lock-in amplifier low-pass filter design and
order [170]. In good approximation for higher order filters, the −3 dB cut-off frequency
𝑓−3 dB = 1/(2𝜋𝜏avg) is sometimes used [e.g., 171].

Allan Deviation

After zeroing and calibration, PA and PT devices are, as any real world system, only stable
for a limited amount of time. Temperature drift, laser wavelength or power drift, etc., at
some point are larger than the noise for a chosen averaging time. Determination of the Allan
deviation (or variance) allows to determine optimum averaging times and precision (minimum
detection limits) of gas analyzers, taking into account system drifts [172]. Such analyses are
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frequently used in PAS and PTS [e.g., 173, 174]. A rigorous description of the application to
atmospheric trace-gas monitoring by spectroscopy is given by Werle et al. [168].

The Allan variance 𝜎2
A(𝜏avg) of a signal time series 𝑆𝑖 is the two-sample variance in

dependence of the averaging time 𝜏avg, which is given by the time average of the sample
variance of consecutive subgroup averages 𝐴𝑠+1(𝜏avg) and 𝐴𝑠 (𝜏avg) [169]:

𝜎2
A(𝜏avg) =

1
2(𝑚 − 1)

𝑀−1∑︁
𝑠=1

[
𝐴𝑠+1(𝜏avg) − 𝐴𝑠 (𝜏avg)

]2
, with (2.104)

𝐴𝑠 (𝜏avg) =
1
𝑘

𝑘∑︁
𝑙=1

𝑆(𝑠−1)𝑘+𝑙 . (2.105)

Here, 𝑀 is the number of subgroups (𝑠 = 1...𝑀) for the averaging time 𝜏avg = 𝑘Δ𝑡 in the
total measurement time 𝑇 = 𝑀𝜏avg and 𝑘 is the number of samples per subgroup. As PA
and PT signals determined by phase-sensitive detection can be considered as vector signals
composed of the in-phase and quadrature components, it is important to perform the above
operations on the vector signals instead of the signal magnitudes. Otherwise, the variance
will be overestimated.

The square root of the variance, the Allan deviation 𝜎A, therefore is an estimate for the
standard deviation of the mean signal, examined in dependence of the averaging time at
stationary concentrations. Example time series from the zeroing of the PA demonstrator built
within this work, together with the Allan deviation plot are shown in Figs. 2.14a and 2.14b,
exhibiting a visible drift in the in-phase component of the signal.
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Fig. 2.14 (a) In-phase and quadrature signal time series of a measurement with the PAS demonstrator
and with zero gas, used in the Allan deviation analysis of Paper II to determine optimum averaging
times and short-term system stability. (b) Allan deviation calculated from the time series of (a),
exhibiting typical 𝜎A ∝ 1/√𝜏avg noise and 𝜎A ∝ 𝜏avg drift behavior for shorter and longer than
optimum averaging times, respectively.

In the case of Gaussian white noise with standard deviation 𝜎N being the dominant source
of the deviations of adjacent subgroup means, the Allan deviation reduces to the standard
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2.5 Calibration

deviation of the mean of the white noise, i.e., 𝜎A = 𝜎N/
√
𝑘 ∝ 1/√𝜏avg [168]. This is the case

for short averaging times, when the consequences of drift are minor, and results in achievable
SNR improvements proportional to 1/√𝜏avg, until drift between larger sample subgroups
becomes relevant. At these longer averaging times, dominating linear drift results in an
increase of the Allan deviation proportional to 𝜏avg and to the slope of the drift [169]. Thus,
by the method of elimination (e.g., measurements with/without flow or irradiation), the Allan
deviation analysis allows to determine the source of the dominating drift.

The optimum averaging time, which corresponds to the lowest noise and detection limit
achievable by signal averaging, is found at the minimum of the Allan deviation plot. This is
the maximum time available for zeroing, performing a measurement and purging the device
in between, before drift affects the measurement. The maximum possible measurement and
averaging time, hence, is less than half of the optimum averaging time.

2.5 Calibration

In PAS, instrument sensitivity depends on the power of radiation, the resonant acoustic
amplification of the PA cell (including radiation source alignment), as well as the pressure
transducer sensitivity (cf. Section 2.3.3). As these parameters are subject to short and long
term variations and resonant amplification also is a function of the gas temperature and
composition, calibration of a water vapor PA gas analyzer with known concentrations of
water vapor is necessary [88]. This section is a short review of available methods and the
calibration unit implemented in this work.

In light of the nonlinear PA and PT signal obtained for water vapor [Paper I] and many
other target gases [e.g., 100], calibration over the full target concentration range is preferred
over single point calibrations, which cannot capture deviations from the linear signal behavior
assumed for quasi-instantaneous collisional relaxation. Additionally, the considerable
dependence of the signal generation on the specific buffer gas [107, 175, 153, 1, 100], requires
high similarity of the calibration gas to the measurement gas. Ideally, ambient zero air,
containing all impurities and scrubbed from water vapor before humidification, should be
used for calibration [126]. In practice, contamination and degradation of the humidity source,
however, would result from such a method.

Lowest measurement uncertainties can be provided by frequent recalibration of the gas
analyzer. Therefore, measurement systems are frequently combined with the calibration
unit, to provide a repeatable, automated method of calibration [e.g., 82, 176] or are used in
combination with a dedicated calibration bench [e.g., 66]. First PA calibration-free methods,
similar to the methods applied in TDLAS [73], have recently been demonstrated for a resonant
cell with methane and a QCL [127]. These methods, however, rely on wavelength modulation
spectroscopy and, hence, are not applicable to the current version of the PA gas analyzer built
in the scope of this work.
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2.5.1 Humidity Generators

Various techniques currently are applied for calibration of spectroscopic (trace) water vapor
sensors. Overviews of methods in use are given by Wiederhold [177] and Wernecke and
Wernecke [178]. Although, gas cylinders with small amounts of water vapor in nitrogen do
exist [179], which allow calibration by dilution of the standard gas mixture, saturation type
humidity generators are most often used [180]. As a saturation type humidity generator has
also been implemented in this work, a detailed discussion is given in the following subsection.
A short review of alternative methods applied in the calibration of (atmospheric) water vapor
sensors is given in the following. Some calibration benches apply permeation sources, which
are solid membranes (e.g., PTFE tubes) immersed in a temperature controlled liquid water
bath, where dry synthetic air is passed along the membrane or through the tube to humidify
the zero air [66]. Adjustment of the water bath temperature, as well as the dry air flow rate
can be used to vary the mixing ratio. As with gas cylinders, permeation sources typically
only provide concentrations in the trace gas range [62]. The calibration unit of Thornberry
et al. [176] uses the Pt-catalyst based oxidation of variable amounts of hydrogen (H2) in
dry air, a method which is also used as a national primary standard for humidity generation
[180]. In principle, concentrations in the range of 1 to 20,000 ppm with an accuracy close to
the used H2 standard accuracy can be achieved [181]. However, these humidity generators
are primarily used for trace concentration generation [178] and similar implementations for
atmospheric applications only provide concentrations up to 2500 ppm [176].

The basic principle of saturation type humidity generators (HGs) and the generator used
in this work, is to saturate synthetic air flowing over a sealed liquid or ice water reservoir
(saturator; spiraling/meandering saturation chamber or a gas wash bottle) held at constant
temperature, usually by a surrounding termostated bath. Assuring near-equilibrium conditions
for saturation, the water vapor partial pressure (saturation pressure) in the air flow may be
varied and determined by changing and measuring the saturator temperature. The gas may be
saturated first at a higher temperature and cooled to a lower target temperature, condensing
excess water in a heat exchanger (condenser).

Precise correlations between saturation vapor pressure 𝑒(𝑇) over liquid water and
temperature have been established by Saul and Wagner [182] and Wagner and Pruss [183],
with validity within the temperature range of 273.16 to 647.096 K and with deviations
to experimental data below ±0.1 % [184]. Wexler [185] established formulations for the
vapor pressure over ice in the range of −100 to 0 °C. The mentioned correlations do not
consider departures of the vapor pressure in mixtures with air and from non-ideal gas-effects
[186]. These effects are considered by an enhancement factor 𝑓𝑒 (𝑇, 𝑝), which depends on
temperature as well as pressure [187]. In summary, the saturator water vapor mole fraction
𝑥𝑠 may be calculated from [177]:

𝑥𝑠 =
𝑒𝑠 (𝑇𝑠)
𝑝𝑠

𝑓𝑒 (𝑇𝑠, 𝑝𝑠) , (2.106)
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where the subscript 𝑠 is used to denote saturator conditions. In atmospheric sciences,
provided humidities are also often given in terms of the (ideal gas) volume mixing ratio
VMR = 𝑝𝑤𝑣/(𝑝𝑠 − 𝑝𝑤𝑣) (ppmV) of water vapor with partial pressure 𝑝𝑤𝑣 = 𝑒(𝑇𝑠) 𝑓𝑒 (𝑇𝑠, 𝑝𝑠)
(Pa) to dry air [177].

Saturation type HGs are further divided into three sub-types. In two-temperature HGs,
saturation is performed at a temperature lower than the test device measurement temperature
and typically at comparable pressures [178]. Eliminating all moisture sinks and sources
between saturator and gas analyzer, the output humidity is then controlled by controlling
the saturator temperature. The drawback lies in the slow process of changing the saturator
temperature, which is limited by the thermal inertia of the saturator and bath. Therefore,
calibration over a wide range of concentrations is time expensive and is limited to infrequent
repetition. Tátrai et al. [82] have built a two-temperature HG for the calibration of their PA
hygrometer WaSul-Hygro, operated close to atmospheric pressure. The saturator is cooled to
120 to 140 K with liquid nitrogen and subsequently warmed to room temperature. Calibration
measurements at different PA cell pressures are conducted continuously in the volume mixing
ratio range of 1 to 25,000 ppmV with a repeatability better than ±0.5 % or ±0.3 ppmV below
60 ppmV. One calibration cycle, however, takes approximately 1.5 days [82], making this
technique impractical for frequent recalibration.

The two-pressure humidity generation technique refers to the saturation of an air stream
at a higher pressure and, subsequently, expansion of the humidified gas to a lower ambient
or measurement pressure [177]. As the pressure dependence of 𝑓𝑒 is small, the water vapor
saturation pressure, i.e., the product 𝑒𝑠 𝑓𝑒 remains approximately constant when the saturation
chamber pressure is increased. However, the water vapor mole fraction decreases inversely
proportional to the total chamber pressure (cf. Eq. (2.106)), which allows control and
variation of the generated humidity by changing the pressure at the location of saturation.
When expanding the humidified air to the measurement pressure, the water vapor and air mole
fractions remain constant. Accurate temperature and pressure measurement again allows a
precise determination of the saturation mole fraction. The capability to precisely control
pressure with short response-times via a pressure controller (valves) enables faster variation of
the humidity, than with the two-temperature method. Nevertheless, the two-pressure principle
is usually combined with a two-temperature operation to further extend the operational range
of the HG. It has to be noted that saturation at higher pressures requires the removal of CO2
from the air prior to saturation, as otherwise carbonic acid would form within the saturator
[188].

Humidity variation by diluting or mixing saturated air with dry air is a third possibility
of providing different water vapor concentrations for calibration, which may be combined
with a two-temperature or -pressure operation [hybrid type; 186, 177]. Mixing additionally
requires accurate and precise mass flow measurement and control to minimize concentration
uncertainty. Gas diluters with critical orifices offer a method of precise dilution in the ppm
range and below [189, 190].

In Paper I and Paper II, as well as in the PT measurements with the setup of Paper III,
a two-pressure humidity generator, custom built and integrated into the AquaSense PA
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measurement system [Paper II], was used. For laboratory calibrations, the humidity
generator was combined with the gas diluter of Breitegger and Bergmann [190].

A rigorous treatment of the uncertainties in the provided mole fractions of the two-
pressure humidity generator according to the ISO Guide to the Expression of Uncertainty
in Measurement [GUM; 191] as a result of the uncertainties in the saturation chamber
temperature and pressure, as well as the correlations for water vapor saturation pressure
and enhancement factor, is given by Meyer et al. [188]. As for a (single) chosen pressure
transducer, the accuracy is typically highest near the maximum of the full scale operating
range, concentration uncertainty is typically highest at low pressures.

For the humidity generator integrated into the AquaSense instrument, Fig. 2.15a shows
the provided water vapor mole fraction according to Eq. (2.106) (upper panel), as well as the
combined relative and expanded water vapor uncertainty (lower panel) in dependence of the
saturator pressure and for two different saturator temperatures most often used in calibration.
The uncertainties of the input quantities (temperature and pressure) are summarized in
[Paper II] and the resulting individual uncertainty contributions to the provided water vapor
mole fraction are shown in Fig. 2.15b in dependence of the water vapor mole fraction,
again for both temperatures. This illustrates the possibility of generating water vapor mole
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Fig. 2.15 Two-pressure humidity generator operating range of the AquaSense instrument calibration
unit. (a) Provided Water vapor mole fraction in dependence of saturator pressure for two different
saturator temperature setpoints (upper panel) and corresponding combined expanded uncertainty
(95 %) in the provided mole fraction (lower panel). (b) Expanded combined uncertainty and individual
contributions to the water vapor mole fraction uncertainty at the two saturator temperature setpoints in
(b). For each color, the right-hand line corresponds to the higher saturator temperature. Calculation
according to [188]. Uncertainties of the input quantities (temperature and pressure) are summarized
in [Paper II].

fractions in the range of 800 to 20,000 ppm with expanded uncertainties below 1 % by
only two temperature setpoints and by varying the saturator pressure in the range of 1 to
10 bar. Additionally, Fig. 2.15b shows the current limitation of the humidity generator
by the temperature measurement uncertainty of 𝑢(𝑇𝑠) = 0.16 K. Hence, as mentioned in
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Paper II, further improvement of the temperature measurement will significantly contribute
to increasing the accuracy of hygrometers calibrated by the humidity generator.

Diluting the humidified air with the gas diluter by a dilution factor 𝐷GD reduces the water
vapor mole fraction to

𝑥GD = 𝐷GD𝑥HG + (1 − 𝐷GD)𝑥0 , (2.107)

where 𝑥HG is the humid air water vapor mole fraction provided by the humidity generator
and 𝑥0 is the zero air, i.e., the synthetic air water vapor mole fraction, which typically is in
the low ppm range. The combined uncertainty in the resulting mole fraction 𝑢(𝑥GD) of the
humidity generator in combination with the gas diluter is then given by:

𝑢2(𝑥GD) = 𝐷2
GD𝑢

2(𝑥HG) + (1 − 𝐷GD)2 𝑢2(𝑥0) + 𝑥2
HG𝑢

2(𝐷GD) . (2.108)

In this work, the uncertainties introduced by mixing with the gas diluter are taken from
Breitegger and Bergmann [190]. It should be noted that the uncertainty in the zero air water
mole fraction 𝑥0 is asymmetric with nonzero mean [4.3.8 in 191].
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Chapter 3

Results and Discussion

This section contains a concise summary and discussion of the results of this thesis, presented
in the form of the three peer-reviewed publications appended in Part II. The discussion, except
for the first subsection, is organized according to the order of the articles and, where relevant,
contains some additional selected results not contained in the publications. Section 3.1
presents results and a discussion of the response time characterization of the AquaSense PAS
hygrometer.

3.1 AquaSense PAS Hygrometer Transient Response

The PA hygrometer described in Paper I and Paper II was built for icing wind tunnel (IWT)
water content measurement in combination with the isokinetic sampling unit of Paper II.
The PA cell has been designed with the target of achieving high rejection of external noise
entering the sampling probe inlets and noise generated within the tubing. Nozzles used to
synthesize water droplet distributions to achieve defined icing conditions are some of the high
power external noise sources encountered in IWTs. The discharge of air and water through the
nozzles is known to create severe noise over a broad band of frequencies [192]. Furthermore,
at wind speeds encountered in IWTs, noise arising from turbulent flow is considerable. In
addition to the noise rejection requirement, the cell was designed to minimize sources of
internal flow noise, targeting short response times by raising the limit of permissible flow rates
through the cell. By chamfering the edges at the transitions between the main PA cell duct
and the acoustic filters, reduced interactions of separated shear layers with the downstream
edges have been anticipated.

To determine the efficacy of the realized cell design with regard to achievable response
times, experimental characterizations of the PA cell at varying gas flow rates are shown in
Figs. 3.1 and 3.2. Dotted lines in Fig. 3.1a and Fig. 3.1b show the measured signal noise
(1𝜎) in zero air in dependence of the flow rate through the PA cell and a second cell of
similar design, respectively. At the lower end of flow rates, signal noise is attributed to
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electronic noise, ambient acoustic noise and intensity noise of the laser power. Only at flow
rates above 3.5 slpm the noise level starts to increase appreciably. This equals a Reynolds
number of ≈1000, close to the theoretical critical Reynolds number of 𝑅𝑒𝑐 = 2300, and
demonstrates the advantage of the implemented flow-through PA cell design in combination
with chamfered edges of the acoustically short concentric resonators (SCRs), compared to
conventional PA cell designs. To further evaluate the benefits of chamfered edges, the cell has
been operated with the direction of flow applied opposite to the intended direction (red line
in Fig. 3.1b). This revealed an approximately 30 % decrease in the permissible flow rate and
confirms a significant impact of the transition edges on the occurring flow noise. From these
investigations it is, however, inconclusive, if the same flow-through design with right-angled
transitions from the piping elements to the SCRs will achieve similar performance. Omitting
the chamfered edges would certainly improve manufacturability of the PA cell.
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Fig. 3.1 Measured signal noise (1𝜎) in dependence of the applied gas flow rate. (a) Original PA cell
design. (b) Modified cell with dissimilar resonance frequency, but equivalent internal design. For (b)
flow noise was measured with gas flow applied in the design direction and subsequently was applied
in the opposite direction (red line). (Measurements of (b) conducted by Markus Knoll.)

To assess the response time of the system, gradients in concentration have been applied to
the cell during operation by switching from humidified air to zero air. Figures 3.2a and 3.2b
show PA signals obtained for measurements conducted with the unheated cell at flow rates of
1 slpm and 5 slpm, respectively, which correspond to cell volume gas exchange rates of 0.6 s−1

and 3.3 s−1. At the lower flow rate, recovery and response times (0 to 63 % relative signal) have
been determined to 𝜏63 = (2.9 ± 0.2) s and 𝜏63 = (6.2 ± 0.2) s, respectively. The difference in
recovery and response time illustrates the consequences of wall adsorption-desorption effects
of water vapor at low concentrations when the PA cell is unheated. For cell temperatures
above 35 °C, this effect has been shown to be negligible. At the higher flow rate recovery and
response times are 𝜏63 = (0.8 ± 0.1) s and 𝜏63 = (1.0 ± 0.1) s, respectively, accompanied by
a flow noise increase of less than two-fold compared to the 1 slpm case.

The presented response times demonstrate an fair improvement by the flow-through
design compared to conventional PAS cells and QEPAS implementations, opening up
new possibilities for fast response photoacoustic gas monitoring applications. However,
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Fig. 3.2 Transient signal response to steps in water vapor concentration between zero and humidified
air. Dotted lines show the response of a capacitive humidity sensor (Vaisala Humicap, HMT337)
mounted downstream of the PA cell. (a) Gas flow rate of 1 slpm. (b) Gas flow rate of 5 slpm.

as the normalized noise equivalent absorption coefficient achieved by the present system
is approximately an order of magnitude higher than achieved by comparable systems (cf.
Section 3.3), minor increases in terms of limit of detection have to be admitted at high flow
rate measurement. A comparison to a capacitive humidity sensor (dotted line in Fig. 3.2;
Vaisala Humicap, HMT337) additionally shows the benefit of the PA gas analyzer over
conventional humidity sensors in terms of response time.

3.2 Vibrational Photoacoustic Spectroscopy of Water Va-
por in Air

Paper I addresses the process of photoacoustic signal generation by the thermalization of
vibrationally excited water vapor in air. Although some realizations of NIR PA hygrometers
with large dynamic ranges are known [78, 81, 82] and a nonlinear relationship between water
vapor concentration and generated photoacoustic signal has been mentioned before [193],
a linear response has been adopted throughout literature [81, 108, 194, 195]. In the only
high-precision and high dynamic range application, a 10th-order polynomial had to be used as
a calibration function to include apparent sensitivity changes with water vapor concentration
[82]. Using the AquaSense PAS hygrometer, it was demonstrated experimentally that,
for typical atmospheric compositions and conditions, the presence of oxygen reduces the
sensitivity of a photoacoustic hygrometer up to 80 % at low water vapor concentrations. The
gradual reduction in sensitivity towards lower fractions of H2O was shown to manifest itself
in a nonlinear correlation between the generated signal and the amount of water vapor present.
This gradual reduction occurs over the full operational concentration range required for IWT
water content or atmospheric water vapor level measurement and, hence, was determined
to adversely affect the accuracy of photoacoustic and photothermal instruments when using
lower or higher order polynomial functions for calibration in combination with a low number
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of calibration points. The observable nonlinear correlation has now been confirmed by
Szakáll et al. [196].

To reduce calibration complexity, a simplifying analytical model describing the excitational
relaxation path of H2O(1,0,1) in air, was set up and used to derive the photoacoustic response
and microphone signal for a harmonic excitation source. Similar three-state models have
first been used for the description of electronic relaxation of aromatic molecules [110]. The
model builds on literature evidence that the thermalization of vibrationally excited water
vapor (bending mode) is inhibited by a resonant V–V energy transfer to oxygen, which in
air around standard conditions has an average lifetime longer than typical PA modulation
periods and, thus, reduces the generated photoacoustic signal. Increasing fractions of water
vapor are thought to contribute to the direct thermal V–T relaxation of excited H2O and the
collisional quenching of the metastable oxygen state, thereby speeding up the conversion to
translational energy and increasing the signal generation efficiency.

The model has been formulated so to separate setup-specific parameters, i.e., microphone
sensitivity, resonator Q-factor, etc., from physical constants (kinetic coefficients and carrier
gas composition) into two cell parameters. This aims at facilitating the calibration of future PA
or PT hygrometers, requiring only the determination of two setup parameters after a one-time
characterization of the physical constants. In the model, physical constants are combined in a
separate function describing the modulation frequency dependent signal conversion efficiency,
which also allows to generally estimate PA and PT signal generation efficiency in dependence
of the water vapor concentration and gas composition for the design and optimization of
novel and innovative PA- and PT-based humidity sensing concepts. Section 3.4 presents
the satisfying applicability of the conversion efficiency determined during the calibration of
the AquaSense PA hygrometer (cf. Paper I and Paper II) to the signal amplitude provided
by a Fabry-Pérot etalon-based photothermal hygrometer. The model is considered valid
including modulation frequencies typical for QEPAS (32.8 kHz) down to frequencies used in
non-resonant photoacoustic and photothermal applications (e.g., Paper III).

The derived calibration function was applied in the calibration of the AquaSense PAS
instrument in Paper II and enabled calibration over a concentration range of two orders of
magnitude (250 to 21.200 ppm) with only 16 calibration points. The resulting measurement
accuracy of the PA hygrometer was then determined to be better than 5 % within this range
and better than 3.3 % within the range of 510 to 12.360 ppm. Gained confidence in the
function describing the conversion efficiency is expected to allow a further reduction in
calibration points providing equivalent accuracy, thereby substantially reducing the time
necessary for instrument calibration. In addition to the application to water vapor in air, the
model proposed by Hunter et al. [110] and applied in Paper I is assumed to be adaptable
to other gas compositions, where metastable vibrational states reduce conversion efficiency.
Systems with observed molecular relaxation effects include mixtures with hydrogen chloride
[101], methane [100], carbon monoxide [197] and carbon dioxide [97–99]. For carbon
dioxide in a nitrogen-water gas mixture, a similar approach as presented in Paper I has been
applied by Wysocki et al. [99].
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3.3 Water Content Measurement with the AquaSense Instrument

Finally, the evaluation of the physical model constants also provided the opportunity to
estimate the forward rate coefficient of the V–T relaxation reaction

O2(1) + H2O → O2(0) + H2O , (3.1)

which is the reason for the increasing conversion efficiency with increasing fractions of H2O
and is of central importance to the description of absorption of sound in air [198, 199] and to
atmospheric radiative transfer calculations [106, 200, 201]. The determined rate coefficient
of 𝑘 =(3.1 ± 1.7) × 10−13 cm3 molec−1 s−1 is an order of magnitude higher than estimated
by Bass et al. [202] in 1976, which, however, is associated with an order of magnitude
uncertainty [199].

3.3 Water Content Measurement with the AquaSense In-
strument

Paper II presents the design, operation, calibration and excerpts of the performance evaluation
of the assembled AquaSense instrument during a water content probe intercomparison in the
Rail Tech Arsenal (RTA) closed-circuit icing wind tunnel.

A major focus in this work has been put on the estimation of the instrument measurement
uncertainty, which combines the individual uncertainties of the PA hygrometer and the
sampling system, including the IKP. The hygrometer accuracy is given by the uncertainties of
the integrated two-pressure humidity generator, the calibration function determined in Paper I,
as well as measurement precision (≤10 ppm or 0.7 %, where the higher value in absolute
terms applies). The latter also determines the minimum detectable water vapor concentration
of ≈23 ppm (3𝜎, NNEA = 8.6 × 10−7 cm−1 W Hz−1/2) for a practical averaging time of 1 s,
which is equivalent to 14 mg m−3 (standard temperature and pressure) and can be considered
sufficient for IWT water content measurement. Nevertheless, this is considerably higher
than achieved by other PAS instruments (e.g., ≈1 ppm [196]) and has been traced to the
sub-optimal choice of the pressure-controlling valve of the PA cell, which at the chosen flow
rate is operated at small opening positions, resulting in increased levels of noise. Therefore,
replacement of this valve is assumed to further decrease noise and limit of detection.

The calculated combined measurement uncertainty (95 % coverage) of the hygrometer
of less than 2.5 to 3.3 % within the range of 512 to 12.361 ppm (cf. Fig. 7 in Paper II) is
higher than the accuracy specified by commercial NDIR systems (e.g., 1.5 % [59]). However,
this figure is considered to have large potential for improvement by minor improvements
to the PA hygrometer and the humidity generator, such as improved temperature and laser
power control, as well as an independent calibration. The aforementioned concentration
range covers cloud-free saturated air at −30 °C up to CWCs of 5 g m−3 in fully saturated air
at 0 °C and, thus, covers the primarily targeted EASA CS-25 and FAA CFR-25 Appendix C
and O conditions.
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CFD analysis of the thick-walled total water inlet of the IKP was used to estimate
droplet/particle size dependent collection losses for isokinetic sampling, but revealed only
marginal impact from assuming ideal efficiency for the Appendix O conditions present during
the probe intercomparison. This highlights one of the advantages of using IKP instruments
for water content measurement in supercooled large drop icing conditions over conventional
instrumentation. However, with a minimum collection efficiency of 88 % at particle Stokes
numbers around 1, collection efficiency is shown to be relevant for measurements with the
current probe in Appendix C or ice crystal icing conditions and, similar to other probes
[203], corrections to the measured CWC need to be applied. During the evaluation, two
additional major drawbacks of the current IKP have been determined. First, insufficient power
of the evaporator or the total water inlet heating with associated accumulation of condensed
water limits operation at below condensed water mass fluxes of ≈90 g m−2 s−1 (equivalent
to 1.5 g m−3 at wind speeds of 60 m s−1). Hence, at 60 m s−1 only Appendix C continuous
maximum and Appendix O water contents currently are within the operating range of the
system. Additionally, the choice of the total water inlet inner diameter of only 3.3 mm, mainly
constrained by the low-noise vacuum pump used in the sampling system, has been determined
to limit the achievable instrument uncertainty to above 10 %.

For the combined instrument, CWC measurement uncertainty has been estimated from an
analytical expression specifically derived for the AquaSense system. The expression is used
in the estimation of the actual CWC from hygrometer, flow rate and icing wind tunnel wind
speed readings. Ambient (icing wind tunnel) static air temperature and pressure uncertainties
have been shown to not contribute to the measurement uncertainty of the instrument at hand
and similar IKP-based instruments. Despite limitations by the inlet design, the AquaSense
instrument is shown to achieve an accuracy better than 20 % above CWCs of 14 g m−3 in
cold air (−30 °C) in combination with suitable background humidity measurement. This
does not fulfill current requirements given by the SAE ARP5905 [36] defined for Appendix
C conditions (max. ±10 %), but with modifications of the total water inlet is considered
adequate to future instrumentation requirements for Appendix O SLD icing conditions, which
currently are in preparation (SAE AIR6341 [204]).

During the probe intercomparison campaign conducted at RTA the assessment of the
measurement uncertainty in SLD conditions could be partially confirmed by the agreement of
the AquaSense instrument with the Cranfield-University reference IKP [39] to within ±20 %
in a CWC range of approximately 0.2 to 0.9 g m−3 (cf. Fig. 13 in Paper II). However, two
essential and necessary modifications to the AquaSense instrument have been determined,
indispensable for future deployment of the measurement system:

1. The AquaSense instrument at this point in time only features a single PA
hygrometer used for total water measurement. Therefore, CWC calculation
relies on background humidity values supplied by the icing wind tunnel
facility. For the measurement campaign, this meant that large parts of the
gathered total water content data could not be used for CWC estimation,
as the ingestion of excess water into the background humidity inlet of the
AquaSense instrument prohibited background humidity measurement and
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a necessary drift correction. This applied to a considerable part of the
measurements conducted in Appendix C conditions. Hence, a dedicated
means of background humidity measurement, i.e., a second hygrometer
featuring an inlet in the vicinity of the total water inlet, is required.

2. Ingestion of excess water into the background water vapor inlet of the
instrument (initially oriented perpendicular to the flow and designed
similar to [176]) has been determined to stem from either sampling of
runback water flowing along the heated probe, sampling from the heated
thermal and humidified concentration boundary layer flow around the
probe, or a combination thereof. Combined with findings of incomplete
evaporation at the total water inlet for condensed water mass fluxes above
90 g m−2 s−1, improvable collection efficiency characteristics by changing
to a thin-walled inlet nozzle design, accuracy limitations given by the small
inlet diameter and issues with maintaining the probe pylon free from ice
accretion, a redesign of the IKP incorporating these changes is deemed
necessary. To mitigate background humidity enhancement from sampling
of the boundary layer, runback water and stagnation temperature rises, an
unheated and expanding rearward facing inlet design as implemented in
[205–207] is suggested for background humidity sampling.

3.4 Photothermal Spectroscopy of Nitrogen Dioxide and
Water Vapor with a Fabry-Pérot Etalon

Paper III shows a first realization and characterization of a PTS gas analyzer, using a
commercially available, rigid and fiber-coupled Fabry-Pérot etalon (FPE) refractive index
sensor [164]. The presented photothermal sensor was realized using a 450 nm diode laser for
excitation in a crossed-beam alignment with the probe beam and nitrogen dioxide in (dry)
synthetic air as a test gas. This proof-of-principle setup, sketched in Figure 2 of Paper III, was
intended to demonstrate the achievable sensitivity/accuracy and miniaturization potential of
small-size FPE-based photothermal spectroscopy for various gas detection and concentration
measurement applications.

The initial sensor characterization included the determination of the frequency response
of the signal, combined with the analysis of different noise sources, such as flow noise and
mechanical vibrations. Although the non-optimized 9 cm3 volume gas cell was not designed
for fast response, the response time of the setup was shown to lie below 3 s, with an achievable
NNEA (3𝜎) of 2.3 × 10−7 cm−1 W Hz−1/2 at the optimum modulation frequency (optimum
SNR) of 1.4 kHz. The demonstrated 1 s integration time detection limit, equivalent to 1 ppm
NO2 (3𝜎), is higher than achieved by QEPAS [208], CEPAS [209] and conventional PAS
[147] implementations, but supports further improvement by collinear excitation and probe
beam alignment, combined with wavelength-modulation of the excitation source for other
gases (e.g., water vapor). For averaging times appropriate for environmental monitoring
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(100 s), signal averaging has shown to permit LODs (3𝜎) below 80 ppb NO2. On of the most
noteworthy features of the Fabry-Pérot interferometric setup is the demonstrated insensitivity
to mechanical vibrations due to the rigid build of the used etalon. This insensitivity resulted
in marginal increases in noise, well within the 3𝜎 background noise level, for broadband and
peak accelerations above 1.7 g applied to the gas cell, hence showing the possibility of robust
gas sensing in field applications.

Since in Paper III the frequency dependence of the signal (Fig. 5(a)) has not been
compared to the theoretically predicted response for the photothermal signal in a crossed-beam
geometry (Eq. (2.98)), Fig. 3.3 shows this comparison together with the 1/ 𝑓 approximation,
(Eq. (2.99)), which holds for 𝜔𝜏𝑇 ≫ 1. This comparison shows a generally good agreement
between measured and predicted response, which, thus, may be used in the design and
dimensioning of an optimized gas analyzer based on PTS in a crossed-beam interferometric
setup.
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Fig. 3.3 Measured and theoretical (Eq. (2.98)) photothermal signal over the modulation frequency for
NO2 in dry synthetic air (20 °C, 1000 hPa, 𝑤=200 µm), together with the 1/ 𝑓 approximation, which
holds for 𝜔𝜏𝑇 ≫ 1 (𝜔𝜏𝑇 = 10 at 𝑓 ≈ 600 Hz).

To further investigate the performance of the photothermal setup for applications in
humidity measurement, the determined NNEA of Paper III may be used to calculate the
minimum detectable water vapor concentration assuming similar noise characteristics for
the laser and, in a first approximation, linear signal response to concentration changes.
Using the setup parameters of the AquaSense PAS hygrometer, i.e., an effective modulation
amplitude of 10 mW, a detection bandwidth of 0.16 Hz and an average absorption cross
section for H2O of 6.3 × 10−24 m2 molec−1 (7327.67 cm−1, 20 °C, 1000 hPa), the minimum
detectable concentration (or mole fraction) according to Eqs. (2.102) and (2.103) amounts to
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approximately

𝑥min =
𝑛min
𝑛0

= NNEA
√︁
Δ 𝑓

𝑃eff 𝜎abs 𝑛0
= 5.8 ppm . (3.2)

It should be noted that the expected actual LOD for water vapor in air using PTS is
approximately 5 times this figure, as the sensitivity is expected to decrease to approximately
20 % at low concentrations (cf. Paper I). This is approximately equivalent to the LOD
of 29 ppm determined for the PAS gas analyzer in Paper I (converted to 20 °C, 1000 hPa).
As the photothermal gas cell width and, hence, the optical path length of the excitation
beam within the gas can be reduced down to the size of the etalon length of 2 mm, an
optimized gas cell design is expected to result in signal linearity up to concentrations of
32,000 ppm (attenuation less than 1 %; 20 °C, 1000 hPa), providing the high dynamic range
in concentration required for atmospheric and IWT water content measurement. For the
PA cell used in Paper I and Paper II, the same attenuation is obtained at the center of the
resonator at a concentration of 1000 ppm, significantly decreasing the sensitivity of the setup
(cf. Fig. 12 of Paper I).

A first experimental characterization of the described FPE-based sensor using water vapor
in synthetic air, together with the AquaSense PAS instrument laser diode (7327.67 cm−1)
and data acquisition and signal processing hardware, are shown in Fig. 3.4. The PT signal
amplitude and phase can be seen to exhibit the expected nonlinear dependence on the water
vapor concentration, allowing to employ the same calibration function as determined in
Paper I, which drastically reduces the number of calibration points required. Observable
issues in Fig. 3.4 with repeatability during the calibration are attributed to a PT gas cell flow
rate instability caused by a manually operated mass flow controller.

Overall, the presented results demonstrate the potential of applying photothermal spec-
troscopy in an etalon-based configuration to robust and fast response humidity measurement
in water content instrumentation and in a manifold of other, possibly miniaturized, gas sensing
applications. Especially the (acoustically) non-resonant mode of operation removes restraints
on the modulation frequency, which can be set to the value exhibiting highest SNR within a
specific measurement environment. With some modifications to the gas cell design and beam
alignment (collinear excitation and probe beam alignment) significant improvements of the
minimum detectable concentration, down to the ppb level can be expected.
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Fig. 3.4 Photothermal signal amplitude and phase for water vapor in synthetic air at the modulation
frequency of 1000 Hz, together with curve fits of the predicted response according to Paper I with a
set of parameters. The fit parameters, excluding the setup sensitivity, are summarized in the table
shown in the lower sub-plot. The (arbitrary) signal phase offset has only been corrected for the Best
Fit. (Measurements and evaluation conducted by Ulrich Radeschnig.)
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Chapter 4

Conclusions and Outlook

This thesis has been carried out with the underlying goal of contributing to the development
of accurate reference measurement instrumentation required in the aviation sector after
legislation amendments regarding in-flight icing. The specific need addressed in this
work, as part of the FFG TAKEOFF project AquaSense, concerned the characterization of
experimentally simulated icing conditions used in the development, testing and certification
of aircraft and ice protection and detection systems. More specifically, the requirement for
condensed water content measurement in icing wind tunnel-generated cloud and precipitation
conditions, containing significant fractions of supercooled drops greater than 50 µm in
diameter (supercooled large drops; SLDs), has been addressed by the development and
characterization of instrumentation based on an isokinetic evaporator probe and humidity
measurement.

To fulfill high dynamic range requirements and particularly challenging accuracy require-
ments at the low end of liquid and ice water contents demanded by certification specifications
and icing wind tunnel calibration practices, a considerable effort has been put in the develop-
ment, description and characterization of a customized hygrometer employing near-infrared
diode laser-based photoacoustic spectroscopy. Precise calibration of photoacoustic hy-
grometers has been determined to be complicated by previously unsatisfactorily described
collisional relaxation phenomena of water vapor in air during the signal generation process,
contributing to varying instrument sensitivities that are highly dependent on the operating
condition. In this work calibration complexity has been successfully reduced by introducing
a theoretical description of these processes, allowing to reproducibly predict the sensitivity
of photoacoustic, as well as future photothermal water vapor gas analyzers. These efforts
enabled to achieve accuracies and precision comparable to commercial optical hygrometers.
By combination of the photoacoustic gas analyzer with a compact, portable calibration unit, a
two-pressure humidity generator, the realized device offers the benefit of increased confidence
in measurements from a readily available and practicable recalibration. Concluding from
the experimental investigations, it is expected that gained confidence in the values of the
physical constants underlying the relaxation processes and the theoretical description, as
well as further effort put in the improvement of the present photoacoustic device and the
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calibration unit will allow to attain reliable instrument measurement performance at par with
all-optical atmospheric water vapor and total water instruments.

The theoretical description of the signal generation has been carried out without restriction
to the specific realization, thus allowing and targeting the transferability to quartz-enhanced
photoacoustic and photothermal gas analyzers. Advantages and measurement capabilities
provided by these methods with ongoing developments, such as miniaturization and, possibly,
large volume production, can therefore also be applied in accurate water vapor sensing.
Realization and characterization of a Fabry-Pérot etalon-based photothermal sensor confirmed
these expectations with promising performance, suggesting achievable sensitivities at the level
of sophisticated state-of-the-art photoacoustic instruments with modest modifications, as well
as fast response. With the maturing of stable and high-power mid-infrared optical sources,
such as quantum cascade and interband cascade lasers, further progress for photothermal
sensors can be expected with regard to combinations of degree of miniaturization and achieved
limits of detection.

In addition to the research and development related to the photoacoustic hygrometer and
calibration unit, development of a sampling system suitable for SLD condition icing wind
tunnel condensed water content measurement and the integration of all components into a
single device, the AquaSense instrument, has been carried out during this work. Detailed
evaluation of the condensed water content measurement uncertainty of the final instrument and
the individual components, partly based on laboratory characterizations and CFD analysis,
led to the conclusion of partial fulfillment of the accuracy requirements of the targeted
certification conditions and recommended icing wind tunnel calibration practices. During
an intercomparison campaign with state-of-the-art isokinetic evaporator and hot-wire-based
water content instrumentation, performed in the Rail Tech Arsenal icing wind tunnel, these
estimations could be confirmed, however, demonstrating the superiority to conventional
instrumentation and the potential for accurate determination of condensed water content in
experimentally simulated SLD conditions. From the laboratory characterization and probe
intercomparison, several operating limitations and considerable uncertainty contributions
have been traced to the realization of the isokinetic evaporator probe, for which a redesign
has been proposed. Improvements in the hygrometer and calibration unit, combined with
the proposed modifications of the isokinetic evaporator probe and the extension of the
instrument by a dedicated means for icing wind tunnel background humidity measurement
is expected to further reduce the water content measurement uncertainty to provide the
high level of accuracy required in aviation testing and certification combined with real-time
monitoring capabilities. The experience and knowledge gained in the design and development
of the AquaSense instrument are currently incorporated into the development of a follow-up
isokinetic evaporator probe instrument within the scope of a research and industry cooperation.
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Abstract
Photoacoustic spectroscopy is a highly sensitive technique, well suited for and used in applications targeting the accurate 
measurement of water vapor in a wide range of concentrations. This work demonstrates the nonlinear photoacoustic response 
obtained for water vapor in air at typical atmospheric concentration levels, which is a result of the resonant vibrational 
coupling of water and oxygen. Relevant processes in the relaxation path of water in a mixture with air, excited with near-
infrared radiation, are identified and a physical model for the acoustic signal measured with a resonant photoacoustic cell 
is presented. The model is valid for modulation frequencies typical for conventional and quartz-enhanced photoacoustic 
spectroscopy and provides a simplified means of calibration for photoacoustic water vapor sensors. Estimated values for 
comprised model coefficients are evaluated from photoacoustic measurements of water vapor in synthetic air. Furthermore, 
it is shown experimentally that the process of vibrational excitation of nitrogen is of negligible importance in the relaxation 
path of water vapor and thus insignificant in the photoacoustic heat production in atmospheric measurement environments.

1 Introduction

The amount of published research on photoacoustic spec-
troscopy and the number of commercially available sensor 
systems based on this method are rising steadily, as techni-
cal advances allowed substantial progress in the limits of 
detection (LOD) and reduction of size and cost (e.g., [1, 
2]). While the technical advances lead to increased sensitivi-
ties and allow for detection at trace levels, the upper limits 
remain more or less unaltered, yielding increased dynamic 
ranges of the methods.

Water vapor in atmospheric measurement environments 
can vary over a wide range of concentrations, which there-
fore makes photoacoustic (PA) spectroscopy an ideal detec-
tion and measurement technique. Water vapor mole frac-
tions can fall below 10 ppm in the upper troposphere as 
well as lower stratosphere, and rise above 40,000 ppm for 
dew points around 30 °C at standard pressure [3]. A large 
number of applications for the PA measurement of water 
vapor already exists, mostly measuring at wavelengths in 
the near infrared [4–14]. In the overwhelming majority of 
literature, the measured PA signal is interpreted in terms 
of a linear response. Quite often, validation or calibration 
measurements are conducted for a narrow range of concen-
trations and the response is linearly extrapolated to lower or 
higher concentrations. Linear extrapolation is also used for 
the determination of the LOD. In the case of an incorrect 
linear assumption, extrapolation inevitably leads to large 
errors in the predicted concentrations and also in the pre-
dicted theoretical LOD.

Tátrai et al. [11] have calibrated a photoacoustic hygrom-
eter for a large range of water vapor concentrations and 
determined a nonlinear relationship between the measured 
microphone response and the water vapor mixing ratio. A 
tenth-order polynomial fit had to be applied to calibrate the 
device. High absorption and a resulting nonlinear power 
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loss, given by the Beer–Lambert law, explain sensitivity 
losses at high concentrations, and it is also known that a 
background signal not or incorrectly subtracted can cause a 
nonlinear behavior at low concentrations [15]. These effects, 
however, do not explain pronounced increases in sensitivity 
at intermediate concentrations as observed by Tátrai et al. 
and which are also reproduced in this work. Other drawbacks 
of using polynomial functions of high order are the generally 
poor results achieved for extrapolations of the PA signal to 
concentrations outside of the calibration range.

Nonlinear relationships between PA response and con-
centration have previously been reported when molecular 
relaxation times of molecules involved in the relaxation path 
are comparable to the time variation of the incident radia-
tion and relaxation times change with varying concentration. 
Several well-known practical examples of combinations of 
absorbing species and buffer gases exist, where the overall 
relaxation time is in the order of the modulation period. For 
example, the first vibrationally excited, asymmetric stretch-
ing mode of carbon dioxide, CO2(0,0,1) ( 2349 cm−1 ), is 
long known to exhibit a near-resonant, vibrational–vibra-
tional (V–V) coupling with N2 , which leads to a long relaxa-
tion time at atmospheric conditions, due to the long life-
time of the first excited state of the nitrogen molecule, N2

(1) ( 2331 cm−1 ) [16]. Another example for near-resonant 
coupling of practical relevance is known to exist between 
the bending modes of methane ( 1311 cm−1 and 1533 cm−1 ) 
and vibrationally excited molecular oxygen, as O2(1) 
( 1556 cm−1 ) again has a long lifetime [17].

Water vapor is utilized as a highly efficient promoter for 
vibrational–translational (V–T or thermal) collisional relax-
ation [18], also acting as a promoter in the V–T relaxation 
of O2(1) [17]. Water is either added to maximize the pho-
toacoustic response [4, 17, 19], or measured simultaneously, 
to correct for changing overall relaxation times [5]. How-
ever, the H2O molecule itself has a near-resonant V–V cou-
pling of the first bending mode, H2O(�1 = 0 , �2 = 1 , �3 = 0 ) 
( 1595 cm−1 ), with O2(1), with an energy transfer more effi-
cient than the thermal relaxation by the major atmospheric 
constituents O2 and N2 [20, 21]. This suggests a correspond-
ing PA signal loss, when measuring water vapor at low con-
centrations in atmospheric environments at typical modula-
tion frequencies and when the relaxation path involves the 
H2O(0,1,0) state. Combined with the properties of H2O as 
an efficient promoter of V–T relaxations at increasing con-
centrations, a variable relaxation time and hence a nonlinear 
PA response when measuring water vapor in air are to be 
expected.

In this work, a simplified model of the relaxation pro-
cess of water vapor in atmospheric environments, applica-
ble to vibrational photoacoustic spectroscopy, is postulated 
and validated experimentally. Model parameters derived 
from relaxation rates and setup parameters are evaluated 

from photoacoustic measurements of water vapor at vary-
ing concentrations in air by comparison of the predicted PA 
amplitude and phase shifts with the experimentally meas-
ured amplitude and phase. Measurements of the PA response 
of water vapor in a nitrogen-buffered environment are pre-
sented to affirm assumptions about the relaxation process. 
Finally, a simplified model of the photoacoustic response, 
valid for modulation frequencies typical for conventional 
and quartz-enhanced photoacoustic spectroscopy, is pro-
vided as a means of calibrating PA water vapor sensors.

2  Theory

2.1  Linear photoacoustic response

The often applied theoretical result of a linear dependence 
of the background-corrected photoacoustic signal ampli-
tude (at the frequency of modulation), S (in V), on the num-
ber concentration of a single absorbing gas species, ng (in 
molecules∕m3 ), is given by [1]

with average radiation power P (in W), cell constant Ccell 
(including microphone sensitivity, in Vm/W), absorption 
cross section � (in m2∕molecule ) and efficiency of conver-
sion of the radiation into heat � . This expression assumes 
negligible power loss along the optical path and absorption 
cross sections and applied intensities also have to be low 
to prevent significant depletion of the ground state of the 
targeted transition [22]. This conditions are fulfilled for 
most near-infrared laser photoacoustic sensor applications, 
as absorbance usually is sufficiently low and mostly diode 
lasers with powers up to only several tens of milliwatts are 
applied. For water vapor at high concentrations and typical 
absorption path lengths, however, significant absorbance has 
to be expected.

In addition to the above assumptions, the energy-
weighted, average vibrational relaxation time from the 
excited vibrational state back to the initial state, � , is usu-
ally assumed shorter than the time variation of the incident 
radiation ( 𝜔𝜏 ≪ 1 , with the angular frequency of modula-
tion � = 2�f  ) [22]. Therefore, the photoacoustic conversion 
efficiency,

is implicitly assumed to be unity, which results in a linear 
PA response. A linear behavior may also be observed when 
the condition 𝜔𝜏 ≪ 1 is not fulfilled. The relaxation time 
may be in the order of the modulation period or longer, but 
constant for a given combination of absorbing species and 

(1)S = Ccell � Png �,

(2)� =
1√

1 + (��)2
,
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buffer gas. The signal amplitude given by Eq. (1) then still 
is a linear function of the concentration.

Currently, no assessment of the conversion efficiency for 
PA measurements of water vapor in air exists. For this rea-
son, the photoacoustic conversion efficiency is investigated 
theoretically and experimentally in the following. Conver-
sion efficiencies different from unity are only measurable in 
the amplitude of the PA signal by varying the modulation 
frequency, gas temperature or pressure, while correcting for 
a change in microphone sensitivity and frequency response, 
radiation waveform and corresponding dependencies of the 
cell constant. Otherwise, deviations from an efficiency of 
unity are indiscernible from a changing cell constant. How-
ever, it is often overlooked that the phase shift, � , of the PA 
response, which is not only a function of the average lifetime 
of the excited vibrational state, but may be a complicated 
function of a number of different relaxation times of states 
involved in the relaxation process, contains valuable infor-
mation about the relaxation time and thus also the conver-
sion efficiency, as

[23]. This relationship is used in the present work to experi-
mentally verify the PA response and conversion efficiency 
for water vapor in air derived in the following.

2.2  Model for the photoacoustic response of water 
vapor in air

The near-infrared is also favored in most PA water vapor 
sensing applications, due to the high absorption line 
strengths and the availability of relatively cheap dis-
tributed feedback laser diodes in this region. Mainly, ro-
vibrational transitions from the vibrational ground state 
H2O(�1 = 0 ,  �2 = 0 ,  �3 = 0 ), to the vibrational H2O(1,0,1) 
( 7250 cm−1 ) state of the main H2O isotope are targeted, 
where the variables �1 , �2 and �3 denote the state of the sym-
metric stretch, bending, and asymmetric stretch vibrational 
mode, respectively. For this reason, the following derivation 
addresses relaxation from the vibrational H2O(1,0,1) state. 
However, as will be shown below, the relaxation path can be 
approximated by a three-level system of the H2O(�1, �2, �3 ), 
H2O(�1, �2−1, �3 ), O2(1) and O2(0) levels, which reduces the 
complexity of the relaxation process. This implies that the 
model should extend to situations where lower vibrational 
states are excited by radiation and may also be applicable at 
higher excitation energies.

At typical PA measurement temperatures and pressures, 
rotational relaxation rates are much higher than typical 
modulation frequencies, so that the rotational temperature 
can be assumed equal to the translational temperature of the 
gas for all steps in the relaxation path [32]. For this reason, 

(3)� = arctan (��)

only relaxation of vibrationally excited levels needs to be 
considered. Nevertheless, to accurately model the relaxation 
process from the excited H2O(1,0,1) level in air, one would 
need to model at least 13 H2O vibrational energy levels, as 
well as 2 levels each for the main constituents O2 and N2 
(e.g., [24, 33]) and all possible reactions among the par-
ticipating molecular levels (cf. Fig. 1). Although relaxation 
through and by trace constituents may occur in atmospheric 
environments (mainly Ar and CO2 ), only reactions between 
water, molecular oxygen and nitrogen are considered in the 
following kinetic analysis. The possible consequences of this 
restriction are discussed in the supplementary material, Sec. 
S1. Relevant relaxation reactions and literature values for the 
corresponding reaction rate coefficients with references are 
given in Table 1.

As modeling the full system is impractical, it is shown in 
the following sections that the system can be approximated 
by the three-level system, describing the rate-determining 
steps of the relaxation process and the heat released in 
dependence of the gas composition. The assumptions lead-
ing to the three-level model are discussed in the next section 
by reference to the relaxation processes in Table 1. Typical 
time constants for these reactions in air at 35 ◦C , 800 hPa 
and different water vapor concentrations are given in Fig. 2. 
Time constants are calculated from � = 1∕k[B] , where [B] is 
the concentration of the second reactant, which is assumed 
to remain constant. For brevity, molecules excited to the 
lowest vibrational level above the ground level are denoted 
by an asterisk in the following (e.g., O∗

2
 instead of O2(1)). M 

denotes either O2 or N2 . Relaxation processes are denoted by 
(Ri), with the reaction number i given in Table 1.

Fig. 1  Energy diagram of the vibrational levels of the considered con-
stituents. H

2
O levels considered in reservoirs are connected by gray 

rectangular boxes. The radiative excitation is indicated by a wavy line
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2.2.1  Assessment of relaxation path

The low energy differences between the pairs of H2O levels 
(1, 0, 1) ↔ (2, 0, 0) , (1, 2, 0) ↔ (0, 2, 1) , (1, 1, 0) ↔ (0, 1, 1) 
and (1, 0, 0) ↔ (0, 1, 1) is the reason for the fast relaxation 

rate coefficient of kV−V
1

 and kV−V
4

 in reactions (R1) and (R4) 
(in both directions). So after initial excitation into the H2O

(1,0,1) state and after further steps in the relaxation process, 
this leads to a fast and efficient equilibration of the corre-
sponding level pairs. As a result, each pair can be viewed as 
a single reservoir [24, 34, 35].

From these reservoirs �1 and �3, stretching quanta are 
quickly converted to two �2 quanta via processes (R2), (R3), 
(R5) and (R6). The energies released by these transitions 
of H2O and of the above reactions, (R1) and (R4), are con-
sidered to be transferred to kinetic energy instantaneously. 
Justifications of this assumption are the high relaxation rates 
and short corresponding lifetimes of these reactions near 
atmospheric conditions ( � = 1∕(k[M]) ≤ 1 μs ; cf. Fig. 2) in 
comparison to conventional and also quartz-enhanced PA 
spectroscopy (QEPAS, modulation frequencies typically up 
to 33 kHz).

It is difficult to evaluate theoretically if the vibrational 
excitation of N2 plays a role in the reduction of the PA 
signal at low concentrations of H2O . A similar relaxa-
tion delay as with oxygen can be expected when nitro-
gen is vibrationally excited in relevant numbers, since the 

Table 1  Main processes of vibrational energy exchange of H
2
O in 

atmospheric environments. M is either O
2
 or N

2
 . T is the temperature 

in Kelvin and T
r
 the reference temperature of 300 K. Values for the 

rate coefficients have to be taken with care, as uncertainties and dis-
crepancies between measured rates are generally high

No. Reaction Model rate symbol Forward rate ( cm3∕(molec.s)) References

(R1)
H2O(�1, �2, �3) + O2

kV−V
1

⟷ H2O(�1 + 1, �2, �3 − 1) + O2
≈ 1.1 × 10−11 ×

√
T [21]

(R2)
H2O(�1, �2, �3) + O2

kV−V
2

⟷ H2O(�1 − 1, �2 + 2, �3) + O2

≈ �1 × 3.3 × 10−13 ×
√
T∕T

r
[21, 24]

(R3)
H2O(�1, �2, �3) + O2

kV−V
3

⟷ H2O(�1, �2 + 2, �3 − 1) + O2

≈ �3 × 3.3 × 10−13 ×
√
T∕T

r
[21, 24]

(R4)
H2O(�1, �2, �3) + N2

kV−V
4

⟷ H2O(�1 + 1, �2, �3 − 1) + N2
≈ 1.2 × 10−11 ×

√
T [21]

(R5)
H2O(�1, �2, �3) + N2

kV−V
5

⟷ H2O(�1 − 1, �2 + 2, �3) + N2

≈ �1 × 4.6 × 10−13 ×
√
T∕T

r
[21, 24]

(R6)
H2O(�1, �2, �3) + N2

kV−V
6

⟷ H2O(�1, �2 + 2, �3 − 1) + N2

≈ �3 × 4.6 × 10−13 ×
√
T∕T

r
[21, 24]

(R7)
H2O(�1, �2, �3) + H2O

kV−T
7

⟷ H2O(�1, �2 − 1, �3) + H2O
kV−T
H2O

*,H2O
�2 × (5.1±0.5) × 10−11 [25]

(R8)
H2O(�1, �2, �3) +M

kV−T
8

⟷ H2O(�1, �2 − 1, �3) +M
kV−T
H2O

*,M
�2 × (4.1 ± 2) × 10−14 ×

√
T∕T

r
[21, 26]

(R9)
H2O(�1, �2, �3) + O2

kV−V
9

⟷ H2O(�1, �2 − 1, �3) + O∗
2

kV−V
H2O

*,O2

≈ �2 × 10−12 [20, 21, 27]

(R10)
H2O(�1, �2, �3) + N2

kV−V
10

⟷ H2O(�1, �2 − 1, �3) + N∗
2

≈ �2 × 1.2 × 10−14 ×
√
T∕T

r
[28]

(R11)
O∗

2
+M

kV−T
11

⟷ O2 +M
kV−T
O∗

2
,M

(2.7 ± 0.4) × 10−18 [25]

(R12)
N∗

2
+M

kV−T
12

⟷ N2 +M
≈ 3.3 × 10−21 [29]

(R13)
O∗

2
+ H2O

kV−T
13

⟷ O2 + H2O
kV−T
O∗

2
,H2O

≈ 4 × 10−14 [26, 27, 30]

(R14)
N∗

2
+ H2O

kV−T
14

⟷ N2 + H2O
≈ 4.1 × 10−15 [30]

(R15)
N∗

2
+ O2

kV−V
15

⟷ N2 + O∗
2

≈ 6 × 10−18 [31]

Fig. 2  Approximate time constants for reactions in Table  1 with 
�
2
= 1 at 35 ◦C and 800 hPa in air together with typical PA modulation 

periods (frequencies of 1  kHz to  33  kHz). Time constants of (R7), 
(R13) and (R14) are indicated for H

2
O mole fractions of 100 ppm 

(dashed arrow) and 20,000 ppm (solid arrow). Values for time con-
stants of reactions (R1) and (R4) are smaller, (R12) larger than the 
drawn scale
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lifetime of N∗
2
 in air is even longer than that of O∗

2
 (see 

(R12)). The large energy difference of 736 cm−1 between 
the levels of H2O and N∗

2
 in the V–V process (R10) makes 

this process unlikely, which is why it has mainly been 
measured in the backward sense, with various values col-
lected by Whitson et al. [28]. However, Feofilov et al. [33] 
cite a forward reaction rate, repeated in Table 1, in the 
same order as the backward rate from Whitson et al., pos-
sibly calculated by the principle of detailed balance. This 
relaxation process would compete with reactions (R7), 
(R8) and (R9). The rate of reaction (R15) suggests that 
the coupling of the vibrationally excited N2 and O2 levels 
and excitation of N2 through this process can be neglected. 
Therefore, N∗

2
 and O∗

2
 populations can be studied inde-

pendently and the effect of excitation of nitrogen can be 
experimentally measured by measuring the PA response at 
varying H2O fractions in a purely nitrogen-buffered envi-
ronment. Measurement results at the modulation frequency 
of 4.6 kHz for such an environment proving negligible 
excitation of N2 are presented in Sect. 4.1.

At low fractions of water in air, the most probable 
relaxation process from the levels H2O(�1,�2≠0,�3 ), which 
includes in total six H2O levels, is the V–V transfer to O∗

2
 

(R9). This process is much faster than typical PA modu-
lation periods ( 1∕

{
kV−V
9

[O2]
} ≤ 1 μs ; cf. Fig. 2). As the 

sequential conversion of up to all four �2 quanta is still fast 
in comparison to one PA modulation period, it is possible 
to regard each H2O(�1,�2≠0,�3 ) molecule as �2 molecules 
in a reservoir with �2 = 1 and an average lifetime of �H2O

∗ . 
H2O

∗ denotes this single reservoir. Increasing water vapor 
fractions lead to a competing relaxation of molecules in 
the reservoir by collision with H2O (R7). As mentioned in 
the introduction, this process is even more efficient than 
the coupling to O2 , only decreasing the relaxation time of 
the reservoir. Hence, on the timescale of the modulation 
period, there is negligible difference in considering the 
total number of available �2 quanta instead of the number 
of excited H2O molecules at a given point in time. The 
viewpoint of a single reservoir, H2O

∗ , with an equivalent 

number of excited molecules with �2 = 1 , thus can be 
maintained from low to high water vapor mole fractions.

Taken together, the overall rate of relaxation of H2O

(1,0,1) in air is mainly determined by the following com-
peting relaxation processes, for which the relaxation path 
is schematically drawn in Fig. 3: 

1. V–T relaxation of the bending mode of H2O(�1,�2 ≠ 0

,�3 ) by one through collisions with O2 , N2 or H2O , i.e., 
processes (R7) and (R8).

2. V–V energy transfer to O2 , with relaxation of the bend-
ing mode of H2O(�1,�2 ≠ 0,�3 ) by one and excitation of 
O2 to O∗

2
 , i.e., process (R9).

3. V–T relaxation of O∗
2
 to the ground state, through col-

lisions with O2 , N2 or H2O , i.e., processes (R11) and 
(R13).

In the following analysis of the relaxation path, the forward 
rate coefficients of the total five involved reactions have been 
renamed for easier identification. The rate coefficient symbols 
used in the model and the corresponding reactions are given in 
Table 1. Subscripts of the rates have been renamed according 
to the initial reactants. Superscripts of these rates again specify 
whether the reaction is of V–T or V–V type.

2.2.2  Three‑level relaxation model

The above five remaining processes can be described by a 
simplified three-level model, similar to the one described by 
Hunter [36], drawn schematically in Fig. 4.

This system is described by the rates of change of the num-
ber concentrations of vibrationally excited water molecules in 

H2O*

H2O O2

O2
* H2O*

H2O O2

O2
*

k8
V-T

[M]

k7
V-T

[H2O]
k11
V-T

[M]
k8
V-T

[M]

k7
V-T

[H2O]
13kV-T

[H2O]
13kV-T

[H2O]
k11
V-T

[M]

k9
V-V [O2] k9

V-V [O2](a) (b)

Fig. 3  Relaxation path diagram for the relaxation from the H
2
O

∗ res-
ervoir. Arrow widths are scaled with the magnitude of the labeled 
pseudo-first-order reaction rates, calculated for a 100 ppm and b 
20,000 ppm water vapor mole fraction in air. Paths drawn with 
dashed arrows indicate rates much lower than can be indicated on the 
chosen scale

E

0

hν

EH2O* EO2*

H2O

O2

(ν1 ν2 ν3) (1)

(0)

kO2
*

H2O*

k0
H2O*

(ν1 ν2-1 ν3)

(0 0 0)

EH2O*

(1 0 1)

k0
O2

*

Fig. 4  Energy and relaxation path diagram for the proposed three-
level model, describing the relaxation from the H

2
O

∗ reservoir with 
coupling to the first vibrationally excited state of O

2
 . Energies of the 

H
2
O ground state and the H

2
O(1,0,1) level are not to scale
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the reservoir, [H2O
∗] , and vibrationally singly excited molecu-

lar oxygen, [O∗
2
]:

The first term on the right hand side of Eq. (4) describes 
the excitation of water molecules from the ground state, by 
absorption of photons with energy h� , in a radiation photon 
flux, �(t) , harmonically modulated at the angular frequency 
�:

I(�) , a and b describe the irradiance at position � . � is the 
absorption cross section of H2O at the radiation frequency � , 
also depending on gas composition, pressure and tempera-
ture. A prefactor of 4 is included to describe the conversion 
of the radiatively excited H2O(1,0,1) to four vibrationally 
excited molecules in the reservoir H2O

∗ . The second term 
gives the combined de-excitation rate by V–T relaxation 
to the ground state and the resonant V–V transfer to O∗

2
 , 

described by the H2O-concentration dependent, average life-
time of the H2O

∗ state, �H2O
∗ . It is implicitly assumed that the 

number of excited molecules is small in comparison to the 
number of molecules in the ground state, hence [H2O] can be 
assumed constant and stimulated emission can be neglected.

The O∗
2
 level is populated by the aforementioned V–V 

energy transfer and relaxes to the ground state after an 
H2O-concentration dependent average lifetime �O∗

2
 . The 

italicized letter k is used for average pseudo-first-order 
reaction rate coefficients, with superscripts and subscripts 
specifying initial and final states in the relaxation path, 
respectively. Inverse average lifetimes of the excited states 
are given by

where as above, the roman type k is used for second-order 
reaction rate coefficients. [M] stands for the sum of O2 and 
N2 concentrations, and the associated collisional relaxation 
rates, kV−T

H2O
∗,M

 and kV−T
O∗

2
,M

 , are weighted averages for the two 
constituents.

(4)
d[H2O

∗]

dt
= 4��(�, t)[H2O] −

[H2O
∗]

�H2O
∗

,

(5)
d[O∗

2
]

dt
= k

H2O
∗

O∗
2

[H2O
∗] −

[O∗
2
]

�O∗
2

.

(6)�(�, t) =
I(�)

h�
(a + b ei�t).

(7)

�−1
H2O

∗ = k
H2O

∗

0
+ k

H2O
∗

O∗
2

= kV−T
H2O

∗,M
[M] + kV−T

H2O
∗,H2O

[H2O]

+ kV−V
H2O

∗,O2
[O2]

(8)�−1
O∗

2

= k
O∗

2

0
= kV−T

O∗
2
,M
[M] + kV−T

O∗
2
,H2O

[H2O] ,

As summed up in the previous section, �H2O
∗ is governed 

by processes (R7), (R8) and (R9), and �O∗
2
 by processes 

(R11) and (R13). In accordance with Hunter [36], the solu-
tions to the system of Eqs. (4)-(5) are given by

where explicit spatial and temporal dependencies have been 
omitted for brevity. Constant terms and terms with decaying 
factors exp (−t∕�H2O

∗ ) and exp (−t∕�O∗
2
) have been neglected, 

as they do not contribute to the resonant photoacoustic signal 
after a few multiples of the relaxation times. The phase delay 
of the signals is given by

where the last approximation holds because of the short life-
time of the H2O

∗ reservoir.

2.2.3  Photoacoustic heat source rate

The photoacoustic source rate of heat production per unit vol-
ume and time is then given by the sum of heat released by the 
three transitions drawn in Fig. 4 and the heat assumed to be 
released instantaneously after excitation by rotational relaxa-
tion and the conversion of �1 and �3 to �2 quanta, i.e., reactions 
(R1) to (R6):

Here, Einst is the average energy per excited molecule, 
released by the mentioned rotational relaxation and the 
vibrational conversion. Since the energies of the O2(1) level 
and the H2O

∗ reservoir are approximately equal ( −89 cm−1 
to 19 cm−1 difference for �2 = {1, 2, 3, 4} ), we can set

without greater losses in the energy balance. With the lit-
erature values for the relevant relaxation rate coefficients 
stated in Table 1, the following approximations are used in 

(9)[H2O
∗] =

4�bI

h�

�H2O
∗ [H2O] e

i(�t−�H2O
∗ )

√
1 + �2�2

H2O
∗

,

(10)[O∗
2
] =

4�bI

h�

�H2O
∗ �O∗

2
k
H2O

∗

O∗
2

[H2O] e
i(�t−�H2O

∗−�O∗
2
)

√
1 + �2�2

H2O
∗

√
1 + �2�2

O∗
2

,

(11)tan (�H2O
∗ ) = ��H2O

∗ ,

(12)tan (�O∗
2
) =

�

(
�O∗

2
+ �H2O

∗

)

1 − �2�O∗
2
�H2O

∗

≈ ��O∗
2
,

(13)
�(�, t) =

(
k
H2O

∗

0
EH2O

∗ + k
H2O

∗

O∗
2

(
EH2O

∗−EO∗
2

))
[H2O

∗]

+ k
O∗

2

0
EO∗

2
[O∗

2
] + ��(t)Einst[H2O].

(14)EH2O
∗ = EO∗

2
,
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finding a simplified solution for the photoacoustic response 
as a function of the H2O concentration:

The left-hand-side of Eq. (15) results in the model being 
independent of reaction (R11), which is reasonable consider-
ing the low rate coefficient.

Writing the photoacoustic source rate in a form with 
harmonic time dependence,

and using the assumptions of Eq. (15) together with the solu-
tions for [H2O

∗] and [O∗
2
] (Eqs. (9) and (10)) in the equation 

for the time-dependent photoacoustic source rate, Eq. (13), 
the complex amplitude at the frequency of modulation can 
be written as a function of the mole fraction of water, xH2O

 
(see supplementary material):

with

where

Here, n0 (in molecules/m3 ) is the overall number concen-
tration or density at the measurement temperature, T, and 
pressure, p, calculated for an ideal gas in the remainder of 
this work. Slight improvements in the prediction of the PA 
response should be possible, when also considering the 
real gas effects. xO2,dry

 is the molecular oxygen mole frac-
tion in dry air. Finally, the absolute value of � is the overall 
conversion efficiency, � (cf. Eq. (1)), which is a measure 
of the average relaxation time. The conversion efficiency 

(15)kV−T
O∗

2
,M
[M] ≪ 𝜔 ≪ kV−V

H2O
∗,O2

[O2].

(16)�(�, t) = H(�,�) ⋅ ei�t,

(17)H(�,�) ≈ � b I n0 xH2O
�(xH2O

),

(18)

�(xH2O
) =

1

c1 + xH2O
+ c2

�
1 − xH2O

� ⋅

⎛
⎜⎜⎜⎝
c1 + xH2O

+
c2
�
1 − xH2O

�
e
−i arctan

�
�

c3 n0 xH2O

�

�
1 + �2∕

�
c3 n0 xH2O

�2

⎞
⎟⎟⎟⎠
,

(19)c1 =
kV−T
H2O

∗,M
+

Einst

h �
kV−V
H2O

∗,O2
xO2,dry

kV−T
H2O

∗,H2O
− kV−T

H2O
∗,M

−
Einst

h �
kV−V
H2O

∗,O2
xO2,dry

,

(20)c2 =

4EH2O
∗

h �
kV−V
H2O

∗,O2
xO2,dry

kV−T
H2O

∗,H2O
− kV−T

H2O
∗,M

−
Einst

h �
kV−V
H2O

∗,O2
xO2,dry

,

(21)c3 = kV−T
O∗

2

, H2O.

is lower than one, when the relaxation time is in the order 
or longer than the modulation period. � also describes the 
average phase delay of the PA heat source rate relative to 
the excitation:

By equating Eqs. (3) and (22), the average relaxation time, 
� , can be calculated. Explicit dependencies of � on n0 , xO2,dry

 
and � have been dropped for clarity.

The absorption cross section intrinsically depends on the 
water vapor mole fraction, as the self-broadening of the cho-
sen absorption line will lead to a non-negligible decrease in 
the absorption cross section with rising water mole fractions. 
This can either be taken into account by defining � as a func-
tion of water mole fraction, or, approximating the absorption 
cross section with an average, lower value, which is sufficient 
for the purposes of this work. The introduced parameters c1 to 
c3 are practically constant in environments with constant dry 
air mole fractions for O2 and N2 , which is reasonable for most 
atmospheric measurement applications.

2.2.4  Microphone signal for a resonant cell

In a resonant PA cell, the complex pressure amplitude, A� , of 
mode j, at the angular frequency of resonance, �j , is propor-
tional to the overlap of the heat source with the complex con-
jugate of the normal mode of the acoustic resonator, �∗

�
 [22]:

Here, the ratio of specific heats was assumed independent of 
water vapor concentration and the volume integral extends 
over every point where the integrand does not vanish. 
Because of the spatial distribution of the (laser) irradiance, 
a spatial dependence of the rate of heat production remains. 
As pointed out in the introduction, large absorption at large 
mole fractions of water vapor will lead to a decrease in sen-
sitivity and in the PA signal generated, due to the decreased 
irradiance along the beam path. However, for absorptions or 
path lengths not too large, the Beer–Lambert law and hence 
the irradiance of a sufficiently collimated laser beam at point 
l along the PA cell can be approximated linearly by

with a normalized radial beam profile g(r) and a reduced 
absorption cross section �′ . With the assumptions that the 
water vapor is uniformly distributed along the laser beam 
and the acoustic normal mode is symmetric about the center 
of the cell along the laser beam (as it is the case for the fun-
damental longitudinal mode in a resonator with open ends), 

(22)�
(
xH2O

)
= Arg(�).

(23)Aj ∝ ∫ �∗
j
(�) H(�,�j) dV .

(24)I(l, r) = I0 g(r) (1 − �� [H2O] l),
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the complex pressure amplitude together with Eqs. (17) and 
(24) reduces to

where P = b P0 is the alternating component radiant flux 
(i.e., average power). The length l0 is the absorption path 
length to the center of the resonator. Combining all men-
tioned and other setup constants affecting the measured sig-
nal, including microphone sensitivity, microphone positional 
dependence and electronic amplification, the complex ampli-
tude of the microphone signal (in V) will be of the form

The introduced cell constants, Ccell and Bcell , will be func-
tions of the variables temperature, pressure and modulation 
frequency. Thus, determined and stated values for these con-
stants (in the following referred to as ‘setup parameters’) are 
only valid for a given combination of these variables.

In addition to the explicitly included second-order term 
in the microphone signal, arising from the linearly approxi-
mated laser power attenuation, several more effects will 
introduce deviations from a linear PA signal. For example, 
electret condenser microphones as used in this work exhibit 
a dependency of the microphone sensitivity, smic , on humid-
ity, i.e., smic(T , p, f ) = cmic(T , p, f ) + bmic(T , p, f ) n0 xH2O

 
+O(x2

H2O
) , which has to be accounted for [37].

First-order coefficients of these effects in the cell constant 
Ccell , such as the microphone humidity sensitivity coefficient 
bmic , result in additional second-order terms in the PA signal 
and thus can be included in the parameter Bcell , which in the 
following is referred to as first-order correction of the cell 
constant (see supplementary material, Sec. S3). The result-
ing third- and higher-order terms in the microphone signal 
are neglected.

In the special case, where the microphone sensitivity is 
independent of humidity and the optical path length is short, 
the amplitude (absolute value) of the derived theoretical 
microphone signal reduces to the same form as in Eq. (1).

The resulting function �(xH2O
) , describing the amplitude 

and phase of the generated and measured photoacoustic sig-
nal, is a function of the two setup parameters Ccell and Bcell , 
the three coefficients c1 , c2 and c3 , the known or measur-
able values of �j , P and n0 , and the unknown water vapor 
mole fraction, xH2O

 . When calibration over a large range of 
water vapor concentrations has to be performed, this func-
tion cannot be approximated by a lower degree polynomial, 
due to the intricate nonlinearity of �(xH2O

) . However, a con-
ventional nonlinear curve fit to measurement data in a lim-
ited range can be used to determine the two parameters and 
three coefficients of �(xH2O

) . It can be seen that for a given 
excitation energy, the parameters c1 to c3 do not depend on 
the measurement apparatus and thus should be universal 

(25)Aj ∝ � Pn0 xH2O
(1−�� n0 xH2O

l0) �(xH2O
),

(26)�(xH2O
) = Ccell � Pn0 xH2O

(1−Bcell n0 xH2O
) �(xH2O

).

for atmospheric measurement applications at similar condi-
tions. A slight temperature dependence should be observ-
able, due to the temperature dependence of the reaction rate 
coefficients.

In general, it will be advisable to only use the amplitude 
of the measured PA signal in the curve fit, as at resonance 
the measurement uncertainty of the amplitude will be much 
lower than the uncertainty of the measured phase. Addition-
ally, the phase given by the model goes to zero in the limit of 
small and large mole fractions. In practice, however, some 
offset of the model phase from the measured phase will be 
observable, as the measured signal will not reach zero phase, 
due to time delays in the electronics and signal processing. 
One possibility to make use of all information available is 
to include an additional model parameter for the constant 
phase offset and to include uncertainties for the phase in a 
nonlinear curve fit of the complex signal.

In most applications, a calibration curve returning the 
water vapor mole fraction corresponding to a measured PA 
signal is of interest. Although no closed-form expression for 
the water vapor mole fraction can be given, xH2O

 can be effi-
ciently determined for a measured PA signal amplitude, Si , 
by numerically finding the root of f (xH2O

) = Si − ‖�(xH2O
)‖.

3  Experimental setup and methods

To investigate the described effects on the relaxation time 
of water vapor in air, a single resonant photoacoustic cell 
is used for measuring the PA amplitude and phase at water 
vapor mole fractions in the range of 120–22,000 ppm in pure 
nitrogen and in synthetic air. An overview of the measure-
ment system used for the validation of the relaxation model 
is shown in Fig. 5. Humidities are set with a humidity gen-
erator and further diluted with a gas diluter. In the follow-
ing, the individual components and methods applied are 
described in detail.

3.1  Photoacoustic cell

The photoacoustic cell is a custom-built cell designed to 
handle increased flow rates. A 6 mm diameter cylindrical 
duct, milled into a stainless steel block, guides the gas flow 
axially through an acoustic resonator and acoustic filters (see 
Fig. 6).

The resonator has a length of 34 mm and is excited at the 
fundamental longitudinal mode at a frequency around 4580 
Hz ( 35 ◦C ) and with the pressure antinode in the middle of 
the resonator, where a microphone is connected in a noise- 
and gas-tight enclosure to measure the photoacoustic signal. 
Acoustically short concentric-tube resonators (SCRs), which 
are small volume, reactive acoustic bandstop filters similar 
to quarter-wavelength tubes [38], are connected at both ends 
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of the resonator (i.e., at the pressure nodes). The SCRs are 
6 mm in length and have diameters of 34 mm, tuned to the 
same resonance frequency as the resonator using finite ele-
ment method based optimization. This maximizes acoustic 
reflection at the resonator ends for the resonant mode and 
for unwanted external noise reaching the resonator. To fur-
ther decrease outside noise transmission at the measurement 
frequency into the resonator, one additional SCR is placed 
upstream as well as downstream of the resonance section. 
The distance between the SCRs is numerically optimized to 
maximize overall transmission loss. An additional measure 
to minimize measurement noise is the vibrational decoupling 
of the cell from the device rack by short sections of PTFE 
tubing and a vibration absorbing mounting.

The laser source is a fiber-coupled distributed feedback 
laser diode (NEL, NLK1E5GAAA), temperature controlled 
to the 7327.7 cm−1 (296 K) absorption line, which corre-
sponds to a ro-vibrational transition from the vibrational 
ground state to the vibrational H2O(1,0,1) state. This spe-
cific line was chosen because of the minimal line shift with 
pressure, high line intensity and low interference from other 
anticipated atmospheric constituents. The laser is square 
wave intensity modulated down to just below the lasing 
threshold at the resonance frequency with a benchtop laser 
driver (Thorlabs, ITC4001), maintaining an average power 
of 9.9 ± 0.1mW . The laser beam is collimated to 2 mm 
diameter, entering and exiting the cell at two flush-mounted 
N-BK7 Brewster-windows (angle of 56.4◦ ), which allows 

to maximize transmitted laser power. A thermal powerme-
ter (Thorlabs, PM16-401) is used to measure the average 
laser power when no water vapor is present in the cell, i.e., 
during background measurements, when the cell is flushed 
with synthetic air. During measurements a fiber splitter with 
99:1 split ratio (Thorlabs, TW1300R1A1) is used to moni-
tor the laser power with an InAsSb photodetector (Thor-
labs, PDA10PT-EC). Due to the stability of the laser diode 
in use over typical time periods between calibrations, no 
wavelength locking or power correction of the photoacoustic 
signal had to be applied.

The microphone in use is an electret condenser micro-
phone (Knowles, EK-23028) with a specified humidity 
sensitivity of 0.02 dB/% RH. Signals are preamplified with 
a tenfold gain, before sampling at 51.2 kHz with a 24 bit 
ADC (National Instruments, NI 9234) and processing with 
a real-time embedded controller (National Instruments, NI 
cRIO-9031) is carried out. This controller features a function 
generator for generating the laser modulation signal and a 
digital lock-in amplifier for phase-sensitive detection, imple-
mented on a reconfigurable field programmable gate array 
(FPGA). All signals are acquired with an integration time 
of 1 s. Background signal correction is carried out on the 
real-time processor of the controller.

The PA cell temperature and the gas temperature approxi-
mately 100  mm upstream of the cell are controlled to 
35.0 ± 0.2 ◦C by two heating cartridges (125 W each) inte-
grated into the stainless steel cell and heating tape around 

Fig. 5  Schematic drawing of the experimental setup with zero gas, 
humidity generator and gas diluter on the left hand side and photoa-
coustic (PA) cell, together with sampling and conditioning compo-

nents on the right hand side. Rectangles with p and T mark locations 
where pressure and temperature, respectively, are controlled within 
the ranges stated in the text

Fig. 6  Schematic drawing of the 
photoacoustic cell and measure-
ment setup. System control and 
data acquisition are performed 
on the real-time embedded 
controller (NI cRIO)
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the upstream piping. The heating elements are controlled 
by a PID-controller implemented on the real-time embed-
ded controller, which is supplied with the cell temperature 
and the gas temperature upstream of the cell measured with 
resistance temperature detectors (PT100, 1/3 DIN). A scroll 
pump in combination with a critical orifice with 350 μm 
nominal diameter is used to maintain a constant volumetric 
flow rate of 0.75 slpm through the cell. The critical orifice 
has the additional benefit of inhibiting noise from the down-
stream pump reaching the cell. Directly upstream of the PA 
cell, a pressure controller maintains a constant pressure of 
800(5) hPa inside the cell.

3.2  Humidity generation

Synthetic air or molecular nitrogen (Messer, for properties 
see Table 2) is either directly routed to the photoacoustic 
cell for the measurement of the background signal and noise, 
or humidified with a custom-made two-pressure humidity 
generator. The humidity generator consists of a pre-satura-
tor, a heat exchanger and a saturator, where the latter two 
components are placed in a temperature-controlled water 
bath. Supplied zero gas is humidified in the presaturator to 
approximately 95% relative humidity at room temperature by 
passing the gas through a porous ceramics with honeycomb 
structure (IBIDEN Ceram) in a bath of distilled water. After 
pre-saturation, the gas is cooled and saturated to the desired 
saturation vapor pressure in a coiled tube heat exchanger 
combined with a saturator, which is formed by a milled 
channel in a stainless steel block, halfway filled with dis-
tilled water. The temperature of the water bath can be con-
trolled to values between 1 and 20 ◦C with an uncertainty of 
0.16 ◦C . Setting the pressure in the saturator with a pressure 
controller in the range of 1–8 bar ( ±2 hPa ) allows to calcu-
late the set saturation water vapor pressure or mole fraction 
[39, 40]. Uncertainties for the water vapor mole fractions in 
the two-pressure humidity generator have been calculated 
according to Meyer et al. [41]. The humidified air can then 
either be passed directly to the PA cell, or passed through the 
temperature controlled gas diluter [42], where the zero gas 
is mixed with the humidified gas based on binary weighted 
critical flows. This way, dilution ratios down to 1 : 31 have 
been used to further lower the water vapor mole fraction.

3.3  Correction of the photoacoustic phase

The speed of sound in the PA cell and hence the resonance 
frequency of the resonator is a function of the gas tempera-
ture and pressure, as well as the water vapor mole fraction 
[43]. To accurately determine the PA signal at varying water 
vapor mole fractions, a change in the resonance frequency 
either has to be actively tracked with the modulation fre-
quency or corrected for. The measurement system in use is 
only capable of reliably tracking the resonance frequency 
at water vapor mole fractions above 1000 ppm and exhibits 
phase errors too large for the targeted accuracy. Therefore, 
the modulation frequency is held constant for all measure-
ments with one carrier gas and the phase of the measured 
signal is then corrected according to the procedure described 
in the following. A correction of the PA amplitude was not 
carried out, because signal losses in the amplitude are low 
for the given Q-factor and the anticipated resonance fre-
quency shifts (see Sects. 4.1 and 4.2).

In the proximity of the resonance peak, the phase of the 
photoacoustic signal can be approximated by a linear func-
tion of the frequency shift with slope a� . Using this function, 
the phase measured at frequency f0 and water vapor mole 
fraction xH2O

 can then be corrected to give the phase at the 
actual resonance frequency, fres:

The slope a� can be determined from a measurement of the 
PA response around the resonance and the unknown fres is 
calculated by using the fact that for a longitudinal resonator 
the resonance frequency is given by

where c is the speed of sound, mj is a non-negative integer, 
characteristic for the chosen resonance mode, and Lres is the 
effective length of the resonator. When the resonance fre-
quency and speed of sound are known at a reference point 
(denoted by the subscript 0), the actual resonance frequency 
can be approximated by

The speed of sound in the gas mixtures was calculated 
according to Zuckerwar [43], as it can be described to great 
accuracy by theory at various temperatures and pressures. 
For the nitrogen mixture, however, no virial correction of 
the speed of sound was carried out.

(27)�(fres, xH2O
) = �(f0, xH2O

) + a�⋅
(
fres − f0

)
.

(28)f = mj

c

2 Lres
,

(29)fres(xH2O
) = f0

c(f0, xH2O
)

c0
.

Table 2  Supplier specification for composition and relevant trace lev-
els of synthetic air and nitrogen used in measurements

Synthetic air Nitrogen

x
N2,dry

79.5 vol% 99.99 vol%
xO2,dry

20.5 vol% ≤2 ppmV
xH2O

≤2 ppmV ≤3 ppmV
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3.4  Measurement

First, photoacoustically excited resonance curves were 
recorded at steady water vapor mole fractions of 4900 ppm 
in synthetic air and 11821 ppm in nitrogen, to determine 
the reference speed of sound and the reference resonance 
frequency for later correction of the phase according to Eq. 
(27). High water mole fractions were used to ensure a high 
signal to noise ratio (SNR). Resonance frequency and qual-
ity factor (Q-factor) were determined from a nonlinear curve 
fit of a Lorentzian function to the microphone signal power, 
which was measured at modulation frequencies in a ±400 Hz 
range of the resonance frequency with a resolution of 25 
Hz. The resonance frequency is the frequency with maxi-
mum power and the Q-factor is the ratio of the resonance 
frequency to the full frequency width at half the maximum 
(FWHM) of the measured resonance curve. All following 
measurements were then conducted with the laser modulated 
at the determined resonance frequency.

Before each measurement series with synthetic air or 
nitrogen, the background signal, �BG = (SBG,I , SBG,Q)

T , was 
acquired for 60 s, after flushing the PA cell with the respec-
tive zero gas for approximately 20 minutes. Here, I and Q 
denote the in-phase and quadrature components of the lock-
in amplifier signal, respectively. Subsequently, the photoa-
coustic signal in the humidified gas, �m = (Sm,I , Sm,Q)

T , was 
measured and the actual signal amplitude, S, and phase, � , 
were calculated after phase-correct background correction. 
This was achieved by subtracting the mean of the back-
ground signal of the corresponding buffer gas before calcu-
lating amplitude or phase:

An Allan deviation analysis of the PA background signal for 
pure synthetic air showed that deviations in the background 
signal due to drift over the time necessary for each meas-
urement series are below the noise level at 1 s integration 
time. For this reason and the fact that the overall uncertainty 
is dominated by the uncertainty in the provided humidity, 
fluctuations of the background signal are not considered in 
the evaluation.

Starting from initial water vapor mole fractions (11435 
ppm in synth. air and 11821 ppm in N2 ), the water con-
centration was incrementally decreased. After reaching the 
minimum concentration (124 ppm and 132 ppm, respec-
tively) the water vapor concentration was increased again 

(30)
S = ‖�m − �BG‖
=

�
(Sm,I − SBG,I)

2 + (Sm,Q − SBG,Q)
2,

(31)� = arctan

(
Sm,Q − SBG,Q

Sm,I − SBG,I

)
.

until reaching the maximum measured concentration (22154 
ppm and 20278 ppm, respectively). This way, each measure-
ment at a specific water vapor concentration is only taken 
once, but the interleaved measurements give a measure of 
repeatability. For each mole fraction set, the PA signal was 
recorded for 30 s after attaining a steady signal level. Mole 
fractions below 3900 ppm were generated in combination 
with the gas diluter.

3.5  Data analysis

The amplitude of the postulated nonlinear function for the 
PA response of water vapor in air, Eq. (26), was fit to the 
measured PA amplitude in a weighted least-squares sense, 
using a commercial curve fitting software [44]. Mole frac-
tion weighted signal amplitudes were used to force mini-
mization of the relative error, as otherwise large relative 
errors are tolerated for low signal levels in favor of small 
absolute errors at high amplitudes. The iterative trust region 
reflective solver was used to determine the best-fit values 
of the five parameters and coefficients Ccell , Bcell , c1 , c2 and 
c3 . Starting values for the coefficients c1 to c3 were calcu-
lated using the rate coefficients given in Table 1 and set-
ting EH2O

∗ = 1595 cm−1 (i.e., equal to the energy of the H2O

(0,1,0) level) and

For measurements in humidified nitrogen, the oxygen mole 
fraction of the carrier gas, xO2,dry

 , in c1 and c2 (Eqs. (19) 
and (20)) is set to zero. The conversion efficiency then is 
equal to unity (cf. Eq. (18)) and, as a result, the PA response 
of water vapor, Eq. (26), in nitrogen reduces to a simple 
second-degree polynomial with the fit parameters Ccell and 
Bcell . Therefore, the coefficients c1 to c3 cannot be determined 
from measurements in humidified nitrogen.

In all of the presented figures, error bars for the PA 
amplitude mark the standard deviations calculated for the 
measured signal during the measurement time. Error bars 
for the phase indicate the uncertainty in the measured phase, 
calculated according to the GUM [45] using Eq. (27), while 
error bars for the mole fraction mark the uncertainty (95%) 
in the mole fraction (see Sect. 3.2).

4  Results and discussion

4.1  Nitrogen

In humidified nitrogen, a resonance frequency of 4658 Hz 
was determined at the reference water vapor mole fraction 
of 11821 ppm. As explained before, the modulation fre-
quency was held constant at this value for all subsequent 

(32)Einst = h � − 4EH2O
∗ .
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measurements in nitrogen and the phase was corrected using 
Eq. (27). However, additional resonance curves at higher 
and lower water mole fractions were acquired. The deter-
mined resonance frequencies showed good agreement with 
the theoretical values calculated from Eq. (29). For the maxi-
mum and minimum water vapor mole fractions measured, 
the resonance frequencies calculated are 4664 Hz and 4650 
Hz, respectively. The largest resulting resonance shift, which 
occurs for the smallest H2O concentration, is estimated to 
cause amplitude errors less than 0.4% for the evaluated 
Q-factor of the PA cell of 17.

The measured and background-corrected PA amplitude 
and phase for nitrogen is shown in Fig. 7, together with the 
determined polynomial fit. Figure 8 is a plot of the amplitude 
with logarithmic scales, better displaying a linear response 
at low mole fractions.

A nonlinear PA response and phase shift with increasing 
H2O concentration as is shown below for air would be meas-
urable, if N2 would be excited in similar quantities as O2 , 
because of the similar rate coefficients of (R13) and (R14).

For the evaluated range of water concentrations, it can 
be seen that the response is presumably linear for a large 
range of water fractions and a polynomial of second degree 
is sufficient to adequately capture and predict the PA ampli-
tude response in nitrogen. In this range, the error in the 
humidity sensitivity of the electret microphone by a linear 
approximation is lower than 0.4% for the specified sensitiv-
ity of 0.02 dB/%RH. The best-fit values and 95% confidence 
intervals for Ccell , and Bcell in Eq. (26) are given in Table 3 
in terms of sensitivity and first-order sensitivity correction, 
respectively.

The initial offset of approximately 22◦ of the corrected 
phase, shown in the lower part of Fig. 7, is arbitrary and 
is a result of the time delays in the electronics and signal 
processing for the given modulation frequency, affecting the 

measured phase. The phase, however, exhibits a small dip 
below 2000 ppm and a decreasing trend above. At low water 
fractions, the small measured decrease and recovery of less 
than 1◦ may be the result of the competing V–T relaxation 
processes (R12) and (R14).

H2O is much more efficient in the thermalization of 
vibrationally excited nitrogen than N2 itself or O2 and thus a 
phase shift and increase in sensitivity should be observable, 
if nitrogen is excited in substantial numbers. The small mag-
nitude of the observed shift in phase, however, indicates the 
marginal contribution of the V–T relaxation of N∗

2
 to the PA 

source rate of heat production. Because the measured ampli-
tude also remains practically linear over the full range of 
concentrations (to the extent measurable with the accuracy 
of the given setup), we conclude that the vibrational excita-
tion of molecular nitrogen is of negligible importance in 
the PA signal generation process of water vapor in nitrogen, 
as well as in air. This justifies neglecting the V–V transfer 
process (R10) in the derivation of the three-state model. We 
would like to note at this point that it is still necessary to 
experimentally validate this assumption for higher modula-
tion frequencies.

The values for the cell constant and the first-order cor-
rection differ from the values in air, mainly because of the 
modulation frequency and composition-dependent micro-
phone sensitivity. As mentioned in Sect. 3.5, the coeffi-
cients c1 to c3 cannot be determined for the carrier gas 

Fig. 7  Measured and background-corrected amplitude and phase of 
the photoacoustic signal of water vapor in nitrogen at 35 ◦C and 800 
hPa, together with the polynomial fit to the amplitude response. Dot-
ted lines give the 95% (i.e., coverage factor k = 2 ) functional bounds 
of the fit. Error bars are described in the text

Fig. 8  Logarithmic plot of the measured and background corrected 
amplitude of the photoacoustic signal of water vapor in nitrogen. For 
an explanation of the lines, see Fig. 7

Table 3  Best-fit values and confidence interval (95%) of the param-
eters of the model, Eq. (26), determined from the curve fit to the 
measured and background-corrected PA amplitude of water vapor in 
nitrogen at 35 ◦C and 800 hPa

Coefficient Value Confidence interval

Ccell � Pn0 8.566 μV∕ppm ± 0.17 μV∕ppm

Bcell n0 5.649 ppm/ppm ±2.5 ppm/ppm
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nitrogen, the reason being the fast relaxation of H2O
∗ by 

N2 , i.e., the rate kV−T
8

 (or equivalently kV−T
H2O

∗,M
 ) in reac-

tion (R8). Without the possibility of vibrational coupling 
of H2O

∗ and O∗
2
 , this reaction on its own induces full relax-

ation of H2O(1,0,1) within typical PA modulation periods. 
For the N2 environment, this fast relaxation time results in 
a constant zero phase shift with respect to the excitation 
predicted by the model.

Due to the small magnitude of the observed phase shift, 
it cannot be fully ruled out that the measured variations 
are caused by minor temperature variations of the PA cell, 
inducing a shift of the resonance frequency. The reasons 
for the observable, superimposed trend with increasing 
water mole fractions are still unclear, but changing micro-
phone sensitivity could be one possible source of origin. 
An error in the correction of the resonance frequency 
could be ruled out, as the calculated phase at resonance 
was verified at several water vapor mole fractions with 
additionally acquired resonance curves.

4.2  Synthetic air

The resonance frequency at the measurement temperature 
and pressure, determined for humidified synthetic air at 
the reference water vapor mole fraction of 4900 ppm, is 
4586 Hz. Background measurement and measurements of 
the PA signal in humidified synthetic air were conducted 
at this modulation frequency. For the maximum and mini-
mum water vapor mole fractions measured, the resonance 
frequencies calculated according to Eq. (29) are 4598 and 
4584 Hz, respectively. Experimental determination of the 

resonance frequency at several water vapor mole fractions 
confirmed the theoretical calculation. The largest resulting 
resonance shift, which occurs for the largest H2O concen-
tration, is estimated to cause amplitude errors less than 
0.8% for the evaluated Q-factor.

4.2.1  PA amplitude and phase

Figure 9 shows the measured and background-corrected 
PA response for water vapor in synthetic air. The solid line 
in the upper panel is the fit of the PA amplitude response, 
calculated by fitting the amplitude of the model function 
(absolute value of Eq. (26)) to the measured PA amplitude 
data with the given starting values for the model parameters 
and coefficients. Dashed lines again show the 95% confi-
dence bounds for the fit and a plot of the PA amplitude with 
logarithmic scales is shown in Fig. 10.

The lower panel of Fig. 9 shows the measured and cor-
rected phase of the PA signal, together with the phase calcu-
lated from Eq. (22) with the coefficients estimated from the 
amplitude fit. Because of the different modulation frequency, 
the absolute value of the phase in synthetic air cannot be 
directly compared to the phase measured in nitrogen. The 
measured phase again includes a constant arbitrary phase 

Fig. 9  Measured and background-corrected amplitude and phase 
of the photoacoustic signal of water vapor in synthetic air at 35 ◦C 
and 800 hPa. Solid lines are evaluated from the fit of the three-level 
model to the measured and background-corrected PA amplitude. The 
phase evaluated from the model fit is offset by −7.7◦ . Dotted lines 
give the 95% (i.e., coverage factor k = 2 ) functional bounds of the fit. 
Error bars are described in the text

Fig. 10  Logarithmic plot of the measured and background-corrected 
amplitude of the photoacoustic signal of water vapor in synthetic air. 
For an explanation of the lines, see Fig. 9

Table 4  Best-fit values and uncertainties of the parameters and coef-
ficients of the model, Eq. (26), determined from the nonlinear curve 
fit to the measured and background-corrected PA amplitude of water 
vapor in synthetic air at 35 ◦C and 800 hPa

Coeffi-
cient

Value Confidence interval (95%)

Ccell � Pn0 9.285 μV/ppm ±0.82 μV/ppm

Bcell n0 7.023 ppm/ppm ±4.6 ppm/ppm
c1 6.112 × 10−4 ±5.5 × 10−4

c2 2.565 × 10−3 ±1.4 × 10−3

c3 3.101 × 10−13 cm3∕(molec.s)±1.7 × 10−13 cm3∕(molec.s)
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shift from the specific time delays at the given modulation 
frequency. For the purpose of an easier comparison of meas-
ured and modeled phase, the model phase is offset by −7.7◦.

Estimated best-fit parameters and coefficients are given 
in Table 4, where Ccell , and Bcell again have been given in 
terms of sensitivity and first-order sensitivity correction, 
respectively. The calculated sensitivity of 9.28 μV/ppm is 
approximately the maximum achievable sensitivity, which 
is reached when the conversion efficiency � → 1 in the limit 
of large water vapor mole fractions. In this limit, H2O

∗ is 
thermalized by H2O , before V–V transfer to O2 can occur. 
One may notice the high uncertainty in the value of the first-
order sensitivity correction, which comes from the limited 
range of water vapor concentrations used for calibration. 
To decrease the uncertainty, a larger range would be nec-
essary, but measuring at even higher concentrations may 
require higher-order terms, as the linear approximation of 
the Beer–Lambert law is invalidated. 

Figure  11 shows the relative residual of the model 
response, which is, for a given microphone signal, the dif-
ference of the water vapor mole fraction predicted by the 
model and the mole fraction set by the humidity genera-
tor. With the estimated parameters and coefficients, residual 
mole fractions are below 4% above 500 ppm water vapor 
mole fraction. At lower fractions, the decreasing relative 
accuracy of the combination of humidity generation and PA 
measurement setup results in increasing deviations of the 
model from the measured response. Therefore, it is incon-
clusive whether the model is capable of returning satisfying 
predictions for the PA response for mole fractions down to 
the ppm level with the assumptions made in the derivation. 
Validation with a larger range of concentrations, especially 
below 1000 ppm, and a setup of combined higher accuracy 
would allow a much preciser determination of the model 
coefficients.

Overall, the derived model shows excellent capability of 
reproducing the functional relationship between the water 
vapor mole fraction in air and the measured PA amplitude 
response. The additional close agreement between meas-
ured and predicted phase response reassures that the model 
describes the main processes involved in release of kinetic 
energy by relaxation of H2O from low lying vibrational 
states. Also, considering the trend of decreasing phase 
observed in the nitrogen buffer gas, which presumably is 
independent of the relaxation process, further decreases the 
differences in the measured and predicted PA phase response 
for water vapor in air. Measured and trend-adjusted phase 
values in Fig. 9 below the reference point concentration of 
4900 ppm should be decreased, whereas values above should 
be increased.

An idea briefly discussed in Sect. 2.2.2 is the use of the 
complex signal for finding the best-fit parameters. Fitting the 
complex PA signal gives parameter values in close agree-
ment to the values determined by only fitting the amplitude 
response. However, the large uncertainty in the measured 
phase may introduce large systematic errors, deteriorating 
the estimated values. For devices with an accurate resonance 
frequency tracking functionality implemented, a precise rel-
ative measurement of the signal phase may be possible and 
allow enhancing the parameter estimation by the simultane-
ous use of the entire information available, i.e., measured 
amplitude and phase.

4.2.2  Sensitivity and PA conversion efficiency

Figure 12 shows the sensitivity of the measurement setup 
and the overall PA conversion efficiency calculated from 
Eq. (18) with the determined fit parameters. The sensitivity 
equals the derivative of the signal amplitude with respect to 
the water vapor mole fraction. It is calculated numerically 
from the determined best-fit model function.

Fig. 11  Relative residual of water vapor mole fraction for the model 
fit. Both, vertical and horizontal error bars mark the uncertainty 
(95%) of the humidity generation

Fig. 12  Sensitivity of the PA measurement setup calculated numeri-
cally from the determined best-fit model function (800 hPa and 
35 ◦C ), together with the determined overall PA conversion efficiency 
at various pressures and modulation frequencies (all at 35 ◦C)
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The PA conversion efficiency asymptotically approaches 
approximately 19.2% in the limit of small mole fractions of 
water vapor. As a consequence, the sensitivity also reaches 
only about 19% of the maximum sensitivity (cf. Table 4) 
in this region, where the attenuation of irradiated power 
is negligible. In the process of heat production, this value 
corresponds to the energy released instantaneously after 
radiative excitation, i.e., Einst , plus the energy released by 
the V–T relaxation of H2O

∗ or O∗
2
 by collision with either 

O2 or N2 . For an excitation energy equal to 7327 cm−1, the 
photoacoustically available energy is approximately equal to 
1400 cm−1 per exited molecule at the conditions of measure-
ment. The large residual energy, in the low concentration 
limit, is lost in vibrationally excited oxygen, due to its long 
relaxation time. Increasing the water vapor mole fraction 
up to 16,000 ppm increases the PA conversion efficiency 
and the heat production rate up to the point, where the full 
energy (99%) is released within the period of modulation. 
However, before this point is reached, decreased irradiance 
due to absorption deteriorates the sensitivity for the pre-
sented setup. The attenuation, calculated from Bcell , rises 
above 1% at approximately 1400 ppm and initiates a transi-
tion to decreasing sensitivity. Maximum sensitivity for the 
given cell is reached at 4400 ppm. For PA spectroscopy set-
ups where absorption path lengths are much shorter (e.g., in 
QEPAS), attenuation effects may be delayed to higher water 
vapor concentrations. Increasing modulation frequency, 
however, also delays reaching the full conversion efficiency 
to higher concentrations (cf. Fig. 12).

With the value of the sensitivity in the limit of low con-
centrations, s0 , the theoretical 3� limit of detection can be 
estimated:

where �noise is the standard deviation of the measured PA 
amplitude in the background measurement at an integra-
tion time of 1 s. Neglecting the nonlinear nature of the PA 
response and taking a value of the sensitivity close to the 
maximum observed would result in underestimating the 
LOD by approximately a factor of five.

The model may also be used to explain the sensitivity 
characteristics of the photoacoustic hygrometer of Tátrai 
et al. [11] (their Fig. 4). In their work, the measured sen-
sitivity at a pressure of 800 hPa roughly remains constant 
below 250 ppmV, from where it steadily increases up to 
approximately 5000 ppmV. Above, the sensitivity starts to 
decrease again. This behavior closely matches the sensitivity 
demonstrated in this work.

The PA conversion efficiency given in Eq. (18) and shown 
in Fig. 12 is a function of the number density, which itself is 
a function of measurement pressure and temperature 

(33)LODH2O
=

3 �noise

s0
= 38 ppm,

according to the ideal gas law. In a typical pressure and 
temperature-controlled photoacoustic setup, these two vari-
ables can be varied to some extent; therefore, it is beneficial 
to identify favorable magnitudes for the state variables, 
which maximize the conversion efficiency. In Eq. (18) the 
number density, n0 , only appears in combination with c3 , 
which is the rate coefficient for the V–T relaxation of O∗

2
 by 

collision with H2O , i.e., kV−T
O∗

2
,H2O

 (cf. Eq. (21)). Increasing 
pressure can thus be viewed as proportionally increasing the 
V–T relaxation rate kV−T

O∗
2
,H2O

 , which results in accelerated 
deexcitation of O∗

2
 and consequently in an increased PA con-

version efficiency when relevant amounts of water vapor are 
present. It follows that the conversion efficiency can be 
maximized by maximizing the measurement pressure. This 
behavior is shown in Fig. 12 for the measurement pressure 
of 800 hPa, as well as higher and lower pressures. Contrary 
to the pressure dependence, the conversion efficiency is 
maximized by minimizing temperature. When the modula-
tion frequency is increased, less heat is released in phase 
with the modulation and therefore the conversion efficiency 
is decreased (cf. Fig. 12). In general the PA signal, given by 
Eq.  (26), will also depend on pressure and temperature 
through the characteristics of the microphone, hence the 
overall dependence of the PA signal on pressure and tem-
perature can only be calculated for a specific setup.

The best-fit values for the coefficients c1 and c2 are slightly 
lower than the starting values calculated from literature val-
ues. Due to the convoluted dependencies of these coeffi-
cients on the rate coefficient and energies, it is difficult to 
draw direct conclusions about the involved processes. To 
assess relevant physical constants in these model coeffi-
cients, Figs. 13 and  14 show the local relative sensitivity of 
the PA conversion efficiency and the phase shift on the four 

Fig. 13  Relative local sensitivity of the PA conversion efficiency on 
rate coefficients, k

i
 , and on the energy of the H

2
O

∗ reservoir, E
H2O

∗ . 
The sensitivity is calculated with literature rate coefficients and for 
the conditions of measurement (800 hPa, 35 ◦C , 4586 Hz and 20.5% 
O

2
 fraction)
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remaining rate coefficients of the model and on the energy 
of the H2O

∗ reservoir, EH2O
∗ , at the conditions of measure-

ment. The shown sensitivity gives the local relative change 
in � or � per relative change in the rate coefficient or energy 
at the given water concentration. The relative sensitivity of 
� is equal to the relative sensitivity of the signal amplitude. 
It can be seen that the magnitude of the conversion efficiency 
as well as the phase shift is most sensitive to EH2O

∗ . The 
value for the energy of the reservoir determines the energy 
released instantaneously after radiative excitation (cf. 
Eq. (32)), which at low water vapor concentrations is the 
main contribution to the PA heat source rate and therefore 
also to � and the signal amplitude. This explains the large 
sensitivity of � to EH2O

∗ at low concentrations. Figures 13 
and  14 also show that directly applying literature values for 
rate constants and the energy of the reservoir in the model, 
instead of the fit parameters c1 and c2 , requires the accurate 
determination of all of the rate constants of the involved 
reactions to accurately predict the amplitude and phase 
response of a PA hygrometer over the range of mole frac-
tions studied in this work. As uncertainties and therefore 
probably also errors in the literature rate coefficients are 
generally large (e.g., Huestis [25]), this inevitably will lead 
to large deviations between model prediction and experi-
mental measurements. However, this underlines the benefit 
of the proposed model function of summarizing four coef-
ficients: ( kV−T

H2O
∗,M

 , kV−V
H2O

∗,O2
 , kV−T

H2O
∗,H2O

 and EH2O
∗ ) in the two 

coefficients c1 and c2 , which can be determined from 
calibration.

Only at large concentrations, where � approaches unity, 
the conversion efficiency and therefore also the PA signal 
amplitude become insensitive to the constants and a simple 
second-order polynomial suffices to describe the signal 

amplitude. At low water concentrations, the signal amplitude 
only depends on kV−T

H2O
∗,M

 , kV−V
H2O

∗,O2
 , and EH2O

∗ . Therefore, the 
PA response for low water concentrations can be fully 
described by the coefficients c1 and c2 in addition to the cell 
parameters. This also opens up the possibility of determining 
the ratio of kV−T

H2O
∗,M

 and kV−V
H2O

∗,O2
 by measuring the PA 

response at low concentrations for excitation into the H2O

(0,1,0) state, where EH2O
∗ is accurately known. Additionally, 

in such an experiment the model describes the full relaxation 
path, and uncertainties introduced by model assumptions are 
negligible.

The third coefficient, c3 , is equivalent to the rate coeffi-
cient of the V–T relaxation of O∗

2
 by collision with H2O , i.e., 

kV−T
O∗

2
,H2O

 in reaction (R13). The determined value is about an 
order of magnitude higher than the rate measured by Bass 
et al. [26, 27, 30]. Unfortunately, the latter, much-cited rate 
coefficient is, to our knowledge, the only literature value 
available for this process. When constraining the value of c3 
(and thus kV−T

O∗
2
,H2O

 ) to the reaction rate coefficient stated by 
Bass et al., it is not possible to reproduce the measured PA 
response with the derived model function, Eq. (26). This is 
the result of an underestimation of the phase-delayed PA 
heat source rate component due to reaction (R13) (cf. last 
term in brackets in Eq. (S2)). For this reason we suspect that 
the value stated for kV−T

O∗
2
,H2O

 by Bass et al. may be underesti-
mated. Figure 14 shows the high sensitivity of the phase 
shift to the rate coefficient in question. This implies that 
kV−T
O∗

2
,H2O

 may be directly and accurately determined from a fit 
of the model to PA measurements of excitation into the H2O

(0,1,0) state considering the measured phase. The sensitivity 
of � and the signal amplitude to the rate coefficient are 
shown to be negligible (cf. Fig. 13). However, this changes 
when kV−T

O∗
2
,H2O

 is set to the value determined by the fit param-
eter c3 . In this case, the reaction coefficient strongly contrib-
utes to � in the range of 1000–10,000  ppm. This also 
explains the inability of the model to reproduce the meas-
ured amplitude when kV−T

O∗
2
,H2O

 is constrained to the literature 
value.

5  Conclusions

In the present work, we demonstrated the significant and 
unfavorable effects of relaxation processes involving 
molecular oxygen, on the vibrational photoacoustic meas-
urement of water vapor in air. The strong resonant coupling 
of the first vibrationally excited state of water vapor, H2O

(0,1,0), with the long-living, first vibrationally excited 
state of molecular oxygen, O2(1), leads to a relaxation time 
that is large in comparison to typical modulation periods 
in photoacoustic spectroscopy. This results in a nonlinear 

Fig. 14  Relative local sensitivity of the PA phase shift on rate coef-
ficients, k

i
 , and on the energy of the H

2
O

∗ reservoir, E
H2O

∗ . The 
sensitivity is calculated with literature rate coefficients and for the 
conditions of measurement (800 hPa, 35 ◦C , 4586 Hz and 20.5% O

2
 

fraction)
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photoacoustic signal response which has to be taken into 
account in measurements of water vapor in atmospheric 
environments. Neglecting relaxation losses and assuming a 
linear functional relationship between the number of absorb-
ing molecules and the measured PA signal as it is commonly 
done may lead to indeterminate errors when extrapolating 
the signal outside the measurement range.

We propose a simplified model in the form of Eq. (26), 
physically approximating the main relaxation processes 
involved. The derived model describes the microphone sig-
nal measured in a resonant photoacoustic cell and a mixture 
of air and water vapor, after radiative excitation from the 
ground state into vibrational H2O(1,0,1) state. Furthermore, 
the suggested model may easily be adapted to lower and pos-
sibly also higher excitation energies. Additionally, adaption 
of the model to predict the PA response for other systems 
of measured species and carrier gas, where the vibrational 
coupling to oxygen is of importance, seems feasible (e.g., 
CH4 in air [17]). Validation of the model was performed for 
the range of approximately 100–22,000 ppm water vapor 
mole fraction in synthetic air.

The presented PA measurement results of water vapor in 
nitrogen show that the process of excitation of nitrogen by 
V–V energy transfer does not contribute significantly to the 
decrease of the signal for water vapor mole fractions greater 
than 100 ppm and at typical modulation frequencies. Hence, 
sensitivity losses in air are fully attributable to oxygen, and 
no losses are to be expected in nitrogen environments. Thus, 
applying corrections based on photoacoustic water vapor 
measurements in nitrogen to measurements made in air (e.g., 
[5]) can lead to significant errors. Contributions arising from 
minor air constituents (e.g., Ar , CO2 ) have been neglected 
in the current analysis. Consideration of relevant relaxation 
processes of these constituents may lead to a more accurate, 
but possibly more complicated model.

The derived model contains three coefficients, c1 to c3 , 
which summarize kinetic coefficients and are universal for 
a given excitation energy and carrier gas composition. The 
three coefficients should be practically independent of the 
measurement setup. Only minor temperature dependence 
should be observable, caused by the temperature depend-
ence of the rate coefficients. Thus, determining c1 to c3 once 
allows to predict the response of a PA hygrometer outside 
the calibration range. Best-fit results for the two device 
parameters, Ccell and Bcell , and the three coefficients, deter-
mined from measurement data are given in Table 4.

The two device parameters, Ccell and Bcell , correlate to 
measurement sensitivity and first-order correction of the 
cell constant Ccell . In environments of sufficiently low water 
vapor concentrations, where a decrease of irradiance due 
to absorption and other second-order effects in the micro-
phone signal may be neglected, the sensitivity is the only 
setup specific parameter. When the coefficients of the kinetic 

model, c1 to c3 , are accurately determined, the calibration 
of a photoacoustic hygrometer (i.e., the determination of 
Ccell ) in this region may be accomplished by a background 
measurement combined with a single, accurate reference 
concentration measurement. The presented findings sug-
gest that the derived model should then allow extrapola-
tion within the region of low water vapor concentrations. 
When measurements have to be accomplished at high water 
vapor concentrations, where second-order effects cannot be 
neglected, the two device parameters, Ccell and Bcell , can be 
determined solely from calibration at high water vapor con-
centrations. Accurately determined coefficients of the PA 
conversion efficiency may allow accurate extrapolation to 
lower water vapor fractions.

Evaluation of the model coefficient c3 opens up the pos-
sibility of estimating the V–T relaxation rate coefficient of 
O2(1) by H2O , i.e., of reaction (R13). The estimated value 
determined in this work is an order of magnitude larger 
than the value measured by Bass et al. [26, 27, 30], which 
apparently is the only literature source available for this 
rate. As this value is also of relevance to the atmospheric 
radiative transfer community, the discrepancy will be further 
investigated.
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In this supplementary material a discussion of the effects of trace constituents on the relaxation path
and the derivation of the complex amplitude of the PA heat source rate are presented.

S1 Relaxation by trace constituents in atmospheric environments

The restriction to only model reactions of H2O with the major atmospheric constituents N2 and O2 should
only have minor ramifications for practical atmospheric measurement applications, as discussed in the
following. In specific applications, however, where substantial amounts of other constituents are present
(e.g. CO2 in exhaust gas measurements), relevant relaxation processes of these constituents will have to be
included in the analysis of the relaxation path.

S1.1 Argon

In atmospheric environments the rate coefficient for V-T relaxation of H2O∗ by Argon is of the same order
as the rate coefficient for V-T relaxation by N2 or O2 [1]. For the population of the O∗

2 state, the V-T
relaxation by Ar is also insignificant, as it is even slower than the self relaxation, i.e. the relaxation by O2

[2]. Hence, the presence of Ar will not change the presented relaxation path.

S1.2 Carbon dioxide

At large concentrations of water vapor, carbon dioxide also is a negligible collision partner due to the low
atmospheric concentrations, currently in the order of 400 ppmV [3]. In the limit of low concentrations of
H2O, the strong V-V coupling of H2O∗ and O∗

2 will lead to an efficient and fast excitation of O∗
2 irrespective

of the presence of CO2, with only a minor increase in the PA conversion efficiency caused by the additional
V-T relaxation of H2O∗ by CO2. For this rate literature values are only available for high temperatures [4],
but it can be assumed lower than the self relaxation rate of H2O. V-T relaxation of O∗

2 by CO2 is negligible
as kV -T

O∗
2 ,CO2

≈ kV -T
O∗

2 ,O2
[5]. The rate coefficient for the V-V transfer from O∗

2 to CO2 is an order of magnitude

lower than the V-T relaxation rate by H2O, i.e. kV -T
O∗

2 ,H2O
. Thus if all vibrational energy transferred to CO2

were released instantaneously, 400 ppmV CO2 are approximately equivalent to 40 ppmV H2O. However,
from the sensitivity of the conversion efficiency on kV−T

O∗
2 ,H2O

, shown in Fig. 13, it can be seen that 40 ppmV

of water vapor do not significantly contribute to the relaxation of O∗
2.

Altogether only minor increases in the PA conversion efficiency at low water vapor concentrations have to
be expected in the presence of CO2 in air, due to the additional V-T relaxation of H2O∗ by CO2.

Correspondence to: benjamin.lang@tugraz.at
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S2 Three-coefficient form of photoacoustic source rate of heat production

Writing the photoacoustic source rate in a form with harmonic time dependence,

H(r, t) = H (r, ω) · eiωt , (S1)

and using the assumptions of Eq. (15) together with the solutions for [H2O∗] and [O∗
2] (Eq. (9) and Eq. (10))

in the equation for the time dependent photoacoustic source rate, Eq. (13), the complex amplitude at the
frequency of modulation is given by

H (r, ω) ≈ σbI

hν

4EH2O∗ [H2O] e−iφH2O∗

kV -T
H2O∗,M[M] + kV -T

H2O∗,H2O
[H2O] + kV -V

H2O∗,O2
[O2]

·


kV -T

H2O∗,M[M] + kV -T
H2O∗,H2O[H2O]

+
kV -V
H2O∗,O2

[O2] e
−iφO∗

2

√
1 + ω2/

(
kV -T
O∗

2 ,H2O
[H2O]

)2


+

σIb

hν
Einst[H2O] . (S2)

The first two terms in the brackets in Eq. (S2) give the share of the heat released by V-T relaxation from
the reservoir to the next state of lower energy. The third term in the brackets gives the share of heat
released by the relaxation of the O∗

2 state after the V-V transfer from the reservoir. This contribution
to the photoacoustic signal has an additional phase delay, φO∗

2
, which depends on the amount of water

vapor present. When H2O is increased, the V-T relaxation rate increases and φO∗
2

will approach zero.
Because of the short relaxation time of the reservoir compared to the modulation period (even at low H2O
concentrations; see RHS of assumption (15)), the phase φH2O∗ , given by Eq. (11), in general can be assumed
zero for all concentrations and therefore, e−iφH2O∗ is approximately unity. For large concentrations the three
terms in the brackets cancel out with the denominator, which means that in total the full amount of heat,
equal to the excitation energy, will be recovered without any relevant phase delays. This implies that the
terms in the brackets together with the denominator correspond to a part of the conversion efficiency. The
full conversion efficiency can be identified more clearly after some further steps in the derivation.

With the assumption of φH2O∗ ≈ 0, the complex amplitude of the photoacoustic source rate of heat
production, Eq. (S2), can be reduced to a function only depending on three coefficients. Expanding the last
term in Eq. (S2), i.e. the instantaneously released fraction of the energy, with the denominator of the first
term, the source rate can be rewritten in the following form:

H (r, ω) ≈ σbI

hν

[H2O]

kV -T
H2O∗,M[M] + kV -T

H2O∗,H2O
[H2O] + kV -V

H2O∗,O2
[O2]

·





(4EH2O∗ + Einst)
(
kV -T
H2O∗,M[M] + kV -T

H2O∗,H2O[H2O]
)

+




4EH2O∗ e
−iφO∗

2√
1 + ω2/

(
kV -T
O∗

2 ,H2O
[H2O]

)2 +Einst


 kV -V

H2O∗,O2
[O2]




. (S3)
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Pulling hν = 4EH2O∗ + Einst out of the brackets, expanding the term with kV -V
H2O∗,O2

in the denominator
by hν and rearranging leads to

H (r, ω) ≈ σbI[H2O]

kV -T
H2O∗,M[M]+Einst

hν kV -V
H2O∗,O2

[O2]+kV -T
H2O∗,H2O

[H2O]+
4EH2O∗
hν kV -V

H2O∗,O2
[O2]

·





kV -T
H2O∗,M[M] +

Einst
hν

kV -V
H2O∗,O2

[O2] + kV -T
H2O∗,H2O[H2O]

+
4EH2O∗

hν

e
−iφO∗

2√
1 + ω2/

(
kV -T
O∗

2 ,H2O
[H2O]

)2 kV -V
H2O∗,O2

[O2]





. (S4)

Assuming an ideal gas, the concentrations of N2 and O2 can be written as a function of the water vapor
mole fraction:

[O2] = n0(1 − xH2O)xO2,dry (S5)

[N2] = n0(1 − xH2O)xN2,dry (S6)

[M] = n0(1 − xH2O) , (S7)

where n0 is the overall number concentration at the given temperature and pressure. xO2,dry and xN2,dry

are the molecular oxygen and nitrogen mole fractions in dry air, respectively. Inserting Eqs. (S5) and (S7)
into (S4), rearranging and making the substitutions

c1 =
kV -T
H2O∗,M + Einst

hν kV -V
H2O∗,O2

xO2,dry

kV -T
H2O∗,H2O

− kV -T
H2O∗,M − Einst

hν kV -V
H2O∗,O2

xO2,dry

(S8)

c2 =

4EH2O∗
hν kV -V

H2O∗,O2
xO2,dry

kV -T
H2O∗,H2O

− kV -T
H2O∗,M − Einst

hν kV -V
H2O∗,O2

xO2,dry

(S9)

c3 = kV -T
O∗

2 ,H2O , (S10)

gives the final result for the heat rate:

H (r, ω) ≈ σ b I n0 xH2O η(xH2O) , (S11)

with the photoacoustic conversion efficiency η given by

η(xH2O) =
1

c1 + xH2O + c2 (1 − xH2O)
·


c1 + xH2O

+
c2 (1 − xH2O) e

−i arctan
(

ω
c3 n0 xH2O

)

√
1 + ω2/ (c3 n0 xH2O)

2


 . (S12)

S3 Microphone humidity sensitivity

When writing the microphone signal without including the microphone sensitivity, smic(T, p, f, xH2O), in
the cell constant one obtains

S(xH2O) = ccell smic(T, p, f, xH2O)σ P n0 xH2O (1−bcell n0 xH2O)η(xH2O) , (S13)

where the additional explicit temperature, pressure and frequency dependence of the microphone sensitivity
has been included, to emphasize the strong dependence on these variables. Assuming a linear relationship
for the humidity dependence of the microphone sensitivity of the form

smic(T, p, f) = cmic(T, p, f)+ bmic(T, p, f)n0 xH2O , (S14)
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the microphone signal can be rewritten to give

S(xH2O) ≈ ccell(cmic + bmic n0 xH2O)σ P n0 xH2O

· (1−bcell n0 xH2O)η(xH2O) (S15)

≈ ccell cmic σ P n0 xH2O

(
1 +

bmic n0
cmic

xH2O

)

· (1−bcell n0 xH2O) η(xH2O) (S16)

≈ ccell cmic σ P n0 xH2O

(
1 +

bmic n0
cmic

xH2O − bcell n0 xH2O

−bmic bcell n
2
0

cmic
x2H2O

)
η(xH2O) (S17)

≈ ccell cmic σ P n0 xH2O

(
1 −

(
bcell −

bmic
cmic

)
n0 xH2O

−bmic bcell n
2
0

cmic
x2H2O

)
η(xH2O) . (S18)

Defining the new constants

Ccell = ccell cmic , (S19)

Bcell = bcell −
bmic
cmic

, (S20)

Dcell =
bmic bcell
cmic

, (S21)

and dropping the microphone signal third- and higher-order dependence on xH2O, i.e. also the term including
Dcell, the photoacoustic microphone signal can be approximated by

S(xH2O) = Ccell σ P n0 xH2O (1 −Bcell n0 xH2O) η(xH2O) , (S22)

where Ccell and Bcell are constants and the latter includes the first-order coefficient of the microphone
humidity sensitivity, bmic(T, p, f).
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Abstract. This work describes the latest design, calibration and application of a near-infrared laser diode-based photoacoustic

(PA) hygrometer, developed for total water content measurement in simulated atmospheric freezing precipitation and high ice

water content conditions with relevance in fundamental icing research, as well as aviation testing and certification. The single-

wavelength and single-pass PA absorption cell is calibrated for molar water vapor fractions with a two-pressure humidity

generator integrated into the instrument. Laboratory calibration showed an estimated measurement accuracy better than 3.3 %5

in the water vapor mole fraction range of 510 – 12,360 ppm (5 % from 250 – 21,200 ppm) with a theoretical limit of detection

(3σ) of 3.2 ppm. The hygrometer is examined in combination with a basic isokinetic evaporator probe (IKP) and sampling

system designed for icing wind tunnel application, for which a general description of total condensed water content (CWC)

measurement and uncertainties are presented. Despite the current limitation of the IKP to a hydrometeor mass flux below

90 g m−2 s−1, a CWC measurement accuracy better than 20 % is achieved by the instrument above a CWC of 0.14 g m−3 in10

cold air (−30 ◦C) with suitable background humidity measurement. Results of a comparison to the Cranfield University IKP

instrument in freezing drizzle and rain show a CWC agreement of the two instruments within 20 %, which demonstrates the

potential of PA hygrometers for water content measurement in atmospheric icing conditions.

1 Introduction

Atmospheric water in the form of clouds and precipitation is of particular concern to aviation at temperatures below freezing, as15

supercooled liquid water and ice crystal environments present potentially hazardous conditions to aircraft, leading to airframe

and air data probe icing (Vukits, 2002; Gent et al., 2000) or in-flight engine power loss (Mason et al., 2006).

Freezing precipitation containing supercooled large drops (SLDs), with drop diameters in excess of 50 µm, as well as con-

vective mixed-phase and glaciated clouds with high mass concentrations of ice crystals, i.e., ice water contents (IWCs) up

to several grams per cubic meter, constitute two particular meteorological environments associated with severe icing events20

(Politovich, 1989; Bernstein et al., 2000; Cober et al., 2001b; Riley, 1998).

1
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SLD icing environments of freezing drizzle (maximum drop diameters from 100 µm to 500 µm) or freezing rain (max.

diameters greater than 500 µm), as classified for the certification of large transport aircraft, are comprehensively characterized

by envelopes of liquid water content (LWC), temperature, pressure altitude, drop size distributions and horizontal extent in

Appendix O of the European Aviation Safety Agency Certification Specifications 25 (EASA CS-25, 2020) and the Code of

Federal Regulations Title 14 Part 25 (FAA CFR-25, 2019). Mixed-phase and ice crystal environments are likewise covered5

with a total condensed water content envelope by Appendix P and D of the two documents, respectively.

Replication of the full SLD, mixed-phase or high IWC condition envelopes in icing wind tunnels (IWTs) has been largely

accomplished by organizations devoted to the experimental simulation of icing environments for the purpose of fundamental

icing research and certification of aeronautical components, but is associated with a lack of appropriate instrumentation and is

still a work in progress for some conditions (Orchard et al., 2018; Van Zante et al., 2018; Bansmer et al., 2018; Breitfuss et al.,10

2019; Chalmers et al., 2019).

The accuracy and reliability of conventional water content instrumentation in the conditions encompassed by Appendix

O and P/D is an issue frequently addressed for in-flight and IWT characterization (Strapp et al., 2003; Korolev et al., 2013;

Orchard et al., 2019). Conventional instrumentation in this context refers to ice accretion blades or cylinders for LWC mea-

surement and evaporating (multi-element) hot-wire sensors used for simultaneous LWC and total condensed water content15

(CWC 1; combined LWC and IWC) measurement. Both methods are either known or suspected to suffer from size and water

content dependent inaccuracies in large drop or ice crystal icing environments due to uncertainties in collection efficiency and

mass losses before accretion or evaporation (Cober et al., 2001a; Strapp et al., 2003; Emery et al., 2004; Isaac et al., 2006;

Korolev et al., 2013; Steen et al., 2016).

This situation has led to the development of new benchmark isokinetic evaporator probe (IKP) instruments for CWC mea-20

surement (Davison et al., 2008; Strapp et al., 2016), regarded as closest to a first principles measurement and primarily designed

for and deployed in the characterization of high IWC mixed-phase/glaciated conditions (e.g. Ratvasky et al., 2019). IKPs are

used to extractively sample droplets and ice crystals in the icing environment with a forward facing, isokinetically operated

inlet. After sampling, hydrometeors are evaporated to measure the combined condensed and ambient air water content with a

suitable hygrometer. Ambient air background water vapor (BWV) is measured separately and subtracted from the total water25

content (TWC) to derive the condensed water content. Measurement of the BWV concentration is usually accomplished via a

second, backward facing inlet connected to another hygrometer. Due to the isokinetic sampling, losses of droplets or particles

by re-entrainment into the flow after entering a sufficiently long inlet are improbable. Hence, IKP particle size distribution

dependence is in theory only governed by the aspiration efficiency of the inlet.

Collectively, only few such reference instruments for CWC measurement in icing conditions similar to Appendix O and P/D30

currently exist. This lack of instrumentation has motivated the development of the hygrometer and sampling system described

in this work.

Hygrometers in devices specifically designed for IWT operation typically apply commercially available optical absorption

spectroscopy based non-dispersive infrared (NDIR) gas analyzers (e.g. Strapp et al., 2016; Bansmer et al., 2018, sec. 4.3). The

1Often abbreviated as TWC. To provide a clear distinction to total water content, we adhere to the nomenclature and reasoning given by Dorsi et al. (2014).
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upper end of water contents that have to be within the range of suitable hygrometers is given by the combined background and

condensed water content in the measurement environment. The former is approximately limited to fully saturated air at a static

air temperature (SAT) of 0 ◦C and the latter may be taken as an upper bound of 10 g m−3 to the peak CWC of 9 g m−3 in high

IWC conditions (EASA CS-25, 2020). This may add up to molar water vapor fractions of 18,500 ppm at standard pressure

(1000 hPa). Accuracy requirements are primarily determined by high BWV concentrations that have to be subtracted from5

high total water concentrations at low CWC and high ambient temperatures (Davison et al., 2016). The necessary hygrometer

limit of detection highly depends on the specific measurement conditions but may be estimated from the fact that detection of

a CWC of 0.05 g m−3 in dry air at standard pressure requires an accuracy and limit of detection better than 48 ppm.

With the measurement system described in detail by Szakáll et al. (2001), Tátrai et al. (2015) have first demonstrated

the suitable accuracy of photoacoustic (PA) hygrometers in and beyond the above measurement range. Compared to NDIR10

sensors, photoacoustic spectroscopy offers the potential of achieving higher signal to noise ratios (SNRs) with equal response

time, while providing high selectivity and high robustness, due to the possibility of optical single-pass arrangements and an

instrument response that is invariant to the total absorption path length (Hodgkinson and Tatam, 2013).

In this work we describe the latest design, preliminary calibration and basic properties of a new PA hygrometer and two-

pressure humidity generator, developed with the goal of providing the total water measurement and calibration ranges typical15

for simulated atmospheric icing conditions applied in aviation testing and certification. The hygrometer is examined in combi-

nation with a basic IKP and sampling system, designed for IWT application in Appendix O conditions, for which a description

of CWC measurement and associated uncertainties are presented. Finally, results of water content measurements in freezing

drizzle and rain conditions in a closed circuit IWT, calibrated according to SAE Aerospace Recommended Practices (SAE

ARP-5905, 2015), are presented and compared to measurements with a reference IKP and a hot-wire instrument.20

2 Instrument design

A schematic overview of the entire instrument is shown in Fig. 1(a). The system consists of a sampling probe positioned inside

the icing wind tunnel and a measurement and sampling unit integrated into a 19-inch rack, positioned outside the tunnel and

connected by 7 m long heated and thermally insulated PTFE tubing, temperature-controlled to the measurement temperature

of 35 ◦C to prohibit condensation. The probe is a total water (TW) sampling probe operated isoaxially and near isokinetic25

conditions, also featuring a second inlet port intended for BWV measurement. Hydrometeors entering the forward facing TW

inlet are evaporated inside the probe, enriching simultaneously sampled ambient air by the evaporated condensed water.

The sampling system is designed to provide five main operating modes:

1. TW measurement (Path 1 in Fig. 1(a)),

2. BWV measurement (Path 2),30

3. Zeroing (PA background signal measurement; Path 3),

4. Calibration (Path 4),

3
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Figure 1. (a) Schematic of the instrument showing the isokinetic evaporator probe (IKP) and the measurement (PA cell), sampling and

calibration system (two-pressure humidity generator and zero air). Locations of temperature and pressure control are indicated by (T) and

(p), respectively. Indicated numbers enumerate the individual flow paths. The rearward facing BWV probe indicates the extension of the

BWV inlet port not applied in this work. (b) Schematic of the photoacoustic cell together with the optical and the electronic setup, showing

the control, data acquisition and signal processing performed on the real-time embedded system.

5. Inlet purging (Path 3 combined with Path 1 or 2).

For TW and BWV measurement, air sampled through the respective inlet is continuously pumped to the measurement unit,

where the PA hygrometer (PA cell) is used to measure the water vapor mole fraction in parts of the TW or the full BWV inlet air

flow. Currently, only a single hygrometer has been implemented, and humidity measurement may only be alternated between

TW and BWV measurement.5

During isokinetic TW sampling the majority of the flow is bypassed the hygrometer (path 5 in Fig. 1(a)) to the scroll pump

(Edwards, nXDS10iC). The hygrometer is supplied by a constant standard volumetric flow rate of 0.75(4) standard l min−1

(slpm; reference conditions: 273.15 K and 1013.25 hPa), set by a pressure controller (Vögtlin Instruments, GSP-B9SA-BF26)

upstream the cell and a critical orifice of 350 µm nominal diameter downstream the cell. A calibrated mass flow controller

(MFC; Vögtlin Instruments, GSC-C9SA-FF12) is used to control the bypass flow rate, and a calibrated flow meter included10

in the pressure controller measures the actual hygrometer flow rate. Isokinetic sampling at the TW inlet is set by adjusting the

MFC flow rate to a combined flow rate matching isokinetic conditions, which are calculated using IWT test section operating

and TW inlet geometry parameters (cf. Section 4).

The instrument features a two-pressure humidity generator also integrated into the rack, which in combination with zero air

is used for calibration and zeroing of the hygrometer. Control of flow, temperature and pressure together with signal processing15

and data logging for the sampling system and humidity generator is performed with a dedicated embedded system (National

Instruments, NI cRIO 9063).

In the following subsections, the major components of the instrument are described in further detail.

4
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2.1 Photoacoustic hygrometer

The hygrometer is a custom built single-cell photoacoustic absorption spectrometer, providing a signal proportional to the

water vapor number concentration in the total water or background water air stream. Figure 1(b) presents a schematic of the

PA cell together with the optic configuration and electronic setup.

A fiber-coupled distributed feedback laser diode (NEL, NLK1E5GAAA) is intensity modulated at approximately 4584 Hz (at5

35 ◦C) to excite the fundamental acoustic resonance mode of the PA cell when water vapor is present. The diode is temperature-

controlled to the peak of a ro-vibrational water vapor transition at 1364.68 nm (7327.7 cm−1; 296 K), which was chosen based

on HITRAN simulations (Gordon et al., 2017) as it exhibits minimal line shift with pressure, high absorption cross section and

low interference from other anticipated atmospheric constituents. Intensity modulation is performed by square wave modulating

the applied laser current at the resonance frequency from the maximum permissible laser diode current down to just below the10

lasing threshold with a benchtop laser driver (Thorlabs, ITC4001), maintaining an average optical power of 9.9(1) mW. The

laser beam is collimated to a diameter of 2 mm and directed through the resonator via two N-BK7 Brewster windows angled

at 56.4 ◦. A thermal powermeter (Thorlabs, PM16-401) is used to measure average optical power when the cell is flushed with

zero air during PA background signal measurements. Monitoring of the laser power during measurements is accomplished

by a fiber splitter with a 99 : 1 split ratio (Thorlabs, TW1300R1A1) in combination with a temperature-controlled InAsSb15

photodetector (Thorlabs, PDA10PT-EC). However, the high wavelength and output power stability of the laser diode allows

stable operation over the duration of typical measurement series, thus no wavelength locking on the absorption line or power

correction is applied on measured signals in between calibration cycles.

Measurement air is pumped through the stainless steel PA cell via milled 6 mm inner diameter (ID) cylindrical ducts. At

the center of the modularly designed cell a 34 mm long cylindrical resonator is formed by a termination on either side with20

two acoustically short concentric resonators (Selamet and Radavich, 1997). Short concentric resonators are used instead of

larger expansion chambers (buffer volumes) to decrease gas exchange and measurement response time. The diameters and

distances in between the small volume acoustic band-stop filters are tuned to maximize resonator quality factor (Q=17), while

minimizing transmission of external noise into the cell. At the center of the resonator and the location of the antinode of the

fundamental longitudinal resonance mode, an electret condenser microphone (Knowles, EK-23028) is connected in a small25

volume gas- and noise-tight enclosure to measure the PA pressure signal.

The PA cell is operated at constant temperature, pressure and flow to maintain a microphone sensitivity and resonance

frequency independent of ambient and IWT conditions.

The temperature of the thermally insulated PA cell is controlled to 35.0(3) ◦C by two integrated heating cartridges to sta-

bilize resonance frequency and microphone sensitivity2. An additional resistance temperature detector (RTD), installed in the30

sampling gas stream approximately 100 mm upstream of the cell, is used to control the gas temperature to 35.0(3) ◦C inside

the PA cell by controlling the heating of the upstream tubing in the measurement unit. This temperature also sets the theoretical

2The number in parenthesis gives the half-width of the rectangular confidence interval in terms of the last digit.

5
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upper water vapor mole fraction measurement limit of 58,600 ppm before condensation of water vapor in the sampling lines

and the PA cell occurs.

Although the sampling system and the IKP are designed to operate around standard pressure, the PA cell pressure may be

set with the pressure controller upstream of the hygrometer within the limits given by the pressure loss of the upstream flow

elements down to 100 hPa. For IWT measurement, cell pressure is set to 800(8) hPa, close to the pressure of optimal signal-5

to-noise ratio (SNR). Optimum measurement pressure is primarily defined by the valve position of the pressure controller, due

to flow noise generated at the valve. To further decrease signal noise, the PA cell is vibrationally decoupled from the scroll

pump mounted in the rack by a vibration absorbing mount and short sections of PTFE-tubing at the gas in- and outlet of the

cell.

Laser current control, signal processing and data logging of microphone and power monitoring signals is carried out with10

a second dedicated embedded system (National Instruments, NI cRIO 9031), a real-time processor combined with a recon-

figurable field programmable gate array (FPGA). The laser current modulation signal is generated by a function generator

implemented on the FPGA Data acquisition of the microphone signal after analog amplification with a transimpedance ampli-

fier (10-fold gain), together with the photodetector signal is carried out with a 24 bit ADC (National Instruments, NI 9234) at

a sampling rate of 52.1 kHz. A digital dual-phase lock-in amplifier implemented on the FPGA is used to determine in-phase15

and quadrature components of the microphone signal at the frequency of modulation. The lock-in signal amplitude (referred to

as PA signal), used to derive the water vapor mole fraction, is calculated and logged on the real-time operating system with a

10 Hz rate after phase-correct background signal correction (cf. Appendix A).

Despite operation at controlled measurement conditions, the hygrometer sensitivity is a function of the measured water con-

tent due to several reasons. Increasing water contents cause decreasing irradiance along the absorption path (Beer-Lambert20

law) and therefore reduce sensitivity. In addition, the electret microphone sensitivity is a function of humidity (specified

0.02 dB%RH−1; Langridge et al., 2013). Furthermore, speed of sound and therefore also resonator resonance frequency is

a function of humidity (Zuckerwar, 2002). Shifts in resonance frequency may reduce effective resonator amplification and sen-

sitivity according to the approximately Lorentzian resonator frequency response, if the frequency of modulation is not shifted

accordingly (Szakáll et al., 2009). Finally, photoacoustic conversion efficiency (i.e., conversion of absorbed laser radiation25

to a detectable pressure signal) for water vapor in air is concentration dependent and over the range of typical atmospheric

concentrations and pressures varies by a factor of five (Lang et al., 2020).

All above effects are to a great extent accounted for by calibrating the hygrometer over the range of expected water vapor

concentrations and by applying a suitable nonlinear calibration function, which is described in greater detail in Lang et al.

(2020). The PA signal reduction associated with resonance frequency humidity dependence (0.5 % for the 14 Hz shift from30

0 ppm to 20000 ppm) is taken into account by maintaining the laser modulation frequency at the dry air resonance frequency

(4584 Hz at 35 ◦C) for calibration and measurements. This method results in maximum amplification and PA signal at low

concentrations. The approximately quadratic sensitivity loss for higher concentrations is considered in the second order term

of the calibration function.

6
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2.2 Calibration unit

Determination of the water vapor concentration from the hygrometer signal requires background signal correction (zeroing)

and calibration with known concentrations of water vapor. The system is calibrated by generating and providing a stable flow

of humidified air with known molar fractions of water vapor to the inlet of the hygrometer (e.g., Dorsi et al., 2014; Tátrai et al.,

2015). This approach is preferred to the method of introducing a continuous stream of liquid water or ice into the TW inlet and5

calibrating for CWC (e.g., Strapp et al., 2016), as calibration may be performed during IWT operation without removing the

sampling probe. With the goal of performing calibration over a major part of the necessary water content range within a short

time, a compact custom-made two-pressure humidity generator (HG) has been integrated into the instrument. Two-pressure

humidity generation offers the benefit of enabling rapid and accurate setting of a wide range of humidity levels in a saturation

chamber at a convenient and constant temperature by varying the pressure and thus the molar water vapor fraction (Wernecke10

and Wernecke, 2013).

Zeroing of the instrument is performed by acquiring a PA background signal after continuously flushing the PA cell with

zero air from an external gas cylinder (Messer, scientific grade synthetic air; residual water volume fraction below 2 ppmv)

until a stable reading is attained (approx. 20 min).

For calibration zero air is initially humidified in a pre-saturation stage, a porous ceramics with honeycomb structure (IBIDEN15

Ceram) in a room temperature water bath, to a dew point well above the main saturation chamber dew point. The humidified

air is subsequently passed through a lower temperature and pressure-controlled 1 m long coiled tube heat exchanger and the

main saturator, where the air is saturated with respect to the local temperature and pressure.

The saturator is a (6×25×600) mm (width×height×length) channel milled into a stainless steel block, hermetically sealed

and partially filled with distilled water. Both, heat exchanger and saturator are placed in a stirred and thermally insulated water20

bath, temperature-controlled by thermoelectric coolers within the range of 1 ◦C and ambient temperature. Saturator air pressure

is controlled within the range of 1000 hPa to 8000 hPa with an MFC (Vögtlin Instruments, GSC-C9SA-FF12) upstream of the

HG. By increasing the saturator pressure to its maximum value, the 1000 hPa water vapor saturation fraction may be reduced

by a ratio of 1 : 7.8.

Bath temperature and saturator air pressure are measured with a high precision four-wire Pt100 (Omega Engineering, P-25

M-1/10-1/8-6-0-PS-3) combined with a calibrated 24-Bit ADC (National Instruments, NI 9217) and a calibrated pressure

transducer (KELLER AG, PAA 33X), traceable to NIST and Swiss national standards, respectively. Associated measurement

uncertainties are given in Table C1. The molar water vapor saturation fraction, which remains constant during expansion to

the lower pressure level of the hygrometer, is calculated from the measured saturation temperature and pressure according to

Wagner and Pruss (1993) and Greenspan (1976).30

In the described configuration the operational range of the HG extends from 845 ppm to approximately 22,000 ppm (maxi-

mum saturator temperature of 19 ◦C). Two saturator temperature setpoints are used for calibration, covering the full humidity

range by varying the saturator pressure. The settling time to a stationary hygrometer signal after changes in the HG settings is

7
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Figure 2. Schematic of the isokinetic evaporator probe assembly showing a partial cut through the main components: TW and BWV inlet

lines with TW inlet nozzle, the carbon fiber reinforced polymer (CFRP) pylon, aluminum fairing and evaporator. Fairing cartridge heaters

extending alongside the TW inlet sheath are not indicated.

below 7 min. This figure is mainly determined by the relatively low signal noise of the PA hygrometer compared to the slow

water vapor adsorption-desorption processes at the piping and cell walls.

An independent calibration of the humidity generator is still pending, which in particular is necessary to verify full saturation

at high loads (high saturator temperature). To asses the HG and thus also hygrometer accuracy, the uncertainty in the generated

humidity is calculated from first principles, i.e., the measured saturator temperature and pressure and the associated uncertain-5

ties, according to Meyer et al. (2008). The resulting uncertainty (95 %) is below ±2.1 % over the entire range of humidities

provided by the HG and is dominated by the saturator temperature measurement uncertainty (cf. Table C1).

2.3 Isokinetic evaporator probe

The inlet system has been designed around the three requirements of enabling reasonably representative isokinetic TW sam-

pling while providing the necessary heating power for hydrometeor evaporation and maintaining the probe free from ice10

accretion at high water contents. The probe inlets are housed in an airfoil-shaped (32×132) mm (width×length) carbon fiber

reinforced polymer (CFRP) pylon capped by an additively manufactured aluminum fairing, with the TW centerline extending

220 mm perpendicular to the free-stream flow from a (100×195) mm base flange. A CAD drawing of the IKP is shown in Fig.

2.

The fairing is controlled to a TW inlet nozzle temperature of approximately 50 ◦C by maintaining constant 80 ◦C at the RTD15

(Pt100) inside the fairing front tip. To this end, integrated cartridge heaters in the aluminum enclosure provide a maximum

combined heating power of 390 W.

8
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2.3.1 Total water inlet

TW is sampled through a screw-on aluminum nozzle with a sharp leading edge and a tapering half angle of 20 ◦. For the

measurements presented, a nozzle with an inlet inner diameter of 3.30(15) mm, measured with a standard caliper, was used.

The particular choice of the comparatively small inlet diameter is based on the maximum continuous flow rate attainable

with the low-noise vacuum pump in use, which in combination with the TW inlet area determines the maximum wind tunnel5

airspeed for which isokinetic sampling may be maintained. The ID of 3.3 mm corresponds to a maximum airspeed slightly

above the main targeted wind tunnel airspeed of 60 m s−1. The stated nozzle inner diameter uncertainty is attributed to the

measurement method and measurable inlet deformations caused by the machining process.

As the TW inlet is considered a thick-walled inlet with an aspiration efficiency expected to deviate from an ideal sampling

behavior (Belyaev and Levin, 1974), the collection efficiency of the inlet was determined from combined computational fluid10

dynamics (CFD) and Lagrangian particle tracking simulations. Definitions of aspiration and collection efficiency, as well as

the particle Stokes number Stp used in the evaluation, are given in Appendix B. Simulations were carried out in COMSOL

Multiphysics software with a workflow similar to the one described by Krämer and Afchine (2004) and showed good agreement

with simulations carried out in ANSYS CFX for the same probe with an inlet diameter of 4.6 mm. However, instead of

determining the limiting freestream area Alim comprising all particle trajectories entering the inlet, collection efficiencies15

E(dp) for each droplet diameter dp considered were calculated from the ratio of the number Ns of droplets sampled to the

number Ninlet of droplets passing through the probe TW inlet equivalent area Ainlet in freestream (cf. Appendix B):

E(dp) =
Alim

Ainlet
≈ Ns

Ninlet
. (1)

Figure 3 shows the determined collection efficiencies for two IWT freestream airspeeds Ua and different isokinetic factors

IKF = U s/Ua, i.e., velocity ratios of mean inlet sampling velocity U s to freestream airspeed. Low collection efficiencies at20

Stokes numbers around one are the result of the thick-walled inlet design (Rader and Marple, 1988). At the conditions of

the measurements presented herein (Ua = 60m s−1 and IKF≈ 1), the simulated collection efficiency reaches a minimum of

88 % for particles of 3 µm diameter and is practically independent of the IKF in the range of 0.95 to 1.05 for diameters above

10 µm (Stp ≈ 7). For Stp� 1, the collection efficiency tends towards the value of the isokinetic factor. Consequences of the

non-representative sampling on cloud CWC measurement depend on the individual particle size distribution and are discussed25

in further detail in Section 4.3.

Hydrometeors aspirated through the TW inlet are transported down a 6 mm inner diameter stainless steel tubing to the

evaporator, a (125×44×16) mm aluminum block controlled to 180 ◦C by a 400 W cartridge heater. An aluminum sheath

connects the evaporator and the nozzle and ensures additional heat transfer from the evaporator to the inlet. A sharp 90 ◦ bend

of the tubing approximately 100 mm downstream the inlet forms an impactor, where larger droplets and particles are impacted30

on the heated wall to increase heat transfer and promote droplet or particle break-up. At the bend the piping is enclosed and in

good thermal contact with the evaporator.

For the airspeed of 60 m s−1 and the conditions of the measurements presented, calculated particle stopping distances Sp

(cf. Appendix B) predict impaction at the bend for particles with diameters larger than approximately 15 µm. This is in close

9
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Figure 3. Isoaxial TW inlet collection efficiency as a function of particle diameter determined from combined CFD and Lagrangian particle

tracking simulations at different freestream airspeeds Ua and isokinetic factors (IKFs), assuming an ambient air temperature and pressure of

−5 ◦C and 1013.25 hPa, respectively. Particle Stokes numbers given in the upper x-axis are only valid for 60m s−1 data. The lines between
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Figure 4. Calculated droplet mass remaining after traversing the probe TW pipe following the evaporator bend and stopping distance as a

function of the initial droplet diameter, assuming an ambient air temperature, pressure and freestream airspeed of −5 ◦C, 1013.25 hPa and

60m s−1, respectively. The indicated evaporator diameter marks the stopping distance equal to the inlet pipe diameter of 6mm.

agreement with the CFD and Lagrangian particle tracking calculations. The calculated stopping distance in dependence of the

particle diameter is shown in Fig. 4 together with the stopping distance equal to the evaporator pipe diameter (dotted line).

Also shown is a theoretical calculation of the evaporative mass loss of supercooled spherical droplets when passing the

heated probe pipe section following the 90 ◦ bend. Droplet evaporation was calculated with the two-parameter model (droplet

mass and temperature) summarized by Davis et al. (2007), which includes diffusion of water vapor from the droplet to the5

humid inlet air, associated latent heat losses and conductive heating of the droplet by the heated inlet air. For the computations

10
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a minimum (centerline) air temperature of 50 ◦C was assumed, which was determined from the CFD and heat transfer analysis.

Inlet ambient air was assumed fully saturated at −5 ◦C, with an additional worst case evaporated cloud CWC of 10 g m−3.

Droplets with diameters above 15 µm impact the 180 ◦C evaporator walls and are assumed to evaporate due to the increased

heat transfer or break up into smaller, more easily evaporated droplets. Minimum residence times of 1 s in the attached 7 m

long tubes heated to 35 ◦C are considered sufficient to achieve full evaporation of smaller droplets. However, observable TW5

signal oscillations for inlet condensed water mass flow rates above 0.8 mg/s (hydrometeor mass flux of approx. 90 g m−2 s−1)

suggest temporary accumulation of water or ice in the small diameter nozzle or at the evaporator and are the reason for further

investigation into the process of droplet and particle evaporation for the chosen inlet diameter and evaporator geometry.

2.3.2 Background water vapor inlet

The BWV inlet port is used for sampling of ambient air with the PA cell mass flow rate of 0.75 slpm and may be extended by10

a rearward facing probe with a 16 mm ID connected to a 4 mm ID tubing. The connection between the rearward facing probe

and the port has been thermally insulated to reduce heating of the inlet, as the port pipe is in direct contact with the evaporator.

For the measurements presented, only a single hygrometer used for TW measurement was available, thus the IKP was used

without the rearward facing probe and BWV was estimated from IWT humidity sensors. The method of BWV estimation is

described in further detail in Section 5.15

3 Hygrometer characterization and calibration

3.1 Noise and limit of detection

To quantify measurement noise, expectable system drift and the limit of detection (LOD) of the hygrometer an Allan deviation

analysis (Werle et al., 1993) was performed on a background measurement with zero air, acquired at 10 Hz with an integration

time of 0.1 s. Figure 5 shows the Allan deviation σA, i.e., an estimate for the standard deviation of the mean of the background20

signal, in dependence of the averaging or integration time τ .

The system exhibits a 1/
√
τ decrease in noise, typical for white noise averaging, up to a maximum useful averaging time of

150 s, where drift starts to deteriorate system performance. The effectiveness of increasing integration time is limited by a slow

drift of the measurement gas temperature. For half the maximum useful averaging time an LOD (3σA), calculated from the

calibration curve (see Section 3.2), of 3.2 ppm water vapor mole fraction or 2.0 mg kg−1 in terms of humid air mass mixing25

ratio at standard temperature and pressure (STP; 273.15 K and 1000 hPa) can be achieved. More practical averaging times of

1 s and 10 s result in noise equivalent concentrations of 23 ppm and 7 ppm, respectively.

As the 1 s averaging time precision — equivalent to 14 mg kg−1 mass mixing ratio at STP — is sufficient for IWT water

content measurement and results in favorable response time, this lock-in integration time is applied in calibration and water

content measurements.30

11
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Figure 5. Allan deviation σA calculated from the measured signal amplitude of a one hour background measurement with zero air as a

function of the lock-in integration time τ . The dotted line indicates a 1/
√
τ decrease in noise, typical for white noise averaging.

3.2 Hygrometer calibration

The hygrometer is calibrated at constant PA cell temperature and pressure (800 hPa, 35 ◦C) with the built-in two-pressure HG.

To quantify measurement uncertainties at dew points lower than provided by the HG, a gas diluter (Breitegger and Bergmann,

2018) was used for an initial laboratory calibration. Using the gas diluter, humidified air provided by the humidity generator

was further diluted with zero air, down to a minimum water vapor mole fraction of 124 ppm. Background corrected calibration5

data recorded at concentrations in the range of 124 ppm to 22,150 ppm and the inverse calibration curve used to determine

the water vapor mole fraction during water content measurement is shown in Fig. 6. Signal amplitude noise of the hygrometer

during calibration is typically below water vapor mole fractions of 10 ppm or 0.7 % (the higher value in absolute terms applies).

The former value, applicable at low concentrations, is in the order of the background signal noise (1σ) determined by the Allan

deviation analysis for the integration time of 1 s.10

For the determination of the water vapor mole fraction during water content measurement, the calibration data is approx-

imated by the inverse of the theoretically motivated nonlinear 5-parameter calibration function given by Lang et al. (2020),

which accounts for the humidity-dependent hygrometer sensitivity. As opposed to higher-order polynomials, which are neces-

sary to reproduce the nonlinear functional relationship, this calibration function adds the benefit of a well-defined behavior for

inter- and extrapolation when faced with a reduced number of calibration points. The parameters b of the calibration curve are15

determined with the weighted nonlinear least-squares method, minimizing

χ2 =
N∑

i=1

wx,i

[
xw,i− f -1(Si,b)

]2
(2)

over the N calibration measurements, where f -1(Si,b) is the inverse calibration function evaluated at the measured PA signal

amplitude Si and for the parameter set b. The inverse of the calibration function has been used in order to include the uncertainty

of the calibration water vapor mole fraction u(xw,i) in the determination of the parameters and parameter confidence intervals.20
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Figure 6. Laboratory calibration data of the PA hygrometer operated at 35 ◦C, 800 hPa and an integration time of 1 s. Calibration humidities

were set with the internal humidity generator and in combination with the gas diluter. The fit indicates the best-fit calibration curve with the

parameters obtained by the weighted nonlinear least-squares method. Error bars of the measurements indicate the 95% uncertainty of the

humidity generation and standard deviation of the lock-in signal for the y- and x-axes, respectively.

To this end, each calibration point i is weighted by wx,i = 1/σ2
x,i = 1/u2(xw,i), i.e., according to the combined uncertainty

in the humidity provided by the humidity generator and gas diluter. The uncertainty in the mean of the measured PA signal

amplitude is negligible in comparison to the uncertainty in the mole fraction and therefore is disregarded in the least-squares

fit. Residuals, i.e., the differences between calibration data and calibration curve, are typically below 3 %. This remaining

variability is largely explained by the error in the generated humidity and changes in microphone sensitivity from temperature5

oscillations of the PA cell.

3.3 Estimation of hygrometer measurement uncertainty

The measurement uncertainty of the PA hygrometer is the result of uncertainties originating from the calibration and from noise

during measurement. Calibration uncertainty itself includes uncertainties from humidity generation and from the approximation

by the calibration function. These uncertainties have been jointly estimated from the parameter uncertainties obtained with the10

nonlinear least-squares method. Instrument signal noise (1σ) is taken equivalent to the calibration noise (10 ppm or 0.7 %,

whichever is higher). Details to the determination of the combined hygrometer uncertainty are given in Appendix D of this

work.

The calculated relative measurement uncertainty of the hygrometer (95 % coverage) as a function of the measured water va-

por mole fraction is shown in Fig. 7. Measurement uncertainty can be seen to increase rapidly for mole fractions below 200 ppm15

and above 23,000 ppm, due to the lack of calibration points at lower and higher water vapor concentrations. Nevertheless, in

the range of expected condensed water contents and background humidities encountered during typical IWT evaluation, the

hygrometer exhibits an accuracy better than 2.5 % to 3.3 %. This target water content range is defined by the lower limit of

cloud-free, but fully saturated air (with respect to supercooled liquid) at −30 ◦C and the upper limit of 5 g m−3 in fully satu-

13
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Figure 7. Relative measurement uncertainty (95% coverage) of the photoacoustic hygrometer operated at 35 ◦C, 800 hPa and with integra-

tion times τ of 1 s and 10 s. The gray area bounded by dotted vertical lines marks the target range of background and total water contents,

defined by the lower limit CWC of 0 g m−3 at−30 ◦C (512 ppm) and the upper limit of 5 g m−3 at 0 ◦C (12,361 ppm). The air is assumed

fully saturated with respect to supercooled liquid.

rated air at 0 ◦C. These limits correspond to 512 ppm and 12,361 ppm at standard pressure, respectively. Fully saturated air

is assumed, as high relative humidity is typical during measurement in closed circuit icing wind tunnels. Increasing lock-in

integration time can be seen to not yield notable performance improvement, as in the range of interest accuracy is dominated

by the uncertainty in the calibration humidity.

The determined PA hygrometer accuracy is lower than the accuracy specified for NDIR systems providing a similar mea-5

surement range (e.g., 1.5 %; LI-COR Inc., 2020). However, because the accuracy of the hygrometer is currently dominated

by the accuracy of the humidity generator, it is expected that improvement of saturator temperature stability and temperature

measurement, combined with the independent calibration of the HG, will further improve the accuracy of the hygrometer to

similar levels.

4 CWC measurement and uncertainty10

Derivation of the cloud condensed water content from the measured TW mole fraction xw,tot and the ambient air BWV mole

fraction xw,a requires additional input from the instrument’s flow measurement, together with input about the icing wind

tunnel operating condition. Equations used to derive the actual condensed water content and the corresponding measurement

uncertainty from the measured quantities are briefly described in the following subsections.

Measurement of the CWC, defined as the mass of condensed water in the form of hydrometeors per volume of air, is15

accompanied by hydrometeor and air sampling errors introduced by deviations from the ideal and isokinetic sampling at the

TW inlet. These errors are corrected by accounting for the actual mass averaged hydrometeor aspiration efficiency of the probe

14
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for the given particle size distribution ηasp (cf. Appendix B; Belyaev and Levin, 1974):

CWCi = ηasp CWC =
E

IKF
CWC . (3)

Here, CWCi is the indicated or measured condensed water content and E is the mass averaged hydrometeor collection effi-

ciency of the probe.

Under ideal and isokinetic sampling conditions, the CWC is equal to the ratio of the mass flow rate of hydrometeors to the5

volumetric flow rate of air entering the probe TW inlet. At the inlet, the volume of air occupied and displaced by the liquid

or solid hydrometeors can be assumed negligible for the water contents of interest (Davison et al., 2016). Indicated condensed

water content CWCi is the ratio of the actually sampled hydrometeor mass flow rate ṁh to the sampled volumetric flow rate

of air qa. Thus, using Eq. (3), CWC may be calculated from the expression

CWC = CWCi
IKF
E

=
ṁh

qa
· IKF
E

. (4)10

4.1 Indicated CWC

The flow rates ṁh and qa may be expressed in terms of the total mass flow sampled through the TW inlet ṁtot (IWT air,

including hydrometeors), the mass flow of humid ambient air ṁa (IWT air, excluding hydrometeors) and the ambient air

density ρa. The indicated CWC is then calculated from

CWCi =
ṁh

qa
=
ṁtot− ṁa

ṁa/ρa
(5)15

= ρa

(
ωda,a

ωda,tot
− 1
)

(6)

=
paMw

R Ta
· xw,tot−xw,a

1−xw,tot
, (7)

where the density of the air has been calculated assuming an ideal gas mixture of dry air (subscript da) and water vapor,

ρa = ρda + ρw,a (8)

=
pa

R Ta
[Mda(1−xw,a) +Mw xw,a] . (9)20

ωda,tot and ωda,a are the dry air mass fractions of the sampled TW air, which includes evaporated hydrometeors, and of the

ambient air, respectively:

ωda,tot =
ṁda

ṁtot
=

Mda(1−xw,tot)
Mda(1−xw,tot) +Mw xw,tot

, (10)

ωda,a =
ṁda

ṁa
=

Mda(1−xw,a)
Mda(1−xw,a) +Mw xw,a

. (11)

Ta and pa are the icing wind tunnel static air temperature and pressure. Mda and Mw are the molar masses of dry air and water25

and R is the universal gas constant. Real gas effects at the measurement temperatures, pressures and humidities of interest are

minor.

15
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4.2 Isokinetic factor and collection efficiency

The TW inlet flow rate is only set to isokinetic sampling once before activation of the IWT spray system. As the inlet total mass

flow rate is held constant and is measured downstream the evaporator, water vapor originating from hydrometeor evaporation

reduces the inlet air flow rate during TW measurement, altering the flow field at the probe inlet and reducing the IKF. In

addition to this reduction of the IKF, minor changes in the IWT air density ρa or airspeed Ua during measurement also lead to5

deviations from the initially set isokineticity.

The isokinetic factor in Eq. (4) corrects for these sources of disproportional sampling of ambient air in comparison to

isokinetic sampling and is determined during measurement from

IKF =
U s

Ua
=

ṁa

Ua ρaAinlet
=

4ṁa

Ua ρa d2
inletπ

, (12)

where dinlet is the diameter of the circular probe TW inlet.10

Since with a decrease of the IKF the collection efficiency at high particle Stokes numbers decreases sub-proportionally to the

efficiency at lower Stokes numbers (cf. Fig. 3), condensed water content is overestimated for typical particle size distributions.

For each specific particle size distribution encountered during measurement, the mass averaged collection efficiency E in

Eq. (4) may be used to correct for the size and IKF dependent sampling efficiency.

4.2.1 Mass flow measurement15

The ambient air mass flow rate ṁa required for the calculation of the IKF is determined from the total mass flow sampled

through the TW inlet, i.e., the combined mass flow rates through the PA cell ṁcell and the bypass path ṁbp. Together with

Eqs. (10)-(11), the ambient air mass flow rate (excluding hydrometeors) through the TW inlet is given by

ṁa =
ωda,tot

ωda,a
ṁtot =

ωda,tot

ωda,a
(ṁcell + ṁbp) . (13)

The thermal mass flow meters are calibrated for dry air, assuming dry air specific heat capacity for the gas to be measured.20

As humid air isobaric heat capacity increases by 1 % at the maximum expected TWC (10 g m−3 CWC, fully saturated air at

STP), the indicated volumetric standard flow rates of the flow meters, qcell,0 and qbp,0, are converted to humid air mass flow

rates (Hardy et al., 1999):

ṁj =
cp,da

cp,tot
ρda,0 qj,0

=
cp,da

cp,da ωda,tot + cp,w (1−ωda,tot)
ρda,0 qj,0 , (14)25

where j = {cell,bp} refers to the cell or bypass measurement, ρda,0 is the dry air density at standard temperature and

1013.25 hPa, cp,da is the isobaric specific heat capacity of dry air, and the specific heat capacity of humid air cp,tot is cal-

culated assuming an ideal mixture model. The remaining mass flow error after applying the above heat capacity correction has

not yet been determined. However, the error is assumed below 1 %, as the change in air specific heat capacity itself is below

1 % at the maximum expected total water content.30

16
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4.2.2 CWC estimation

The final expression used for icing wind tunnel CWC estimation is obtained by combining Eq. (4) with Eqs. (7) and (10)-(14):

CWC =
4Mw

πd2
inletUaE

· ρda,0 cp,da (qbp,0 + qcell,0)
cp,daMda (1−xw,tot) + cp,wMw xw,tot

· xw,tot−xw,a

1−xw,a
. (15)5

Although IWT static air temperature and pressure are required to set the total sampling mass flow to isokinetic TW sampling,

this result shows that if the isokinetic factor is not calculated explicitly, air temperature and pressure only appear in the hydrom-

eteor collection efficiency (through air viscosity and slip correction) and otherwise are not required to calculate the condensed

water content. For minor temperature and pressure fluctuations during IWT water content measurement, only marginal impact

on CWC measurement and uncertainty is anticipated by disregarding changes in IWT air temperature and pressure.10

4.3 CWC measurement uncertainty

Corrections and errors introduced by the collection efficiency are specific to the respective wind tunnel icing conditions and

hence are not considered in the following general analysis. Instead, a mean mass averaged collection efficiency of one is

assumed. With the numerically determined collection efficiency given in Fig. 3, maintaining this assumption for the evaluation

of the presented measurements in icing conditions of freezing drizzle or rain, with median volume diameters (MVDs) in the15

range of 100 µm to 650 µm, the potential CWC underestimation is below 1 % (size distribution data taken from Cober et al.

(2009)).

The uncertainty of the condensed water content measurement is derived from a first-order propagation of the uncertainties

of the quantities appearing in Eq. (15) according to the Guide to the Expression of Uncertainty in Measurement (GUM;

Joint Committee for Guides in Metrology, 2008a). Uncertainties not distributed normally have been converted to standard20

uncertainties for the analytical calculations. Unless otherwise stated, all uncertainties are given in terms of the 95 % coverage

interval. A summary of the individual uncertainties of the input quantities is given in Table C1 in Appendix C of this work.

The current single-hygrometer instrument only allows either TW or BWV content measurement. Alternating between both

measurements to determine the CWC inevitably results in a measurement error due to the dynamic behavior of the background

water content, which is mainly defined by the initial IWT air saturation level and stability of the temperature conditioning during25

the measurement. Depending on the saturation level preceding activation of the spray, the background water content during

the probe intercomparison increased by up to 0.5 g m−3 for as long as five minutes after activation of the spray and before

reaching a stable reading. As a consequence of alternating TW and BWV measurement, errors highly depend on subjective

assessment during evaluation and are specific to the IWT operating conditions. With the goal of assessing instrument accuracy

with a planned second dedicated PA cell for background humidity measurement, the uncertainties of the TW and BWV content30

measurement are both taken equal to the hygrometer measurement uncertainty given in Section 3.3. The presented uncertainties

17
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Figure 8. Hygrometer measurement uncertainty contributions to the 95% CWC measurement uncertainty at three static air temperatures, an

airspeed of 60m s−1 and a static air pressure of 1013.25 hPa. Condensed water content uncertainty contributions are given relative to the

actual CWC and for isokinetic sampling. The ambient air is assumed fully saturated with respect to supercooled liquid.

may, however, be taken as upper limits for a different hygrometer used for background humidity measurement with similar or

better accuracy.

Figure 8 shows the calculated hygrometer contribution to the condensed water content measurement uncertainty at three

IWT static air temperatures. Temperatures of −30 ◦C, −18 ◦C and −5 ◦C were examined, again assuming fully saturated air

with respect to supercooled liquid water, as this is expected for the closed circuit icing wind tunnel. The measurement uncer-5

tainty contributions are given relative to the actual CWC. Contributions of the measurement of the background water vapor

concentration (Uxw,a , dashed lines) indicate constant background humidities with associated constant absolute measurement

uncertainties.

The hygrometer’s contribution to the CWC measurement uncertainty increases rapidly with lower water content and in-

creasing temperature. The latter circumstance is a result of the rising absolute BWV concentration uncertainty with increasing10

background humidity, which dominates the difference of measured total and background water vapor concentrations at low

CWCs (last term in Eq. (15)). For a condensed water content of 0.5 g m−3 and an IWT temperature of −5 ◦C, the combined

hygrometer uncertainty contribution (root of sum of squares) is 0.15 g m−3. At −30 ◦C the hygrometer’s contribution is re-

duced to 0.03 g m−3.

Figure 9 shows the overall CWC measurement uncertainty at two of the above temperatures. Also shown are the individual15

contributions of the input quantities. At high condensed water contents the device is currently obviously limited by the large

relative uncertainty in the probe TW inlet area (±9 %), which contributes a constant 10.5 % to the overall uncertainty. This

is a result of the particularly small size of the TW inlet diameter. However, deviation of the estimated nozzle inlet area from

the true size only results in an invariant systematic error in the isokinetic factor. Hence the CWC measurement error should

be proportional to the indicated CWC and should not affect instrument precision. The additional error in the projected probe20

TW inlet area due to misalignment to the direction of flow is below 0.5 %, assuming an angle of attack within ±5 ◦. This does

18
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Figure 9. Condensed water content measurement uncertainty (95%) and individual contributions at static air temperatures of (a)−30 ◦C and

(b) −5 ◦C. Uncertainties are given relative to the actual CWC and for isokinetic sampling. Wind speed and static air pressure are 60m s−1

and 1013.25 hPa, respectively. The ambient air is assumed fully saturated with respect to supercooled liquid.

not include errors induced by changes in collection efficiency, which again have to be considered separately for the respective

particle size distribution.

Towards lower condensed water contents, the overall measurement uncertainty is dominated by the humidity measurement.

As is typical for IKPs, the accuracy of the instrument is highest at low ambient temperatures or background humidities (Davison

et al., 2016). Table 1 summarizes absolute and relative measurement uncertainties U(CWC) at static air temperatures of−5 ◦C5

and −30 ◦C for condensed water contents in the range of 0.25 g m−3 to 3 g m−3.

At the lower temperature, measurement uncertainty decreases below 20 % above a condensed water content of 0.14 g m−3.

In warm air of−5 ◦C this is only the case above a CWC of 0.93 g m−3. Due to the high contributions of humidity measurement

and inlet area uncertainty, the measurements of the total mass flow and IWT airspeed only marginally contribute to the overall

uncertainty.10

To validate the stated first-order analytic CWC uncertainties, a Monte Carlo method (Joint Committee for Guides in Metrol-

ogy, 2008b) has been applied. The method takes into account and propagates the assumed uncertainty distributions of the

input quantities. As the TW inlet diameter is assumed with uniform probability within the measured and specified bounds (cf.

Table C1), analytic and numeric uncertainties are expected to differ at high CWCs where the inlet diameter contribution dom-

inates. Numerically calculated shortest 95 % coverage intervals attained with the Monte Carlo method lie within the analytic15

19
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Table 1. Instrument absolute and relative CWC measurement uncertainties (95% coverage) at selected cloud CWCs and at static air temper-

atures of −5 ◦C and −30 ◦C. Wind tunnel airspeed and static air pressure for the calculations are 60m s−1 and 1013.25 hPa, respectively.

Ta CWC U(CWC)

−5 ◦C

0.25 g m−3 0.15 g m−3 60%

0.50 g m−3 0.16 g m−3 31%

1.00 g m−3 0.19 g m−3 19%

3.00 g m−3 0.39 g m−3 13%

−30 ◦C

0.25 g m−3 0.04 g m−3 15%

0.50 g m−3 0.06 g m−3 13%

1.00 g m−3 0.12 g m−3 12%

3.00 g m−3 0.34 g m−3 11%

interval over the whole range of interest (cf. Appendix E, Fig. E1). Hence, the presented analytic uncertainties may be taken as

upper bounds to a more realistic estimation of the uncertainty.

5 Icing wind tunnel probe intercomparison

The photoacoustic hygrometer in combination with the IKP was used for TW measurement during a water content probe

intercomparison campaign at the RTA Rail Tech Arsenal Fahrzeugversuchsanlage GmbH (RTA) icing wind tunnel. The closed5

circuit IWT is capable of simulating air temperatures down to −30 ◦C and windspeeds up to 80 m s−1 in a test section of

(3.5×2.5×3) m (width×height×length) at local ambient pressure. Test conditions included freezing drizzle and rain icing

conditions with bi-modal particle size distributions (in close agreement to EASA CS-25 Appendix O) and with MVDs of

approximately 100 µm and 550 µm to 650 µm, respectively. Measurements in classical supercooled droplet icing conditions at

higher cloud CWCs had to be disregarded due to the already described oscillations observed in the TW measurements at high10

loads, suspected to be caused by temporary obstructions of the small diameter inlet. All measurements were conducted at a

target static air temperature of −5 ◦C and wind speed of 60 m s−1. Freezing drizzle is created by 264 pneumatic atomizing

nozzles mounted on horizontal spray bars placed approximately 12 m upstream the test section. Freezing rain droplet size

distributions with maximum diameters of approximately 1.5 mm were generated with an additional set of twelve rotating

nozzles mounted on the IWT spray bar system (cf. Breitfuss et al., 2019).15

The PA system was compared against a multi-element water content hot-wire probe (SEA, WCM-2000 Multi Element Water

Content System) and an IKP from Cranfield University (CU-IKP; Bansmer et al., 2018), which utilizes commercial NDIR

sensor based hygrometers for simultaneous BWV and isokinetic TW measurement via backward- and forward-facing inlets

and was specifically designed for high water content IWT measurement. All probes were mounted side by side on a horizontal

splitter-plate-like panel with the probe inlets positioned at the approximate vertical center of the test section (cf. Fig. 10) and20
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Figure 10. Positioning of the water content probes mounted on the splitter-plate-like panel in the RTA icing wind tunnel test section. Viewing

direction is in the direction of flow. From left to right: Cranfield University IKP TW and backward facing BWV inlet, PA hygrometer IKP

and SEA WCM-2000.

the measurements with the probes were conducted simultaneously. In the relevant area of the test section, LWC spatial cloud

uniformity of the IWT is assumed better than±10 % and±15 % for freezing drizzle and freezing rain, respectively. The spatial

cloud uniformity was determined with an icing cloud calibration grid (Breitfuss et al., 2019) and is within the SAE ARP-5905

recommended maximum allowable deviation (±20 %).

During the intercomparison the PA hygrometer was primarily used for TWC measurement. Continuous background humidity5

measurement was thus performed with an external capacitive humidity sensor (E+E Elektronik, EE33) mounted to the IWT

wall. The sensor (labeled IWT humidity rear) has a specified relative humidity and temperature measurement accuracy better

than ±2.3 %RH and ±0.25 ◦C, respectively, and is located downstream the PA system IKP at the rear end of the IWT. BWV

concentrations measured by this sensor were time-shifted to correct for the time delay resulting from the displacement from

the probe location. A second humidity sensor of the same type (IWT humidity front) is placed at the test section, but is not10

directly exposed to the main IWT air flow. This sensor is not used for evaluation, but gives an indication of the true background

humidity at the sampling point of the hygrometer.

Figures 11 and 12 show two measurements in freezing rain with a drop MVD of approximately 550 µm. The upper panels

show the TW and BWV mole fractions measured by the PA system and the CU-IKP together with background humidities

measured by both IWT humidity sensors over time. The lower panels of Figs. 11 and 12 show the corresponding derived CWC15

for the PA system and the CU-IKP, as well as the measured CWC by the multi-element hot-wire instrument. Activation of the

IWT spray system is indicated by a calculated theoretical condensed water content (IWT spray), which, however, is known

to underestimate the true CWC in SLD icing conditions. The high dispersion in the PA signal during cloud measurement is a

result of the low averaging effect of the small probe TW inlet area in combination with the fast response time of the hygrometer

(τ63 < 2 s). Collection efficiency has been assumed 100 % for the evaluation, as the error is assumed below 1 % for the SLD20

size distributions (cf. Section 4.3).
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Figure 11. Water content measurements in freezing rain with a drop MVD of 550 µm at−5 ◦C and 60m s−1. (a) PA instrument and CU-IKP

TW and BWV mole fractions (erroneous PA instrument BWV sampling perpendicular to flow), together with BWV mole fractions calculated

from the IWT humidity measurements. (b) CWCs determined by the PA system (in combination with IWT humidity rear), the CU-IKP and

the hot-wire probe (WCM-2000). Spray activation is indicated by IWT spray.

The external background humidity reference (IWT humidity rear) can be seen to correlate well with the PA system total

water measurement when the spray system is inactive (cloud-free air). Nevertheless, considerable offset (several hundred ppm)

was measured in all conditions and was therefore subtracted for the estimation of the condensed water content. Points in time of

the 10 s offset calculation period are indicated with arrows in Figs. 11(b) and 12(b). The observable offset is mainly attributed

to the humidity sensor accuracy, as well as to gradients in the IWT air temperature and saturation between the measurement5

locations.

The CU-IKP likewise indicated a steady offset of approximately 100 ppm between the TW and BWV measurements when

the spray system was inactive. This difference may have resulted from differing sensitivities or zero offset drift of the hygrom-

eter channels and is corrected in a similar manner as with the PA system. Additionally, as the CU-IKP has not been calibrated

for absolute measurement and the NDIR gas analyzer has been used without continuous reference measurement, exhibiting10

simultaneous but similar drift of both channels, measured concentrations were larger than determined by the IWT humidity

sensors and the PA system. For some measurements the difference between PA system and CU-IKP exceeded 2,000 ppm. As

large parts of humidities measured by the CU-IKP are in excess of the saturation mole fraction with respect to supercooled

liquid (even well before activation of the spray), it is concluded that the calculated CU-IKP values overestimate true absolute
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Figure 12. Water content measurement in freezing rain (MVD of 550 µm,−5 ◦C, 60m s−1), showing underestimated CWC due to significant

background humidity offset drift. (a) PA instrument and CU-IKP TW and BWV mole fraction (extended PA instrument probe BWV inlet),

together with BWV mole fractions calculated from the IWT humidity measurements. (b) CWCs determined by the PA system (in combination

with IWT humidity rear), the CU-IKP and the hot-wire probe (WCM-2000). BWV: PA system shows the residual background offset between

the Pa system’s BWV measurement and IWT humidity rear after offset correction. Spray activation is indicated by IWT spray.

TW and BWV contents. Effects on CWC derivation, however, are mitigated by the expected similar drift of both channels and

the primarily differential nature of CWC measurement.

Background humidity measurement with the PA instrument’s BWV inlet port oriented perpendicular to the direction of flow

resulted in highly elevated BWV levels (Fig. 11(a)), due to ingestion of runback water or sampling of air from the humidified

thermal boundary layer of the heated probe. Therefore, the latter half of the measurements was conducted with the probe BWV5

inlet extended by a backward-oriented tubing, which enabled intermittent and more reliable background humidity measurement

in icing conditions. Differences (residuals) in background humidities measured by the PA system with the modified BWV inlet

and the reference humidity sensor were used to identify measurements exhibiting considerable background humidity offset

drift (cf. Fig. 12(a) and (b)), which were subsequently excluded from further evaluation. Due to the dynamic behavior of the

background humidity, estimated offset drifts of up to 0.1 g m−3 could not be reliably detected with the described method and10

may have resulted in equivalent CWC measurement errors. For the water contents encountered during the intercomparison this

may have resulted in relative errors of 11 % to 36 % for the highest and the lowest CWC, respectively.
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Figure 13. Mean measured CWC of the PA system in combination with the IWT background humidity measurement and of the hot-wire

probe (WCM-2000) over the CWC measured by the Cranfield University IKP (CU-IKP). Dash-dotted rectangular boxes in the figure mark

measurements of freezing rain (FZRA) and freezing drizzle (FZDZ) with MVDs of approximately 550 µm to 650 µm and 100 µm, respec-

tively. Vertical error bars mark the standard deviations of the measurements. Horizontal error bars indicate the IWT cloud LWC uniformity

(±15% and ±10% for freezing drizzle and freezing rain, respectively).

Figure 13 finally shows the comparison of the mean CWCs measured by all probes in conditions of freezing drizzle and

freezing rain. Condensed water contents determined with the PA system and the hot-wire probe are plotted over the mean

CWC measured by the Cranfield University IKP, as the device has been assumed the reference due to its superior probe design

and the simultaneous background and TW measurement.

Precision of the presented measurements heavily depends on the stability of the background humidity during total water5

content measurement with the PA system and the correct identification of background humidity drifts. Although the measure-

ment uncertainty cannot be quantified for the applied method of BWV estimation at the location of the IKP, the CWC derived

from the PA system TW measurement is shown to agree within±20 % of the reference measurement for conditions of freezing

drizzle or rain. Condensed water contents determined in freezing drizzle are within ±10 % of the reference (best-fit slope of

0.98).10

Total condensed water content determined by the hot-wire instrument continuously was below the CWC measured by the

CU-IKP. This underestimation is partly attributed to splashing of large droplets from the hot-wire sensor-element (cylindrical

half-pipe facing in the direction of flow), but is larger than is anticipated for freezing drizzle cloud droplet distributions (Steen

et al., 2016) and may indicate the advantages of isokinetic evaporator probes for CWC measurement in these conditions. A

detailed analysis of the severe differences is outside the scope of this work. However, measured deviations from the reference15

IKP may also be attributable to spatial IWT cloud non-uniformity for all systems. Accuracy of PA system CWC measurement

is additionally decreased by the high absolute background humidity present at the relatively warm IWT temperature during the

measurements (cf. Section 4.3).
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6 Conclusions and outlook

In this work a hygrometer based on intensity-modulated photoacoustic spectroscopy with a near-infrared laser diode has been

realized and combined with a two-pressure humidity generator and an isokinetic evaporator probe to provide a new instrument

capable of measuring total or background water contents in simulated atmospheric icing conditions. The dynamic range of

the single-wavelength PA hygrometer has been shown to encompass water contents occurring in SLD, mixed-phase and high5

IWC environments, where classical water content probes are associated with lower accuracy. Laboratory calibration of the

hygrometer using the instrument’s calibration unit displayed a 1 s integration time limit of detection of 23 ppm and an accuracy

(95 % coverage) better than 2.5 % to 3.3 % in the range of 512 ppm to 12,361 ppm at standard pressure. The range corresponds

to a saturated sea-level cloud-free air at −30 ◦C and a CWC of 5 g m−3 in saturated 0 ◦C air. Since the determined accuracy

is dominated by the uncertainty of the built-in humidity reference, further improvement of the hygrometer’s measurement10

uncertainty may be achieved by using an independent traceable calibration.

For CWC measurements a major contribution to the overall measurement uncertainty is associated with the small diameter

TW inlet of the IKP (3.3 mm), which currently constrains the device uncertainty (95 % coverage) to above 10 % in all condi-

tions. The small diameter also is suspected to cause temporary accumulation of water or ice in the inlet at high CWC loads. To

further decrease the overall measurement uncertainty to the level of the hygrometer uncertainty, a redesign of the IKP inlet is15

the focus of ongoing research. The isokinetic aspiration efficiency of the probe at wind tunnel airspeeds above 60 m s−1 has

been determined by numerical means and near standard pressures and has been shown to lie above 88 % for droplets of any

size and above 99 % for droplets with diameters greater than 40 µm. From the determined size dependent collection efficiency

a bias of less than 1 % can be inferred for CWC measurement in absence of detailed droplet size distribution data in conditions

of freezing drizzle or rain (EASA CS-25 Appendix O).20

Uncertainty considerations showed that despite the current limitations given by the IKP inlet, an accuracy better than 20 % is

achieved by the instrument for CWCs above 0.14 g m−3 in cold air (−30 ◦C) and when combined with a suitable background

humidity measurement. For higher condensed water contents measurement accuracy further improves. In saturated warm air

(−5 ◦C) the hygrometer uncertainty currently limits practical measurement to condensed water contents above 0.9 g m−3. With

additional adaptations of the TW inlet and improvement of the calibration process, further extension of the useful operating25

range to lower water contents is expected. It has to be noted that the determined measurement uncertainty is higher than the

±10 % LWC measurement instrumentation maximum uncertainty demanded by the SAE ARP-5905, which, however, has been

defined for classical icing conditions (EASA CS-25 Appendix C) and may be increased in a similar recommended practice for

the particularly challenging measurement in SLD icing conditions (SAE AIR-6341, 2015).

The system’s TWC measurement capability has been deployed in a CWC measurement intercomparison with a reference30

IKP instrument in freezing drizzle and rain conditions in the RTA icing wind tunnel. Background humidity had to be estimated

independently by an external humidity sensor which, together with the necessary method of offset correction, was determined

to limit achievable measurement precision for the chosen setup. Measurements performed in warm air freezing drizzle and

rain conditions with MVDs from 100 µm to 650 µm, however, showed a CWC agreement of the two IKPs within ±20 % for
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water contents in the range of 0.3 g m−3 to 0.9 g m−3. This is also within the recommended maximum LWC spatial deviation

allowed by the SAE ARP-5905 (±20 %).

Appendix A: Photoacoustic background signal correction

The signal returned by the PA hygrometer is the lock-in signal Sm = (Sm,I , Sm,Q)T , where I and Q denote the in-phase

and quadrature components of the lock-in amplifier, respectively. Prior to each calibration, a background photoacoustic signal,5

SBG = (SBG,I , SBG,Q)T is recorded after flushing the PA cell with the zero air until a stable reading is attained.

The photoacoustic amplitude of all subsequent calibration or water content measurements is calculated on the digital signal

processing unit of the hygrometer after phase-correct subtraction of the mean of the recorded PA background signal:

S = ‖Sm−SBG‖

=
√

(Sm,I −SBG,I)2 + (Sm,Q−SBG,Q)2 . (A1)10

Appendix B: Calculation of inlet efficiencies, Stokes number and stopping distance

The aspiration efficiency ηasp of particles at a given particle size dp is given by the particle mass concentration in the air

entering the inlet divided by the ambient mass concentration at that size (Belyaev and Levin, 1974),

ηasp(dp) =
CWCi(dp)
CWC(dp)

, (B1)

and may be written in terms of the limiting area Alim in front of the inlet, within which all trajectories of sampled particles15

begin, and the freestream to mean sampling velocity ratio Ua/U s:

ηasp(dp) =
Alim(dp)
Ainlet

· Ua

U s

=
E(dp)
IKF

. (B2)

Here, E =Alim/Ainlet is the particle size dependent collection efficiency and IKF = U s/Ua is the isokinetic factor.

For the evaluation of the collection efficiencies, the particle Stokes number Stp is calculated according to Kulkarni et al.

(2011):20

Stp =
ρp d

2
pUpCc

18ηdinlet
, (B3)

where ρp is the droplet density calculated for supercooled liquid water (Hare and Sorensen, 1987), dp is the droplet diameter,

Up is the initial droplet velocity equal to the freestream airspeed Ua, Cc is the Cunningham slip correction, η is the air dynamic

viscosity and dinlet is the probe inlet diameter.

The Cunningham slip correction for droplets is calculated by25

Cc = 1 +
2λ
dp

[1.207 +0.440 exp(−0.596dp/(2λ))] (B4)
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Table C1. Summary of uncertainties of the two-pressure humidity generator (HG) and the input quantities entering the condensed water

content calculation. Uncertainties are given in terms of half-widths of the rectangular uncertainty distributions.

Variable Description Reference / Source Uncertainty

xw,BG Zero air residual water vapor volume fraction calibrated 2 ppmv

THG HG saturator air temperature calibrated 0.16K

pHG HG saturator air pressure calibrated 200Pa (2%FS)

Mw Molar mass of water (18.01528 g mol−1) Wieser and Berglund (2009) negligible

Mda Molar mass of dry air (28.964 g mol−1) Giacomo (1982) negligible

cp,w Water vapor specific heat capacity (1874 J kg−1 K−1, xw = 1%) Bell et al. (2014) negligible

cp,da Dry air specific heat capacity (1006.7 J kg−1 K−1) Bell et al. (2014) negligible

ρda,0 Dry air density at 0 ◦C and 1013.25 hPa (1.293 kg m−3) Giacomo (1982) negligible

qbp,0 Bypass path standard volumetric flow rate calibrated 0.06 slpm (1%FS)

qcell,0 PA cell standard volumetric flow rate calibrated 0.6 slpm (1%FS)

dinlet Probe TW inlet diameter measurement 0.15mm

Ua Wind tunnel airspeed at probe IWT 2%

(Allen and Raabe, 1985; Rader, 1990), where the mean free path λ according to Willeke (1976) is given by:

λ= λr

(
101 · 103

pa

)(
Ta

293

)(
1 +101/293
1 +101/Ta

)
. (B5)

The air dynamic viscosity is calculated by

η = ηr

(
Tr +Su

Ta +Su

)(
Ta

Tr

)3/2

(B6)

(Kulkarni et al., 2011), where the reference viscosity ηr is 18.33×10−6 Pa s and the Sutherland interpolation constant Su is5

110.4 K at the reference temperature Tr of 293 K.

The particle stopping distance Sp for droplet or particle Reynolds numbers Rep in the range of 1 to 400 is calculated with

the correlation obtained by Mercer (1973):

Sp =
ρp dp

ρa

(
Re1/3

p −
√

6 atan

(
Re

2/3
p√
6

))
. (B7)

Appendix C: Summary of input uncertainties10

Table C1 summarizes individual uncertainty contributions to the overall instrument CWC measurement uncertainty.
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Appendix D: Hygrometer uncertainty

The theoretical background corrected lock-in signal amplitude for a given water vapor mole fraction in air xw and a parameter

set b may be written as S = f(xw,b) (Lang et al., 2020). To determine the parameters in the calibration function with the least-

squares method (Eq. (2)) while considering the calibration humidity uncertainty u(xw,i), the inverse function xw = f -1(S,b) is

required. As no closed-form expression for xw can be found, the water vapor mole fraction is obtained by numerically finding5

the root of

g(S,xw,b) = S− f(xw,b) (D1)

for a measured signal amplitude and a given set of parameters:

xw = f -1(S,b) = {x |g(S,x,b) = 0} . (D2)

The measurement uncertainty of the PA hygrometer u(xw) is then evaluated from Eq. (D2) by combining the uncertainties10

of the measurement signal amplitude u(S) and the correlated parameters determined from calibration, following the GUM

(Joint Committee for Guides in Metrology, 2008a):

u2(xw) =
(
∂f -1

∂S

)2

u2(S)

+
5∑

i=1

5∑

j=1

∂f -1

∂bi

∂f -1

∂bj
u(bi, bj) , (D3)

where u(bi, bj) is the covariance of the fit parameters bi and bj . u(bi, bi) = u2(bi) is the variance of coefficient bi.15

The uncertainty in the measured signal amplitude is estimated from the Allan deviation analysis and is taken equivalent to

the signal noise at the measurement integration time of 1 s.

The sensitivity coefficients in Eq. (D3), i.e., the partial derivatives of f -1 with respect to the PA signal amplitude and the

calibration function parameters, are calculated from Eqs. (D1) and (D2) by using standard rules of calculus (Lira, 2002):

∂f -1

∂S
=− ∂g/∂S

∂g/∂xw
=

1
∂f/∂xw

, (D4)20

∂f -1

∂bi
=− ∂g/∂bi

∂g/∂xw
=− ∂f/∂bi

∂f/∂xw
. (D5)

Errors introduced by finding the root in Eq. (D2) are assumed negligible, due to the high accuracy of the numerical solver with

the chosen tolerance level.

Appendix E: Numerical CWC uncertainty evaluation

Figure E1 shows the comparison of the 95 % coverage intervals of the CWC measurement uncertainty calculated with the25

first-order analytical and the Monte Carlo method for an IWT static air temperature of −30 ◦C and an airspeed of 60 m s−1.
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Figure E1. 95% coverage intervals of the CWC measurement uncertainty calculated with the first-order analytical and the Monte Carlo

(MC) method. Uncertainties are given relative to the actual CWC. Icing wind tunnel static air temperature, pressure and airspeed are set to

−30 ◦C, 1013.25 hPa and 60m s−1, respectively, and the ambient air is assumed fully saturated with respect to supercooled liquid water.

Monte Carlo intervals are shortest (non-symmetric) 95% intervals indicated by the lower and upper bounds.

Uncertainties are given relative to the actual CWC. Shortest intervals obtained by the Monte Carlo method can be seen to lie

within the analytical intervals over the whole CWC range of interest.
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Abstract: Sensors for the reliable measurement of nitrogen dioxide concentrations are of high interest
due the adverse health effects of this pollutant. This work employs photothermal spectroscopy
to measure nitrogen dioxide concentrations at the parts per billion level. Absorption induced
temperature changes are detected by means of a fiber-coupled Fabry–Pérot interferometer. The small
size of the interferometer enables small detection volumes, paving the way for miniaturized sensing
concepts as well as fast response times, demonstrated down to 3 s. A normalized noise equivalent
absorption of 7.5× 10−8 cm−1W/

√
Hz is achieved. Additionally, due to the rigid structure of the

interferometer, the sensitivity to mechanical vibrations is shown to be minor.

Keywords: nitrogen dioxide; photothermal interferometry; gas sensor; optical microphone

1. Introduction

Due to the adverse health effects of NO2 [1], monitoring ambient NO2 concentrations as well as
NO2 emissions from vehicles is of interest for citizens, researchers, and legislative purposes [2–5]. WHO
recommends an hourly mean of 200 µg m−3 (106.4 ppb) and an annual mean of 40 µg m−3 (21.3 ppb)
not to be exceeded [1]. A variety of sensing principles exist for the sensing of NO2. For example,
electrochemical and metal oxide sensors are low-cost, but lack sensitivity, selectivity, and long-term
stability [6]. On the other hand, chemiluminescence detectors are expensive and large in size, but
offer reliable measurements and are commonly used to measure NO2 concentrations for legislative
purposes [5]. Further, optical sensors exist, which provide high spectral selectivity by choosing a
light source that matches one or more absorption bands of NO2. Among those are photoacoustic and
photothermal sensing concepts.

Photoacoustic spectroscopy uses intensity or wavelength modulated light sources, which match
one ore more absorption bands of the gas of interest, exciting transitions into higher molecular
energy levels. Subsequent collisional deactivation leads to the production of a fast decaying thermal
and a propagating, slowly decaying acoustic wave [7]. The detection of the acoustic wave, usually
after acoustically resonant amplification, is utilized in photoacoustic spectroscopy [8–10] and
quartz-enhanced photoacoustic spectroscopy [11–14].

This work focuses on an interferometric detection scheme, where the temperature change is
measured by a refractive index change, induced by the absorption-based heating. As an excitation
source, we use an intensity modulated 450 nm laser. The generated refractive index change is measured
by means of a fiber-coupled Fabry–Pérot interferometer as the sensing element. Previous publications
have demonstrated noise equivalent absorptions of 1.3× 10−7 cm−1W/

√
Hz with intensity modulation

for NO2 (equal to 700 ppb for 30 mW average laser power) [15] and 1.8× 10−6 cm−1W/
√

Hz [16] or
7.5× 10−9 cm−1W/

√
Hz [17], with wavelength modulation for detection of SO2. Similar normalized
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noise equivalent absorptions (NNEAs) can be achieved with microstructured hollow-core fibers in
combination with photothermal interferometry [18,19]. The response of hollow-core fiber gas sensors,
however, is diffusion limited and response times for long, high-sensitivity fibers are usually limited
to several tens of seconds [18,20]. Exceptions with response times down to 3 s and detection limits of
7.4× 10−5 cm−1 for methane have been reported for short fibers [18,21], but lacking statements about
the laser power coupled into the fiber prohibit a comparison to other methods.

In this work, we demonstrate sensing of NO2 by photothermal interferometry, utilizing a
membrane-free optical microphone as interferometer. The 1 σ detection limit for 1 s integration time is
348 ppb, equal to a normalized noise equivalent absorption of 7.5× 10−8 cm−1W/

√
Hz. The work is

meant to demonstrate the advantages of photothermal interferometry for NO2, such as miniaturization
potential of the sensing volume, fast response times, and a robust setup.

2. Materials and Methods

2.1. Photothermal Interferometry

In this work, photothermal interferometry (PTI) is realized with a fiber-coupled Fabry–Pérot
interferometer (FPI). Intensity modulation of the 450 nm excitation laser produces a thermal wave,
with a temperature change directly proportional to the concentration of NO2 [22]. The thermal wave is
heavily damped, and is therefore only observed close to the probe beam [7]. The local heating leads to
a change in refractive index ∆n, described by the Clausius–Mosotti equation [22], with ∆T temperature
rise and Tabs absolute temperature of the gas:

∆n = −(n− 1)
∆T
Tabs

. (1)

Due to the constant gas flow through the cell, incremental heating of the gas sample due to the
excitation laser can be neglected and constant absolute temperature of the gas can be assumed in
our experiments. Hence, the detected change in refractive index is directly proportional to the NO2

concentration within the FPI cavity.
The FPI used for this work measures the intensity of the reflected probe laser. The reflected

intensity Ir is given by [23]

Ir = Ii

(
1− 1

1 + F sin2(δ/2)

)
, (2)

where Ii is the incident intensity and F is the finesse of the mirrors. The phase shift δ depends on the
refractive index in the cavity n, the distance between the mirrors d, and the wavelength λ as

δ =
4πnd

λ
. (3)

Changes in n change the phase shift δ and, thus, the reflected intensity Ir.

2.2. Experimental Setup

For this work, a commercial optical microphone was used as detector, which consists of a
fiber-coupled FPI cavity, machined as a rigid structure, which offers low sensitivity to mechanical
vibrations [24]. The FPI is formed by a machined opening with semitransparent mirror surfaces,
each approximately 1.5 mm × 1.5 mm in size, which are facing parallel to each other at a distance
of approximately 3.3 mm. A 1550 nm probe laser of 1 mW optical power is reflected back and forth
between the mirrors, and the reflected intensity is measured [24]. The probe laser is of approximately
Gaussian shape, with 205 µm full width at half maximum within the cavity, and the reflectivity of the
etalon mirrors is in the range of 0.6 [25]. The commercial microphone head comes with protective
membranes covering the cavity, which were removed to allow for a free gas exchange and an overlap
of the probe and excitation beams (cf. Figure 1).
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The optical microphone is placed in a 3D-printed cell with a sample volume smaller than
9 cm3 (Figure 1). The cell was optimized with multiphysical simulations to suppress unwanted
acoustic resonances. The beam of the excitation laser (blue) is focused through a window and
horizontally centered to cross the probe laser of the optical microphone at the position of maximum
intensity. A neutral density (ND) filter is mounted opposite the window to attenuate the excitation
beam. A 40 mW continuous-wave optical power laser module (Laser Components GmbH, Olching,
Germany: FLEXPOINT R© Dot Laser Module) with 450 nm wavelength serves as excitation laser.
At this wavelength, NO2 yields high absorption with little cross-sensitivity to other gases. Also, this
wavelength is above the photodissociation threshold [26].

Figure 1. Cut through the 3D-printed cell, carrying the head of the optical microphone. Excitation laser
beam is shown in blue. The probe beam is reflected within the microphone cavity between the top and
bottom mirror surfaces.

The experimental setup allows to study the sensor response for different concentrations of NO2,
flow rates, and modulation frequencies. This is shown in Figure 2. Gas mixtures were produced with a
temperature stabilized custom gas diluter based on binary weighted critical orifices [27], which offer
low uncertainties over a broad range of dilution ratios. The NO2 gas cylinder contains a mixture of
NO2 and synthetic air (Messer Austria GmbH, Gumpoldskirchen, Austria: 19.2 ppm NO2), which was
further diluted with synthetic air (Messer Austria GmbH: Synthetic Air, Scientific). The flow rate to
the PTI cell is controlled by a mass flow controller (MFC; Vögtlin, Aesch, Switzerland: Model GSC-B).
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Figure 2. Schematic of the experimental setup for characterizing the photothermal interferometry setup
with NO2. Gas mixtures are created with a gas diluter. The excitation beam is perpendicular to the
probe beam and is focused and centered into the cavity of the optical microphone.

The signal from the optical microphone control unit (XARION Laser Acoustics GmbH, Vienna,
Austria: Eta 250 Ultra—settings: Cutoff frequency 100 Hz, gain 20 dB) is recorded with a data
acquisition card (National Instruments, Austin, TX, United States: Model PXI-6281) at 250 ksps and
post-processed on a personal computer (PC). The same chassis carrying the PXI-6281 also houses a
function generator (National Instruments: Model PXI-5402). The function generator provides the
square-wave modulation signal (duty cycle 50%) for the excitation laser. The PTI signal is filtered with
a digital lock-in amplifier, realized in LabVIEW code on a PC, with an integration time of 1 s. Due to
the high sampling rate and limited buffer size of the DAQ card, data acquisition and modulation is
stopped and restarted after each measurement to obtain a constant phase relation.

To investigate the sensitivity of the FPI and the signal to mechanical vibrations, the sensor was
mounted on a platform connected to an electrodynamic shaker (TIRA GmbH, Schalkau, Germany:
TIRAvib S502). Applied vertical accelerations and vibration spectral densities were measured with a
piezoelectric accelerometer (PCB Piezotronics Inc., Depew, NY, United States: 333B30) placed next to
the cell mounting, as shown in Figure 3. In this configuration the operating sensor was exposed to
two different broadband quasi-random vibration distributions over the frequency range of 1 Hz to
500 Hz—characteristic for highway truck vibration exposure [28]—to test mobile operation of the PTI
sensor. The sensor was exposed to the acceleration spectra at different root mean square accelerations
for several minutes and signal noise was recorded at multiple points in time. Additionally, the
sensor was accelerated sinusoidally and maximum tolerable vertical accelerations (insignificantly
increased signal noise) at a range of frequencies between 10 Hz and 300 Hz were determined. Due to
the low anticipated effect on the noise level, the interferometer interrogation unit was not exposed to
the vibrations.
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Figure 3. Photograph of the vibration test setup, showing the full photothermal interferometry (PTI)
cell with gas lines and laser, mounted on an electrodynamic shaker. The piezoelectric accelerometer,
measuring applied accelerations, is placed next to the cell mounting.

3. Results

3.1. Influence of Flow Rate on Sensor Noise

The selection of the flow rate is a balance of response time and detection limit, as higher flow
rates offer faster gas exchange rates, but are associated to higher flow noise, which negatively effect
the detection limit. Figure 4 shows the noise spectrum of the flow noise, measured by the optical
microphone without the excitation laser being switched on. The noise spectrum was calculated as the
Welch power spectral density estimate with a 0.5 s Hanning window. The flow rate was varied between
0.2 slpm and 4 slpm. Only a slight increase in noise is seen up to flow rates of 1 slpm, but higher
flow rates significantly increase present 1/ f α noise [29] and are accompanied by flow-rate-dependent
tonal noise.

 0  5 10 15

Modulation frequency (kHz)

10-8

10-6

10-4

10-2

100

P
ow

er
 (

V
2 )

0.2 slpm
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Figure 4. Welch spectra of the background noise without excitation laser at different flow rates. Welch
spectra are calculated over 0.1 s windows and averaged over 9 s. The noise spectra of 0.2 slpm and
0.5 slpm are identical and covered by the spectrum at 1 slpm.

Due to the small cell volume of less than 9 cm3, a flow rate of 0.5 slpm with a nominal gas exchange
rate of ≈1 s/cell volume was considered sufficient with a 1 s integration time, and was used in the
subsequent measurements.

3.2. Selection of the Optimal Modulation Frequency

From Figure 4, the additional presence of flow-rate-independent noise around 800 Hz is visible,
and a higher modulation frequency should be chosen. However, as the photothermal signal is inversely
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proportional to the modulation frequency [22], a low modulation frequency is desired. Therefore, the
signal with 19.2 ppm NO2 (black circles) and the background noise with synthetic air (blue diamonds)
was recorded with the lock-in amplifier for different modulation frequencies (Figure 5a). The inverse
signal strength of the photothermal signal can nicely be seen (black circles). To find the optimal
modulation frequency, the signal-to-noise ratio (SNR) was calculated (black dots in Figure 5b). Due
to the variation in the calculated SNR values, a moving average filter was applied (blue curve) and a
modulation frequency of 1.4 kHz, in the region where best results were achieved, was selected.
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Figure 5. Noise investigations of the PTI sensor: (a) Signal with 19.2 ppm NO2 (black circles),
background noise for different modulation frequencies with the laser switched on (blue diamonds),
measured with lock-in amplifier. Background noise with the laser switched off equals the noise with
the modulated laser switched on. (b) Signal-to-noise ratio as a function of the modulation frequency.
The selected modulation frequency is marked with a red diamond.

3.3. Limit of Detection and Long Term Stability

The linearity of the PTI sensor was confirmed by applying concentrations ranging from 606 ppb to
19.2 ppm NO2 to the sensor. The PTI signal, as a function of applied NO2 concentration, is shown in
Figure 6. Each data point was averaged for approximately 40 values, i.e., 40 s. All signals are background-
corrected with respect to their phase. The sensitivity was determined to be (0.149± 0.002)mV ppm−1

from a weighted linear regression. The coefficient of determination for the fit is R2 = 0.999.
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Figure 6. Linear fit (red) of the background-corrected photothermal signal as a function of the NO2

concentration. Error bars of the photothermal signals are the standard deviation relative to the mean.
Error bars of the concentrations are too small to be visible on this scale.
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Long-term stability was investigated by calculating the Allan deviation for the signal at constant
flow of synthetic air. The corresponding plot is shown in Figure 7. Even though the sensor was
mounted on an optical table without vibration isolation, no interferences from mechanical vibrations
were observed, due to the rigid structure of the FPI.
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Figure 7. Allan deviation of the photothermal signal in units of NO2 concentration as a function of
averaging time. Allan deviation was calculated with MATLAB.

From Figure 7, it can be seen that the 1 σ detection limit is 348 ppb for 1 s averaging time.
The detection limit can be further improved to 75 ppb (10 s) and 26 ppb (100 s), by using longer
averaging times. The increase in standard deviation after approximately 200 s, and the therefore
limited maximum integration time, stems from the laser module, which is not temperature stabilized
(cf. Appendix A). This, however, could be easily improved by changing to a temperature stabilized laser.
The optical microphone itself uses a feedback current to stabilize the wavelength of the probe laser to
maintain a steady operating point, i.e., compensating for slow temperature and pressure changes [24].

The normalized noise equivalent absorption was calculated by assuming a Gaussian wavelength
distribution around 450 nm with FWHM of 0.5 nm, and using the corresponding absorption coefficient
from the HITRAN database [30]. For 1 s integration time of the lock-in amplifier, this corresponds to
an NNEA of 7.5× 10−8 cm−1W/

√
Hz.

Low sensitivity of the PTI sensor to mechanical vibrations is essential for mobile applications
and is usually hard to achieve for interferometric setups. Results of the vibration analysis, however,
suggest low sensitivity of the proposed interferometric sensor concept, due to the rigid structure of the
FP cavity. Figure 8a shows the applied acceleration spectral densities in the frequency range of interest
and, for comparison purposes, a military standard vibration schedule for highway truck vertical
vibration exposure, often used for commercial product testing (MIL-STD-810H, Method 514.8C-I [28]).
The peak visible at 50 Hz in both spectra is noise at the power line frequency, amplified by the
accelerometer amplifier, and has to be disregarded from the acceleration spectrum. Although a strong
mechanical resonance of the setup is excited near 150 Hz for vibrations up to 500 Hz (black curve), the
measured signal noise level only increases marginally from 30 µV to 40 µV. During application of the
low-frequency vibration spectrum with components up to 100 Hz (yellow curve), no changes in the
measured noise level were observed and the noise remained at the background level.

Achieved peak accelerations for sinusoidal vibrations are plotted in Figure 8b together with
the measured noise. It can be seen that, for frequencies between 20 Hz and 300 Hz, the PTI sensor
was exposed to accelerations at or above 0.5 g up to 1.7 g, with the noise level still well within the
3 σ noise band. At 10 Hz, the large motion amplitude of the electrodynamic shaker was causing a
repeated mechanical impulse to the PTI setup, and applied peak accelerations were reduced to prevent
impulse excitation.
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Figure 8. Vibration analysis: (a) Broadband acceleration spectral densities applied to the measurement
setup during operation (yellow and black curves). Military standard vibration schedule for highway
truck vertical vibration exposure (MIL-STD-810H, Method 514.8C-I [28]; red dotted line). (b) Measured
signal noise (black circles) at the applied sinusoidal vertical peak accelerations (blue triangles) for zero
air. Horizontal dotted lines mark 1 σ and 3 σ noise levels.

3.4. Response Time

As short response times are critical for a wide variety of applications, the response of the
proposed PTI sensor to steps in concentration was investigated. Repeated steps from synthetic air
(zero concentration) to concentrations of 19.2 ppm NO2 at 0.5 slpm and 1 s integration time revealed
reproducible response times to 90% signal level (τ90) below 3 s; and recovery times to 10% signal level
(τ10) below 2 s. An exemplary response curve is shown in Figure 9.
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Figure 9. Sensor step response for a step from zero air to a concentration of 19.2 ppm NO2 and back
at 0.5 slpm and 1 s integration time. Response time to 90% (τ90) and recovery time to 10% (τ10) signal
level are below 3 s and 2 s, respectively.

4. Discussion and Conclusions

The presented sensor concept, using a compact fiber-coupled Fabry–Pérot interferometer for
photothermal spectroscopy, offers a reliable sensing scheme for NO2 with high spectral selectivity and
sensitivity. The NNEA was determined to be 7.5× 10−8 cm−1W/

√
Hz, which is lower than previous

PTI implementations [15,16], but can still be improved in future realizations, e.g., by applying a
balanced detection scheme [17].

QEPAS implementations reach slightly better NNEAs (e.g., 2.5× 10−8 cm−1W/
√

Hz [10],
4.2× 10−9 cm−1W/

√
Hz [13]) and, compared to conventional PAS implementations, the NNEA is up
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to a factor 100 worse (7.0× 10−10 cm−1W/
√

Hz [10]). However, the proposed PTI sensor approach
offers the possibility for a much smaller detection volume, capable of faster response times and higher
miniaturization potential.

The developed, non-optimized cell has a volume smaller than 9 cm3, for which an integration
time of 1 s combined with a flow rate of 0.5 slpm proved to provide a good balance of response time
and detection limit. Even though the given cell geometry comprises poorly flushed dead volumes, a
response time of τ90 = 3 s and a recovery time of τ10 = 2 s were achieved. For applications requiring
faster response times, a combination of smaller integration time and higher flow rate can be easily
realized. Due to the small size of the optical microphone, the cell volume could be ultimately decreased
to the dimensions of the FPI cavity, which is 1.5 mm× 1.5 mm× 3.3 mm ≈ 7.5 mm3, without major
drawbacks. This is highly advantageous when compared to microstructured hollow-core fiber-based
PTI approaches, where long fibers are needed to reach comparable NNEAs. To fully demonstrate the
miniaturization potential of the presented method, future research should focus on the downscaling of
the cell down to the FPI cavity volume.

On the other hand, applications like environmental monitoring require lower detection limits, at
averaging times of up to one hour [5]. In this case, a stabilized laser source could be used, which would
enable longer averaging times to improve the detection limit. Additionally, higher laser power could
be used to improve the detection limit, as the photothermal signal scales directly with the laser power.

A low sensitivity of the PTI sensor to mechanical vibrations was demonstrated with broadband
vibrations in a frequency range similar to vehicular vibration profiles. Although the applied vibration
power was below the specified root mean square acceleration of grms = 1.04 g in the cited military
vibration test standard, future commercial application possibilities in mobile gas sensing should be
realizable with minor improvements in setup stability. This is underlined by the fact that, for sinusoidal
vibrations, peak accelerations of 1.7 g could be applied to the described setup, without significantly
increasing signal noise.

Although an expensive lab grade optical microphone was used for the proof of principle
experiments, chip-level miniaturization of the sensor is possible, offering interesting potential for
large-scale production of the sensor. Possible fields of application include exhaust gas and emission
measurements. Furthermore, measurement of different gases can easily be achieved by using excitation
lasers of different wavelengths.
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Appendix A. Drift of the Laser Power

To investigate whether drift is dominated by fluctuations of the laser power, an Allan deviation
analysis was carried out. As can be seen in Figure A1, a drift of the laserpower is appearing at the
same timescale as the drift of the FPI sensor (around 200 s), which indicates that drift is caused by
fluctuations of the laser power.
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Figure A1. Allan deviation of the laser power as a function of the averaging time.
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