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Abstract

This thesis introduces a general numerical framework in two and three dimensions for crack
propagation induced by loaded crack surfaces. The distribution of the applied load may be
arbitrary, wherefore the proposed method can be used for a variety of applications. The
influence of different distributions is investigated in separate examples. Among the most
important fields of applications of loaded cracks is hydraulic fracturing (HF). Therefore,
this thesis relates to this topic frequently, although the context herein is more general
and the numerical results are more academic than this concrete field of application. For
loaded crack surfaces, a crack propagation model is developed based on the superposition
principle of linear elastic fracture mechanics (LEFM), where the load factor of the crack
surface loading is determined such that the criterion for crack propagation is met.
The approximation of loaded cracks with the Finite Element Method (FEM) leads

to several issues due to the non-smooth solution properties of the problem. Therefore,
other approaches were developed which simplify the handling of such problems. One of
these approaches is the extended finite element method (XFEM) which is an extension of
the classical FEM and offers a powerful numerical approach for solving partial differen-
tial equations (PDEs) with non-smooth solution properties. In this thesis, the proposed
method is based on the XFEM with a hybrid explicit-implicit crack description. Herein,
the load on the crack surface is given on an explicit surface mesh and transferred to the
corresponding zero-level set of the implicit description. Therefore, integration points must
be identified on the zero-level set which are also used to determine stress intensity factors
by crack opening displacements.
A major advantage of the introduced procedure is the modularity which allows to

improve individual aspects of the model and provides interfaces to other disciplines. Nu-
merical results show the versatility and success of the approach.
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Kurzfassung

In dieser Arbeit wird ein numerisches Verfahren für die Rissausbreitung von spannungs-
behafteten Rissoberflächen in zwei und drei Dimensionen vorgestellt. Hierbei, ist die
Verteilung der aufgebrachten Belastung beliebig, weshalb das vorgeschlagene Verfahren
für eine Vielzahl von Anwendungen genutzt werden kann. Der Einfluss unterschiedlicher
Belastungsverteilungen wird in separaten Beispielen untersucht. Zu den wichtigsten An-
wendungen von druckbehafteten Rissen gehört das „hydraulic fracturing“. Daher bezieht
sich diese Arbeit häufig auf dieses Thema, obwohl der Kontext hier allgemeiner ist und
die numerischen Ergebnisse akademischer sind als dieses konkrete Anwendungsgebiet.
Für spannungsbehaftete Risse wird nach dem Superpositionsprinzip der linear elastischen
Bruchmechanik ein Rissausbreitungsmodell entwickelt, bei dem der Belastungsfaktor der
Rissoberflächen so bestimmt wird, dass das Bruchkriterium erfüllt ist. Die Approximation
spannungsbehafteter Rissoberflächen mit der Finite Elemente Methode (FEM) führt auf-
grund der nicht glatten Lösungseigenschaften des Problems zu mehreren Erschwernissen.
Daher wird die „Erweiterte Finite Elemente Methode“ (engl.: „eXtended Finite Ele-
ment Method“, XFEM) eingesetzt, die auf die Approximation von nichtglatten Lösungen
spezialisiert ist. In dieser Arbeit basiert die vorgeschlagene Methode auf der XFEM mit
einer hybriden explizit-impliziten Rissbeschreibung. Dabei wird die Belastung auf einem
expliziten Oberflächennetz vorgegeben und auf die zugehörige implizite Rissoberfläche
übertragen. Dafür müssen Integrationspunkte auf der implizit definierten Oberfläche
identifiziert werden, die dann auch zur Bestimmung von Spannungsintensitätsfaktoren
durch Verschiebungen an der Rissfront verwendet werden. Ein wesentlicher Vorteil des
vorgestellten Verfahrens ist die Modularität, die es ermöglicht, einzelne Aspekte des Mod-
ells zu verbessern und Schnittstellen zu anderen Disziplinen bereitzustellen. Numerische
Ergebnisse belegen die Vielseitigkeit und den Erfolg des Ansatzes.
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1 Introduction

1.1 Motivation and scope of work

In nature or industry, it is often observed that structures and materials fail below their
expected tensile strength due to insufficient considerations of faults. Leonardo da Vinci
already noticed that the maximum permissible load of iron wires vary with the wire length
which implies that faults may control the strength. Until the beginning of the twentieth
century attempts were made to capture such phenomena experimentally. Many research
activities have been done in the field of fracture mechanics to prevent catastrophic failures.
In the analysis of fractures, one often assumes stress-free crack surfaces [106, 115,

187]. However, there are many applications where the crack surface is loaded, in fact,
this load may be the dominant driving force for the potential propagation of the crack.
Examples are corrosion and freezing processes in fractured structures. Another example is
hydraulic fracturing (HF) for reservoir stimulation where a fracking fluid is pumped into
some rock formation to induce fractures and increase the permeability and, thereby, the
productivity [2, 113, 141]. Loaded crack surfaces similar to HF also occur, e.g., in dam
break scenarios or in magma-driven dykes [155]. Hence, the investigation and numerical
analysis of cracks under loading conditions which apply to the crack surface itself is
important. For a general assessment, it is very useful to assume sharp crack surfaces where
the crack surface is identified by a surface mesh or level-set function and, consequently, the
locations where the stresses are acting are clearly identified. This is in contrast to smeared
crack representations as in phase-field methods [116, 125, 130] where the consideration of
general loading conditions within cracks is more difficult. Additionally, these methods are
often mesh-dependent and require extremely fine meshes to resolve the sharp discontinuity
across the crack surfaces [171].
The extended finite element method (XFEM) has developed to be a standard tool in

fracture mechanics with a sharp crack representation [17, 53, 128, 181]. Many research
activities have been done to improve the accuracy and efficiency of the XFEM in fracture
mechanics. Adaptive local mesh refinements in XFEM ensure an accurate modeling of the
crack front, see, e.g., [71, 86, 99, 191, 196]. In [43], an XFEM approach has been developed
for modelling multiple branched cracks, voids and cracks emanating from holes. A junc-
tion enrichment was introduced in [168] to describe intersecting fractures in deformable
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porous media. Intersections between hydraulic and natural fractures are investigated in
the context of XFEM in [40]. An XFEM formulation with higher-order elements for
curved cracks was introduced, e.g., in [33, 175], however, the higher-order accuracy may
only hardly be extended to propagating and three-dimensional cracks. Kang [103–105]
applied a consecutive interpolation procedure in XFEM which provides smoother stress
distributions also in the vicinity of the crack tip leading to improved stress intensity
factors (SIFs). The modeling of cohesive cracks with the XFEM was investigated, e.g.,
in [98, 111, 127, 197]. For further literature on the XFEM, interested readers are re-
ferred to the overviews given in [18, 70] and text books [110, 143]. It is also noted that
meshfree methods may be used in the context of fracture mechanics with sharp crack
representations, see [56, 144, 147, 198].
The motivation for this thesis stems from the ambition to provide a general numerical

framework for crack propagation in two or three dimensions with arbitrarily curved and
loaded crack surfaces. Therefore, the XFEM is preferred due to the ability to consider
sharp crack surfaces without remeshing in an accurate, efficient and reliable manner.
Herein, the XFEM with a hybrid explicit-implicit crack description from [16, 68] is adopted
and significantly extended as described in [164]. This enables a very general setup for
loaded crack surfaces: On the one hand, an explicit crack representation based on surface
meshes is used which simplifies the definition of the crack update during propagation.
It also enables a very general framework to consider for general loadings on the crack
surfaces: The stress fields may be defined on the surface mesh or even result from solving
additional model equations on the surface mesh. On the other hand, also an implicit crack
representation based on zero level-sets is generated from the explicit one which is useful
for addressing major XFEM-related issues, most importantly (i) the definition of enriched
nodes, (ii) the enrichment functions based on customary coordinate systems, and (iii) the
numerical integration.
The focus of this contribution is on interpolating and integrating the stress fields for

which data are transferred from the explicit to the implicit crack description. Furthermore,
a very general procedure for the extraction of SIFs is presented which is based on fitting
the approximated crack opening displacements (CODs) to the expected displacement
fields of the individual crack modes, see, e.g., [159, 161]. This is not trivial because
the displacement fields are determined based on the implicit description, that is, for
the fitting, it is required to explicitly locate points on the zero-level sets. Finally, a new
approach is presented to extract a crack propagation criterion for which the overall loading
is seperated into two states: one is the load on the crack surface, the other the remaining
load including traction and displacement boundary conditions. It is then determined by
which factor the crack loading may be increased until the crack propagates [162, 164].
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Because the most important field of application of loaded cracks seems to be in HF,
this thesis relates to this topic frequently, although the context herein is more general and
the numerical results are more academic than this concrete field of application. For an
overview of XFEM-based approaches in the context of HF, see, e.g., [86, 120, 131, 156],
where the focus is often more on the modeling and application side than on the numerical
treatment. It is noted that HF is typically modeled as a coupled multi-physics problem
with (at least) three different fields: (i) a model which represents the deformation of the
rock, typically considered as a linear-elastic body, (ii) a model for crack propagation, and
(iii) a model for the fracking fluid inside the fracture, typically represented by the Reynolds
equation [2, 15]. A coupled formulation of the problem generally leads to a non-linear and
time-dependent system of equations, see, for example, in [112, 131, 148, 149] where the
problem is discussed in the context of porous media. It is obvious that HF (i) involves a
large number of physical processes (opening of existing fracture networks versus creation
of new crack surfaces, fluid lag and leak-off, energy release by toughness and viscosity),
(ii) takes place on various time and length scales which are not easily bridged/upscaled
and (iii) the uncertainties are immense with existing experimental and field data being
sparse. This makes the modeling and simulation an extremely challenging task [49].
A current trend is to resolving these processes and influencing factors individually to
judge on the importance in practical applications of HF. For example, the influences of
different asymptotic behaviours in the crack-tip region are investigated in [80, 120] with
respect to different propagation regimes. However, in the light of the comments made
above, in particular the lack of data for validation, one may also think of coarser models
which summarize physical phenomena in a largely simplified manner. These models could
provide rough relations between the structural analysis (deformations, crack openings and
propagation) and the exerted loading on the crack surface so that no explicit fluid model
is, in fact, needed. It is noted that even such models fall into the context of the proposed
numerical framework and, in fact, it is suggested how such a largely simplified model
may be set up [160, 163]. A major advantage of the proposed method is the modularity
which allows to improve individual aspects of the model and provides interfaces to other
disciplines. For example, the use of arbitrary tractions on the crack surfaces allows the
use of advanced fluid models in HF.
However, it is emphasized that this work is not to be seen as a major contribution to

the modeling of HF but to the numerical treatment of arbitrarily loaded crack surfaces
in general. The original contributions are mostly (i) considerable improvements of the
hybrid explicit-implicit XFEM concerning the definitions of level-set functions and result-
ing coordinate systems, (ii) the two-way data transfer between the explicit crack surface
mesh and the implicit level set functions (iii), the extraction of SIFs in 2D and 3D based
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on CODs in the XFEM, and (iv) the crack propagation criterion for loaded crack surfaces
based on the load factor method and superposition of loading scenarios. Applications in
HF are representative for situations where very general and complex pressure profiles are
present and, therefore, this work is frequently related to this application. Many other ap-
plications with loaded crack surfaces feature simpler pressure distributions such as linear
or constant functions.

1.2 Outline of the thesis

Historical milestones of fracture mechanics and their corresponding fundamental concepts
are briefly repeated in Sec. 2. Basic ideas are shown and their developments or influences
are discussed in today’s fracture mechanic concepts. In Sec. 3, the solution of a lin-
ear elastic fracture mechanics (LEFM) problem with pressurized crack surfaces with the
XFEM and a hybrid explicit-implicit crack description is described based on [16, 68]. The
involved coordinate systems are discussed which simplify the detection of the enriched
nodes and are basis for the definition of the enrichment functions. It is shown how the
enrichment functions are defined based on these coordinate systems without any inconsis-
tencies and discontinuities between the cut element edges. Another focus is placed on the
domain and surface integration based on a decomposition procedure. Coordinate systems
and distances in explicit crack surface meshes are discussed in Sec. 4 which are used in
Sec. 5 to define stresses and loadings on these surfaces. Furthermore, a simplified fluid
model is introduced in Sec. 5 in the context of HF. Another focus of this section is the
data transfer between an implicit and explicit crack description which is required due to
the fact that these crack geometries may not coincide exactly. In Sec. 6, the propagation
of crack surfaces is discussed. Herein, the evaluation of a critical pressure magnitude and
its corresponding time is investigated based on the superposition principle of LEFM. An-
other focus of this section is the computation of SIFs. Verifications and numerical results
of the proposed method can be found in Sec. 7. Finally, Section 8 concludes this thesis
with a brief summary and outlook.



2 Review of crack modeling

In the following, a brief overview of the historical milestones of fracture mechanics and
their corresponding fundamental concepts is given. Herein, basic ideas are shown and their
developments or influences are discussed in today’s fracture mechanics concepts. In the
analysis of fractures one often assumes stress-free crack surfaces [106, 115, 187]. However,
there are many applications where the crack surface is loaded, in fact, this load may be the
dominant driving force for the potential propagation of the crack. Examples are corrosion
and freezing processes in fractured structures. Another example is hydraulic fracturing
(HF) for reservoir stimulation where a fracking fluid is pumped into some rock formation to
induce fractures and increase the permeability and, thereby, the productivity [2, 113, 141].
Due to the fact that HF seems to be one of the most important industrial applications in
the field of loaded cracks, a brief discussion on modeling aspects of this topic is done in
the end of this chapter.

2.1 Beginnings of fracture mechanics

The development of fracture mechanics began at the beginning of the 20th century by
the works of Inglis [93] and Griffith [85]. In 1913, Inglis determined stress concentration
around an elliptic hole in an infinite plate. First analytical expressions of the asymptotic
mechanical fields in the vicinity of the crack-tip were given in [192, 193] for linear elastic
materials. Later, [92, 150] proposed solutions for asymptotic fields within non-linear
elasticity. Based on Inglis’ analysis, Griffith proposed a first quantitative connection
between crack size and fracture stress through a simple energy balance. Herein, it is
assumed that an unstable crack growth occurs when the change of the strain energy
which results from an increment of crack growth overcomes the surface energy γ which
is required for building the newly formed crack surfaces. This original formulation is
based on a pure energy dissipation process by the surface energy of the material which is
only valid for ideally brittle solids. A change of the fracture energy due to plasticity was
realised by Irwin [95] and Orowan [139] who proposed a modification of Griffiths’ theory.
They developed a formulation where the surface energy γ is composed of an elastic γs
and plastic γp part. It is noted that γp is typically much larger than γs [187]. In the
1960s, researchers focused on yielding at the crack-tip. Based on a narrow strip of yielded
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material, Dugdale [58] and Barenblatt [11] developed an energy approach which considers
non-linear aspects within a linear elastic fracture mechanics (LEFM) framework.
In [106], it is mentioned that many scientists agree that fracture mechanics became an

engineering discipline through the basic contributions of George Irwin in the years follow-
ing the Second World War. The interest in fracture mechanics increased during this time
as there were several catastrophic damages caused by cracks. For example, approximately
400 of the almost 2 700 Liberty ships which were build during the Second World War sus-
tained fractures, of which 90 were considered serious [194]. Another example took place
in Cleveland in 1944 where a rupture of a liquefied natural gas storage tank destroyed 79
houses, 2 factories, and 217 automobiles [7]. There are numerous further examples where
fractures caused serious incidents often with significant damage and loss of human lives.

2.2 Fundamental concepts

In LEFM, the behaviour at the crack-tip/front may be described as a linear combination
of three crack modes [106, 117, 187]. The first mode is called ’mode I’ or ’opening
mode’ which corresponds to loading components normal to the crack face Γ. It leads
to symmetrical openings of the crack faces and a straight crack propagation with respect
to the crack surface. Mode II is known as the ’in-plane shear mode’ which is characterised
by anti-symmetric displacements tangential to the crack surface and normal to the crack-
front, wherefore no crack opening occurs due to mode II, however, crack propagation may
still take place. Generally, mode II loadings lead to a kinking of the crack with respect to
the crack surface. Mode III or ’out-of-plane shear mode’ also describes an anti-symmetric
displacement of the two crack faces with the difference compared to mode II that this
mode considers displacements tangential to the crack surface and tangential to the crack-
front which causes a twisting of the crack-front [153]. A graphical representation of the
different crack modes is given in Fig. 2.1. It is noted that mode III plays a minor role in
many practical applications with unclear consequences on the crack propagation and is
therefore often neglected. Based on the orientation of external loads and the orientation or
the shape of the crack geometry these basic modes typically occur together with possibly
varying dominance of one mode over the others. Such a behaviour occurs, for example, in
domains with kinked/branched cracks or under superimposed loadings of the structure.
The understanding and mechanical modeling of fractures in structures is in the core of

fracture mechanics, wherefore some of the fundamental fracture mechanics concepts are
briefly discussed next. Just as important is the issue of solving such models. Due to the
complex character of the governing equations and their solutions, computational methods
play a crucial role in fracture mechanics. Such numerical methods only approximate
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(a) Mode I (b) Mode II (c) Mode III

Figure 2.1: Definition of the three crack modes [117].

the governing equations, because analytical solutions are hardly found. The XFEM has
become a popular approach for solving such problems which is discussed in more detail
in Sec. 3.

2.2.1 Energy release rate

In 1920, Griffith formulated an energy balance for the formation of a crack based on the
first law of thermodynamics [85]

Ẇext + Q̇ = Ėint + Ėkin + ĖΓ. (2.1)

Herein, Ẇext is the rate of energy change due to external loadings such as applied boundary
tractions or body forces, Ėint is the change of internal energy per unit time. Q̇ describes
the rate of energy transport into the body which is not covered by Ẇext, as e.g., heat flux.
Changes of the kinetic energy are considered by Ėkin and ĖΓ describes the energy which is
required for building new crack surfaces per unit time. If no dynamic effects are taken into
account which is, for example, justified when the crack propagation occurs slowly due to
time independent loads, then Ėkin = 0. In many fracture mechanics applications, it is also
common practice to neglect Q̇ as the investigated system is often assumed to be adiabatic
and isolated. In LEFM, energy dissipations are neglected due to plastic deformations,
wherefore the internal energy Ėint corresponds to the elastic energy U e [117]. Based on
these assumptions and on the fact that all changes with respect to time are caused by
changes of the crack size Γ, Eq. 2.1 may be written as

∂

∂Γ (Wext − U e) = ∂EΓ

∂Γ . (2.2)
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Herein, the left side describes the rate of energy which is available to grow an existing
crack Γ to the size Γ + ∂Γ. This rate is known as the ’crack driving force’ or the ’energy
release rate G’ [21, 22] where

G := −∂Π
∂Γ = − ∂

∂Γ (U e −Wext) . (2.3)

The right side of Eq. 2.2 describes the energy which is required to form a new crack
surface ∂Γ. This resistance of the material can be expressed through the specific surface
energy γ of the material. In order to take into account that two new crack faces must be
formed during a crack growth, the resistance of the material to a crack propagation can
be defined as

∂EΓ

∂Γ = 2γ = Gc, (2.4)

where Gc is known as ’critical energy release rate’. It is noted that for brittle materials
this resistance is independent of the crack length and stress state.

2.2.2 Stability of crack propagation

As previously mentioned, a crack propagates when the energy release rate G meets Gc.
That is, if the crack driving force is less than the resistance of the material the crack
is static and a continuous increase of the load further opens the crack until the critical
state is reached. The stability of the propagation can be determined with the crack
resistance curve R [187]. Herein, the energy release rate and the material resistance are
plotted over the corresponding crack length, see Fig. 2.2. The resistances are obtained

Figure 2.2: Schematic G-R curve diagram [187].

from experiments with stable crack growth. The resulting line is called ’crack resistance
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curve R’ which is generally curved. An exception exists for brittle materials where the
resistance remains constant with crack growth, see Eq. 2.4. G depends on the crack size
and the loading σ which is illustrated in Fig. 2.2 for some selected load magnitudes σi.
R may be interpreted as a material parameter which is a function rather of ∆Γ than of
Γ, wherefore it is possible to move this curve horizontally in the diagram. A crack grows
stable when the rate of increase of the crack driving force G with crack length does not
exceed the rate of increase of the resistance R to crack growth. That is, the stability of a
crack growth may be expressed as follows

∂G

∂Γ


< ∂R

∂Γ stable,
= ∂R

∂Γ indifferent,
> ∂R

∂Γ unstable.

(2.5)

It is noted that in LEFM the resistance is constant ∂R
∂Γ = 0, wherefore no stable propa-

gation is possible. An exception is a fatigue propagation which occurs below the critical
state R. Herein, threshold formulations ∆Kth are often used for the decision whether
a propagation occurs [154]. Based on the G-R-diagram it is possible to determine the
critical load magnitude σc of an existing crack Γ or the critical crack length Γc for a given
loading. The critical load σc is determined by its associated G-curve and is defined as
the curve which meets R tangentially. The critical crack length Γc for a given loading
and its corresponding G may be determined by moving R horizontally until it meets G
tangentially. The magnitude of the horizontal shift describes the length of the stable crack
growth.

2.2.3 Stress intensity factors

The stress field in any two-dimensional linear elastic cracked body may be described based
on a polar coordinate system with the origin at the crack-tip as [187]

σij =
(
k√
r

)
fij(θ) +

∞∑
n=0

Anr
n
2 g

(n)
ij (θ). (2.6)

Such a solution was first published in the works of Westergard [192], Irwin [96], Sned-
don [172] and Williams [193] where An is the n-th amplitude of the dimensionless function
g

(n)
ij . These terms are known as the higher-order parts of the solution which depend on
the geometry and remain finite within the domain. On the other hand, the first term
has a singular behaviour at the crack-tip which dominates the stress state there. That is,
the higher-order terms have a minor importance near the crack-tip, wherefore they are
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often neglected. The scaled amplitude K = k
√

2π of the singular term is called ’stress
intensity factor (SIF)’ which is one of the most important local crack-tip parameters in
LEFM. Based on this parameter all stresses, strains and displacements may be defined as
a function of r and θ. It is noted that the singularity dominated zone where the higher-
order terms of Eq. 2.6 may be neglected is limited to a small region around the crack-tip,
see Fig. 2.3. Outside this zone, the crack behaviour is governed by the remote boundary

Figure 2.3: Stress normal to the crack plane in mode I for θ = 0 [187].

conditions, for example, far field tractions.
As previously mentioned there are three crack modes in LEFM where each mode pro-

duces the
√
r-singularity at the crack-tip. However, the amplitude of the singular term

of Eq. 2.6 and its corresponding dimensionless function fij(θ) depend on the current
mode [187]. Based on the superposition principle it is convenient to consider the indi-
vidual modes separately which is possible because the individual contributions to a total
stress state may be superimposed,

σ(r, θ) =
III∑
m=I

Km√
2πr
· fm(θ). (2.7)

Herein, Km is the stress intensity factor of mode m and fm(θ) the corresponding dimen-
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sionless functions which are given for a mode I loading with [106]

f I(θ) =


cos( θ2)

[
1− sin( θ2) sin(3θ

2 )
]

cos( θ2) sin( θ2) sin(3θ
2 ) 0

cos( θ2)
[
1 + sin( θ2) sin(3θ

2 )
]

0

sym. σzz

 , (2.8)

for a mode II loading with

f II(θ) =


− sin( θ2)

[
2 + cos( θ2) cos(3θ

2 )
]

cos( θ2)
[
1− sin( θ2) sin(3θ

2 )
]

0

sin( θ2) cos( θ2) cos(3θ
2 ) 0

sym. σzz

 , (2.9)

and for a mode III loading with

f III(θ) =


0 0 − sin( θ2)

0 cos( θ2)

sym. 0

 . (2.10)

Where

σzz =

0 for plane stress conditions, and
ν (σxx + σyy) for plane strain conditions.

(2.11)

Obviously, normal stresses σzz only occur in three dimensions or in two dimensional models
with plane strain assumptions. As Eqs. 2.7- 2.10 show, it is possible to combine the SIFs
of a crack mode due to different loads additively

Ktotal
m =

N∑
i=1

Ki
m, (2.12)

however, it is not possible to superimpose SIFs of different crack modes. A decision
whether a crack propagation occurs may be based on the energy release rate, see Sec. 2.2.1.
When the total SIFs are known it is possible to compute G directly by using the relation-
ship between K and G which is given by [117]

G(Km) = (1− ν2)
E

(
K2

I +K2
II

)
+ 1

2µK
2
III, (2.13)
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where E is the Young’s modulus, ν the Poisson’s ratio, and Km the stress intensity factor
of mode m. µ is the shear modulus which can be expressed through the Young’s modulus
E and the Poisson’s ratio ν

µ = E

2 (1 + ν) . (2.14)

Although, all modes are considered in this representation of G it assumes a self-similar
crack growth, for example, a planar crack is assumed to remain planar and maintain
a constant shape as it grows [187]. That is, G is evaluated for a straight extension of
the crack. In general, G depends on the propagation angle θc which describes the kink
between a straight and the actual extension of the crack. Such a behaviour is investigated,
for example, in the work of Kageyama [100] who analyzed the maximum energy release
rate for an infinitesimally kinked crack extension under combined mode I and II loading.

2.2.4 Conversion of boundary tractions into equivalent crack face tractions

In LEFM, it is possible to replace boundary tractions or far field tractions with equivalent
crack face tractions which lead to the same SIFs [117, 143, 187]. That is, the behaviour
within the crack is for both loading types equivalent which has the advantage that all
occurring loadings can be treated in the same manner. In general, a preliminary simulation
is required to determine these crack face tractions. However, such a calculation can be
omitted when the entire stress state due to the boundary tractions is known within the
theoretically un-cracked domain. Such a condition exists, for example, in the ground
where in-situ stresses are applied which is discussed in Sec. 5.1. In this section, the
replacement of the boundary tractions with equivalent crack face tractions is discussed in
a general context to get a better understanding of the basic idea. Pressures within the
fracture are neglected here as the conversion is independent of additional loadings which
can be considered separately, see Sec. 6.2. The conversion is based on the superposition

Figure 2.4: Superposition principle to replace a boundary traction with a crack face trac-
tion [117].
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principle which is exemplarily shown in Fig. 2.4 for a pure mode I loading. Herein, a crack
is loaded by a boundary traction tN which leads to a crack opening and a corresponding
SIF K

(a)
I . When crack face tractions tC are applied in addition to the boundary tractions

so that the crack remains closed then the current stress intensity factor K(b)
I is 0, see

Fig. 2.4(b). That is, tC are the tractions which result along the crack geometry due to
a loaded domain without any cracks. Based on Eq. 2.12 the resulting SIF of Fig. 2.4(c)
where tC are applied with the opposite sign at the crack surface must be equal to K(a)

I .
It is noted that this procedure applies equally for modes II and III, wherefore there
are no restrictions on the direction or behaviour of the boundary tractions. This has
the advantage that all possible in-situ stresses, e.g., normal and shear stresses, may be
considered directly with the corresponding crack face tractions.

2.2.5 J-integral

The J-integral was developed in the 1960s by the works of Cherepanov [34] and Rice [152]
and became a well known parameter in fracture mechanics. A main advantage of this
parameter is that it can be used in LEFM as well as in elastic plastic fracture mechanics
(EPFM). That is, there are no limitations on the extent of the plastic zone. The two-
dimensional J-integral was originally defined for a straight crack with stress-free crack
faces which is aligned with the x-axis as [152]

J =
∫
Γ

(
Wnx − t ·

∂u

∂x

)
ds. (2.15)

Herein, Γ is a arbitrarily path around the crack-tip which starts at the lower crack face
Γ− and ends at the upper crack face Γ+. W is the strain-energy density, t is the traction
vector along the contour Γ and u is the displacement vector along Γ. The solution of the
integral is a finite value which depends on the behaviour of the singularity at the crack-tip
and is used for the assessment of the fracture. It is noted that Eq. 2.15 becomes zero if
the contour Γ encloses a region of the domain where the solution fields are smooth. This
behaviour is often used to prove the path independency of the J-integral, see Fig. 2.5. This
proof is based on the subdivision of a closed contour Γ which encloses a region without a
singularity into four sub-contours Γ = Γ1 ∪ Γ+ ∪ Γ2 ∪ Γ−. It can be shown that

JΓ = 0, (2.16)
JΓ+ = 0, (2.17)
JΓ− = 0, (2.18)
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Figure 2.5: Setup for defining the J-integral.

wherefore JΓ1 must be JΓ2 . The first condition was previously discussed which is also
valid for the configuration shown in Fig. 2.5 because there is no singularity within the
region bounded by Γ. The other conditions are derived from the facts that nx and t are
zero along Γ+ or Γ− under the assumptions of stress-free crack faces.
A modification of the original formulation was developed by Karlsson and Bäcklund [107]

which deals with pressurized crack faces in two dimensions. A three dimensional domain
formulation of the J-integral was employed by Sukumar [182] based on the FEM coupled
with the element-free Galerkin method. Viscoelastic materials are considered in a gen-
eralized J-integral which was introduced in [158]. More recently an extended J-integral
formulation was developed in [174] for three-dimensional hydraulic fracturing problems in
porous media.

2.2.6 Interaction integral

The interaction integral or also known as M-integral is based on the J-integral and provides
a popular technique to evaluate mixed-mode SIFs [176, 195]. Herein, auxiliary fields are
introduced and superposed with the actual fields which are obtained from the solution
of the boundary value problem. This procedure takes advantage of the fact that the
J-integral of two superimposed states, designated as actual and auxiliary here, can be
expressed as

J (act+aux) = J (act) + J (aux) + I(act,aux), (2.19)

where J (act) and J (aux) are the obtained J-values of the corresponding fields and I(act,aux) is
the energy interaction of the combined states which is known as the interaction integral.
In many numerical frameworks, it is more convenient to evaluate the J-integral in terms
of a domain integral rather than a contour integral [132, 133]. Applying the divergence
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theorem, the interaction integral can be expressed in the domain form as [128, 169]

I(act,aux) =
∫
A

σ(act)
ij

∂u
(aux)
i

∂x1
+ σ

(aux)
ij

∂u
(act)
i

∂x1
−W (act,aux)δ1j

 ∂q

∂xj
dA. (2.20)

Herein, W (act,aux) is the interacted strain energy of the actual and auxiliary field which is
given by

W (act,aux) = 1/2
(
σ

(act)
ij ε

(aux)
ij + σ

(aux)
ij ε

(act)
ij

)
, (2.21)

and q is an arbitrary but continuous weighting function with unit value at the crack-tip
and vanishes on an outer prescribed contour of the observed domain. A proper definition
of q is quite simple in the context of the FEM because an interpolated function based on
the standard shape functions already fulfills these requirements which can be achieved if
the nodal values are prescribed with 1 within a pre-defined region around the crack-tip
and with 0 otherwise [78, 128]. The energy interaction I(act,aux) of the two states may also
be computed based on the relationship between SIFs and G with

I(act,aux) = 2(1− ν2)
E

(
K

(act)
I K

(aux)
I +K

(act)
II K

(aux)
II

)
. (2.22)

This behaviour can be based on Eq. 2.19 by using the fact that SIFs of a crack mode due to
different loadings or states can be combined additively and the relationship between SIFs
and G which was shown in Eq. 2.13. By equating Eqs. 2.20 and 2.22, mixed-mode SIFs
can be extracted through an appropriate definition of the auxiliary fields. For example,
the auxiliary field which results with the assumptions K(aux)

I = 1 and K(aux)
II = 0 may be

used to compute K(act)
I [128].

Based on the fundamental concept of the interaction integral which was discussed here
in the context of a two-dimensional straight crack with stress-free crack surfaces within a
homogeneous material, there were many developments to a wider range of applications. A
formulation for computing mixed-mode SIFs for three-dimensional curved cracks in homo-
geneous materials under remote mechanical loadings and applied crack-face tractions were
given in [190]. Two-dimensional cracks under thermo-mechanical loadings in orthotropic
materials were investigated in [78]. Curvature effects were included, for example, for
axissymmetric interface cracks [134], three-dimensional curved interface cracks [81] and
non-planar crack fronts in three dimensions [82]. The interaction integral method was
used to determine SIFs along three-dimensional bimaterial interface fronts in [140]. It is
noted that the interaction integral procedure is typically evaluated in a post-processing
step, wherefore the accuracy of these procedures depend strongly on the quality of the
numerically determined near-field solutions of the problem in the vicinity of the crack-tip
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or front.

2.3 Hydraulic fracture modeling as a practical application

Hydraulic fracturing (HF) is known as a reservoir stimulation technique which may be
used in a wide range of industrial applications. Most importantly for the extraction of
oil and gas. Herein, a mixture of hydraulic fluids and proppant, called fracking fluid is
pumped into hydrocarbon layers of the host rock until a fracture initiates and propagates.
The resulting fracture network increases the permeability of the material and improves
the flow rate of oil and gas. Another industrial application based on this fluid driven
fracture technique is, for example, in the stimulation of geothermal energy reservoirs in
hot dry masses [136].
According to the large number of practical applications and the wide range of specifi-

cation parameters, many different models in HF have been developed in the last century.
One of the first are two-dimensional plane strain models and are known as ’Perkins-Kern-
Nordgren’ (PKN) [137, 141] and ’Kristianovich-Geertsma-de Klerk’ (KGD) [75, 113] mod-
els which are applicable only to fully confined fractures [62]. The PKN model assumes
that the crack length is much greater than the height, wherefore plane strain conditions
are assumed in the vertical direction. That is, each vertical cross section acts indepen-
dently and the pressure is dominated by the current height of fracture. The focus of this
model is on the fluid flow and its corresponding pressure gradients within the fracture.
Aspects of fracture mechanics such as crack-tip singularities are not considered there.
In contrast, the KGD model assumes plane strain conditions in the horizontal direction
and is therefore used for fractures where the heights are much larger than their lengths.
For this model, the crack-tip behaviour is much more important than the fluid pressure
gradients. Fig. 2.6 shows the geometries of both models where L is the crack length, w is
the crack width and hf is the crack height which is assumed to be constant within both
models. For many practical applications these two-dimensional models are of limited ap-
plicability because they assume a planar fracture of certain height within a continuous,
homogeneous, isotropic linear elastic material. That is, a previous specification of the
fracture height is required which may be cumbersome since the fracture height usually
varies from the well to the tip.
Three-dimensional models have been developed which are not limited to these restric-

tions. According to the computational effort and complexity of general three-dimensional
models, the first investigations were carried out on simplified models. Three-dimensional
models which attempt to capture the significant behaviour of planar models with low
computational effort are known as pseudo 3D (P3D) models [62]. Two commonly used
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(a) (b)

Figure 2.6: Geometry of the (a) PKN and (b) KGD model [62].

types of P3D models are known as lumped and cell-based [2, 123, 145, 167]. A main
difference of these two types is that lumped models are based on a predefined vertical
profile (two half-ellipses) of the fracture which is matched to the horizontal length and
vertical extension at the borehole at each time step. In contrast, cell-based models do
not prescribe a fracture shape because they divide the fracture in a series of connected
cells where each cell acts independently under the assumption of plain strain conditions.
One similarity of these models is that they restrict the fluid flow to one-dimensional
streamlines. A conceptual representation of the P3D fractures is given in Fig. 2.7. An
enhanced formulation of the classical P3D models was introduced, for example, in [55] to
capture viscous height growth and to include lateral fracture toughness. Planar fractures
which are aligned and propagate perpendicular to the far-field minimum in-situ stresses
(under pure mode I) may be analyzed with so called ’planar three-dimensional’ models.
Although these are among the simplified 3D models, they are computationally demanding
and are therefore seldomly used for routine designs [62]. In contrast to the P3D mod-
els, an entirely two-dimensional fluid flow within the fracture is taken into account here.
Therefore, a two-dimensional mesh is used to discretize the fracture and to solve the fluid
problem [4, 13, 39, 188]. That is, this model already leads to a coupled formulation of the
problem where the crack widths of an arbitrarily shaped but planar crack interact with
the fluid flow.
More recent research activities were placed in the definition of propagation regimes

which capture different energy dissipating processes, see [46, 50, 121]. A classifica-
tion of propagation regimes is given in [51]. There, four different hydraulic fracturing
regimes are distinguished: storage/viscosity, storage/toughness, leak-off/viscosity and
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(a)

(b)

Figure 2.7: Schematic fracture geometry of the (a) lumped and (b) cell-based model [2].

leak-off/toughness. A propagation is called toughness-dominated when most of the energy
is used to split the rock masses. In contrast, in a viscosity-dominated propagation regime
the energy dissipation due to the fluid viscosity dominates the fracture. The transitions
of the different regimes may be shown in a parametric space based on two time scales, see
Fig. 2.8 where the parametric space is shown for a radial fracture [51]. Herein, tmk identi-
fies the transition from a viscosity-dominated (M) to a toughness-dominated (K) regime
and tmm̃ from a storage-dominated (M , K) to a leak-off-dominated (M̃ , K̃) regime. Such
a wide range of impact factors leads to complex, coupled problems which offer some efforts
for numerical simulations. For example, models and simulations are performed in three
different fields [156]: (i) the pressure exerted by the fracking fluid onto the surrounding
rock, (ii) the deformation of the rock or fracture aperture with the corresponding fracture
volume, and (iii) the propagation of the crack surfaces. These three fields lead to a fluid-
structure interaction problem in general. Herein, the lubrication equation characterises
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Figure 2.8: Parametric space of the different propagation regimes for a radial fracture
based on two time scales [51].

the flow of the viscous fluid within the fracture and the elasticity equations characterise
the elastic response of the fracture. This interaction is often described based on the
Reynold’s equation which poses a challenging task for numerical methods. Particularly,
when the fluid and crack-front coalesce or the fluid lag vanishes due to the singularity of
the fluid pressure at the crack-front [47]. Another complexity poses the fundamentally
different crack-front asymptotics due to the dominant regimes [79, 120]. For example, in
the viscosity-dominated regime, the well known LEFM

√
r-asymptote of the aperture is

confined to a vanishingly small region at the fracture-front and the dominant asymptotic
behaves as r2/3 [120].



3 The extended finite element method (XFEM)

The approximation of models with non-smooth solutions is a challenging task for classical
numerical methods such as the Finite Element Method (FEM) because they rely on the
approximation properties of polynomials. When using the classical FEM for the approx-
imation of discontinuous or singular fields, the mesh design requires special attention.
Discontinuities must align with element edges and refinements are needed at singularities.
This can already be cumbersome for quadrilateral elements. There exists a rich body
of literature concerning meshing and adaptivity [65, 186]. Procedures based on hanging
nodes were introduced, for example, in [6, 10, 71, 173] to simplify the generation of locally
refined meshes. The mesh requirements may be implemented with reasonable effort for
two-dimensional problems or for models with fixed interfaces in three dimensions, how-
ever, the effort becomes enormous for three-dimensional problems with moving interfaces
where a remeshing is required in each time step.
Therefore, other approaches were developed which simplify the handling of such prob-

lems. One of these approaches is the XFEM which is an extension of the classical FEM
and offers a powerful numerical approach for solving PDEs with non-smooth solution
properties. A differentiation between an intrinsic and extrinsic XFEM approach is based
on the number of introduced degrees of freedom. The intrinsic XFEM [69] enriches the
classical shape functions such that they are able to reproduce the non-smooth features,
wherefore no additional degrees of freedom are required. In the extrinsic XFEM, addi-
tional enrichment terms are added through the partition of unity concept [9] which lead
to additional degrees of freedom. Due to the fact that the extrinsic XFEM is used more
often than the intrinsic one, the extrinsic XFEM is simply the standard XFEM. All fur-
ther discussion focus on this XFEM (without even using the term ’extrinsic’) which itself
falls into several variants. The original XFEM [17, 128] has been further developed to
the shifted XFEM [19], corrected XFEM [66] and stable XFEM [8]. These variants, for
example, recover Kronecker-delta property, achieve optimal convergence rates for general
enrichments, and/or maintain well-conditioned systems of equations with similar depen-
dencies on the mesh size than classical FEM [67].
In the (extrinsic) XFEM, the polynomial approximation space is enriched with addi-

tional enrichment functions such that the non-smooth solutions can be modeled indepen-
dently of the mesh. That is, meshes do not have to conform to these special solution
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(a) (b)

Figure 3.1: (a) Non-smooth solution properties of a LEFM problem and corresponding
(b) a suitable standard FE-mesh in the vicinity of the crack-tip.

properties, wherefore no suitable mesh refinements or remeshings are required. The ex-
tended approximation fh(x) of an arbitrary scalar function f(x) is typically expressed as

fh(x) = fhFEM(x) + fhenr(x), (3.1)

where fhFEM(x) is the approximation of the function f(x) based on the standard finite
element shape functions and fhenr(x) is the enriched approximation which accounts for the
non-smooth behaviour. The computation of the enriched approximation or the definition
of the ansatz space is discussed in the context of a LEFM problem in Sec. 3.2. It is noted
that a priori knowledge about the non-smooth solution characteristics is essential for the
definition of the enrichment functions because they determine the characteristics of the
enriched approximation fhenr(x). They should be able to reproduce the special solution
characteristics analytically to achieve optimal accuracy. Non-smooth solution properties
are known for a wide range of practical applications. For example, discontinuities (jumps,
kinks, etc.) and high gradients may appear across material interfaces which occur in solids
as well as in two-phase flows. Models of shear bands often lead to high gradients in the
displacement field or discontinuities along the interface depending on whether the shear
band width is explicitly considered or not. In LEFM, displacements are discontinuous
along the crack path which describe the opening of the fracture and the stresses are
singular at the crack-tip, see Fig. 3.1(a). Because this leads to high requirements of
suitable meshes in the classical FEM, the use of the XFEM (together with standard
meshes that do not consider the cracks) is particularly promising in LEFM.
In this section, the solution of a LEFM problem with pressurized crack ’surfaces’ with

the XFEM and a hybrid explicit-implicit crack description is described based on [16, 68].
The involved coordinate systems are discussed which simplify the detection of the enriched
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nodes and are basis for the definition of the enrichment functions. It is shown how
the enrichment functions are defined based on these coordinate systems without any
inconsistencies and discontinuities between the cut element edges. Another focus is placed
on the domain and surface integration based on a decomposition procedure.

3.1 Crack description

Interfaces such as cracks or material transitions are often responsible for non-smooth
solution properties in engineering models, wherefore a suitable definition of their location
is required. They are usually defined as a manifold with one order lower dimension than
the embedding physical space. This section shows different possibilities how interfaces can
be defined and discusses their corresponding advantages or disadvantages in the context
of crack propagation simulations with XFEM. In particular, the basic ideas of a purely
explicit and implicit description are discussed and then a combined formulation is shown
which combines the advantages of both descriptions.

3.1.1 Explicit crack description

A simple explicit crack description could be achieved, for example, in two dimensions
by joining line-segments to an open polygon. Herein, the lines discretize the crack path
and the end-nodes of the polygon discretize the crack-tips, see Fig. 3.2(a). In three
dimensions, the crack represents an arbitrarily curved surface which could be described,
for example, by connected two-dimensional elements embedded in 3D. Then, the element
faces represent the crack surface and the obtained polygon of the boundary edges the
crack-front, see Fig. 3.2(b). It is noted that such a representation of the crack geometry
is generally used in the context of the classical FEM where crack geometries are obtained
by decoupling element nodes along the crack surface. In this thesis, the basic idea of an
explicit crack description is exemplarily discussed based on geometries which are composed
of simplex elements. That is, straight line segments are used for two-dimensional problems
and flat triangles are used in 3D. Crack geometries are not restricted to these special
elements, however, this assumption simplifies the definition of a local coordinate system
at the crack-tip/front which is needed, for example, to determine the direction of the
propagation, see Sec. 6.3.
This coordinate system is defined by three linearly independent basis vectors n, t and

q, see Fig. 3.2. These vectors represent the normal vector n of the crack surface, the
tangential vector q of the crack-front and the co-normal vector t which is normal to
these two vectors and can be interpreted as a planar extension of the crack. In the two-
dimensional case, the definitions of n and t are quite simple because they are the normal
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(a) (b)

Figure 3.2: Explicit crack descriptions and their corresponding local coordinate systems
in (a) two and (b) three dimensions.

vectors or the straight extension vectors of line-segments associated to the crack-tip. In
three dimensions, the coordinate vectors are averaged at the nodes living on the crack-
front and linearly interpolated inbetween. This procedure is, for example, used in [68]
where the normal vector n at the crack-front node is averaged through the neighboring
element areas Ai and their corresponding element normal vectors ni as follows

n = n?

||n?||
with : n? =

∑
iAi · ni∑
iAi

. (3.2)

The tangential vector q at the crack-front node is averaged with the element edge lengths
li of the neighboring element edges and their corresponding tangential vectors qi as

q = q?

||q?||
with : (3.3)

Due to the fact that the co-normal vector t is normal to the n-q-plane it can be determined
by the associated cross product. One could easily extend the proposed procedure for
simplex elements to higher-order quadrilateral and triangular elements by replacing the
summations in Eqs. 3.2 and 3.3 with integral expressions.
A main advantage of the explicit crack description is that the update of the crack

geometry during the propagation is simple as new segments can be added explicitly after
a propagation step, see Sec. 6.3. This description also enables a very general framework
to consider general loadings on the crack surfaces: The stress fields may be defined on
the surface mesh or even result from solving additional model equations on the surface
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mesh. However, in the context of the XFEM, a purely explicit description complicates the
definition of the enrichment functions and the detection of the enriched nodes, wherefore
an implicit crack description is often preferred in XFEM [129, 177, 180, 181].

3.1.2 Implicit crack description

Implicit crack descriptions by means of level-set functions are a quasi-standard in the
XFEM [20, 35, 36, 179]. They have the advantage that enrichment functions can be
defined based on the level-set functions and that the detection of enriched nodes is quite
simple. In [177, 178], two level-set functions Φ(x) and Ψ(x) are introduced to describe a
two-dimensional crack geometry. The second level-set function Ψ(x) is required to locate
the crack-tips (in 2D) or front (in 3D) because one level-set function is only able to define
closed interfaces. It is common to construct Φ(x) as a signed-distance function being zero
on the crack surface and its tangential extension. The second level-set function Ψ(x) can
be used to define the scope of the corresponding zero-level set Φ(x) = 0 so that both
level-set functions represent the crack geometry. It is noted that the construction of Ψ(x)
is not unique, however, it is suggested that it is orthogonal to Φ(x) at the crack-tips
which ensures that the two level-set functions do not have the same tangent plane on
the crack-front. Summarizing, based on these two functions the crack path or surface is
defined with

Φ(x) = 0 and Ψ(x) < 0, (3.4)

and the crack-tip or front with

Φ(x) = 0 and Ψ(x) = 0. (3.5)

This definition is illustrated in Fig. 3.3 where the zero-level set of Φ(x) is shown in yellow,
the zero-level of Ψ(x) in blue and the crack-tips or front in grey. In addition, for the two-
dimensional problem the level-set function Φ(x) is represented in color in Fig. 3.3(a).
A three-dimensional extension of this approach is given, for example, in [84, 129]. A
disadvantage of a purely implicit description is that it requires an effort for updating
the crack geometry during the propagation as, for example, a Hamilton-Jacobi equation
has to be solved [84] which may require a sophisticated FEM approach, e.g., due to a
necessary stabilization of the governing weak form. A fast marching method was used
in [38, 180] for updating level-set functions during propagation. The work of Duflot [57]
provides an overview of different level-set approaches for the description and update of
crack geometries.
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(a) (b)

Figure 3.3: Implicitly defined crack geometry based on two level-set functions in (a) two
and (b) three dimensions. Related colors to the two level-set functions.

3.1.3 Hybrid explicit-implicit crack description

A hybrid explicit-implicit crack description was introduced by Fries [68] where the advan-
tages of both descriptions were combined. Herein, the crack geometry is firstly determined
explicitly by means of straight line-segments in two dimensions or flat triangles in three
dimensions, see Sec. 3.1.1. This representation of the crack geometry is denoted by Γh in
the further work.
Then, level-set functions are derived from this master configuration based on distance

computations. This combined description simplifies the update of the crack geometry
during propagation in comparison to a purely implicit description since this can be done
explicitly by adding new segments, see Sec. 6.3. On the other hand, all benefits of an
implicit description, discussed in Sec. 3.1.2, are also maintained, in particular related to
enrichment schemes and numerical integration. In contrast to the two level-set functions
which were used in Sec. 3.1.2 to describe the crack geometry, three level-set functions [68]
are used here. These are defined as follows:

• φ1(x) is the (unsigned) distance function to the crack path/surface.

• φ2(x) is the (unsigned) distance function to the crack-tip/front.

• φ3(x) is a signed distance function to the extended crack path/surface.

A graphical representation of these functions is given by some example level-sets in
Fig. 3.4). To minimize the computational effort and required memory space, level-set
functions are just computed in the element nodes and are interpolated within the ele-
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(a) φ1 in 2D. (b) φ2 in 2D. (c) φ3 in 2D.

(d) φ1 = 1 in 3D. (e) φ2 = 1 in 3D. (f) φ3 = {−1; 1} in 3D.

Figure 3.4: Level-set functions φ1-φ3 in (a-c) two dimensions and (d-f) some selected iso-
surfaces in three dimensions [68].

ments by the corresponding shape functions

φhj (x) =
∑
i

Niφj(xi). (3.6)

In general, the implicitly defined crack geometry based on the interpolation leads to curved
zero-level sets within the reference element of the physical element and does not exactly
coincide with the explicit description, see Sec. 3.3. However, the difference is vanishing
upon mesh refinement and does not dominate the overall approximation error.

3.1.3.1 Coordinate system implied by three level-set functions

Based on the level-set functions φ1, φ2, and φ3 a local coordinate system (a, b) is implied
which simplifies the detection of the enriched nodes and may be used for the definition of
the enrichment functions. Herein, the local coordinates are defined by two scalar functions

a(x) = ±
√
φ2(x)2 − φ3(x)2 (3.7)

and
b(x) = φ3(x). (3.8)



3.1 Crack description 27

(a) (b)

Figure 3.5: (a) Local and (b) polar coordinate system implied by φ1, φ2, and φ3 [68].

The sign of a(x) depends on the position of point x. It is negative for points on the crack
surface or behind the crack-front and positive for points in front of the crack-front, see
[68] for further information. This coordinate system is also related to the polar coordinate
system (r, θ) which is used for the definition of the crack-tip/front enrichment functions
of Eq. 3.21. The relation is given as

r(x) =
√
a(x)2 + b(x)2 (3.9)

and

θ(x) =



tan−1
(
b(x)
a(x)

)
for: a > 0; b 6= 0,

tan−1
(
b(x)
a(x)

)
+ π for: a < 0; b 6= 0,

π
2 for: a = 0; b > 0,

3π
2 for: a = 0; b < 0,

0 for: a > 0; b = 0.

(3.10)

Fig. 3.5 shows the local and polar coordinate system in two dimensions, respectively. It
is noted that ∇a(x) and ∇b(x) are only orthonormal for straight or planar cracks.
Similar to the interpolation of the level-set functions within the elements, also the local

coordinates (a, b) and polar coordinates (r, θ) can be interpolated based on the element
shape functions. However, in crack-tip enriched elements it is recommended to interpolate
the polar coordinates based on the local coordinates (a, b) rather than by the level-set
functions as, otherwise, the unsigned distance functions (φ1, φ2) lead to some issues [164]:
For example, in the element containing the crack-tip, the coordinate r(x) should be zero
at the crack-tip. However, as the level-set values at the element nodes are all farther away
from the crack-tip they are all significantly larger than 0. An interpolation will only yield
values inbetween the nodal values, i.e. the desired 0 at the crack-tip is not achievable. In
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(a) (b) (c)

Figure 3.6: The coordinate r(x) in the crack-tip element, (a) using r = φ2 interpolated
from the nodes which is not adequate, (b) evaluating (a, b) at the nodes based
on φi, interpolating within the element and computing r based on Eq. 3.9
gives a better result when compared to the exact solution shown in (c).

contrast, when the local coordinates (a, b) are evaluated at the nodes based on Eqs. 3.7
and 3.8 and then interpolated within the elements, it is possible to determine the polar
coordinates (r, θ) based on these interpolated coordinates (a, b) through Eqs. 3.9 and 3.10
which will yield the desired r = 0 at the tip. See Fig. 3.6 for a comparison. The global
derivatives of the polar coordinates are required to determine the global derivatives of
the crack-tip enrichment functions which are used in Sec. 3.4 to solve the boundary value
problem. They can be easily computed with the global derivatives of the shape functions
which is a standard procedure in the FEM.

fh,i (x) =
∑
j

Nj,if(xj). (3.11)

However, this leads to discontinuous derivatives between the element edges due to the
C0-continuous behaviour of the shape functions. Therefore, it is proposed to determine
the exact derivatives in the element nodes and interpolate them within the element by
the corresponding shape functions [164]

fh,i (x) =
∑
j

Njf,i(xj). (3.12)

A related setting is used in [129] where an average nodal gradient avoids the discontinuities
between the elements. According to the chain rule this interpolation scheme leads to the
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following formulation of the global derivatives of the polar coordinate r(x) and θ(x) [164]:

∂r

∂xi
= ∂r

∂a
· ∂a
∂xi

+ ∂r

∂b
· ∂b
∂xi

(3.13)

∂r

∂xi
=

∑
j Njaj

r(∑j Njaj,
∑
Njbj)

·
∑
j

Njaj,xi
+

∑
j Njbj

r(∑j Njaj,
∑
j Njbj)

·
∑
j

Njbj,xi
(3.14)

∂θ

∂xi
= ∂θ

∂a
· ∂a
∂xi

+ ∂θ

∂b
· ∂b
∂xi

(3.15)

∂θ

∂xi
=

−∑j Njbj
r2(∑j Njaj,

∑
j Njbj)

·
∑
j

Njaj,xi
+

∑
j Njaj

r2(∑j Njaj,
∑
Njbj)

·
∑
j

Njbj,xi
.(3.16)

Fig. 3.7(a-b) shows the interpolated derivatives of the polar coordinate r(x) due to the
standard interpolation (Eq. 3.11) and the proposed interpolation (Eq. 3.14). The ’correct’
derivatives according to continuous level-set functions φi (contrary to φhi ) are illustrated
in Fig. 3.7(c). The interpolation error is quantified by means of the relative L2-norm over
the complete domain Ω as follows:

ε =

√√√√∫ (f ref − fh)2 dΩ∫
(f ref)2 dΩ

. (3.17)

Herein, f ref represents the reference results which are achieved when the exact level-
set values by means of no interpolation within the elements are used in all points. fh

represents the approximated results of the two interpolation schemes which are based on
Eq. 3.11 or Eq. 3.14 and Eq. 3.16. The convergence rates for both interpolation schemes
are shown in Fig. 3.7(d), where the dashed line represents the optimal convergence rate.
These results show that the proposed interpolation scheme provides a very good accuracy.
This, together with the generation of the polar coordinate system as mentioned above,
may be seen as an improvement over the standard XFEM with hybrid explicit-implicit
crack description from [68].

3.2 XFEM approximation of a LEFM problem

The classical FEM offers a powerful numerical approach for solving PDEs, however, it
requires smooth solution features for an optimal convergence rate. Singular stresses as
they appear at the crack front in LEFM, however, hinder optimal convergence. The FEM
also requires a suitable mesh that accounts for the openings of the crack faces and the
√
r-behaviour of the displacement field in the vicinity of the crack-front, see Fig. 3.1(b).
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Figure 3.7: Interpolated ∂r/∂y based on (a) discontinuous derivatives obtained from
Eq. 3.11, and (b) smooth derivatives obtained from Eq. 3.14 and Eq. 3.16.
(c) Correct derivatives, and (d) convergence [].

That is, local mesh-refinements are required at the crack-front which, in the context
of crack propagation, usually demands frequent remeshings. Other approaches such as
phase-field methods [116, 125, 130] use smeared crack representations which complicate
the consideration of general loading conditions within cracks. Due to the large number of
practical applications which involve pressurized cracks, see Sec. 1, the investigation and
numerical analysis of cracks with general loading conditions on the crack surfaces is an
important topic. For such problems, the XFEM has become a popular approach since
additional enrichment functions enable the approximation of inner-element discontinuities
and singularities with optimal accuracy only based on uniform, regular background meshes
[17, 70, 128]. That is, no remeshings and local refinements in the vicinity of the crack-
front are required during propagation. Another advantage of this method is that the
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crack surface is identified by a surface mesh or level-set functions, see Sec. 3.1, wherefore
the locations where stresses are acting within the cracks are clearly identified. It is
noted that the focus of this section is placed on the evaluation of displacements within
a cracked linear-elastic body under given loading conditions based on the XFEM using
the hybrid explicit-implicit crack description introduced in Sec. 3.1. In particular, more
detailed discussions are based on the definition of the enriched ansatz space and on the
required domain and surface integration. It is assumed here that pressure magnitudes
and pressure distributions which are applied within the pre-defined fracture geometry are
constant. More general physical pressure distributions are discussed in Sec. 5 and crack
propagation models are discussed in Sec. 6.
In the context of LEFM with XFEM, the following enriched approximation has proven

useful [128]

uh(x) =
∑
I

Ni(x)ui +
∑
i∈I?

Ni(x)ψstep(x)ai +
4∑
j=1

∑
i∈J?

Ni(x)ψjtip(r, θ)bji . (3.18)

The first term of the right hand side represents the standard finite element part uhFEM

while the other terms represent the enrichment uhenr enabling the accurate approximation
of the non-smooth solution properties, compare with Eq. 3.1. Ni are the standard finite
element shape functions, ψstep(x) and ψjtip(r, θ) are globally defined enrichments functions,
ai and bji are additional degrees of freedom at the corresponding enriched nodes I? and
J? to be further discussed below.
It is noted that all approximations within this work are based on the shifted XFEM [19]

and a hybrid explicit-implicit crack description [66], however, other versions of the XFEM
may also be useful, e.g., the corrected XFEM [66] or the stable XFEM [8]. Furthermore,
in this work meshes are used which are composed by linear tensor-product elements but
most conclusions also apply to simplex elements.

3.2.1 Enriched nodes I? and J?

In the context of a standard XFEM approximation of a LEFM problem, nodes with
more degrees of freedom than just the classical displacements are called ’enriched nodes’.
These nodes are introduced to reproduce the locally non-smooth solution properties. In
Eq. 3.18, J? are nodes in the vicinity of the crack-tip/front which reproduce the singular
stresses there and I? are nodes that are located along the crack path/surface to consider
the independent moving of the two crack faces, see Fig. 3.8. There are two different
techniques how the set of nodes J? can be defined. Either enriched nodes J? are identified
as element nodes whose elements contain the crack-tip/front or as set of element nodes
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(a) (b)

Figure 3.8: Enriched nodes I? (blue) and J? (red) in (a) two and (b) three dimensions
where the area of the crack-tip enrichment is defined by a constant radius rtip.

within a fixed enrichment area near the tip/front. These two enrichment schemes differ
in terms of achievable convergence rates and the condition numbers of the corresponding
system of equations [33, 118]. Better convergence properties are achieved with a fixed
enrichment area which is independently defined of the element sizes. However, such
a procedure negatively influences the resulting condition number. In this work, J? is
defined as the set of element nodes of elements where the minimum distance of at least
one element node to the crack-tip/front is smaller than a pre-defined distance rtip. These
two procedures are illustrated in Fig. 3.8 where crack-tip enriched nodes are shown in red
and step enriched nodes in blue. Herein, the two-dimensional case shows the definition
based on fixed enrichment area (defined with the distance rtip) and the three-dimensional
case the definition based on the crack-front associated elements. For the sake of clarity,
only one layer of elements is shown in Fig. 3.8(b).
Based on Eq. 3.18 it can be seen that if all nodes of an element belong to I? or J? then

the corresponding enrichment function ψstep or ψtip can be reproduced exactly within that
element, wherefore such elements are called reproducing elements. In contrast, elements
that are only partly enriched or consist of different enriched nodes, for example, ψstep

and ψtip are called blending elements. These elements do not satisfy the partition of
unity properties, wherefore the enrichment function can not be reproduced exactly there
which negatively influences the performance of the approximation [118, 184]. Strategies
to overcome these issues were discussed, for example, in [37, 66, 83]. It is noted that
no problems occur from blending elements which arise from enrichments based on the
Heaviside or sign function [70].
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3.2.2 Enrichment functions

Enrichment functions are typically defined based on level-set functions which is discussed
here in the context of a LEFM problem with XFEM. Discontinuous displacements along
crack surfaces are realized through the global enrichment function ψstep(x), see Eq. 3.18,
which is defined as

ψstep(x) := sign(φ3(x)) =



−1 for: φ3(x) < 0,

0 for: φ3(x) = 0,

1 for: φ3(x) > 0.

(3.19)

That is, ψstep(x) is the sign function applied to the third level-set function φ3(x) which
is positive above the crack, negative below the crack and zero at the crack, see Sec. 3.1.3.
The definitions of the crack-tip enrichment functions ψjtip are often based on the polar
coordinate system (r, θ) which aligns with the crack surface and has its origin at the
crack-front. It is noted that this coordinate system can also be expressed by the level-set
functions, see Sec. 3.1.3.1, which simplifies the definition of suitable enrichment functions.
It has proven useful to approximate the asymptotic behaviour in the vicinity of the crack-
front with four enrichment functions

ψjtip(r, θ) :=



ψ1
tip(r, θ)

ψ2
tip(r, θ)

ψ3
tip(r, θ)

ψ4
tip(r, θ)


=



rλ cos(λθ)

rλ sin(λθ)

rλ sin(θ) sin(λθ)

rλ sin(θ) cos(λθ)


. (3.20)

Herein, λ characterises the asymptotic behaviour at the crack-front. In a classical LEFM
sense, the crack-tip has a

√
r-behaviour, wherefore λ = 1/2, see Sec. 2.2.3. Fig. 3.9

shows the four crack-tip enrichments, respectively, for a straight two-dimensional crack
within a classical LEFM asymptotic behaviour. However, there are applications where
the tip behaviour is dominated by other influences. For example, depending on the
corresponding propagation regime, the fluid-structure interaction of a HF problem leads
to fundamentally different crack tip asymptotics [80, 120] which vary between the two
extremes of a toughness-dominated regime (λ = 1/2) and a viscosity dominated regime
(λ = 2/3). It is noted that the viscosity-dominated regime also has a

√
r-behaviour at the

crack-tip, however, it is confined to a vanishingly small region. In the further contribution,
discussions are based on the classical assumption λ = 1/2 of LEFM.
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(a) ψ1
tip(r, θ). (b) ψ2

tip(r, θ).

(c) ψ3
tip(r, θ). (d) ψ4

tip(r, θ).

Figure 3.9: The crack-tip enrichment functions ψ1
tip(r, θ)-ψ4

tip(r, θ) at the crack-front within
a classical LEFM asymptotic behaviour.

3.2.2.1 Shifted enrichment functions

As the resulting shape functions of the enriched approximation according to Eq. 3.18 do
not have Kronecker-δ property it follows for non-zero values of ai or bji that uh(xi) 6= ui

which complicates the imposition of Dirichlet boundary conditions and the interpretation
of the solution. A shifted version of the standard XFEM approach was introduced in [19]
which restores Kronecker-δ property with a minimum effort. This shifted version modifies
Eq. 3.18 in order to maintain the desired properties as follows

uh(x) =
∑
I

Ni(x)ui +
∑
i∈I?

Ni(x)ψshift,i
step (x)ai +

4∑
j=1

∑
i∈J?

Ni(x)ψj,shift,i
tip (r, θ)bji , (3.21)

with

ψshift,i
step = ψstep(x)− ψstep(xi), and ψj,shift,i

tip = ψjtip(r, θ)− ψjtip(ri, θi). (3.22)
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Herein, the index i after ’shift’ indicates the associated node i of the shifting. The
Kronecker-δ property of Eq. 3.21 or Eq. 3.22 can be easily proven with the following
equation

Ni(xj) · [ψ(xj)− ψ(xi)] · ai, with ∀i ∈ I?; ∀j ∈ I (3.23)

which shows that the enrichment terms of the approximation vanish at the element nodes
independently of the unknows ai due to the fact that

0 =


Ni(xj) for: i 6= j,

ψ(xj)− ψ(xi) for: i = j.
(3.24)

The first statement is proven through the Kronecker-δ property of the standard finite
element shape functions and the proof of the second case is trivial. Fig. 3.10 shows on
the left side the global crack-tip enrichment functions ψjtip(r, θ) multiplied with the FE
shape function N1(x) within a reference bi-linear quadrilateral element which describes
one part of the enriched approximation space of Eq. 3.18. The shifted versions of these
configurations are shown in Fig. 3.10 on the right side where also the Kronecker-δ property
can be seen because all nodal values of the enriched functions are zero.

3.3 Integration

In the XFEM, discontinuous shape functions require a special treatment of the numeri-
cal integration within enriched elements which is discussed here in the context of LEFM
where the discontinuity follows the crack faces. The treatment of the numerical surface
integration which is required for arbitrarily loaded crack faces is also part of this section.
For the detection of enriched nodes and the definition of enrichment functions it is conve-
nient to use an implicit description of the crack geometry by means of level-set functions.
One issue of this description compared to an explicit description is that the zero-level
sets have to be determined explicitly. It is common to compute level-set values just in
element nodes and use interpolated values within the element which are based on the
standard finite element shape functions Ni. A general handling of the integration may be
provided if all computations are done in the reference element rather than in all physical
elements of the domain separately. Therefore, all further discussions with regard to the
integration are done for the reference element of the discretized domain. It is noted that
simplex elements are neglected here as their handling is quite simple and may be seen as
a simplified subset of the situation discussed herein for tensor-product elements.
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(a) N1 · ψ1
tip(r, θ). (b) N1 ·

[
ψ1

tip(r, θ)− ψ1
tip(r1, θ1)

]
.

(c) N1 · ψ2
tip(r, θ). (d) N1 ·

[
ψ2

tip(r, θ)− ψ2
tip(r1, θ1)

]
.

(e) N1 · ψ3
tip(r, θ). (f) N1 ·

[
ψ3

tip(r, θ)− ψ3
tip(r1, θ1)

]
.

(g) N1 · ψ4
tip(r, θ). (h) N1 ·

[
ψ4

tip(r, θ)− ψ4
tip(r1, θ1)

]
.

Figure 3.10: Local crack tip enrichment function within an element based on the classical
XFEM approximation and the shifted version.
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(a) (b) (c)

Figure 3.11: (a) Zero-level set in a bilinear quadrilateral element due to interpolation and
decomposition. Integration points within a decomposed element for the (b)
domain and (b) surface integration.

3.3.1 Detection of zero-level set

In the XFEM-approach, an issue is the detection of zero-level sets within cut elements
which is discussed next. Usually, only few elements of the domain are potentially cut by
zero-level sets which may be identified by the condition

max[φ3(xi)] ·min[φ3(xi)] < 0, (3.25)

where φ3(xi) represents the nodal values of the third level-set function which was defined
in Sec. 3.1.3. In general, the interpolation of level-set functions within elements by the
corresponding shape functions leads to curved zero level-sets which complicates their
detection. This behaviour is shown by the blue line or surface in Fig. 3.11(a) for a
bi-linear quadrilateral element or in Fig. 3.12(a) for a tri-linear hexahedral elements.
Therefore, a decomposition of the corresponding reference elements into simplex elements
is employed which simplifies the detection of the zero level-sets as they are piecewise
straight or planar within these sub-elements which is shown in Figs. 3.11 and 3.12 by
the red lines or surfaces. The decomposition of cut elements into polygonal sub-cells
has become a standard in the XFEM and is often used for the numerical integration of
the weak form, e.g., in [70, 128, 181]. A similar setting was introduced for higher-order
elements in [33, 72, 73]. There is no unique way how to decompose elements and each
procedure leads to a different representation of the crack geometry in general. In this
paper, a quadrilateral element is subdivided into two triangles and a hexahedral element
is subdivided into six tetrahedrons, see Figs. 3.11 and 3.12.
Within these simplex elements roots of the level-set functions can be easily determined
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.12: Zero-level set in a trilinear hexahedral element due to (a) interpolation and
(b) decomposition. Integration points for the (c) surface integration and
(d)-(i) the domain integration within the sub-elements.
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along the element edges with

x?j = x1 + (x2 − x1) φ3(x1)
φ3(x1)− φ3(x2) . (3.26)

Herein, x?j are the coordinates of the level-set root along the edge j of the element, xi are
the coordinates of the element nodes which define edge j, and φ3(xi) is the level-set value
at node i. That is, two edges intersect with the zero-level set of a cut two-dimensional
triangular element and three to four edges are intersected with the zero-level set of a
cut three-dimensional tetrahedral element, see Fig. 3.15. It is noted that due to the
definition of simplex elements also the case where four edges are cut by the zero-level set
leads to a planar representation of the zero-level set, see Fig. 3.15(c). Based on the used
decomposition there are three possible shapes of the zero-level sets within each simplex
element: a straight line in two dimensions and a flat triangle or quadrilateral in three
dimensions. The dimension of the zero-level sets is one order lower than the problem
itself and can be described with (d−1)-dimensional standard finite elements which live in
Rd. Because these elements describe the crack geometry they are called ’crack elements’
and build the basis for the surface integration which is discussed in Sec. 3.3.3.

3.3.2 Domain integration within cut elements

Assuming that no level-set function is exactly zero at a node, then each cut triangle is
split into a triangular and a quadrilateral element, see Fig. 3.11 where the solid black
line shows the decomposition of the reference quadrilateral element. A similar behaviour
exists in three dimensions, however, there are two possibilities how the zero-level set cuts
the tetrahedral element. Each cut tetrahedron is split into (i) a tetrahedron and a prism
when one nodal value of the level-set function has a different sign or (ii) into two prisms
when two nodes have a different sign compared to the other two. Case (i) is shown, for
example, in Fig. 3.12(h) and case (ii) in Fig. 3.12(e) where the zero-level set is illustrated
in the corresponding sub-element. A consistent integration is provided by subdividing
each resulting sub-element which can not be reproduced by simplex elements is further
subdivided into simplex elements. That is, a quadrilateral sub-element is subdivided into
two triangles, see Fig. 3.11(b) where the decomposition is shown by the dashed lines or a
prism is split into two tetrahedrons as shown in Figs. 3.12(d)-(i) where the decomposition
is shown by the thin solid black line. These subdivisions avoid a mixture of different
integration rules, for example, such as those for quadrilaterals and triangles. The domain
integration is based on these simplex elements and requires 3 steps which are explained
next.

(i) Define the integration points in the reference simplex elements, see Fig. 3.13(a) or
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(a) (b) (c)

Figure 3.13: Mapping of the Gauss points for the two-dimensional domain integration.
Position of the integration points within the (a) reference triangular element,
(b) reference quadrilateral element, and (c) physical element.

(a) (b) (c)

Figure 3.14: Mapping of the Gauss points for the three-dimensional domain integration.
Position of the integration points within the (a) reference tetrahedral element,
(b) reference hexahedral element, and (c) physical element.

Fig. 3.14(a).

(ii) Map these points to the corresponding sub-elements of the reference quadrilateral
or hexahedral element, see Fig. 3.13(b) or Fig. 3.14(b).

(iii) Map the reference quadrilateral or hexahedral element to the physical element of
the mesh, see Fig. 3.13(c) or Fig. 3.14(c).

In Figs. 3.13 and 3.14, the mapping procedure is shown from a simplex element via
the subdivided sub-element to the physical element. Herein, the blue points and lines
show the mapping for one element, respectively. The modification of the corresponding
integration weights from the reference simplex element ωai to the physical element of the
domain ωxi is given by

ωxi = ωai · det(Jr) · det(Jx). (3.27)
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(a) (b) (c)

Figure 3.15: Possible shapes of the zero level-sets within one sub-element in (a) two di-
mensions, and in three dimensions when (b) one node has a different sign or
(c) two nodes have the same sign.

Herein, Jr is the Jacobi-matrix with respect to the mapping of the reference simplex
element to the corresponding element within the sub-element and Jx is the Jacobi-matrix
with respect to the mapping of the reference background element to the physical element
of the domain. It is noted that the mapping of the reference quadrilateral or hexahedral
element to the physical element of the mesh in step (iii) with the bi- or tri-linear shape
functions leads to curved representations of the mapped simplex elements in the physical
space in general. Therefore, it is not possible to map the integration points directly
from the reference simplex element to the physical element. The proposed method is
numerically consistent and works for structured and unstructured background meshes in
the same way. In the following, a similar procedure is presented for the required surface
integration of loaded crack surfaces.

3.3.3 Integration of loaded crack surfaces

In the analysis of fractures, there are many applications where the crack surface is loaded,
in fact, this load may be the dominant driving force of the potential propagation of the
crack. Examples are corrosion and freezing processes in fractured structures. Another
example is hydraulic fracturing where the pressure exerted by the fracking fluid is often
the only crack opening load. Therefore, the handling of loaded crack surfaces became an
important part in fracture mechanics. In this section, the focus is placed on the surface
integration of the applied loading within the fracture on a purely implicitly described
crack geometry which is often used in the context of the XFEM.
The basis of the surface integration are the reference elements of the ’crack elements’

which are obtained by the detection of the zero-level set within the reference sub-elements,
see Sec. 3.3.1. All possible shapes of the zero level-sets or the ’crack elements’ are shown
in Fig. 3.15 for the two and three-dimensional case. Based on these elements four steps
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(a) (b) (c)

(d) (e)

Figure 3.16: Mapping of the Gauss points for the integration of the loading on the crack
surface in three dimensions.

are required to get integration points on the implicit crack surface which are explained
for a tri-linear hexahedral element, representatively.

(i) Define the integration points r?i in the two-dimensional reference crack element.

(ii) Map these points to the reference tetrahedral element.

(iii) Map the reference tetrahedral element to the corresponding sub-tetrahedron in the
reference hexahedral element.

(iv) Map the reference hexahedral element to the physical element of the mesh.

The general procedure for generating integration points on the implicit crack surface is
illustrated in Fig. 3.16 for an arbitrary three-dimensional hexahedral element. As the
shape functions are discontinuous along the crack surface, the integration points have to
be ’split’ into two opposite but infinitesimally close points being on either side of the
crack surface. This is done between step (iii) and (iv) of the surface integration based on
the unit normal vector nξ and the shifting magnitude ε

r?±i (ξi) = r?i (ξi)± εn
ξ
i . (3.28)
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This normal vector is given by the cross product of the two tangential vectors tξ1 and
tξ2 which are extracted from the roots of the zero level-sets at the element edges. Based
on these tangent vectors t and the Jacobi-matrices J, the modification of the integration
weights ωi is given by

ωxi = ωai ·
√

det(JTrJr) ·
||Jξtr1 × Jξtr2 ||
||tr1 × tr2 ||

· ||Jxt
ξ
1 × Jxtξ2||
||tξ1 × t

ξ
2||

(3.29)

It is noted that the first mapping requires the Gram’s determinant as a (d−1)-dimensional
element is mapped to Rd. The other mappings take into account that an area is projected
instead of a volume. Quadrilateral zero-level sets within the reference tetrahedral element
are handled in the same way because they remain planar within the reference hexahedral
element. This procedure applies analogously to background meshes discretized by tetra-
hedral elements where the situation is simplified because the zero level-sets stay naturally
flat even in the physical element. The obtained integration points shall later also be
used for the computation of stress intensity factors (SIFs) which is discussed in Sec. 6.1.
Different stresses and loadings of crack surfaces are discussed in Sec. 5.

3.4 Computation of displacements

In the previous sections, the approximation of a LEFM problem was discussed in the
context of the XFEM. In particular, the definition of enriched nodes, the enrichment
functions based on customary coordinate system, numerical integration of the domain and
surface loadings were investigated based on a hybrid explicit-implicit crack description.
This section deals with the determination of the displacement field of a fractured isotropic
material with the XFEM based on the governing equations of linear elasticity. Following
the same procedure as the classical FEM, the weak form of the governing equations can
be used to obtain a system of equations for the nodal degrees of freedom,

K · u = f , (3.30)

In an XFEM-context, the number of degrees of freedom per node varies due to the struc-
ture of enriched approximation, see Eq. 3.40. equivalent to a standard FEM approxima-
tion. Herein, K is known as stiffness matrix, u represents the (displacement) unknows
and f is the load vector. Differences between the classical FEM and the XFEM only exist
in the employed approximation spaces resulting in consequences for the element matrices
as discussed below.
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Figure 3.17: Definitions of the boundaries ΓD, ΓN , Γ+ and Γ− their corresponding normal
vectors.

3.4.1 Governing equations

A cracked domain Ω is considered with its boundary being decomposed into the sets ΓD,
ΓN , Γ+ and Γ−, such that Γ = ΓD ∪ ΓN ∪ Γ+ ∪ Γ− as shown in Fig. 3.17. Γ+ and Γ−
describe the two crack faces of a given crack path/surface ΓC such that ΓC = Γ+ ∪ Γ−.
Prescribed displacements are imposed on ΓD, while tractions are imposed on ΓN and ΓC .
Based on these definitions the equilibrium equations and boundary conditions are defined
as

∇ · σ + f = 0 in Ω, (3.31)
u = uD on ΓD, (3.32)

σ · nΓN
= tN on ΓN , (3.33)

σ · nΓC
= tC on ΓC . (3.34)

In many practical applications, it is assumed that either the crack faces are stress-free or
that the exerted loading has a hydro-static behaviour within the fracture, wherefore the
applied tractions tC may be expressed at the crack surfaces Γ± by

tC =

0 for stress-free crack surfaces,
p · nΓ± under a hydro-static loading, i.e., pressure.

(3.35)

The general formulation of Eq. 3.34 is required for the conversion of boundary tractions
into equivalent face tractions, see Sec. 2.2.4. The Cauchy stress tensor σ for an isotropic
material is defined as

σ = λtr(ε)I + 2µε, (3.36)
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where the linear strain tensor ε can be expressed with the strain-displacement relation

ε = 1
2
(
∇u+ (∇u)T

)
, (3.37)

which is valid for small strain and small displacements. The relation between the strains
ε and the stresses σ is based on the second Lamé-Constant µ (Eq. 2.14) and the first
Lamé-Constant λ with

λ =


Eν

(1 + ν)(1− 2ν) for plane strain,

Eν

1− ν2 for plane stress.
(3.38)

It is noted that only the plane strain expression of Eq. 3.38 is useful in three dimensions.

3.4.2 Resulting system of equations

The usual steps in any finite element procedure are to start from a boundary value problem
in strong form as given in Eqs. 3.32 to 3.34. These equations (i) are multiplied with test
functions w, (ii) integrated over the domain, and (iii) the divergence theorem is applied
in order to shift derivatives onto the test functions. The result is a weak formulation of
the boundary value problem [110],∫

Ω

∇w : σdΩ−
∫
Γ

w · tdΓ−
∫
Ω

w · fdΩ = 0. (3.39)

w represent the test functions and Γ is the boundary which consists of ΓN and ΓC . The
applied tractions on ΓN and ΓC are treated in the same manner, wherefore no additional
terms are required in Eq. 3.39 for the discontinuity ΓC . In this sense, ΓC corresponds to
ΓN .
The next step is to discretize the weak form (Eq. 3.39). Then, the task is to find the

one approximation uh according to Eq. 3.40 such that this discrete weak form is fulfilled
for all test functions wh:∫

Ω

∇wh : σ(εh(uh))dΩ−
∫
Γ

wh · tdΓ−
∫
Ω

wh · fdΩ = 0, (3.40)

with uh being the extended approximation of Eq. 3.21. The test functions wh are chosen
identically in a Bubnov-Galerkin scheme. This results in a system of equations (Eq. 3.30)
for the nodal degrees of freedom. In the FEM and XFEM, this system of equations is
assembled by element contributions which are discussed in detail next.
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The element stiffness matrix Kelem and the corresponding load vector f elem can be
defined in a formally equivalent way for the XFEM and the FEM. That is, Kelem is given
in two dimensions as

Kelem
2D =

∫ (λ+ 2µ)N ,xN
T
,x + µN ,yN

T
,y λN ,xN

T
,y + µN ,yN

T
,x

λN ,yN
T
,x + µN ,xN

T
,y (λ+ 2µ)N ,yN

T
,y + µN ,xN

T
,x

 dΩ (3.41)

and the corresponding load vector as

f elem
2D =


∫
N txdΓ +

∫
NfxdΩ

∫
N tydΓ +

∫
NfydΩ

 . (3.42)

In three dimensions, the element stiffness matrix Kelem is defined as follows

Kelem
3D =

∫


Kxx Kxy Kxz

Kyy Kyz

sym. Kzz


dΩ (3.43)

with

Kxx = (λ+ 2µ)N ,xN
T
,x + µN ,yN

T
,y + µN ,zN

T
,z, (3.44)

Kxy = λN ,xN
T
,y + µN ,yN

T
,x, (3.45)

Kxz = λN ,xN
T
,z + µN ,zN

T
,x, (3.46)

Kyy = (λ+ 2µ)N ,yN
T
,y + µN ,xN

T
,x + µN ,zN

T
,z, (3.47)

Kyz = λN ,yN
T
,z + µN ,zN

T
,y, (3.48)

Kyy = (λ+ 2µ)N ,zN
T
,z + µN ,xN

T
,x + µN ,yN

T
,y, (3.49)

and the corresponding load vector with

f elem
3D =



∫
N txdΓ +

∫
NfxdΩ

∫
N tydΓ +

∫
NfydΩ

∫
N tzdΓ +

∫
NfzdΩ


. (3.50)
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Although the expressions of Eqs. 3.41-3.50 are for the XFEM and standard FEM equiv-
alent, the definition of the shape functions in N is different in the two methods. In the
standard FEM, N is a k × 1- vector which is composed of the shape functions Ni and k
being the number of nodes per element. In the XFEM, depending on the number of en-
riched nodes and their associated enrichment functions, the size of N varies between the
different types of element. For example, the length ofN is for two- and three-dimensional
reproducing elements as follows

length(N ) =


2 · k for step-enriched elements,

5 · k for tip-enriched elements.
(3.51)

That is, the number of global degrees of freedom varies from element to element which
complicates the implementation. In a LEFM problem with XFEM, N consists not only
of the standard FE shape functions Ni but also of the enriched shape functions Niψ(x)
which leads to following structure

N =




N1(x), ..., Nk(x)

T

N1(x)ψshift,1

step (x), ..., Nk(x)ψshift,k
step (x)

T

N1(x)ψ1,shift,1

tip (r, θ), ..., Nk(x)ψ1,shift,k
tip (r, θ)

T

N1(x)ψ2,shift,1

tip (r, θ), ..., Nk(x)ψ2,shift,k
tip (r, θ)

T

N1(x)ψ3,shift,1

tip (r, θ), ..., Nk(x)ψ3,shift,k
tip (r, θ)

T

N1(x)ψ4,shift,1

tip (r, θ), ..., Nk(x)ψ4,shift,k
tip (r, θ)

T



. (3.52)

It is noted that Eq. 3.52 represents the structure of an element where all enriched shape
functions are present. Depending on the individual situation in an element, some of these
(nodal) shape functions are absent. This general representation is used to demonstrate
the order of the stored shape functions. Based on this structure the corresponding (three-
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dimensional) degrees of freedom are

u =




u1x, ..., ukx, a1x, ..., akx, b1

1x, ..., b
1
kx, b2

1x, ..., b
2
kx, b3

1x, ..., b
3
kx, b4

1x, ..., b
4
kx

T

u1y, ..., uky, a1y, ..., aky, b1

1y, ..., b
1
ky, b2

1y, ..., b
2
ky, b3

1y, ..., b
3
ky, b4

1y, ..., b
4
ky

T

u1z, ..., ukz, a1z, ..., akz, b1

1z, ..., b
1
kz, b2

1z, ..., b
2
kz, b3

1z, ..., b
3
kz, b4

1z, ..., b
4
kz

T



.

(3.53)
The global system of equation is often assembled in such a way that the different types
of degrees of freedom (u, a and bj) are grouped together which simplifies the localization
of the individual degrees of freedom and ensures banded stiffness matrices K.

3.4.3 Global derivatives of enriched shape functions

In the weak form, derivatives with respect to the global coordinates x occur naturally.
In a finite element context, where shape functions are defined over reference elements
with coordinates ξ = (ξ, η, ζ), one has to establish a relation between these coordinate
systems. As a result of the chain rule, this relation is given by the (transposed) inverse
of the Jacobi-matrix,

N,x = J−T ·N,ξ (3.54)


∂N
∂x

∂N
∂y

∂N
∂z

 =


∂x
∂ξ

∂y
∂ξ

∂z
∂ξ

∂x
∂η

∂y
∂η

∂z
∂η

∂x
∂ζ

∂y
∂ζ

∂z
∂ζ



−1

·


∂N
∂ξ

∂N
∂η

∂N
∂ζ

 . (3.55)

In the XFEM, the same applies also to the enrichment functions which is outlined here
in x-direction,

∂

∂x

[
Ni(x)ψshift,i

step (x)
]

= ∂Ni(x)
∂x

ψshift,i
step (x), (3.56)

and
∂

∂x

[
Ni(x)ψj,shift,i

tip (r, θ)
]

= ∂Ni(x)
∂x

ψj,shift,i
tip (r, θ) +

∂ψj
tip(r, θ)
∂x

Ni(x) (3.57)

with
∂ψj

tip(r, θ)
∂x

=
∂ψj

tip(r, θ)
∂r

∂r

∂x
+
∂ψj

tip(r, θ)
∂θ

∂θ

∂x
. (3.58)
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(a) ∂
∂x

[
N1 · ψ2,shift,1

tip (r, θ)
]
. (b) ∂

∂y

[
N1 · ψ2,shift,1

tip (r, θ)
]
.

Figure 3.18: Global derivatives of the local crack-tip enrichment function N1ψ
2,shift,1
tip (r, θ).

Furthermore, the global derivatives of the polar coordinates r and θ are obtained with
Eqs. 3.13-3.16 and are needed for the derivatives of the tip enrichment functions. It is
noted that the global derivatives of ψshift,i

step (x) are 0 within the domain, wherefore there
are no additional terms in Eq. 3.56. Fig. 3.18 shows the global derivatives of the enriched
shape function N1 ·ψ2,shift,1

tip (r, θ) within the crack-tip element. Herein, the crack is aligned
with respect to the x-direction and has its crack-tip at the coordinates [0, 0]. As can
be seen, the global derivatives are singular at the crack-tip due to the

√
r-behaviour

of ψj
tip(r, θ). As a consequence, advanced quadrature schemes are required within these

elements containing the crack-tip/front [129, 181].

3.5 Comparison of XFEM and FEM in LEFM

In this section, the differences between XFEM and FEM simulations of LEFM problems
are discussed and are illustrated based on simple test cases in two and three dimensions.
Additionally, the concept of the XFEM approach in LEFM is proved by comparing the
obtained results with those obtained from an equivalent standard finite element approach.
In the XFEM, the domain discretization can be performed independently of the crack

geometry which is not possible with the classical FEM. Singular stresses at the crack-
tip/front are considered within the XFEM by the corresponding crack-tip enrichments
(Eq. 3.20) while the FEM requires locally refined meshes, see Fig. 3.20. Surface integra-
tions are necessary to deal with pressurized crack surfaces within the XFEM, see Sec. 3.3.3.
In contrast, such integrations are not required in the FEM because loaded crack surfaces
are considered through Neumann boundary conditions. It is noted that only constant
pressure distributions are considered here because a suitable description of an arbitrary
pressure distribution on the implicitly defined crack geometry has not yet been discussed
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(a) (b)

Figure 3.19: Edge crack in a squared plate which is opened through (a) prescribed dis-
placements at the boundary (TC-1) or (b) through an applied pressure within
the fracture (TC-2).

here. How more complex loadings can be applied in the context of the XFEM with a hy-
brid explicit-implicit crack description is discussed in Sec. 5 which is a focus of this thesis.
For all test cases a brittle and isotropic material is used with a Poisson’s ratio ν = 0.3 and
a Young’s modulus E = 30 GPa. Each mesh is based on bilinear 4-node quadrilateral or
trilinear 8-node hexahedral elements. Comparable results of the two simulation methods
are obtained by using meshes with almost the same element sizes.

3.5.1 Two-dimensional test cases

An edge cracked rectangular plate with the extent l = 2 m and an initial crack length
lc = 1 m is investigated due to different boundary conditions. In the first test case
(TC-1), the displacements are prescribed on the upper and lower side of the domain
with 5 mm in direction of the specified angle α = 60 ◦, as illustrated in Fig. 3.19(a).
These boundary conditions produce an opening of the crack, wherefore no other loadings
are needed. The second test case (TC-2) is used to verify implementation aspects of
the surface integration. Herein, the right corner nodes of the domain are fixed and a
uniform pressure p0 = 0.1 GPa is applied within the fracture, see Fig. 3.19(b). The XFEM
simulation is based on a structured background mesh which consists of 51× 51-elements.
One straight line-segment is used to explicitly define the crack geometry. 50×50-elements
are used to discretize the domain within the FEM simulation. This mesh is locally refined
in the vicinity of the crack-tip which leads to a total number of 2 524 elements. An
illustration of the two mesh types is given in Fig. 3.20. The obtained results are shown
for both test cases in Figs. 3.21 and 3.22. There, the global displacements ux and uy are
shown in Figs. 3.21(a-d) and 3.22(a-d) and the resulting crack opening stresses σyy are
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(a) (b)

Figure 3.20: Structure of the mesh within (a) XFEM and (b) FEM.

illustrated in Figs. 3.21(e-f) and 3.22(e-f) along a line which is aligned with the crack and
is located infinitesimally close above the crack. It can be seen that both approaches
lead to almost identical displacement and stress fields. Furthermore, the crack opening
stresses σyy along the crack are in good agreement with the expected stresses which are
almost 0 in TC-1 where stress-free crack surfaces are assumed and are almost −0.1 GPa
in TC-2 which agrees with the applied load p0.

3.5.2 Three-dimensional test cases

The three-dimensional test cases represent extensions of the two-dimensional cases where
the cracked configurations of TC-1 and TC-2 are extended in the third direction as de-
scribed next. TC-3 and TC-4 investigate an edge cracked cube-shaped domain (2 m ×
2 m× 2 m) under similar boundary conditions as in TC-1 and TC-2. In particular, TC-3
is loaded by prescribed displacements on the upper and lower side of the domain, see
Fig. 3.23(a). The applied boundary conditions uD are given with

uup
D = ∆uD ·


− cos(αD)
sin(αD)
sin(αD)

 , and ubelow
D = ∆uD ·


cos(αD)
− sin(αD)
− sin(αD)

 , (3.59)

with ∆uD = 5 mm and αD = 60 ◦. These boundary conditions lead to a fully three-
dimensional configuration, wherefore no equivalent two-dimensional formulation can be
used. In TC-4, the crack and domain geometry of TC-3 is investigated due to a uniform
pressure p0 = 0.1 GPa within the fracture. Zero displacement conditions are applied at the
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(a) TC-1: ux [mm] with XFEM. (b) TC-1: ux [mm] with FEM.

(c) TC-1: uy [mm] with XFEM. (d) TC-1: uy [mm] with FEM.

(e) TC-1: σyy [GPa] with XFEM. (f) TC-1: σyy [GPa] with FEM.

Figure 3.21: Comparison of the XFEM and FEM results due to prescribed displacements
at the boundary in two dimensions.
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(a) TC-2: ux [mm] with XFEM. (b) TC-2: ux [mm] with FEM.

(c) TC-2: uy [mm] with XFEM. (d) TC-2: uy [mm] with FEM.

(e) TC-2: σyy [GPa] with XFEM. (f) TC-2: σyy [GPa] with FEM.

Figure 3.22: Comparison of the XFEM and FEM results due to a constant pressure within
the fracture in two dimensions.
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(a) (b)

Figure 3.23: Edge crack in a cube-shaped domain which is opened through (a) prescribed
displacements at the boundary (TC-3) or (b) through an applied pressure
within the fracture (TC-4).

right corner nodes of the discretized domain, see Fig. 3.23(b). It is noted that the required
three-dimensional meshes of TC-3 and TC-4 are obtained from the extrusions of the two-
dimensional meshes of the corresponding two-dimensional test cases, see Sec. 3.5.1. A
domain discretization of 19×19×19 trilinear hexahedral elements is used within the XFEM
approximation, wherein, 18 flat triangular elements explicitly describe the crack geometry
(this number 18 is freely chosen as only 2 flat triangles would have been sufficient for this
simple, flat crack geometry). The FEM simulations are based on a domain discretization
which consists of 20 × 20 × 20-elements which is locally refined in the vicinity of the
crack-front. Figs. 3.24(a-f) or Figs. 3.24(a-f) show the three displacement components
of the solution of TC-3 or TC-4 along an xy-plane which is located infinitesimally close
above the crack surface. The corresponding normal stresses σzz of this plane are shown
in Figs. 3.24(g-h) or Figs. 3.24(g-h) for a chosen y-value (y = 0).
These test cases illustrate the major differences between the XFEM and the FEM in

LEFM. It can be seen that the FEM requires suitable meshes which can be cumbersome,
in particular, for more complex three-dimensional crack geometries and, in particular,
when crack propagation is considered. For these simple test cases, the achieved results
(displacements and stresses) with the XFEM are in good agreement with those obtained
from the FEM. We conclude that the applied XFEM concept offers a powerful simulation
tool for rather coarse meshes in LEFM.
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(a) TC-3: ux [mm] with XFEM. (b) TC-3: ux [mm] with FEM.

(c) TC-3: uy [mm] with XFEM. (d) TC-3: uy [mm] with FEM.

(e) TC-3: uz [mm] with XFEM. (f) TC-3: uz [mm] with FEM.

(g) TC-3: σzz [GPa] with XFEM. (h) TC-3: σzz [GPa] with FEM.

Figure 3.24: Comparison of the XFEM and FEM results due to prescribed displacements
at the boundary in three dimensions.
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(a) TC-4: ux [mm] with XFEM. (b) TC-4: ux [mm] with FEM.

(c) TC-4: uy [mm] with XFEM. (d) TC-4: uy [mm] with FEM.

(e) TC-4: uz [mm] with XFEM. (f) TC-4: uz [mm] with FEM.

(g) TC-4: σzz [GPa] with XFEM. (h) TC-4: σzz [GPa] with FEM.

Figure 3.25: Comparison of the XFEM and FEM results due to a constant pressure within
the fracture in three dimensions.



4 Coordinate systems and distances in crack surfaces

In this section, coordinate systems and distances in explicitly defined crack surface meshes
Γh are discussed which are used in Sec. 5 to define stresses and loadings on surfaces.
Coordinate systems xe are defined in Γh which are extracted from coordinate systems
X of the physical space, see Sec. 4.1. Distances are evaluated based on three different
types of distances which are: (i) ’spatial’ distances dx, (ii) ’geodesic’ distances dΓ, and
(iii) ’virtual’ distances dv as discussed next.
Spatial distances describe the shortest distance between two points xi and xj on Γh

which is easily computed based on their corresponding Cartesian coordinates with

dx = ||xi − xj||. (4.1)

That is, these distances are independent of the surface curvature and geometry.
Geodesic distances are the shortest distance between two points xi and xj on the

surface itself. That is, they strongly depend on, e.g., the crack geometry because they
are evaluated along paths which are on the surface. In general, dx(xi,xj) is already for
planar surfaces smaller than dΓ(xi,xj) due to the surface dependency, see Fig. 4.1. These
distances are discussed in more detail in Secs. 4.2 and 4.3. There, they are used to evaluate
distances between a point xi ∈ Γh and the crack-front ∂Γh.
Virtual distances dv describe the distance between a point xi to either a source point xs

or to the crack-front ∂Γh. They are introduced in Sec. 4.4 based on the Laplace-Beltrami
operator [61, 138].

Figure 4.1: Spatial and geodesic distances on a planar crack surface.
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(a) (b)

Figure 4.2: Three-dimensional embedded crack geometries with a (a) closed crack-front
and (b) an open crack-front.

The introduced coordinate systems and distances are illustrated exemplarily for two
crack geometries, see Fig. 4.2, which not only differ geometrically but also in the fact that
different parts of the crack-fronts are active. Fig. 4.2(a) shows a crack surface where the
entire boundary is an active crack-front. Fig. 4.2(b) illustrates a crack geometry where
only a part of the surface boundary is active because the other part coincides, e.g., with
the boundary of the domain.

4.1 Euclidean coordinates

A very simple coordinate system xe on the surface Γh can be extracted from coordinate
systems X which are defined in the physical space of the domain, such as, Cartesian
coordinates, polar coordinates, cylindrical or spherical coordinates with

xe = X, ∀X ∈ Γh. (4.2)

An example based on the Cartesian coordinate system is seen in Fig. 4.3 for the crack
geometry shown in Fig. 4.2(a). There, the three coordinate components xe, ye and ze of
the coordinate system xe are represented in color. It is noted that there is a wide range
of other coordinate systems which can be defined on Γh, e.g., curvilinear coordinates
which are popular in shell theory [14, 23, 29]. However, they are not in the focus of this
contribution, wherefore they are not discussed in more detail and interested readers are
referred to the text books [44, 189].
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(a) (b)

(c)

Figure 4.3: Euclidean coordinate components (a) xe, (b) ye, and (c) ze extracted from the
Cartesian coordinate system.

(a) (b)

Figure 4.4: Spatial distances to (a) a closed crack-front and (b) an open crack-front.

4.2 Spatial distances to the crack-front

In this section, spatial distances are used to describe the shortest spatial distance between
a point xi ∈ Γh and the crack-front ∂Γh. That is, the nearest point xj of the crack-
front to xi is sought which is either within a crack-front segment or a crack-front node.
The computation of these distances was already discussed in Sec. 3 and is equivalent to
computing the level-set function φ2(x). The obtained distances are shown in Fig. 4.4 for
the two crack geometries defined in Fig. 4.2.



4.3 Geodesic distances to the crack-front 60

Figure 4.5: Issue of the computed geodesic distances due to the mesh dependency of the
Dijkstra algorithm.

4.3 Geodesic distances to the crack-front

Next, we are interested in computing the shortest geodesic distance between a point xi ∈
Γh and the crack-front. That is, the length of some path on the surface is of interest. The
computation of these distances is more complex than the spatial distances because they
are evaluated along paths which are on the surface mesh. A very fast and robust procedure
is based on the ’Dijkstra algorithm’ [52] which finds the shortest path between two points
along element edges which renders the algorithm strictly mesh dependent. The influence of
this dependency is illustrated in Fig. 4.5 where the computed geodesic distances between
three points and a point xS are shown with their corresponding paths. These points are
arranged so that the exact distance of each point is given with d(xi,xS) = 1.00. It can
be seen that the obtained distances d(xi,xS) vary strongly between these points due to
the mesh dependency of the procedure. Many research activities have been invested in
improving the original Dijkstra algorithm, see, e.g., [32, 102, 114, 126, 183]. Geodesic
distances and their corresponding paths are not the focus of this thesis, wherefore they
are only mentioned here for the sake of completeness and interested readers are referred
to [26] which gives a good overview of different algorithms. The geodesic distances which
are obtained based on the Dijkstra algorithm are shown in Fig. 4.6 for the two crack
geometries of Fig. 4.2.

4.4 Virtual distances based on Laplace-Beltrami operator and point
sources

This section deals with distances between a point xi ∈ Γh and the crack-front ∂Γh or
between the point xi and a point source xS along streamlines which are obtained from
solving a Laplace-Beltrami problem. These selected paths are used due to the physical
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(a) (b)

Figure 4.6: Geodesic distances to (a) a closed crack-front and (b) an open crack-front.

Figure 4.7: Issue of the Dijkstra algorithm in the context of HF.

meaning of the Poisson problem because the obtained distances are used later in the
context of HF, see Sec. 5.3. There, the fluid pressure exerted by the fracking fluid is related
to a fluid flow within a fracture which, in turn, is closely related to the flow described
by the Poisson problem. Regarding to the intended use of these virtual distances, many
assumptions and discussions of this section are related to HF. In this context, the point
source xS represents the well and is further called ’injection point’.
The evaluation of virtual distances based on other approaches, e.g., the Dijkstra algo-

rithm has the disadvantage that the shortest distances are only computed between two
points which have to be explicitly defined. That is, the distance between a point xi and
the crack-front ∂Γh is not unique but depends on the selected node on the crack-front, see
Fig. 4.7. Another issue is that paths are constructed without a physical meaning, where-
fore they could partially coincide with the crack-front which is illustrated in Fig. 4.7 by
the dashed line. In contrast, the proposed procedure works for any crack geometries in
the same way and physically meaningful paths are provided automatically without any
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further assumptions, see Fig. 4.10.

4.4.1 Laplace-Beltrami operator

A generalization of the classical Laplace operator ∆ from flat spaces to curved manifolds
is known as Laplace-Beltrami operator ∆Γ [61, 138]. For solving models involving the
Laplace Beltrami operator, a straightforward extension of the finite element approach
may be used based on tangential differential calculus which was first done by Dziuk [60].
The strong form of the Poisson problem on curved surfaces is [101]

−∆Γu = f in Γ, (4.3)
u = uD on ∂ΓD, (4.4)

n∂Γ · ∇Γu = tN on ∂ΓN . (4.5)

Herein, f is a source function, ∂ΓD the Dirichlet boundary, ∂ΓN the Neumann boundary,
and n∂Γ the unit co-normal vector on the boundary in the tangent plane of the manifold.
The surface gradient ∇Γ of a scalar function u is defined as

∇Γu(x) = P(x) · ∇xu(x), ∀x ∈ Γ, (4.6)

based on the tangential projector

P(x) = [I− nΓ(x)⊗ nΓ(x)] =
[
I− nΓ · nTΓ

]
. (4.7)

I is the identity matrix, nΓ a unit normal vector on the manifold, and ∇xu(x) is the
’classical’ gradient of the function u in the physical space. That is, Eq. 4.6 requires
the partial derivatives of u(x) in global coordinates. For the case of a parametrised
representation of u(x(ξ)), global derivatives are not directly available in contrast to the
local ones, wherefore Eq. 4.6 can not be used in the present form. The surface gradient
can be expressed in terms of partial derivatives in local coordinates based on the Jacobi
matrix J = ∂x/∂ξ with

∇Γu(x) = J ·
(
JTJ

)−1
· ∇ξu(ξ) = J ·G−1 · ∇ξu(ξ), (4.8)

where G is the metric tensor (first fundamental form).
As previously mentioned, the solution of Eq. 4.3 is used to evaluate distances along its

corresponding streamlines on an explicit surface mesh, therefore, the problem is solved
on a discrete manifold Γh described with two-dimensional elements in three dimensions.
For solving the problem, the standard surface FEM as described in [45, 61] is used which
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leads to the following problem statement. For uh and wh being composed by finite ele-
ment functions living on the discrete manifold Γh, find the one function uh such that the
following discrete weak form is fulfilled for all test functions wh:∫

Γh

∇Γh
wh · ∇Γh

uhdA =
∫
Γh

wh · fdA+
∫

∂ΓN

wh · tNdS. (4.9)

For the sake of clarity, the index h of the discrete manifold Γh is not written anymore
within this chapter, however, it is noted that all further discussions are based on a discrete
manifold Γh which, in this context, coincides with the explicitly defined crack geometry.
For a two-dimensional manifold which is embedded in three dimensions the global

surface derivatives of the shape functions ∂NΓ/∂x which are required to solve Eq. 4.9 can
be calculated based on Eq. 4.8 in the following form

NΓ,x = J ·G−1 ·NΓ,ξ (4.10)
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 . (4.11)

It is noted that for the numerical evaluation of the integrals in Eq. 4.9 over the manifold,
the integration weights in the reference element are modified by Gram’s determinant,

ωxi = ωξi ·
√

det(JTJ) = ωξi ·
√

det(G). (4.12)

That is, the integration weight wxi within the physical space is the integration weight
within the reference element wξi scaled with the square-root of the determinant of the
first fundamental form G.

4.4.1.1 Boundary conditions for the evaluation of virtual distances

The Laplace-Beltrami problem is a basis for a physical interpretation of a fluid flow within
a fracture which is induced by pumping a fracking fluid through a well into the fracture.
For this problem, u is prescribed with 1 on ∂ΓD = ∂Γ and with 0 at the injection point
xS. That is, no source function f and Neumann boundary ∂ΓN are required. To keep
the algorithm simple, it is recommended to describe the discrete manifold such that the
location of the injection point xS is already considered by placing a node at this position.
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4.4.2 Computation of streamlines

In this section, the evaluation of the streamlines on Γh is discussed based on the obtained
solution of Eq. 4.9 with the applied boundary conditions of Sec. 4.4.1.1. In this thesis, the
explicit crack description is restricted to crack representations based on simplex elements
which simplifies the determination of streamlines on Γh because the gradients are con-
stant within a surface element. This restriction also simplifies the evaluation of level-set
functions which are based on distance functions, see Sec. 3.1.3. The proposed procedure
could easily be extended to crack representations with higher-order quadrilaterals or tri-
angles elements, however, such elements increase the computational effort dramatically as
the gradient is no longer constant within an element, wherefore the resulting streamlines
are curved in general. The general procedure to determine the streamlines s(x0,xS) and
s(x0, ∂Γh) of a point x0 to the injection point xS and to the crack-front ∂Γh, respectively,
is discussed next.

1. The Laplace-Beltrami problem is solved on the explicitly defined crack surface mesh
with the applied boundary conditions of Sec. 4.4.1.1. Hence, the scalar function u(x)
on the crack surface is computed.

2. Some point x0 ∈ Γh is chosen for which the streamlines shall be computed. It is
noted that the proposed procedure demands that x0 is located within an element.
A special treatment is introduced in Sec. 4.4.2.3 which deals with starting points
which are located at element nodes or edges.

3. The gradient of this point is evaluated based on the global derivatives of the element
shape functions and their corresponding nodal values with

[∇Γu(x0)]?i =
ne∑
j=1
∇ΓNj(x0) · uj. (4.13)

Herein, the lower index i identifies the gradient of the corresponding element i. If
two or more indices are used, e.g., (i; j) it indicates that the gradient is averaged over
the elements i and j, see Eq. 4.14. The ? represents that the gradient has no unit
length in general. Gradients with unit length are easily provided by Eq. 4.14. It is
noted that simplex elements lead to constant gradients within an element, wherefore
all gradients [∇Γu]?k must be calculated only once per element which decreases the
computational effort of the procedure.

4. Start from the point x0 and follow the gradient [∇Γu(x0)]i until an element edge is
reached. In this thesis, the j-th intersection of the streamline with an element edge
is identified by its corresponding point x?j .
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5. The gradient at the intersection x?j is discontinuous because the element edge be-
longs to two simplex elements i and j. Therefore, it is suggested to determine an
averaged gradient [∇Γu]i;j as follows

[∇Γu]i;j =
[∇Γu]?i;j
|| [∇Γu]?i;j ||

with [∇Γu]?i;j =
∑
k=i,j Ak · [∇Γu]k∑

k Ak
, (4.14)

through the corresponding element areas Ak and their gradients [∇Γu]k.

6. Based on the averaged gradient, the next intersection x?j+1 of the streamline with
an element edge is determined which is discussed in more detail in Sec. 4.4.2.1.

7. Repeat the last two steps until the injection point or the crack-front is reached
setting x?j to x?j+1.

In this thesis, elements which consist of the injection point xS or the crack-front ∂Γh
are called ’injection point elements’ or ’crack-front elements’ and are specially treated,
see Sec. 4.4.2.2, which decreases the numerical effort. The major steps of the proposed
procedure are summarized in Fig. 4.8. It is noted that the proposed procedure describes
the streamline s(x0, ∂Γh) between x0 and the crack-front ∂Γh. The streamline s(x0,xS)
between x0 and the injection point xS can be computed with the same procedure by using
the negative gradient pointing in the opposite direction.

4.4.2.1 Evaluation of streamline/element edge intersections

The evaluation of streamline intersections with element edges is based on the determi-
nation of line-plane intersections. Such a procedure is required due to the fact that the
averaged gradients [∇Γu]i;j of two elements i and j are usually not in the plane of the
discrete manifold Γh. That is, in addition to the averaged gradients it is also necessary
to provide averaged normal vectors ni;j at x?j which together with [∇Γu]i;j define the
required plane, see Fig. 4.9. These special normal vectors are computed equivalently to
the averaged gradients with the corresponding element areas. The line-plane intersection
can be formulated within the concrete application as

x?j + r · ni;j + s · [∇Γu]i;j = xk + t · qk. (4.15)

Herein, xk are the Cartesian coordinates of a corresponding element node, qk the
direction of the corresponding element edge, and {r, s, t} represent the unknown scaling
values which are required to fulfill Eq. 4.15. The requirements of the unknowns are

0− εtol ≤ t ≤ 1 + εtol, (4.16)
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Solve the Laplace-Beltrami problem.

Choose x0 within an element i of Γh.

Compute [∇Γu]i.

Set k=1.

Evaluate the streamline and
element edge intersection x?k.

Find the neighbour element j of
element i which contains the

intersection x?k.

Is element j a
crack-front or
injection point

element?

x?k+1 = xS ,
or

x?k+1 = x(rmin) ∈ ∂Γh.

Compute the averaged gradient [∇Γu]i;j .

Set i=j.

yes

no

k++

Figure 4.8: Algorithm of the streamline procedure.
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Figure 4.9: Illustration of streamline search.

(a) (b)

Figure 4.10: Resulting streamlines on two different crack geometries with an arbitrarily
arranged injection point.

and
s > −εtol · lElem (4.17)

which ensure that the determined intersection is in direction of the gradient and on an
element edge. Herein, εtol is a globally defined tolerance and lElem characterizes the size of
the current element. These tolerances are required for a robust calculation of intersections
close to element nodes which is discussed in the next paragraphs. It will also be discussed
where the new intersections can be and what special issues are associated with them.

Evaluation of the next intersection Based on the presented procedure, there are two
possibilities where the new intersection x?j+1 can be found: (i) In the neighbour element j
of element i which is the usual case, see Fig. 4.11(a), or (ii) in the same element where the
intersections x?j−1 and x?j were, see Fig. 4.11(b). In most cases, the intersection will be in
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(a) (b) (c)

Figure 4.11: Intersection in (a) neighbour element or (b) in same element. (c) Iterations
within one element.

the neighbour element, however, due to the averaging, the gradient may point back to the
current element. That would lead to an unphysical streamline, wherefore a modification
of the standard procedure is suggested. If the new intersection x?j+1 is within an element
where also the two previous intersections x?j−1 and x?j are, then the current intersection
x?j is removed and the streamline is defined as a connection of the intersections x?j−1 and
x?j+1. After that x?j+1 is set to x?j and the next intersection is computed. This procedure
is repeated until an intersection is found in a neighbour element. Usually, this happens
already after the first update, however, in extreme cases where the gradients change
strongly between neighbouring elements it could happen that the method converges to
an element node, see Fig. 4.11(c). In such cases, the introduced tolerances of Eqs. 4.16
and 4.17 ensure that the proposed edge-based method does not end at the element node
which is discussed in more detail next.

Streamline converges to an element node The tolerances provide a robust procedure
based on the fact that the algorithm firstly detects an intersection in the neighbour element
and only if there is no intersection it goes back to the previous element. Fig. 4.12(a)
shows the effect of the tolerance used in Eq. 4.16 which is discussed next based on the
illustrated example: the intersection is found on the element edge of element 1 and 2
due to the averaged gradient [∇Γu]2;3. At this intersection the averaged gradient [∇Γu]1;2

would point back to the previous element which is illustrated by the red dashed line.
That is, without a tolerance the procedure would only find intersections along the two
element edges of element 2, wherefore the streamline would converge and end at the corner
of the corresponding element. The tolerance applied in Eq. 4.16 avoids such behaviour
by allowing intersections which are infinitesimally close on the straight extension of the
element edge. Such an intersection is represented respectively in Fig. 4.12(a) as a black
diamond. Due to the fact that the procedure is not able to deal with points outside



4.4 Virtual distances based on Laplace-Beltrami operator and point sources 69

(a) (b)

Figure 4.12: Graphical interpretation of the tolerances for an (a) element edge, see
Eq. 4.16, and (b) a negative gradient, see Eq. 4.17.

the observed element or with points which coincide exactly with element nodes these
’special’ intersections are shifted back to the observed element. This shift arranges the
new intersection on the corresponding element edge at a small distance away from the
node, see Fig. 4.12(a). The second tolerance in Eq. 4.17 is used for the same reason as
the previously discussed tolerance. It allows an intersection in the neighbour element
which may be found with the negative gradient under the condition that the distance
between the intersections x?j and x?j+1 is sufficiently small. A relative definition of this
tolerance is required to ensure that the element size and the global defined tolerance
are not in the same range. Therefore, the global defined tolerance εtol is multiplied
with the corresponding element length. The effect of the second tolerance is illustrated
in Fig. 4.12(b) where the red line represents the achieved streamline and the dashed
line represents the direction of the original gradient. Dependent on the mesh and the
arrangement of the elements both tolerances may be relevant. It is noted that this special
treatment is only needed if intersections are very close to element nodes.

4.4.2.2 Intersections in the vicinity of the injection point or the crack-front

Elements which consist of crack-front nodes (’crack-front elements’) or the injection point
(’injection point elements’) are treated specially which increases the numerical robustness
and avoids undesired features within these elements. Such modifications are required, for
example, within two neighbouring crack-front elements i and j where [∇Γu]i;j = 0 due
to the applied boundary conditions of Sec. 4.4.1.1. The proposed treatment of injection
point elements only reduces the numerical effort due to the avoidance of required iterations
within these elements but is not necessary for increasing the robustness of the algorithm.
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(a) (b)

Figure 4.13: Special treatment for (a) crack-front elements and (b) elements which consist
of the injection node.

Injection point elements When an injection point element is reached, it is proposed
to define the streamline as the direct connection of the last intersection and the injection
point xS, see Fig. 4.13(b). This procedure is quite simple and avoids iterations which
are usually required to reach the injection point within these elements. Similar to the
definition of the crack-tip enriched nodes of Sec. 3.1.3 and their corresponding crack-
tip enriched elements, there are two possibilities to define the injection point elements.
These elements may either be those which (i) contain the injection point xS or (ii) those
where the minimum distance of at least one element node to the injection point is smaller
than a pre-defined distance rIPE. The first definition leads to almost the same streamline
as the general procedure, however, it is computationally more expensive than the second
definition because more intersections have to be found numerically until an injection point
element is reached. The second definition decreases the number of required intersections,
however, significant differences of the resulting streamline compared to the alternative
procedure can occur. This follows, for example, from the fact that a direct connection of
the last intersection and the injection point is not bounded on the crack surface, wherefore
the resulting streamline is usually not on the manifold within this area. Therefore, the
size of rIPE should be chosen based on expected solution properties, element sizes, and
the curvature of the surface mesh. Therefore, it is proposed to keep rIPE small enough to
obtain sufficiently accurate results.

Crack-front elements As mentioned above, a special treatment of the crack-front el-
ements is essential to provide a robust procedure. If a crack-front element is reached
the streamline is defined by the direct connection of the last intersection and the near-
est corresponding point of the crack-front. This computation is based on the algorithm
which is used to evaluate the second level-set function of Sec. 3.1.3, wherefore no further
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(a) (b) (c)

Figure 4.14: Resulting streamlines (a) in dependency of the corresponding starting el-
ements. Special treatment of the streamline detection when the starting
point is (b) an element node, or (c) is located along an element edge.

implementations are required. It is noted that this procedure does not guarantee that
the resulting streamline is on the manifold, however, it is stable and can also deal with
intersections in the vicinity of the crack-front where the averaged gradient [∇Γu]i;j is zero.

4.4.2.3 Starting point is an element node or is located along an element edge

As previously mentioned, the starting point x0 has to be within an element. That is, if
x0 is chosen as an element node, this point has to be shifted within an element i so that
the first streamline and element edge intersection is at an element edge of element i. In
general, the resulting streamlines depend on the shifting, in particular, into which element
the starting point x0 is moved, see Fig. 4.14(a). There, the resulting streamlines due to
different elements which are used as starting elements are illustrated. The gradients of
the individual elements are illustrated as blue arrows. To overcome this dependency, a
special treatment is introduced for starting points which are located at element nodes or
along element edges. This treatment is frequently used in Sec. 4.4.3 where streamlines are
evaluated for points which are located at the element nodes of the surface mesh. These
streamlines are used for the computation of virtual distances at these nodes.
If the starting point x0 is an element node, an averaged gradient [∇Γu]i;j;··· ;k and aver-

aged normal vector ni;j;··· ;k are determined based on Eq. 4.14 and all elements {i; j; · · · ; k}
which consist of the corresponding node. Then, based on Eq. 4.15 the first intersection
x?1 is determined at an element edge which does not consist of x0, see Fig. 4.14(b). If
x0 is located along an element edge, see Fig. 4.14(c), the general procedure can be used
by replacing the first gradient [∇Γu]i through the averaged gradient [∇Γu]i;j of the corre-
sponding elements.
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(a) (b)

Figure 4.15: Absolute virtual distances on two different crack geometries with an arbi-
trarily arranged injection point (yellow dot).

4.4.3 Absolute and dimensionless virtual distances

Based on the streamlines s(x0,xS) and s(x0, ∂Γh), the corresponding absolute virtual
distances dv(x0,xS) and dv(x0, ∂Γh) are computed with

dv(x0, j) =
∫
Γ

s(x0, j)dΓ with j = {xS, ∂Γh}. (4.18)

In Fig. 4.15, the absolute virtual distances dv(x0,xS) are illustrated for the two crack
geometries shown in Fig. 4.2 where also the injection point xS is arranged arbitrarily. It
is noted that the virtual distances are used in the context of HF, wherefore the entire
boundary of the crack geometry shown in Fig. 4.2(b) is set to an active crack-front here.
These absolute virtual distances can also be used to describe the dimensionless virtual

distance d̃v(x0) of a point x0 between the injection point xS and the crack-front ∂Γh.
Minimum requirements on d̃v(x0) are

d̃v(x0) =


0 if: x0 = xS

1 if: x0 ∈ ∂Γh
0 ≤ d̃v(x0) ≤ 1 if: x0 ∈ Γh.

(4.19)

It is easily shown that the ratio of the absolute virtual distances,

d̃v(x0) = dv(x0,xS)
dv(x0,xS) + dv(x0, ∂Γh)

∀x0 ∈ Γh (4.20)

fulfills these conditions in general. These distances are illustrated in color in Fig. 4.16
based on the same crack configurations as for the absolute virtual distances. The accuracy
of the resulting dimensionless virtual distances is investigated based on a parabolic crack
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(a) (b)

Figure 4.16: Dimensionless virtual distances on two different crack geometries with an
arbitrarily arranged injection point (yellow dot).
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Figure 4.17: Dimensionless distances on a parabolic-shaped manifold. (a) Convergence
and (b) comparison of computed and exact dimensionless distances.

surface with r(x, y) =
√
x2 + y2 and z = 0.5 ·r2(x, y) which is bounded with 0 ≤ r ≤ rmax.

The injection point xS is arranged in the center of the surface mesh (xS = [0, 0, 0]T ) and
rmax is set to 1. For this configuration the analytical dimensionless distance d̃ref

v (ri) of a
point xi is given with

d̃ref
v (ri) =

∫ ri

0

√
1 + r2dr∫ rmax

0

√
1 + r2dr

. (4.21)

The L2-error of the proposed procedure is illustrated in Fig. 4.17(a) for different mesh
refinements and the computed dimensionless distances are shown in Fig. 4.17(b) based
on a surface mesh which is described with 864 simplex elements. As can be seen, the
obtained and analytical results are in good agreement.



5 Stresses and loadings of crack surfaces

There are many applications where the crack surface is loaded, in fact, this load may
be the dominant driving force for the potential propagation of the crack. Examples are:
magma-driven dykes [155], the heat production from geothermal reservoirs [142], the fault
reactivation in mining [24], corrosion and freezing processes in fractured structures etc.
Another example is HF for reservoir stimulation where a fracking fluid is pumped into
some rock formation to induce fractures and increase the permeability and, thereby, the
productivity [2, 113, 141]. In this section, the definitions of stress or pressure functions
on the explicit surface mesh based on the introduced coordinate systems and distances
of Sec. 4 are discussed. It is noted that the explicit surface mesh can also be used in the
context of the standard surface FEM [45, 61] to approximate some physical models such
as, e.g., fluid models which provide pressures as part of the solution. Due to the fact that
such models are not the focus of this thesis, this possibility of pressure definitions is not
discussed in further details. Another focus of this section is the data transfer between an
implicit and explicit crack description which is required due to the fact that these crack
geometries may not coincide exactly.

5.1 Stress functions based on Euclidean coordinates

Stress functions which can be related to Euclidean coordinates are, e.g., far field tractions
such as in-situ stresses. Such a stress function is discussed next in the context of the
at-rest lateral earth pressure [41, 42], respectively.
For an un-cracked homogeneous soil with a unit weight γ, the stress state σ(x) at a

point x which is located in a depth z below the earth’s surface can be defined based on
the ’at-rest earth pressure coefficient K0’ [41, 42, 97, 124]. This coefficient describes the
ratio of the vertical normal stress σzz to the horizontal normal stresses σxx and σyy. If
shear stresses are neglected, the Cauchy stress tensor σ(x) at the point x is defined with

σ(x) =


K0 · γ · z 0 0

0 K0 · γ · z 0
0 0 γ · z

 . (5.1)

That is, based on the Euclidean coordinates xe of Sec. 4.1 which are extracted from
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Figure 5.1: In-situ stresses on a crack path/surface based on the at-rest lateral earth
pressure.

the Cartesian coordinate system, the entire stress state σ(xe) on a closed (imaginary)
crack surface is defined, see Fig. 5.1. Based on the conversion of boundary tractions into
equivalent crack face tractions, see Sec. 2.2.4, the in-situ stresses can be applied through
the corresponding crack surface tractions tC(xe)

tC(xe) = σ(xe) · nΓ(xe), (5.2)

which are evaluated based on the corresponding normal vectors nΓ(xe) of the crack surface
Γh, see Fig. 5.1. The advantage of the conversion of boundary tractions into equivalent
crack face tractions is that in-situ stresses can be considered without additional deforma-
tions of the domain which occur, e.g., due to applied Neumann boundary conditions. It
is also noted that this conversion is not limited to any specified properties of the Cauchy
stress tensor σ, wherefore also shear stresses can be considered. That is, there are no
restrictions on the geomechanical models which are used to determine the in-situ stresses.
It is also possible to define scalar pressure functions p(xe) on Γh based on the Euclidean

coordinates xe. An example is the hydrostatic pressure pw(ze) exerted by the water at
a point x(ze) which is located in a water depth of ze. With the water density ρw, the
acceleration g due to gravity, and the pressure p0 which acts at ze = 0, the hydrostatic
pressure pw(ze) is defined based on Pascal’s law with: pw(ze) = ρwgze + p0. Pressures
p(f(xe)) can also be associated with other physical fields f(xe) which are extracted from
the Euclidean coordinates such as, e.g., a temperature field T (x) which is provided globally
for the domain and is evaluated on the crack surface. Such models are required, e.g., for
freezing processes in fractured structures and to evaluate gas pressures because the exerted
loads are strongly temperature dependent.
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(a) (b)

Figure 5.2: Simplified cohesive crack model. (a) Fracture process zone and (b) cohesive
law.

5.2 Stress functions based on distances to the crack-front

The spatial or geodesic distances to the crack-front (Secs. 4.2 and 4.3) are very important
for the evaluation of the local coordinate system (a, b) or the polar coordinate system
(r, θ), see Sec. 3.1.3.1. They can also be used to define pre-defined stress functions on Γh
which is discussed next in the context of a simplified cohesive crack model, respectively.
As soon as the inelastic region at the crack-tip (fracture process zone) is no longer

negligible small, the assumptions of LEFM becomes inaccurate. A very simple correction
can be performed by applying some crack closure tractions tcoh in the vicinity of the
crack-tip/front which is known as the cohesive crack model [12, 59, 89]. Usually, these
tractions depend on the crack opening, see, e.g., [76, 89, 110, 127] for different traction-
opening relationships. In the proposed simplified cohesive model, crack closure tractions
are applied within a fixed region around the crack-front which is defined based on the
length lcoh of the fracture process zone, see Fig. 5.2(a). Furthermore, it is assumed that
the tractions tcoh(x) of a point x within this region rather depend on the distance between
x and ∂Γh than on the opening, see Fig. 5.2(b) where a corresponding cohesive law is
illustrated, respectively. That is, the spatial distances dx(x) or geodesic distances dΓ(x)
of a point x to the crack-front are used to evaluate tcoh(x). The corresponding length of
the plastic zone lcoh is determined based on the strip-yield model [12, 59], the fracture
toughness KIc and the yield stress σys with [187]

lcoh = π

8

(
KIc

σys

)
. (5.3)

It is noted that cohesive crack models are not the focus of this thesis and are only
mentioned to show an application in which stress functions can be related to distances to
the crack-front. The proposed procedure is not restricted to a specific model, wherefore
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any stress functions which can be related to such distances can be applied.

5.3 Stress functions based on virtual distances

A simplified fluid model is introduced in the context of HF based on the dimensionless
virtual distances d̃v which were discussed in Sec. 4.4.3. HF processes are usually described
as non-linear and time-dependent coupled problems, where the fluid pressure p is related
to the crack width w. This relation can be expressed by a non-linear model known as the
Reynolds equation [2, 15]

∂w

∂t
= 1
µ′
∇ ·

(
w3∇p

)
+Q(t)δ(x)− ql. (5.4)

It is obtained by combining Poiseulle’s law for fluid flux with the continuity equation.
Injection rates are assumed to be small enough that the assumption of a laminar flow
subjected to friction between two infinite parallel plates is valid. Based on the Reynolds
equation the fluid pressure mainly depends on the injection rate Q, the crack width w,
the fluid viscosity µ, the leak-off ql and the time t. Additional influences through a fluid
lag lf were investigated, e.g., in [74, 90]. For simple crack geometries, resulting pressure
distributions are given in the literature according to different propagation regimes, e.g., [1,
3, 5, 48, 157]. It was observed that the assumption of a uniform pressure,

Πk0 = const, (5.5)

is suitable for large toughness (zero viscosity) problems [48]. The magnitude of the pres-
sure depends on the investigated problem, for example, Πk0 = π

1/3

8 for the KGD-model
and Πk0 = π

8

(
π
12

)1/5
for a penny-shaped crack [1, 5, 48]. On the other hand, zero toughness

(viscosity-dominated) problems lead to singular pressures at the crack-tip. Dimensionless
pressure distributions are given for a viscosity-dominated propagation based on the KGD-
model and a penny-shaped crack, for example, in [3, 157]. The first order approximations
of the dimensionless pressure distributions due to a viscosity-dominated propagation for
the KGD-model can be written as [3]

ΠKGD
m0 (ρ) = 1

3πB(1/2, 2/3)
[√

3 ·2F1(−1/6, 1, 1/2, ρ2)− 10/7 · 0.156 ·2F1(−7/6, 1, 1/2, ρ2)
]

+ 0.0663(2− πρ), (5.6)
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Figure 5.3: First order approximation of the pressure Πm0 for a viscosity-dominated (a)
KGD fracture, and (b) penny-shaped fracture.

and for a penny shaped crack as [157]

ΠPenny
m0 (ρ) = 0.795− 0.239

(1− ρ)1/3
− 0.0911 · ln(0.5ρ). (5.7)

Herein, B is the Euler beta function, 2F1 is the hypergeometric function, and ρ is the
scaled coordinate which is 0 at the injection point and 1 at the crack-tip/front. Fig. 5.3
shows a graphical illustration of Eq. 5.6 and Eq. 5.7.
The coupling of the elasticity and fluid problem is often associated with numerical

problems often leading to a large number of iterations giving rise to instabilities [2]. Fur-
thermore, due to the fact that the evaluation of the pressure is computationally expensive
and there are only few experimental data available for the validation, there is a strong
motivation to simplify this delicate coupled problem. Furthermore, in most industrial ap-
plications of HF the focus may rather be on the resulting shape of the fracture, pressure
and fluid volume over time and less complicated models may serve this purpose as well.
In this contribution, we introduce a simplified model which has the advantage that it is
very robust and computationally cheap because no iterations between different models,
e.g., fluid-structure interactions, are required. It is noted that the proposed model is not
restricted to a specific application but can be used for a wide range of applications with
loaded crack surfaces. Herein, the simplified model is discussed in the context of HF,
respectively.
In HF, one may suggest to replace the Reynolds equation by pre-defined pressure dis-

tributions similar to those from above but scaled by only few parameters which increases
the robustness and decreases the computational efforts. Herein, the assumed distribution
is based on the knowledge of the dominated regimes (toughness and viscosity) which can
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vary during the time. The aim is to develop a simple, robust and computationally cheap
simulation tool for ’quasi static’ HF-processes which enables a satisfactory prediction of
the obtained crack configuration, in particular to the corresponding crack geometry or
volume and the corresponding pressure over time t. In the next section, a simplified fluid
model is introduced based on a scaling function Φ(t) and the known pressure distributions
Πk0 and Πm0.

5.3.1 Scaling function

As a simplification it is assumed that all pressure distributions during the propagation are
reproduced as a linear combination of the toughness-dominated distribution p(p0, ρ) = p0

and the viscosity-dominated case p(p0, ρ) = p0 · Πm0(ρ). The influence of each regime
is considered by a time-dependent (crack-size dependent) scaling function 0 ≤ Φ(t) ≤ 1
which represents the dominance of the toughness-dominated regime [163]. That is, the
propagation is with Φ(t) = 1 purely toughness- and with Φ(t) = 0 purely viscosity-
dominated. Based on this scaling function, the current pressure distribution at a time t
is given by [163, 164]

p(p0, ρ, t) = p0 [Φ(t) + (1− Φ(t)) Πm0(ρ)] . (5.8)

Fig. 5.4(a) shows an exemplary scaling function which describes the time-dependent tran-
sition of a viscosity-dominated propagation to a toughness-dominated propagation. Based
on Eq. 5.8 the resulting pressure distribution due to a prescribed scaling value Φ(t) = 0.95
of a KGD-model is illustrated in Fig. 5.4(b).
It is noted that this kind of pressure distribution should only highlight the construction

of some general yet physically motivated pressure distributions as possible loadings on
crack surfaces. In this work, different distributions are used for the validation of the
proposed method and the focus is here rather on the availability of reference solutions
than practical examples of industrial relevance. The critical pressure magnitude which
leads to a crack propagation, see Sec. 6, is determined based on the superposition principle
of LEFM. It is important that the original Reynolds model may also be used within the
proposed approach. However, as this may induce numerical problems we rather prefer
to allow for arbitrary yet user-prescribed pressure profiles in this approach as mentioned
above. The transition between the different regimes may itself be a (time-dependent)
function which is an additional free parameter in the proposed approach.
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Figure 5.4: (a) Scaling function which considers time-dependent changes of the pressure
distribution during propagation and (b) the resulting pressure distribution
due to a prescribed scaling value Φ(t) = 0.95 in the context of a simplified
fluid model in HF.

5.3.2 Mapping of dimensionless pressure distributions onto Γh

The pre-defined pressure distributions of Eq. 5.8 which were introduced in the context of
HF are defined based on a scaled coordinate ρ which is 0 at the injection point and 1 at
the crack-tip/front, see Fig. 5.3. A challenging task is the mapping of these dimensionless
distributions onto the physical crack geometry of the structure which could be curved and
arbitrarily shaped. In addition, also the injection point may be arranged arbitrarily, see
Sec. 4.4.
The mapping is based on the dimensionless virtual distances d̃v(x) which represent the

scaled coordinate ρ of Eq. 5.8. Its construction in Γh was carefully discussed in Sec. 4.4
and the projection of these distances from the explicit to the implicit crack geometry is
discussed in Sec. 5.4. If d̃v(xi) of a point xi is known, the corresponding pressure value
of the simplified fluid model (Eq. 5.8) is given by

p(xi) = p(d̃v(xi)). (5.9)

It is noted that the proposed projection procedure of Sec. 5.4.1 can also be used in a more
general framework to project arbitrary functions (pressure profiles) which are defined on
Γh onto the implicitly defined zero level-sets.
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(a) (b)

Figure 5.5: Explicit and implicit crack geometry within the physical (a) mesh and a (b)
physical element.

5.4 Data transfer between the explicit and implicit crack description

As discussed in Sec. 3, a hybrid explicit-implicit crack description has many advantages
over a purely implicit or explicit description. However, this combined formulation leads
to two different crack geometries which may not coincide exactly, wherefore data has to
be transferred between these descriptions [164]. The difference between these two crack
descriptions is illustrated in Fig. 5.5 where the explicit and implicit crack geometry is
shown within the physical mesh of the domain or within a physical element.

5.4.1 Projection from the explicit to the implicit crack geometry

In this section, the focus is placed on the mapping of a function fh from the explicit crack
geometry Γh to the implicitly defined zero level-sets which is required, e.g., to determine
the function value fh(x?i ) at the (integration) points x?i of the implicit crack geometry.
This projection may also be used in a more general framework, for example, in the context
of HF, where fluid models are often solved on explicitly defined surface meshes and their
results are then mapped to the implicit description of the crack surface. This projection
is discussed here in a general framework where a function f is given by its nodal values fj
on the explicit surface mesh Γh and is interpolated at points of the implicit description of
the surface. As mentioned above, this implicitly defined crack geometry may not coincide
exactly with the explicit description which complicates the interpolation of the required
functions.
In the following, r?i represent integration points within the two-dimensional reference

’crack elements’ which were introduced in Sec. 3.3.1 and x?i represent the mapped in-
tegration points in the global Cartesian coordinates of the mesh. The detection of the
zero level-sets and the mapping of r?i to x?i was already discussed in Sec. 3.3. The task
is now to obtain a proper function value at x?i based on given nodal function values at
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crack geometry.
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Figure 5.6: Data projection from the explicit to the implicit crack geometry.

the nodes of the explicit surface mesh. Therefore, the closest point on the surface mesh
has to be identified and labelled x̃?i . Examples are seen in Fig. 5.6 where the closest
point x̃?1 is within a triangle, x̃?2 on an edge, and x̃?3 at a vertex, respectively. At this
point the function value is interpolated based on the finite element shape functions Ni

on the explicit crack surface mesh and their corresponding nodal function values. Then,
it is assumed that the function value fh(x̃?i ) is equivalent to the function value fh(x?i ).
That is, the proposed data transfer procedure defines the function value fh(x?i ) at the
integration points x?i of the implicit crack geometry as follows

fh(x?i ) :=
∑
j∈IΓ

Nj(x̃?i )fj. (5.10)

IΓ is the set of element nodes of the explicitly defined surface mesh and fj are the corre-
sponding nodal values of the function f .
Such a projection is well-known in the context of non-matching meshes, see [25] for

an example in fluid-structure interaction. Since the distance between the explicit and
implicit crack description is generally very small, see Fig. 5.5(a), and the changes of the
explicitly defined functions are often moderate over the crack surface, it is seen that this
approach provides satisfactory results in general.

5.4.2 Data transfer from the implicit to the explicit crack geometry

A data transfer from the implicit to the explicit crack description may also be desired.
An example is found in HF where the crack width based on the XFEM-approximation
may be needed for the flow model on the crack surface. A very simple and fast procedure
is based on a nearest neighbour interpolation [185] where the required information are
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Figure 5.7: Data transfer from the implicit to the explicit crack geometry based on a
nearest neighbour interpolation.

obtained from the closest point of the other mesh. For example, displacement quantities
such as openings are computed at different points on the implicit crack surface in a
post-processing of the XFEM-approximation. These points are mapped with their stored
information to the global coordinate system. For all required points on the explicit surface
mesh, the value of the closest point to this point cloud is used, see Fig. 5.7. It is noted
that the maximum element size of the surface mesh and the background mesh should be
in a similar range to represent physically meaningful quantities on both meshes.



6 Crack propagation

In LEFM, the decision whether a crack propagates is often based on the SIF KI or the
material toughness KIc. It is assumed that a propagation occurs when the current mode I
SIF KI exceeds the material toughness. This criterion takes the form

KI = KIc, (6.1)

which only considers mode I loadings. For an arbitrary three-dimensional crack config-
uration, a more general formulation is based on the energy release rate G which is a
measure of the energy available for the creation of new crack faces, see Sec. 2.2.1. Similar
to Eq. 6.1, a propagation occurs when the current energy release rate G reaches a critical
value Gc:

G = Gc. (6.2)

A commonly used technique for the evaluation of G is the J-integral [152] (Sec. 2.2.5)
because they are equivalent in LEFM [117, 187]. This procedure has the advantage that
only a small region around the crack-tip/front has to be considered for the computation
of G instead of the entire domain. In this thesis, another technique is used where G is
computed based on Eq. 2.13 through the corresponding SIFs. The required SIFs can be
obtained, e.g., from the interaction integral [195] (Sec. 2.2.6) or from correlation meth-
ods [30, 87, 94, 159, 161]. A disadvantage of the J-integral and the interaction integral is
that their extensions to three dimensions causes some difficulties [195]. In contrast, corre-
lation methods allow a straightforward extension to three dimensions which is discussed
in more detail in Sec. 6.1.
It is important to note that in three dimensions, that is, in the context of crack surfaces,

every point on the crack-front may be associated with an individual value for the energy
release rate G. It is, however, not useful to propagate a single point (including a tiny part
of its neighborhood on the front) when Gc is met at one point of the front. Therefore, we
assume that the critical point where Gc is reached grows with an increment length ∆rmax

and all other points grow with proportionally scaled lengths. These scalings are based on
the corresponding ratios of the varying local energy release rates Gi and the critical Gc.
For this, it follows that a point i with an energy release rate Gi grows with an increment
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Figure 6.1: Coordinate system at the crack-front.

length ∆ri of
∆ri = Gi

Gc

·∆rmax. (6.3)

For keeping the number of considered points along the crack-front reasonable, we restrict
the assessment of the propagation to ’crack-front nodes’ which are the nodes of the ex-
plicit crack surface mesh at the front. Their connection represents the crack-front by a
three-dimensional C0-continuous polygon which bounds the explicit crack surface mesh of
Sec. 3.1.3.
In the literature, a wide range of reliable and accurate propagation criteria exists for

the evaluation of the propagation direction. Common criteria are, e.g., the maximum cir-
cumferential stress criterion [63], the maximum strain criterion [122], the maximal strain
energy release rate criterion [91], and the minimum strain energy density criterion [170].
In this contribution, the evaluation of the propagation direction is based on the maximum
circumferential stress criterion [63] where the propagation angle θc can be evaluated in
the n-t-plane, see Fig. 6.1, based on the corresponding SIFs. For KII 6= 0 this criterion
leads to the following expression

θc = 2 arctan 1
4

KI

KII
− sign(KII) ·

√√√√(KI

KII

)2
+ 8

 . (6.4)

When KII = 0 the crack propagates straight which means that the propagation angle
θc = 0. The propagation out of the n-t-plane due to mode III is neglected in the maximum
circumferential stress criterion, wherefore it is only suitable for situations where mode III
is small compared to the other modes [16, 31]. For fluid-driven fractures this is often
justified by the fact that the fluid pressure dominates the propagation against other
loadings leading to a dominant SIF KI compared to KII and KIII. The influence of KIII

in the crack propagation is a matter of ongoing research [119, 153].
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Figure 6.2: Approximated displacements of a point xi in two dimensions.

6.1 Computation of SIFs through crack opening displacements

We propose a method for computing SIFs which investigates the displacement field in
the vicinity of the crack-tip/front. Similar approaches using crack opening displacements
(CODs) are found in [30, 94, 135] in the field of classical FEM and in [87, 161] in XFEM-
related approaches. This method is intuitive and the extension from two to three di-
mensions is straightforward and treats mode III as the other modes. Furthermore, no
modification is necessary for curved and loaded cracks. The approximated displacements
uh(xi) of a point xi, which are extracted from the XFEM simulation, are compared with
the expected displacements for a pure mode I, II and III crack. Because the situation
at xi is compared to some reference situation, we may also think of this as fitting and
call the respective point fitting point. That is, two different states are involved which are
described in more detail in the Secs. 6.1.1 and 6.1.2.
It is noted that the approximated displacement uh(xi) of a fitting point xi consists of

a displacement uhRBM due to a rigid body motion and a displacement uhC due to the crack
opening, see Fig. 6.2. For the computation of SIFs, the displacement uhRBM has to be
extracted because rigid body motions are not considered in the reference states for pure
mode I, II and III cracks which complicates the computation. Therefore, we prefer to use
relative displacements ∆u, particularly the CODs, as shown in Fig. 6.3 which consider
rigid body motions automatically. The relative displacement ∆uhCOD contains the first two
modes in two dimensions and all three modes in three dimensions, wherefore all modes can
be extracted from this opening. In the following, the computation of the approximated
and expected CODs is discussed in more detail. In Sec. 6.1.3, the computation of SIFs is
discussed based on selected directions of the CODs where the best results can be expected.
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(a) (b)

Figure 6.3: Approximated CODs in (a) two and (b) three dimensions.

6.1.1 Approximated state

This section shows the computation of the approximated crack opening ∆uhCOD(xi) of
a fitting point xi on the crack path/surface. The crack openings of the fitting point xi
are computed after solving the LEFM problem based on Eq. 3.21 as a post-processing
step. The difficulty here is that the enrichment and shape functions have to be evaluated
in a special setting so that CODs are obtained. Starting point is a fitting point xi on
the implicitly defined crack geometry which is ’split’ into two opposite but infinitesimally
close points xi+ and xi− being on either side of the crack surface. The detection of the
fitting point on the crack surface and its splitting is done equivalently to the proposed
procedure which is used in Sec. 3.3.3 for the surface integration. The level-set functions
and the corresponding local coordinates (a,b) are interpolated at these points. Based on
these interpolated functions, the corresponding polar coordinates r(xi±) and θ(xi±) are
determined with Eqs. 3.9 and 3.10. These coordinates are used in Eq. 3.21 to define the
enriched shape functions of the approximation which are required for the computation of
the approximated displacements uhCOD(xi+) and uhCOD(xi−). Based on these displacements
the crack opening ∆uhCOD(xi) is given with

∆uhCOD(xi) = uhCOD(xi+)− uhCOD(xi−). (6.5)

For the sake of clarity, the index ’COD’ is not written anymore, instead, the index is used
to give information about the current coordinate system, where (x) describes the global
coordinate system and (a) the local coordinate system mentioned in Sec. 3.1.3.1.

6.1.2 Reference states for pure mode I, II and III cracks

In this section, the reference state is discussed which is needed for the evaluation of the ex-
pected CODs for a pure mode I, II and III crack, respectively. For straight or planar crack
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(a) (b)

Figure 6.4: Reference state of a curved crack in the (a,b)-coordinate system in (a) a closed
and (b) an open setting.

geometries, the definition of the reference configuration can be based on an orthonormal
coordinate system which is aligned with the tangent at the crack-tip/front. However, in
practical applications, cracks are often curved, especially for propagating cracks where
mode II is dominant. For such problems, the use of an orthonormal coordinate system
is not easily justified and leads to the wrong crack opening in the reference state. We
propose the definition of a reference state based on the local coordinate system (a,b) which
is also valid for curved cracks, see Fig. 6.4. The definition of this coordinate system has
been discussed in Sec. 3.1.3.1.
A complete description of the crack-tip/front behaviour is given by a linear combination

of three independent crack modes which are scaled by the SIFs KI, KII and KIII, see
Sec. 2.2.3. Under general mixed-mode loadings, the displacements are given in the (a,b,c)-
coordinate system by [187]:
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, (6.6)

with µ being the shear modulus which is defined in Eq. 2.14 and the material parameter κ

κ =


3−ν
1+ν for plane stress, (6.7)

3− 4ν for plane strain. (6.8)

As Eq. 6.6 shows, displacements out of the plane only exist if mode III is non-zero.
However, displacements in direction of a and b consist of a combination of mode I and II
for any 0 < |θ| < π. It is noted that in three dimensions, only Eq. 6.8 makes sense and



6.1 Computation of SIFs through crack opening displacements 89

each point on the crack-front has its own SIFs.
Based on the interpolated polar coordinates r(xi±) and θ(xi±) of the split fitting point

xi (see Sec. 6.1.1), the expected displacements uma (xi+) and uma (xi−) are computed with
Eq. 6.6 due to a pure mode m = {I, II, III}. This can be achieved by setting the current
SIF Km to 1 and the others to 0. The expected COD of mode m is then given in the local
coordinate system by the difference of the expected displacements of both points with

∆uma (xi) = uma (xi+)− uma (xi−). (6.9)

In Fig. 6.4(b), the expected opening (red line) for a pure mode I is presented in the (a,b)-
coordinate system. Furthermore, the expected COD of the fitting point xi in direction of
b (blue line) is illustrated. In the following section, the computation of SIFs based on the
evaluated CODs in the approximated and reference state is discussed.

6.1.3 Evaluation of SIFs

A comparison of the approximated and expected openings is only possible if both openings
are described in the same coordinate system. Therefore, the approximated CODs, which
are given in the global coordinate system (x,y,z), are transformed into the local coordinate
system (a,b,c). In two dimensions, this is done based on the Jacobi-matrix J of the
coordinate transformation, hence,

∆uha = J ·∆uhx with J =

a,x a,y

b,x b,y

 . (6.10)

It is noted that ∇a and ∇b are only orthonormal for straight/planar cracks. In three
dimensions, we define the gradient of a third function c through the cross-product of ∇a
and ∇b:

∇c = ∇a×∇b. (6.11)

With this information of the third direction, Eq. 6.10 is straightforwardly extended to the
third dimension and the transformation into the local coordinate system is performed as
follows

∆uha = J ·∆uhx with J =


a,x a,y a,z

b,x b,y b,z

c,x c,y c,z

 . (6.12)
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Now that both CODs are available in the local coordinate system, the comparison of the
approximated and expected CODs leads to the following system of equations:

∆uha = KI ·∆uI
a +KII ·∆uII

a +KIII ·∆uIII
a . (6.13)

It is noted that the impact of the individual SIFs to the displacement components of a
point which is ’quasi’ on the crack surface with θ = ±(π−ε) is quite different, see Eq. 6.6.
KI mainly leads to displacements in direction of b, KII to displacements in direction of
a and KIII to displacements in direction of c. Therefore, SIFs are directly computed by
using these selected directions with

KI = ∆uhb/∆uI
b; KII = ∆uha/∆uII

a ; KIII = ∆uhc/∆uIII
c . (6.14)

The accuracy of the determined SIFs based on the proposed method has already been
demonstrated for stress-free and uniform loaded crack surfaces by the author in [161]
and shall later on be discussed in the numerical results presented in Sec 7. Recently
developed improvements or extensions of the standard XFEM such as, e.g., adaptive
mesh refinements [99, 191, 196] or applied consecutive interpolation procedures [103–105]
may further increase the accuracy of the computed SIFs, however, they are not the focus
of this thesis. It remains to specify the location of the considered fitting points and the
consideration of the crack-front in the context of a numerical simulation.

6.1.4 Location of the fitting points

It is well-known that the SIFs and their related displacements only characterize the situ-
ation when asymptotically approaching the crack-tip/front. Therefore, it is obvious that
the region where SIFs are obtained from the CODs must be restricted to the near tip/front
region. Physically, the most accurate SIFs are evaluated at points which are located in-
finitesimally close to the crack-tip/front. However, the numerically obtained results are
less accurate there due to the singular stresses, which renders the positioning of fitting
points a difficult task. Therefore, it is proposed to use a number of points in a region near
the crack-tip/front and compute averaged SIFs which also leads to an increased robust-
ness. Numerical results indicate that 5% of a characteristic crack length la, see Fig. 6.5,
yield satisfactory results. The evaluation ofla is based on four crack types which are de-
scribed in Tab. 6.1 and are illustrated in Fig. 6.5. In two dimensions, la can be expressed
directly through the crack path length lcp taking into account the number of crack-tips
(Type I or II), see Figs. 6.5(a-b). In three dimensions, there is no ’classical’ crack length
available, wherefore an effective crack length leff

c is introduced here which is described by
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Crack type Description
I Crack path with one crack-tip.
II Crack path with two crack-tip.
III Crack surface with an open crack-front.
IV Crack surface with a closed crack-front.

Table 6.1: Definition of the four crack types.

the ratio of the area of the crack surface Ac and the length of the crack-front lcf :

leff
c = Ac

lcf
. (6.15)

This definition is used because it is computationally cheap, robust and provides suitable
results for the crack types III and IV, e.g., the effective crack length leff

c is for type III
independent of the crack width b. For the four crack types, the relations between lcp or
leff
c and the characteristic crack length la are illustrated in Fig. 6.5.

6.1.5 Consideration of the crack-front

We have discussed how a point near the crack-tip/front may be used to obtain SIFs at a
related node right on the crack-tip/front. For this purpose, several points may be used
and their values averaged. The localisation of these points which are representative for
one special point at the crack-front is not unique and the outcome of empirical studies.
It is assumed that the point xi is valid for the point x̂i on the crack-front where it has
a minimum distance, see Fig. 6.6(a). When using an explicit-implicit crack description,
the propagation is considered by adding new segments to the existing crack-front. In [68],
a procedure has been introduced in which the crack geometry is updated based on the
information available at the explicitly defined nodes of the crack-front. Based on this
update procedure, it is sufficient that the SIFs are determined only in these special nodes
where the direction and distance of the propagation is evaluated, see Sec. 6.3. It can be
assumed that the change of the SIFs along the crack-front changes slowly for physically
justified crack surfaces. Therefore, each evaluated point x̂i is assigned to the explicitly
defined crack-front node x̄n where the distance is a minimum, see Fig. 6.6(b). It is noted
that the distance of x̂i and x̄n is also limited by 5% of the effective crack length, so that
only the SIFs of points x̂i are considered for x̄n which are in the vicinity of x̄n. However,
this limitation is only used for coarsely described crack geometries.
In Fig. 6.6, a three-dimensional crack-front (bold black line) is presented with possible



6.1 Computation of SIFs through crack opening displacements 92

(a) Crack type I: la =
lcp (b) Crack type II: la = 0.5 · lcp.

(c) Crack type III: la = leff
c . (d) Crack type IV: la = 2 · leff

c .

Figure 6.5: Crack lengths which are used to limit the distances between fitting points
and the crack-tip/front. For two-dimensional crack configurations with (a)
one crack-tip and (b) two crack-tips or for crack surfaces with (c) open crack-
fronts and (d) closed crack-front in three dimensions.

(a) (b)

Figure 6.6: Three-dimensional crack-front: (a) Scope of computed SIFs and (b) assign-
ment to crack-front node.
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Figure 6.7: Superposition of an externally and internally loaded crack by means of the
principle of superposition. (a) Total load, (b) external load, (c) internal
load [162].

points xi on the crack surface (black stars). The assignment of these points to the crack-
front is illustrated by the blue dashed lines and the scope of the crack-front node x̄n is
illustrated in red. The SIFs Km(x̄n) are obtained by the average of all SIFs Km(x̂i) of
the points x̂i related to mode m which are assigned to this crack-front node. This can be
expressed by

Km(x̄n) =
N∑
i=1

Km(x̂i)
N

. (6.16)

Based on the proposed procedure the SIFs are evaluated for each node of the crack-front
in the explicit crack description. These SIFs are used in Sec. 6.3 to explicitly update the
crack geometry.

6.2 External and internal loading cases

Two different loadings are distinguished here. The first is called ’external’ and contains
all stresses which come from the structure, such as body forces, prescribed tractions at
the boundary, prescribed displacements etc. The second type of forces are stresses on the
crack surface, typically pressure distributions, and are called ’internal’ [162]. Fig. 6.7(a)
shows a cracked domain where both loading types are present. This distinction is required
as an increase of the internal load, e.g., through the pumping of the fracking fluid into
the fracture, does not influence the external loads.
In LEFM, the energy release rate Gm of a mode m due to a number of n superimposed

loads is given by

Gm =
[√
Gm(f1) +

√
Gm(f2) + · · ·+

√
Gm(fn)

]2
, (6.17)

and the corresponding total energy release rate Gtotal is given by the sum of all three
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modes Gtotal = GI + GII + GIII [88, 146]. That is, the superposition of the external and
internal loading case leads to

Gtotal =
(√

Gf
I +

√
Gp

I

)2
+
(√

Gf
II +

√
Gp

II

)2
+
(√

Gf
III +

√
Gp

III

)2
, (6.18)

where Gf
m and Gp

m represent the energy release rates due to the external loads f and the
internal load p of mode m. As Eq. 6.18 shows, a modification of the pressure leads to
a non-linear behaviour of the energy release rate. In the following, it is shown how to
evaluate the critical pressure magnitude of a pre-defined pressure distribution based on
Eq. 6.18.

6.2.1 Evaluation of critical pressure values

In this section, the evaluation of a critical pressure magnitude is discussed based on the
superposition principle of LEFM. Although, the behaviour of a crack is strongly dependent
on the crack geometry such as the crack length, there holds for a given crack configuration
in a linear elastic material with a negligible plastic zone, for an initial prescribed pressure
p0 that their associated SIFs scale proportionally with

Kp
m(λ · p0) = λ ·Kp

m(p0). (6.19)

That is, the critical pressure pc for a purely internally loaded crack configuration can be
computed by a combination of Eqs. 6.2, 2.13 and 6.19 as

pc = λ · p0 with λ =
√

Gc

G (Kp
m(p0)) . (6.20)

Eq. 6.20 only holds when the initial pressure p0 of an assumed pressure distribution p(p0, t)
has no effect on the distribution which means that p0 only describes the magnitude of the
distribution.
When also external loads are present, a separate assessment of the crack behaviour

caused by the external and internal loadings is necessary. A simple approach is possible
by the superposition principle of LEFM where the crack configuration is decoupled into a
part with only internal loadings and a part with only external loadings as shown in Fig. 6.7.
The associated SIFs are denoted by Kf

m for the external case, Kp
m for the internal case and

Ktotal
m for the combined case. It is noted that the proposed procedure allows an overlap

of the crack surfaces due to the external loads f which causes no problems because this
overlap is only used for the computation of pc and is not allowed for the superimposed
configuration, see Eq. 6.24. That is, for the external loads f the mode I SIF can be
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negative and the following relation applies

Km(f) = −Km(−f). (6.21)

For a λ-scaled pressure state the total SIFs Ktotal
m are given based on Eq. 2.12 by the sum

of the external and the λ-scaled internal case as follows

Ktotal
m = Kf

m + λKp
m. (6.22)

By using the crack propagation criterion of Eq. 6.2, a quadratic equation for the evaluation
of the scaling factor λ is obtained [164], when Eq. 6.22 is inserted into Eq. 2.13 and
Eq. 6.18, hence,

0 = aλ2 + bλ+ c with a = Gp
m, (6.23)

b = 2(1− ν2)
E

(
Kf

I K
p
I +Kf

IIK
p
II

)
+ 1
µ
Kf

IIIK
p
III,

c = Gf
m −Gc.

This scaling factor λ enables the evaluation of the critical pressure pc based on Eq. 6.20.
It is noted that Eq. 6.23 generally has two solutions which are denoted by λ1 and λ2

herein. Usually, one of these scaling values is negative which describes the case where the
crack surfaces overlap. If both solutions are positive, just one of these factors fulfills the
required condition

Ktotal
I (λi) > 0. (6.24)

The critical pressure fulfills the propagation criterion of Eq. 6.2 and the crack geometry
can be explicitly updated based on Eq. 6.3 and Eq. 6.4 which is discussed next.

6.3 Update of the crack geometry

If the propagation criterion (Eq. 6.2) is fulfilled at least at one crack-front node, the crack
geometry is explicitly updated. Therefore, the SIFs are computed for each crack-front
node based on the proposed procedure of Sec. 6.1. The corresponding energy release
rates Gi, crack increment lengths ∆ri and propagation angles θic are determined with
Eqs. 2.13, 6.3 and 6.4 which describe the movement of each crack-front node. It is noted
that the movement is restricted to the n-t-plane, see Fig. 6.1. That is, the propagation
direction is independent of mode III, however, the out-of-plane shear mode influences the
crack increment length ∆ri or the critical pressure magnitude pc (see Sec. 6.2.1) which
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Figure 6.8: Update of the explicit crack geometry by adding new segments.

fulfills the applied propagation criterion.
In Fig. 6.8, the previous (initial) crack geometry is illustrated by the yellow triangles

and the corresponding crack-front by the dashed line. The propagation of each crack-
front node is shown by a blue arrow whose length varies depending on the current energy
release rate Gi or the crack increment length ∆ri. The propagation of the crack surface is
shown by the grey triangles which are added based on the new crack-front nodes, whose
connection forms the new crack-front (bold black line).

6.4 Crack propagation algorithm

In this section, the required steps which are needed to simulate the crack propagation of
a loaded crack with the XFEM are summarized. At first, the domain and the initial crack
are defined and discretized, see Sec. 3. Then, a stress function or pressure distribution is
defined on the explicit crack geometry Γh, see Sec. 5, based on coordinate systems or dis-
tances in the crack surface which were discussed in Sec. 4. For the XFEM approximation
with a hybrid explicit-implicit crack description, three level set-functions φ1(x), φ2(x) and
φ3(x) are derived from the explicit crack representation whose zero-level sets implicitly
define the crack geometry. All computations during a propagation step are based on this
implicitly defined crack surface, wherefore the crack surface load is projected from the
explicit crack geometry to the implicit one based on the procedure which was discussed
in Sec. 5.4.1. Then, the boundary value problem is solved with the extended approxima-
tion of the displacement field (Eq. 3.21) due to the external loads f ext and the internal
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loads f int. Therefore, an initial magnitude p0 of the internal load has to be defined. In
a post-processing step, the corresponding SIFs and energy release rates are evaluated for
both loading types based on a displacement fitting, see Sec. 6.1. Then, the critical in-
ternal loading magnitude pc which fulfills the propagation criterion is determined based
on the superposition principle of LEFM, see Sec. 6.2.1. For this critical loaded crack, the
directions and lengths of the propagation are computed for all crack-front nodes. Finally,
the crack geometry is updated as described in Sec. 6.3 and the simulation is continued
with the next propagation step until the maximum number of iteration steps is reached.
These steps are illustrated in a flow diagram in Fig. 6.9.
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Figure 6.9: Crack propagation algorithm [164].



7 Numerical results

This section presents test cases with stress-free and loaded crack surfaces in two and
three dimensions based on LEFM to verify and illustrate the performance of the proposed
method. Achieved results are compared with analytical or empirical results when avail-
able. For all examples a brittle, isotropic and linearly elastic material is assumed with a
Young’s modulus E = 37 800 MPa, a Poisson’s ratio ν = 0.3 and a critical energy release
rate Gc = 680 J/m2. Furthermore, plane stress conditions are assumed in two dimensions.
It is noted that the focus of this work is only the propagation of an arbitrarily, already
existing mixed-mode loaded macro-fracture within an isotropic material with prescribed
pressure distributions. No crack initiations, micro-fracture fields, dynamic effects, are
considered. Instead, the obtained final crack paths or surfaces and their corresponding
critical pressure magnitudes are presented. For all examples, the enriched nodes J? are
defined as the set of element nodes of elements where the minimum distance of at least one
element node to the crack-tip/front is smaller than the pre-defined distance rtip = 0.05 · la,
with la being the characteristic crack length which was introduced in Sec. 6.1.4. A pseudo-
time is used for the propagation to establish a connection of the critical pressure with
time which is obtained based on the assumption of an impermeable material without fluid
lag. Therefore, the injected fluid is equal to the crack volume, wherefore the time t can
be expressed based on a surface integral over the crack surface Γh with

t =
∫

Γh
ubdΓh
Q0

. (7.1)

There, ub are the CODs in direction of the local coordinate b of Sec. 3.1.3 and Q0 is the
injection rate of the fluid which is assumed with 1 ml/sec. Again, the HF examples are rather
academic with focus on the presence of possibly complex loadings on the crack surfaces.
The aim is to show the versatility and flexibility of the proposed numerical treatment
which is also suited for other applications with loaded crack surfaces. All systems of
equations are solved with the Parallel Sparse Direct Solver PARDISO [108, 165, 166].



7.1 Accuracy of the obtained SIFs 100

7.1 Accuracy of the obtained SIFs

The first examples investigate the accuracy of the obtained SIFs which are evaluated
based on the proposed displacement fitting which was discussed in Sec. 6.1. Therefore,
static fractures with stress-free and loaded crack surfaces in two and three-dimensions are
investigated and the obtained SIFs are compared with those available in the literature.

7.1.1 Eccentric three-point bending test

The first test case investigates an edge cracked three-point bending test with an eccentric
load, where F = 100 kN and the eccentricity d = 75 cm. The beam is 600 cm long (l) and
150 cm high (h) and exhibits an lc = 75 cm long initial crack in the middle, see Fig. 7.1(a).
The expected SIFs are given by [64]


KI

KII

 =


3Fl
√
πlc

h2 · F
′
I

(1− lc
h )

3
2

3Fl
√
πlc

h2 · FII

 . (7.2)

With F
′
I = 0.4010 and FII = 0.0876 , Eq. 7.2 leads to: KI = 69.64 and KII = 5.38 . A

local refinement in the vicinity of the crack allows a limitation of the element number,
see Fig. 7.1(b). Starting with a coarse mesh with 931 elements, SIFs are computed on
seven different meshes which are generated by a refinement until a fine mesh with 48 511
elements is obtained. Fig. 7.1(c) shows the normalized results of the computed SIFs for
mode I (red) and II (blue).
In this test case, the displacement fitting provides results within 2% for mode I on any

of the meshes. The results of mode II are a little bit worse, however the achieved error is
also limited to 12% on the coarse mesh and improves upon refinement.

7.1.2 Cantilever with an edge crack

A shear loaded edge cracked rectangular plate with stress-free crack surfaces is investigated
next. The extent of the plate is given by: h = 7 m, l = 16 m and exhibits an initial crack
with a length lc = 3.5 m, as shown in Fig. 7.2(a). The plate is clamped on the left side
and loaded by a shear traction τ = 1 GPa at the opposite side as Fig. 7.2(a) shows. This
configuration leads to a mixed-mode loading, where the SIFs are given, e.g., in [17] with
KI = 34 and KII = 4.55 . The SIFs are computed on seven different meshes. Starting
with a coarse mesh (187 elements) which is locally refined at the crack, as illustrated in
Fig. 7.2(b). This mesh is refined until 29 051 elements are obtained. The obtained results
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Figure 7.1: Eccentric three-point bending test in two dimensions (a) geometry parameters,
(b) mesh and (c) results.

are illustrated in Fig. 7.2(c), where the red line represents the normalized mode I and the
blue line the normalized mode II SIF. This test case also achieves good results, where the
error of KI is below 5% for all used meshes. Mode II has again less accurate results, but
also converges upon refinement.
In these two externally loaded test cases with stress-free crack surfaces, most meshes

provided mode I SIFs within an error of 2% and mode II SIFs within 5%. The next
examples investigate loaded crack surfaces which would lead to issues in the ’classical’
interaction integral (Eq. 2.20). A big advantage of the displacement fitting is that no
modifications are necessary as the following examples show.

7.1.3 Loaded crack surfaces in rectangular plate with finite width

In this test case, the evaluation of SIFs due to different crack surface loadings is investi-
gated within an edge cracked plate of finite width. The plate is 2 m wide and 4 m high and
exhibits a 1 m long initial crack, see Fig. 7.3. The performance of the displacement fitting
procedure is examined based on different mesh refinements, see Fig. 7.3(c) for an example
mesh. Dirichlet boundary conditions are prescribed at the top and bottom nodes of the
right side. The crack surface is loaded by a combination of shear and normal stresses
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Figure 7.2: Edge cracked cantilever (a) geometry parameters, (b) mesh, and (c) results.

(a) (b) (c)

Figure 7.3: Edge crack in two dimensions which is loaded with (a) a shear-pressure load
and with (b) different pressure distributions. (c) Mesh.
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(a) p(x) = p0 (b) p(x) = p0 · xlc (c) p(x) = p0 ·
(
x
lc

)2

(d) p(x) = p0 · sin(xπ) (e) p(x) = −p0 · ln(lc − x)

Figure 7.4: Applied pressure distributions and their corresponding crack openings.

(LC-1, see Fig. 7.3(a)) or by five different pressure distributions p(x)

p(x) =



p0 LC-2
p0 · xlc LC-3
p0 ·

(
x
lc

)2
LC-4

p0 · sin(xπ) LC-5
−p0 · ln(lc − x) LC-6

(7.3)

which is illustrated in Fig. 7.3(b), respectively. A graphical illustration of the differ-
ent pressure distributions and their corresponding crack openings are shown in Fig. 7.4.
Herein, the red lines represent the openings which are obtained from the configuration
shown in Fig. 7.3(b). The green lines are the openings of the same configuration, however,
with fixed displacements on the top and bottom of the plate. Analytical mode I SIFs are
given for all cases in [77, 109] with

KI =
a∫

0

p(x)m(x, a)dx, (7.4)

where a is the crack length, p(x) the pressure applied within the fracture, and m(x, a)
the weight function. For these examples, an initial pressure magnitude p0 of 1 MPa is
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Figure 7.5: Normalized SIFs due to (a) a shear-pressure load, see Fig. 7.3(a), and due to
(b) different pressure distributions, see Fig. 7.3(b).

assumed which leads to following expected mode I SIFs:

LC-1 LC-2 LC-3 LC-4 LC-5 LC-6

4.960 4.960 2.294 1.505 3.008 5.075

Table 7.1: Reference mode I SIFs for the different crack surface loadings.

The expected mode II SIF of LC-1 is given in [88] with

KII = τ

√√√√ πlc
1− lc

h

(
1.122− 0.561 lc

h
+ 0.085 l

2
c

h2 + 0.180 l
3
c

h3

)
= 2.219 . (7.5)

Fig. 7.5 shows the achieved results where the normalized SIFs are plotted over the used
number of elements. It can be seen that the errors of the computed SIFs are for the finite
pressure distributions in the same range as in the previous examples with stress-free crack
surfaces. The singular pressure distribution (LC-6) leads to little bit worse results. This
can be explained by the fact that singular pressure values are applied at a location where
also singular stress and strain fields are present.

7.1.4 Mixed-mode pressurized crack under compression

In this example, the accuracy of the computed critical pressure magnitudes is investigated
based on a 3 m long pressurized crack in a domain subjected to far field compressive bi-
axial tractions σx = 10 MPa and σy = 7 MPa, see Fig. 7.6. The crack is oriented at an
angle α with respect to the direction of horizontal traction σx. A structured background-
mesh consisting of bilinear quadrilateral elements is used to describe a 10 m ·10 m domain.
Critical pressure magnitudes according to a constant prescribed pressure distribution are
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evaluated for different orientations of the initial crack based on different mesh refinements.
The computed magnitudes are compared with reference solutions which are based on
Eq. 2.13. The resulting SIFs of a two-dimensional infinite domain are given by [86, 151]

KI =
√
πla

[
p−

(
σx sin2 α + σy cos2 α

)]
(7.6)

KII = 0.5
√
πla [σx − σy] sin 2α

where la is the half crack length, α is the orientation of the crack and p is the pressure
magnitude of a constant internal pressure. Achieved results are shown in Fig. 7.6(c) where
the ratios of the computed and analytical critical pressure magnitudes are plotted over
the used number of elements.
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Figure 7.6: Mixed-mode pressurized crack under compression: (a) dimensions and loading,
(b) mesh, and (c) results.

The numerical results are in good agreement with those available in the literature,
where most of the meshes achieve pressure magnitudes with an error of less than 3%. In
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Figure 7.7: Penny-shaped crack with loaded crack surfaces: (a) system, (b) crack surface,
and (c) results.

addition, these solutions also show a mesh independency as the same background mesh
is used for all orientations of the crack and no significant deviations are observed.

7.1.5 Penny-shaped crack with loaded crack surfaces

The last static test case deals with a penny-shaped crack which is embedded in the three-
dimensional space and is loaded by applied tension and shear tractions at the crack surface.
The crack has a diameter d = 2 m and is explicitly described by 216 flat triangles and
the crack-front by 24 line segments as shown in Fig. 7.7(b). The crack is located within a
cube-like domain with a side length of 4 m. Displacements are prescribed to zero at some
corner nodes on the bottom. An illustration of the situation is presented in Fig. 7.7(a).
The individual components of the loading are given in the global coordinate system by
σ = 1 MPa and τx = τy = 1√

2 MPa, see Fig. 7.7(a). For this test case, seven different
meshes with trilinear hexahedral elements are used. The number of elements along an
edge varies between 13 and 45.
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In this general example, SIFs vary along the crack-front. The expected SIFs for the
whole front are given by [88]



KI

KII

KIII


=



2
π
σ
√
π d2

4
π(2−ν) (τ cosω)

√
π d2

4(1−ν)
π(2−ν) (τ sinω)

√
π d2


, (7.7)

where ω describes the angle between the direction of the resultant shear traction and the
reviewed point. In this example, the accuracy of the obtained SIFs is investigated based
on a point A which is located at an angle ω = π

4 , see Fig. 7.7(a). For this point, all three
modes are present which are given based on Eq. 7.7 as follows: KI = 1.128 , KII = 0.939
and KIII = 0.657 . The obtained results are presented in Fig. 7.7(c).
The result shows that with only 253 elements, SIFs can be computed with an error of

less than 10% and 373 elements lead to results below 5%. That is, SIFs are well obtained
for a three-dimensional crack configuration with stresses on the crack surface without any
modifications.

7.2 Crack propagation in two dimensions

In this section, the propagation of two-dimensional cracks due to different loads is inves-
tigated. In particular, the first example investigates the propagation of a mixed-mode
loaded edge crack with stress-free crack surfaces which is embedded in a square specimen
and is loaded by prescribed displacements on the upper and lower boundary. The other
examples deal with loaded crack surfaces where either the influence of the external loads
(far field tractions) or the influence of different pressure distributions within the fracture
are investigated. For the last example, the simplified fluid model which was introduced
in Sec. 5.3 is used.

7.2.1 Edge crack under tension and shear

In this test case, the propagation of a mixed-mode loaded edge crack in a square specimen
with the extent l = 1 m is investigated. The initial crack with a length of lc = 0.5 m is
loaded through prescribed displacements uD = 1 mm on the upper and lower side of the
domain in direction of the specified angle α, as illustrated in Fig. 7.8(a). These boundary
conditions produce an opening of the crack, wherefore no other loadings are needed. The
domain is discretized by a structured mesh which consists of 101× 101 bilinear quadrilat-
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(a) (b)

Figure 7.8: Edge crack in a squared plate (a) geometry parameters and supports and (b)
results of the crack propagation.

eral elements. It is noted that the focus of this example is the evaluation of the resulting
crack paths due to different directions of the prescribed boundary conditions. Therefore,
it is assumed that the crack propagates ten times in the direction of the maximum circum-
ferential stresses with a maximum crack increment length of da = 5 cm, independently,
whether the propagation criterion Gc is fulfilled or not. The prescribed direction of the
boundary conditions is varied from 15◦ ≤ α ≤ 165◦ and the corresponding results are
presented in Fig. 7.8(b). As expected, for α = 90◦ the crack propagates horizontally
as for a pure tension loading where only mode I is relevant. The greater the boundary
conditions deviate from a pure tension loading, the more dominant the impact of mode
II is. The obtained crack paths for the different α are in good agreement to [28].

7.2.2 Propagation of a mixed-mode pressurized crack under compression

In this section, the crack configuration of Sec. 7.1.4 is used to investigate the influences of
different far field tractions onto the resulting crack paths and the corresponding magni-
tudes of the fluid pressure which are required to fulfill the propagation criterion Gi ≤ Gc

with Gc = 680 J/m2. A similar setting is investigated in the works of Dong [54] and
Gupta [86]. The crack is oriented at an angle α = 40 ◦ with respect to the horizon-
tal traction σx, see Fig. 7.6(a). In this test case, 10 time-steps are considered where the
maximum crack increment da is set to 3 cm. The domain is described with 69×69 bilinear
quadrilateral elements.

7.2.2.1 Constant far field tractions

The influence of different ratios of vertical (σy) and horizontal (σx) tractions onto the
resulting crack paths and the corresponding magnitudes of the critical fluid pressure due
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LC-1 LC-2 LC-3 LC-4 LC-5
σx 2.0 1.75 1.5 1.25 1.0
σy 1.0 1.25 1.5 1.75 2.0

Table 7.2: Variations of the constant far field tractions.
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Figure 7.9: Rotated pressurized crack loaded by constant far field tractions. (a) Resulting
crack paths and (b) corresponding pressure magnitudes.

to constant far field tractions is investigated next. Therefore, 5 different loading cases are
considered which are summarized in Tab. 7.2. The resulting crack paths are illustrated
in Fig. 7.9(a) and the corresponding pressure magnitudes are illustrated in Fig. 7.9(b).
It can be observed that the crack propagates in direction of the maximum load but it
should be noted that this is just the case when the magnitudes of external loads and
the required pressure are similar. When the internal pressure dominates the propagation,
quasi straight crack extensions are expected as internal loads mainly lead to a mode I
behaviour. An almost straight propagation is achieved where the horizontal and vertical
tractions are equal as this behaviour presents a hydrostatic pressure. The behaviour of
the pressure is for all load cases as expected, where a high pressure is required at the
beginning of the propagation which decreases during the propagation.

7.2.2.2 Variable far field tractions

The example of Sec. 7.2.2.1 is also used for linearly changed far field tractions, see
Fig. 7.10(a). This far field behaviour leads to different loaded crack-tips as the inter-
nal pressure is still prescribed as constant over the whole crack. Different gradients of the
horizontal tractions σx are investigated. Therefore, 5 loading cases are defined in Tab. 7.3
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LC-1 LC-2 LC-3 LC-4 LC-5
σx,o 2.9 2.5 2.0 1.5 1.0
σx,u 3.1 3.5 4.0 4.5 5.0

Table 7.3: Variations of the linear far field tractions.
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Figure 7.10: Rotated pressurized crack loaded by linear far field tractions. (a) Resulting
crack paths and (b) corresponding pressure magnitudes.

based on σx,o and σx,u which represent the upper and lower pressure magnitude of the
horizontal tractions, see Fig. 7.10(a). The vertical traction σy is kept constant by a value
of 3 MPa. The resulting crack paths are illustrated in Fig. 7.10(a) and the corresponding
pressure magnitudes are illustrated in Fig. 7.10(b).
It can be observed that in this case the internal pressure dominates the propagation as

the crack extension is almost straight. However, the propagation of the upper crack-tip
slightly tilts to the vertical direction whereas the lower one slightly tilts to the horizontal
direction. This can be explained by the fact that the horizontal traction is at the lower
crack-tip higher than the vertical traction whereas the behaviour is opposite at the upper
crack-tip. It should be noted that our model does not (yet) consider contact of the crack
faces so that the internal pressure should dominate the external loading throughout the
simulation.

7.2.3 Propagation based on the simplified fluid model

In the last two-dimensional example, the propagation of a curved crack due to the sim-
plified fluid model of HF (Sec. 5.3) is investigated. The crack is located in a 10 m · 10 m
square specimen which is discretized with 69 × 69 bilinear quadrilateral elements. The



7.2 Crack propagation in two dimensions 111

(a)
-4 -3 -2 -1 0 1 2 3 4

-1

0

1

viscosity

transition

toughness

(b)

0 2 4 6 8 10
-0.2

0

0.2

0.4

0.6

0.8

1

viscosity

transition

toughness

(c)

0 1000 2000 3000 4000 5000
0

2

4

6

8

10

12

14

(d)

Figure 7.11: Curved two-dimensional crack under compression which is additionally
loaded by the simplified fluid model. (a) Configuration, (b) resulting crack
paths, (c) corresponding scaling function, and (d) corresponding critical pres-
sures.

domain is subjected to constant far field tractions σx = σy = 1 MPa, see Fig. 7.11(a).
Additionally, a fluid pressure is applied within the fracture which is obtained from the
simplified fluid model based on Eq. 5.8 and the investigated scaling functions which are
illustrated in Fig. 7.11(c). Here, the red or black scaling function represents a pure
viscosity-dominated or toughness-dominated propagation. In contrast, the blue scaling
function describes an arbitrarily transition from the viscosity-dominated propagation to
the toughness-dominated propagation. The injection point is arranged eccentrically on
the left side which is illustrated in Fig. 7.11(a) by the blue point. The resulting crack paths
are illustrated in Fig. 7.11(b) and the corresponding pressure magnitudes are illustrated
in Fig. 7.11(d).
It can be seen that the eccentrically arranged injection point leads to unsymmetri-

cal crack paths for the viscosity-dominated propagation and the transition case due to
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the unsymmetrical location of the resultant force of the fluid pressure. In contrast, the
crack propagates almost symmetrical for the toughness-dominated propagation due to the
corresponding constant pressure distribution which is independent of the location of the
injection point. In Fig. 7.11(d), it can be seen that at the beginning the required pressure
of the transition case agrees with the required pressure of the viscosity-dominated prop-
agation and then converges towards the toughness dominated solution which complies
with the prescribed scaling function. The behaviour of the pressure is as expected where
a high pressure is required at the beginning of the propagation which decreases during
the propagation.

7.3 Crack propagation in three dimensions

The last examples investigate the propagation of two-dimensional crack surfaces which
are embedded in three dimensions due to different loads. The first example deals with
the propagation of an initially planar penny-shaped crack which is internally loaded by a
constant pressure distribution. Herein, the accuracy of the obtained pressure magnitudes
and the influence of different far field tractions are investigated. A more general framework
is investigated in the last example. There, an arbitrarily curved crack surface is loaded
by pressures which are obtained from the simplified fluid model.

7.3.1 Penny-shaped crack

In this section, the propagation of an initially planar penny-shaped due to different load-
ings is investigated. The cube-like domain which surrounds the embedded fracture is
discretized with 39×39×39 trilinear hexahedral elements. Herein, the dimension of each
edge of the domain is 2 m and the radius r of the initial crack is set to r = 30 cm. The
fracture is described with 96 flat triangles in which 16 edges represent the crack-front, see
Fig. 7.12. Two different configurations are considered in the following.

7.3.1.1 Pressurized penny-shaped crack within an infinite domain

This three-dimensional example, is motivated by a horizontal penny-shaped crack within
an infinite domain which is pressurized with a constant fluid pressure p. Herein, the
development of the pressure during time is observed and the obtained results are compared
with a reference solution which is given, e.g., in [27, 86]. There, the critical crack radius
rc at a certain time t is given as

rc =
[

9Q2
0t

2E ′

64πGc

]1/5

(7.8)
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Figure 7.12: Pressurized penny-shaped crack.
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Figure 7.13: Critical pressure for a penny-shaped crack.

where Q0 is the fluid injection rate, E ′ the plane-strain elastic modulus and Gc the critical
energy release rate. The corresponding critical pressure is given with

pc =
[
πGcE

′

4rc

]1/2

. (7.9)

For the simulation of the propagation 10 time-steps are considered where it is assumed
that the crack propagates with a maximum increment length of da = 2 cm. Results are
shown in Fig. 7.13 for a quasi static propagation simulation.
In the reference solution it can be seen that when the fluid is injected into the fracture

the pressure begins to rise linearly until a critical value is reached. During this time the
fluid fills and opens the fracture. After a critical value, a propagation starts and the
pressure decreases which is in good agreement with our numerical results.

7.3.1.2 Mixed-mode loaded penny shaped crack

This example is an extension of the two-dimensional example presented in Sec. 7.2.2.1
where the influences of the external loads on the resulting crack surfaces of an initial
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LC-1 LC-2 LC-3 LC-4 LC-5
σz 5.0 4.0 3.0 2.0 1.0

σx = σy 1.0 2.0 3.0 4.0 5.0

Table 7.4: Variations of the globally applied far field tractions.

penny-shaped crack are investigated. Therefore, 5 different loading cases of the globally
applied far field tractions (σx,σy,σz) are considered which are summarized in Tab. 7.4. The
discretization of the domain and the penny-shaped crack is the same as in Sec. 7.3.1.1.
However, here the fracture is rotated by 40◦ about the y-axis, see Fig. 7.14(a).
In this test case, 10 time-steps are considered where the maximum crack increment da

is set to 5 cm. The resulting crack surfaces are shown in Fig. 7.14(b-f) for the different far
field tractions and their corresponding pressure magnitudes are illustrated in Fig. 7.14(g).

The final crack surfaces and pressure distributions are in good agreement with those of
the two-dimensional case which are shown and discussed in Sec. 7.2.2.1. Therefore, the
same conclusions apply analogously to this example.

7.3.2 Propagation based on the simplified fluid model

In this last example, the propagation of an arbitrarily curved crack surface due to the
simplified fluid model of HF (Sec. 5.3) is investigated. The crack is located in a 2 m ·
2 m · 2 m cube-like specimen which is discretized with 39 × 39 × 39 trilinear hexahedral
elements. The domain is subjected to constant far field tractions σx = σy = σz =
1 MPa, see Fig. 7.15(a). Additionally, a fluid pressure is applied within the fracture
which is obtained from the simplified fluid model based on Eq. 5.8 and the investigated
scaling functions which are illustrated in Fig. 7.15(c). Here, the red or black scaling
function represents a pure viscosity-dominated or toughness-dominated propagation. In
contrast, the blue scaling function describes an arbitrarily transition from the viscosity-
dominated propagation to the toughness-dominated propagation. The injection point
is arranged almost in the center of the crack geometry as illustrated in Fig. 7.15(b) by
the red point. The propagation is simulated with 5 time-steps and a maximum crack
increment da = 10 cm. The resulting crack surfaces are illustrated in Figs. 7.15(d-f) and
their corresponding pressure magnitudes are illustrated in Fig. 7.15(g).
It can be seen that the resulting crack surfaces due to the three scaling functions are

quite similar which can be explained by the fact that the injection point is arranged almost
in the center of the surface, wherefore the influence of the applied pressure distribution
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Figure 7.14: Planar penny-shaped crack under compression with different far field trac-
tions. (a) Configuration, (b-f) final crack surfaces, and (g) corresponding
critical pressure magnitudes.
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Figure 7.15: Arbitrarily curved three-dimensional crack under compression which is addi-
tionally loaded by the simplified fluid model. (a) Configuration, (b) initial
crack geometry, and (c) applied scaling functions. The resulting crack sur-
faces due to the (a) viscosity-dominated propagation, the (b) transition case,
and the (d) toughness dominated propagation. (d) Corresponding critical
pressure magnitudes.
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on the resulting crack geometry is less. However, Fig. 7.15(g) shows that the required
pressure magnitudes strongly depend on the pressure distribution. At the beginning
of the propagation, the required pressure of the transition case follows the viscosity-
dominated propagation and converges towards the toughness-dominated solution which
complies again with the prescribed scaling functions. The behaviour of the pressure is
as expected where a high pressure is required at the beginning of the propagation which
decreases during the propagation.



8 Conclusion

A numerical framework is presented which considers crack propagation induced by loaded
crack surfaces which is relevant in a number of applications. Among the most important
ones is hydraulic fracturing (HF), wherefore this thesis links to that context frequently
and discusses concrete examples how to generate complex and meaningful pressure fields.
The XFEM with a hybrid explicit-implicit crack description is used for the accurate
approximation of displacement quantities in the cracked domain. The method is signifi-
cantly improved for a more accurate representation of the crack front and the associated
coordinate systems.
Coordinate systems and distances are introduced in explicitly defined crack surfaces

which provide a useful path to define different stresses and loadings on the crack surface.
In the context of HF, a simplified fluid model is presented based on: (i) known pressure
distributions, (ii) a scaling function, and (iii) dimensionless virtual distances which are
obtained by solving a Laplace-Beltrami problem on the surface mesh. Due to the fact
that the explicitly defined crack geometry may not coincide exactly with the implicit
crack geometry, a data transfer between these two descriptions is required. Therefore,
integration points must be placed properly on the zero-level set of the implicit description.
Then, closest point projections are employed to extract data from the explicit description.
A crack propagation model is developed where internal and external loadings are dis-

tinguished. The computation of a load factor for the internal loading on the crack surface
while keeping the external loading constant is outlined. Finally, the computation of SIFs
based on CODs is described in the context of implicit crack descriptions in the XFEM. The
resulting model and numerical approach are simple and versatile and numerical results
show the success of the approach.
In conclusion, the proposed framework provides a simple, robust and numerically ef-

ficient procedure to deal with arbitrarily curved and loaded crack surfaces. However,
there are some challenges left in the context of crack propagation with the XFEM and
a hybrid explicit-implicit crack description which could be addressed in future works to
further expand the potential field of applications. Issues occur, e.g., in edge-cracked dams
where cracks propagate along curved boundaries of the domain. Therefore, additional
procedures have to be provided which ensure, e.g., that the propagated crack-front stays
within the domain or is physically extended to the boundary. Other extensions of the
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proposed framework can be done, e.g., in the context of: cohesive crack models, contact
models, interaction of multiple cracks, interface cracks, different material models etc.
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