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Abstract

Quantum transport simulations of single-molecule junctions offer the possibility to study

very fundamental aspects of nonequilibrium many-body quantum physics and allow empir-

ical confirmation due to sophisticated experimental techniques. State-of-the-art quantum

transport simulation methods combine first-principle methods like density functional the-

ory (DFT) with nonequilibrium Green’s functions (NEGF). The DFT+NEGF method is

well-established but strongly correlated molecules require a proper many-body treatment

within, e.g., the Anderson impurity model (AIM) embedded in a noninteracting environment

describing the residual system.

In this thesis, we apply the DFT+NEGF method with an embedded AIM to the benzenedithi-

olate (BDT) molecule contacted with monoatomic Au and Pt electrodes and the copper ph-

thalocyanine (CuPc) molecule adsorbed on Ag(111) and Au(111). In the BDT system, we find

that the conductance mechanism differs for Au and Pt electrodes due to symmetry. At the

model level, we present the charge stability diagram for the BDT contacted with monoatomic

Pt electrodes and discuss how monoatomic electrodes and many-body effects influence the

transport properties. We successfully describe CuPc on Ag(111) with a three-orbital AIM

problem that can be simplified into a two-orbital problem coupled to the localized spin of the

third orbital. This results in a Kondo effect with a mixed character, displaying a symmetry

between SU(2) and SU(4). While in CuPc on Ag(111) the computed Kondo temperature is

in agreement with experimental values, in CuPc on Au(111) the Kondo temperature is far to

low to see the Kondo effect in an experiment. We find that the transport properties depend

on the detailed position of the scanning tunneling microscope tip above the CuPc molecule

in good agreement with differential conductance measurements.

In quantum transport simulations of strongly correlated molecules, solving the many-body

problem requires special numerical methods, as e.g. quantum Monte Carlo (QMC) which pro-

duces noisy imaginary-time Green’s function data. Analytic continuation and Fourier trans-

formation lead to the frequency-dependent Green’s function needed in the NEGF method

to calculate transport properties. We propose Bayesian parametric analytic continuation

(BPAC) for solving this ill-posed inversion problem. In BPAC, the spectral function is in-

ferred from a suitable set of parametrized basis functions and Bayesian model comparison

allows to assess the reliability of different parametrizations. Compared to methods routinely

used for the analytic continuation of QMC data, BPAC allows to infer whether the data sup-

port specific structures of the spectral function, which was especially important for solving

the AIM describing CuPc on Ag(111).





Kurzfassung

Simulationen von Quantentransport über einzelne Moleküle bieten die Möglichkeit grundle-

gende Aspekte der Vielteilchen-Quantenphysik im Nichtgleichgewicht zu erforschen und er-

lauben eine empirische Bestätigung aufgrund moderner experimenteller Techniken. Ak-

tuelle Methoden für die Simulation von Quantentransport kombinieren ab initio Methoden

wie die Dichtefunktionaltheorie (DFT) mit Nichtgleichgewichts-Green-Funktionen (NEGF).

Die DFT+NEGF-Methode ist etabliert, aber stark korrelierte Moleküle erfordern eine ent-

sprechende Vielteilchenbehandlung, z.B. im Rahmen des Anderson-Impurity-Modells (AIM)

eingebettet in eine nicht wechselwirkende Umgebung die das Restsystem beschreibt.

In dieser Arbeit wenden wir die DFT+NEGF-Methode mit eingebettetem AIM auf das Ben-

zenedithiolate (BDT) Molekül kontaktiert mit einatomigen Au- und Pt-Elektroden und auf

das Kupferphthalocyanin (CuPc) Molekül adsorbiert auf Ag(111) und Au(111) an. Im BDT-

System stellen wir fest, dass sich der Leitfähigkeitsmechanismus für Au- und Pt-Elektroden

aufgrund der Symmetrie unterscheidet. Auf Modellebene präsentieren wir das Ladungssta-

bilitätsdiagramm für BDT kontaktiert mit einatomigen Pt-Elektroden und diskutieren, wie

einatomige Elektroden und Vielteilcheneffekte die Transporteigenschaften beeinflussen. Wir

beschreiben CuPc auf Ag(111) erfolgreich mit einem Drei-Orbital-AIM welches in ein Zwei-

Orbital-Problem, gekoppelt an den lokalisierten Spin des dritten Orbitals, vereinfacht werden

kann. Dies führt zu einem Kondo-Effekt mit gemischtem Charakter, der eine Symmetrie

zwischen SU(2) und SU(4) zeigt. Während in CuPc auf Ag(111) die berechnete Kondo-

Temperatur mit experimentellen Werten übereinstimmt, ist in CuPc auf Au(111) die Kondo-

Temperatur zu niedrig, um den Kondo-Effekt im Experiment beobachten zu können. In guter

Übereinstimmung mit Messungen der differentiellen Leitfähigkeit stellen wir fest, dass die

Transporteigenschaften von der detaillierten Position der Spitze des Rastertunnelmikroskops

abhängen.

Bei der Simulation von Quantentransport über stark korrelierte Moleküle erfordert die Lösung

des AIM spezielle numerische Methoden, wie z.B. Quanten-Monte-Carlo (QMC) Algorith-

men, welche Green’sche Funktionen statistisch exakt in imaginärer Zeit berechnen. Analytis-

che Fortsetzung und Fouriertransformation führen zu der frequenzabhängigen Green’schen

Funktion, die in der NEGF-Methode zur Berechnung von Transporteigenschaften benötigt

wird. Um dieses schlecht gestellte Inversionsproblem zu lösen, entwickeln wir die Bayes’sche

parametrische analytische Fortsetzung (BPAC). In BPAC wird die Spektralfunktion mit

einem geeigneten Satz parametrisierter Basisfunktionen dargestellt und Bayes’scher Modell-

vergleich erlaubt die Beurteilung verschiedener Parametrisierungen. Im Vergleich zu Metho-

den, die üblicherweise für die analytische Fortsetzung von QMC-Daten verwendet werden,

erlaubt BPAC den Rückschluss, ob die QMC-Daten bestimmte Strukturen der Spektralfunk-

tion unterstützen, was besonders für die Lösung des AIM, das CuPc auf Ag(111) beschreibt,

wichtig war.
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Chapter 1

Introduction

Quantum transport simulations of single-molecule junctions are a fascinating topic of modern

theoretical physics offering the possibility to study very fundamental aspects of nonequilib-

rium many-body quantum physics. Rapidly developing fields like Nanoelectronics and Molec-

ular electronics [1–6] attempt to answer the question whether single molecules have a perspec-

tive as active elements in technological applications. Many transport phenomena attracted

the scientist’s attention, e.g., negative differential conductance, transistor- or diode-like be-

havior, quantum interference, Coulomb blockade, and the Kondo effect. Increasing research

interest is due to progress in both, experimental techniques, allowing unprecedented control

over single-molecule junctions, and numerical techniques, aiming to perform transport sim-

ulations from first principles. Challenges for quantum transport simulations are providing

deep understanding of fundamental transport phenomena and improving numerical tech-

niques to increase computable system sizes and to achieve predictive power for designing

new experiments and electronic devices.

State-of-the-art quantum transport simulation methods combine first-principle methods, such

as density functional theory (DFT) [7], with nonequilibrium Green’s functions (NEGF) [8,

9]. The so-called DFT+NEGF method is well-established for quantum transport simulations

of molecules well-described in an effective one-particle picture; strongly correlated molecules

require a proper many-body treatment by resorting to methods going beyond DFT, e.g. by

combining GW [10], which captures correlations only up to some extent, or dynamical mean

field theory (DMFT) [11] with NEGF. In quantum dot experiments, where the central part of

the transport system is weakly coupled to electrodes and electron correlations play a crucial

role, master equation (ME) [12] approaches became advantageous over the NEGF method.

The approach used in this thesis is based on the DFT+NEGF method but the strongly corre-

lated parts of the transport system are described within an Anderson impurity model (AIM)

[13] embedded in the noninteracting environment describing the residual system. The present

thesis has two main focuses: First, we apply this DMFT-like approach to benzenedithiolate

(BDT) contacted with monoatomic Au and Pt electrodes and to the copper phthalocyanine

(CuPc) molecule adsorbed on Au(111) and Ag(111). Secondly, we propose a new method for

the analytical continuation of noisy imaginary-time Green’s function data, as e.g. produced
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1. Introduction

by continuous-time quantum Monte Carlo (CTQMC) [14] when solving an AIM. More details

are given in the following paragraphs.

Although BDT became a benchmark molecule for quantum transport simulations, there

always have been undeniable differences between experiment [15–21] and theory [22–24];

the reasons remained controversial [25–30]. Motivated by this, we study BDT contacted

with monoatomic Au and Pt electrodes by employing DFT and using maximally localized

Wannier functions (MLWF) [31, 32] to set up the transport Hamiltonian. The monoatomic

electrodes allow to perform the Wannier transformation in a very controlled way and we can

explain why the conductance mechanism is different for Au and Pt electrodes using symmetry

arguments. We consider the BDT molecule as a multi-orbital AIM and solve the impurity

problem within cluster perturbation theory (CPT) [33]. At the model level, we present the

charge stability diagram for the BDT contacted with monoatomic Pt electrodes and discuss

how low-dimensional electrodes and many-body effects influence the transport properties.

One of the cooperative many-body phenomena in solid state physics, the Kondo effect [34–

37], receives increasing attention due to observation in scanning tunneling microscope (STM)

experiments [38–40], e.g. in CuPc adsorbed on metal surfaces [41–44]. In this thesis, we study

CuPc adsorbed on Au(111) and Ag(111) by employing DFT and the projection scheme sug-

gested by Droghetti et al. [45] along with some modifications. In concerning CuPc adsorbed

on Au(111) and Ag(111) surfaces, the CuPc molecule has essentially three localized orbitals

close to the Fermi energy resulting in strong local Coulomb repulsion not accounted for

properly in DFT calculations. The occupancy of these orbitals varies with the substrate on

which CuPc is adsorbed. While correlation effects in CuPc on Au(111) are already properly

described by a single-orbital AIM, for CuPc on Ag(111) the three-orbital AIM problem can

be simplified into a two-orbital problem coupled to the localized spin of the third orbital.

This results in a Kondo effect with a mixed character, displaying a symmetry between SU(2)

and SU(4). The computed Kondo temperature is in agreement with experimental values. To

solve the impurity problem, we use the recently developed fork tensor product state (FTPS)

solver [46–48]. To obtain transport properties, an STM tip is added to the CuPc molecule

absorbed on the surface. We find that the transmission depends on the detailed position

of the STM tip above the CuPc molecule in good agreement with differential conductance

measurements.

There exist various methods for solving the AIM; we already mentioned CPT and the FTPS

solver. In contrast to these methods, CTQMC is an impurity solver working on the imaginary-

time axis. The computed imaginary-time Green’s function is related to the spectral func-

tion by a Laplace transform, the so-called analytic continuation. In this thesis, we propose

Bayesian parametric analytic continuation (BPAC) where the spectral function is inferred

from a suitable set of parametrized basis functions. BPAC is completely based on Bayesian

probability theory [49–52] where Bayesian model comparison allows to assess the reliability of

different parametrizations. The required evidence integrals of such a model comparison can

be determined by employing methods like thermodynamic integration (TI) [53, 54] or nested

sampling (NESA) [55]. Compared to the maximum entropy method (MEM) [56], routinely

used for the analytic continuation of CTQMC data, the presented approach allows to infer

2



whether the data support specific structures of the spectral function. We demonstrate the

capability of BPAC in terms of CTQMC data for an AIM closely related to the AIM of CuPc

on Ag(111) and compare the BPAC reconstruction to the MEM, as well as to the spectral

function obtained from the real-time FTPS impurity solver where no analytic continuation

is required. Further, we present a combination of MEM and BPAC and its application to an

AIM arising from the ab initio treatment of SrVO3.

The content of this thesis is structured as follows. In Chpt. 2, we provide an overview of the

theory used in quantum transport simulations and based on DFT and NEGF with special

emphasis on the treatment of strong electron correlations. We would like to emphasize that

the theoretical concepts presented in Chpt. 2 are common knowledge. We have nevertheless

summarized them because they are important for understanding Chpts. 3, 4 and 5 which

are the core of the present thesis. We present quantum transport simulations for BDT

contacted with monoatomic Au and Pt electrodes in Chpt. 3 and for CuPc adsorbed on

Au(111) and Ag(111) in Chpt. 4. In Chpt. 5, we propose BPAC as a new method for the

analytic continuation of noisy imaginary-time Green’s function data.

3
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Chapter 2

Theoretical concepts

This chapter provides an overview of the theoretical concepts used in quantum transport

simulations based on density functional theory (DFT) and nonequilibrium Green’s func-

tions (NEGF) with special emphasis on the treatment of strong electron correlations. While

Sec. 2.1 gives a brief introduction to quantum transport simulations based on NEGF, Sec. 2.2

discusses the most commonly used first-principle method, DFT, and its combination with

NEGF. The description of strongly correlated parts of the transport system with an Ander-

son impurity model (AIM) is discussed in Sec. 2.3. Because of its importance for strongly

correlated molecules, Sec. 2.4 introduces one of the cooperative many-body phenomena,

the Kondo effect. We would like to emphasize that the theoretical concepts presented in

the present chapter are common knowledge; for instance, the theory of quantum transport

is explained in detail in Refs. [1–4] and Refs. [57–61] are comprehensive books concerning

many-body physics. Therefore, unless another reference is explicitly given, we refer to one

of these books.

2.1 Nonequilibrium Green’s functions

Green’s functions are a convenient tool to solve linear differential equations, as e.g. the

Schrödinger equation. Especially, NEGF are the basic tool in quantum transport simula-

tions giving access to many transport properties, e.g., current, transmission, and differential

conductance. The present section gives a brief introduction to the topic.

While Sec. 2.1.1 defines a very general Hamiltonian describing a quantum transport sys-

tem, Sec. 2.1.2 briefly introduces NEGF for solving the Schrödinger equation in terms of the

Keldysh formalism. Sec. 2.1.3 works out the connection between Green’s functions and quan-

tum transport and Secs. 2.1.4 and 2.1.5 introduce methods for calculating Green’s functions.

Formulas for calculating the current, the transmission, and the differential conductance are

introduced in Secs. 2.1.6 and 2.1.7.

5



2. Theoretical concepts

2.1.1 The Hamiltonian

The underlying equation for charge quantum transport simulations is the Schrödinger equa-

tion being a linear partial differential equation that describes the wave function of a quantum-

mechanical system. In this section, we ignore time-dependency, and therefore, have

ĤΦpr1, ..., rN q “ EΦpr1, ..., rN q (2.1.1)

although we discuss several aspects of time-dependency in Sec. 2.1.2. The many-particle

wave function Φpr1, ..., rN q depends on the coordinates of the N electrons. In assuming that

the motion of atomic nuclei and electrons can be separated, the so-called Born-Oppenheimer

approximation, and that the NR nuclei positions tRju are fixed, the fully interacting Hamil-

tonian is

Hamiltonian:

Ĥ “

¨

˚

˚

˝

N
ÿ

i“1

ˆ

´
~2

2m
∆i ` V priq

˙

`
1

2

N
ÿ

i,j“1
i‰j

Upri, rjq

˛

‹

‹

‚

(2.1.2)

with

V priq “ ´
e2

4πε

NR
ÿ

j“1

Zj
|ri ´Rj |

and Upri, rjq “
e2

4πε

1

|ri ´ rj |
.

V priq is the one-particle potential energy for the ith particle and Upri, rjq is the interaction

energy between the ith and the jth particle. By introducing the quantum field operators

Ψ̂prq and Ψ̂:prq, the Hamiltonian can be rewritten to Ĥ “ T̂ ` Û with

T̂ “

ż

d3r Ψ̂:prq

ˆ

´
~2

2m
∆` V prq

˙

Ψ̂prq (2.1.3)

Û “
1

2

ż

d3r

ż

d3r1 Upr, r1qΨ̂:prqΨ̂:pr1qΨ̂pr1qΨ̂prq .

T̂ is the one-particle part including kinetics and a potential term and Û is the interaction

part accounting for the Coulomb repulsion between the electrons. Employing an orthonormal

basis set spanned by the basis functions tΨiprqu, the field operators are defined by

Ψ̂:prq :“
ÿ

i

Ψ˚i prqâ
:

i and Ψ̂prq :“
ÿ

i

Ψiprqâi . (2.1.4)

The operators â:i and âi denote creation and annihilation of particles in the quantum state

described by the basis function Ψiprq. Inserting these definitions of the field operators into

Eq. 2.1.3 produces the convenient Hamiltonian in second quantization.

6



2.1. Nonequilibrium Green’s functions

Hamiltonian (second quantization):

Ĥ “ T̂ ` Û “
ÿ

ij

tij â
:

i âj `
1

2

ÿ

ijkl

Ũijklâ
:

i â
:

j âkâl (2.1.5)

with the parameters

tij “

ż

d3r Ψ˚i prq

ˆ

´
~2

2m
∆` V prq

˙

Ψjprq

Ũijkl “

ż

d3r

ż

d3r1 Upr, r1qΨ˚i prqΨ
˚
j pr

1qΨkpr
1qΨlprq .

The determination of the parameters tij and Ũijkl for realistic quantum transport systems

from first principles is a long and difficult road and discussed in Secs. 2.2 and 2.3. In this

thesis, we restrict ourselves in the interaction part of Eq. 2.1.5 to density-density terms only,

and therefore,

Û “
1

2

ÿ

ij

Uijn̂in̂j (2.1.6)

with

Uij “

ż

d3r

ż

d3r1 Upr, r1q|Ψiprq|
2|Ψjpr

1q|2 .

This restriction is justified if non-density-density terms are negligible which requires that the

orbitals are maximally localized.

Before introducing the Green’s function formalism for solving the Hamiltonian, we briefly

want to discuss important consequences of orthogonal and nonorthogonal basis systems. In

the fermionic case, the field operators obey the canonical commutation relations

tΨ̂prq, Ψ̂pr1qu “ tΨ̂:prq, Ψ̂:pr1qu “ 0 and tΨ̂prq, Ψ̂:pr1qu “ δpr´ r1q (2.1.7)

which induce for the orthonormal basis defined in Eq. 2.1.4 the commutation relations

tâi, âju “ tâ
:

i , â
:

ju “ 0 and tâi, â
:

ju “ δij . (2.1.8)

These commutation relations change in the case of a nonorthogonal basis set. We refer to

Refs. [62–65] for a comprehensive introduction to nonorthogonal basis sets in quantum trans-

port simulations. Analogue to Eq. 2.1.4, we expand the field operators in the complete set of

basis functions with the difference that now the basis functions tϕiprqu are nonorthonormal

and described by the symmetric overlap matrix

Sij “

ż

d3r ϕiprqϕ
˚
j prq . (2.1.9)

The field operators in this nonorthonormal basis are defined by

Ψ̂:prq :“
ÿ

i

ϕ˚i prqb̂
:

i and Ψ̂prq :“
ÿ

i

ϕiprqb̂i (2.1.10)

7



2. Theoretical concepts

where now the new operators b̂:i and b̂i denote creation and annihilation of particles in the

quantum state described by the nonorthonormal basis function ϕiprq. Hence, the commuta-

tion relations for the nonorthonormal basis are

tb̂i, b̂ju “ tb̂
:

i , b̂
:

ju “ 0 and tb̂i, b̂
:

ju “
`

S´1
˘

ij
(2.1.11)

and can be proved by inserting the definitions of the field operators into the canonical com-

mutation relations Eq. 2.1.7. Unless explicitly stated, we restrict ourselves to orthonormal

basis systems in the following.

2.1.2 The Keldysh formalism

Originally, the Keldysh formalism was independently derived by Kadanoff and Baym [8] and

Keldysh [9]. As an important result, the Keldysh formalism allows a systematic perturbative

approach to derive NEGF. We won’t discuss diagrammatic techniques in the present thesis

but refer to the Refs. [57, 59, 66] for a comprehensive introduction.

We consider a transport system described by the Hamiltonian

Ĥptq “ T̂ ` Û ` ĥptq
looomooon

V̂ ptq

. (2.1.12)

In comparison to Hamiltonian 2.1.5, we introduce a time-dependent perturbation ĥptq which

drives the system out of equilibrium, e.g. by shifts in the chemical potential in the electrodes

of a transport system. For the next step, we split Hamiltonian 2.1.12 into two parts: the

unperturbed Hamiltonian T̂ , and the perturbation V̂ ptq including both, the interaction part

and the time-dependent perturbation. In quantum mechanics, the time evolution generated

by the Hamiltonian can either be done in the states (Schrödinger picture) or in the operators

(Heisenberg picture (H)). The Dirac picture, also called interaction representation (I), is an

intermediate representation where only the time evolution of T̂ is done in the operators; the

time evolution of the typically more involved part V̂ ptq is done in the states. The time-

evolution operator

ŜIpt1, t0q “ T e´i
şt1
t0
dt V̂ Iptq (2.1.13)

is an exponential representation of the Dyson series and connects states at different times

t0 and t1 in the interaction representation. T denotes the time-ordering operator which is

defined as

T Âpt1qB̂pt2q :“

#

Âpt1qB̂pt2q, t1 ą t2
´B̂pt2qÂpt1q, t2 ą t1

. (2.1.14)

where the sign accounts for fermionic operators. For the time-evolution operator the relations

ŜIpt0, t0q “ 1 (2.1.15)

ŜIpt1, t0q “ Ŝ
´1
I pt0, t1q “ Ŝ

:

Ipt0, t1q

ŜIpt2, t0q “ ŜIpt2, t1qŜIpt1, t0q

8



2.1. Nonequilibrium Green’s functions

hold.

Furthermore, we define the time-ordered Green’s function, also called causal Green’s function,

by

GT
ÂB̂
pt1, t2q :“ ´i

xΨH| T ÂHpt1qB̂Hpt2q |ΨHy

xΨH|ΨHy
. (2.1.16)

In using this definition, we restrict ourselves to zero temperature. Let us first consider a

system in equilibrium, and therefore ĥptq “ 0, in which the interaction part Û is switched on

and off adiabatically, Û Ñ Ûptq “ Ûe´0`|t|, and therefore, there is no interaction for tÑ ˘8

and the interaction attains its full strength at t “ 0. Hence, at t “ ˘8 the perturbation

V̂ ptq vanishes and the system is in the unperturbed ground state |Φ0y of T̂ , whereas at t “ 0

we have |ΨHy “ ŜIp0,´8q |Φ0y. This procedure is not completely well-defined, since the

Gell-Mann and Low theorem states that the evolution of the ground state from ´8 to 0

acquires a phase, see Ref. [60] for details. But these phase factors cancel for expectation

values like the Green’s function, and we obtain

Time-ordered Green’s function (equilibrium):

GT
ÂB̂
pt1, t2q “ ´i

xΦ0| T ÂIpt1qB̂Ipt2qŜIp8,´8q |Φ0y

xΦ0| ŜIp8,´8q |Φ0y
(2.1.17)

where we used X̂Hptq “ ŜIp0, tqX̂IptqŜIpt, 0q, the time-ordering property of T , and the prop-

erties of ŜI listed in Eqs. 2.1.15. A systematic perturbative scheme for calculating the Green’s

function in terms of Feynman diagrams can be obtained by expanding ŜIp8,´8q.

In the nonequilibrium case, we use the adiabatic hypothesis for the interaction part as in

equilibrium and assume additionally that ĥptq is switched on at time t0. We take the limit

t0 Ñ ´8 at the end of the calculation to account for ĥptq at every finite time t. Due to

switching on ĥptq at time t0, the system is in the ground state |Φ0y only at t “ ´8 but not

anymore at t “ 8. Since this symmetry is broken, the time-ordered Green’s function has to

be written as

GT
ÂB̂
pt1, t2q “ ´i

xΦ0| ŜIp´8,8qT ÂIpt1qB̂Ipt2qŜIp8,´8q |Φ0y

xΦ0| ŜIp´8,8qŜIp8,´8q |Φ0y
. (2.1.18)

Keldysh showed that one can still order the time arguments along a modified time contour

τi “ tti, ciu where in addition to the time, the side of the contour ci P t`,´u has to be

specified, see Fig. 2.1.

Figure 2.1: The Keldysh contour (gray line).
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2. Theoretical concepts

In analogy to the time-ordering operator T , we define the contour-ordering operator Tc which

orders along a given contour, e.g. the Keldysh contour. In using the evolution operator

Ŝ
c
Ip8,´8q “ Tce

´i
ş

c dτ V̂ Ipτq (2.1.19)

we have

Contour-ordered Green’s function:

GTc
ÂB̂
pτ1, τ2q “ ´i

xΦ0| Tc ÂIpτ1qB̂Ipτ2qŜ
c
Ip8,´8q |Φ0y

xΦ0| Ŝ
c
Ip8,´8q |Φ0y

(2.1.20)

in analogy to the equilibrium case in Eq. 2.1.17 but taking into account contour ordering

rather than time ordering. Depending on the order along the contour, four different Green’s

functions are generated and defined as

GT
ijpt, t

1q :“ GTc
âiâ

:

j

ptt,`u, tt1,`uq “ ´i
〈
T
!

âiptqâ
:

jpt
1q

)〉
time-ordered,

Gąijpt, t
1q :“ GTc

âiâ
:

j

ptt,`u, tt1,´uq “ ´i
〈
âiptqâ

:

jpt
1q

〉
greater,

Găijpt, t
1q :“ GTc

âiâ
:

j

ptt,´u, tt1,`uq “ i
〈
â:jpt

1qâiptq
〉

lesser,

GT̄
ijpt, t

1q :“ GTc
âiâ

:

j

ptt,´u, tt1,´uq “ ´i
〈
T̄
!

âiptqâ
:

jpt
1q

)〉
and anti-time-ordered.

(2.1.21)

Here, we already used annihilation and creation operators âi and â:j as the operators Â and

B̂, respectively. These four Green’s functions are linearly dependent due to

Gk :“ Gą `Gă “ GT `GT̄ (2.1.22)

Gr :“ GT ´Gă “ Gą ´GT̄

Ga :“ GT ´Gą “ Gă ´GT̄

where we suppressed the time arguments for the sake of readability. Gk is called the Keldysh,

Gr the retarded, and Ga the advanced Green’s function. According to Eqs. 2.1.22, the

retarded and the advanced Green’s function are given by

Gr
ijpt, t

1q “ Gr
âiâ

:

j

pt, t1q “ ´iθpt´ t1q
〈!
âiptq, â

:

jpt
1q

)〉
(2.1.23)

Ga
ijpt, t

1q “ Ga
âiâ

:

j

pt, t1q “ iθpt1 ´ tq
〈!
âiptq, â

:

jpt
1q

)〉
where the curly brackets denote the anticommutator, tÂ, B̂u “ ÂB̂`B̂Â. If the Hamiltonian

does not depend explicitly on the time, the Green’s functions depend only on the time

difference pt´ t1q. This is the case with the stationary solutions in which we are exclusively

interested, and hence, we can Fourier transform the Green’s functions defined so far. It turns

10



2.1. Nonequilibrium Green’s functions

out that the retarded and the advanced Green’s function, respectively, contain properties like

the spectrum

Aijpωq :“
i

2π

`

Gr
ijpωq ´G

a
ijpωq

˘

(2.1.24)

and level broadening, while the Keldysh Green’s function describes kinetic properties, e.g.,

distribution function, charge, and current. Therefore, it is advantageous to define Keldysh

space in terms of a 2ˆ 2 matrix structure:

G :“

˜

Gr Gk

0 Ga

¸

or Ĝ :“

˜

GT Gă

Gą GT̄

¸

. (2.1.25)

The two different definitions of the Keldysh space G and Ĝ are connected by a linear trans-

formation given by the relations 2.1.22.

The perturbative expansion in terms of Feynman diagrams for calculating NEGF is very

similar to the equilibrium case, but one has to keep track of the structure of the Keldysh

space. In equilibrium, the lesser, the greater, and therefore, the Keldysh Green’s function are

determined by the retarded and the advanced Green’s function by the fluctuation-dissipation

theorem.

Fluctuation-dissipation theorem:

Găijpωq “ 2πifpωqAijpωq (2.1.26)

Gąijpωq “ ´2πi p1´ fpωqqAijpωq

Aijpωq is the spectral function defined in Eq. 2.1.24 by use of the retarded and the advanced

Green’s function and fpωq is the Fermi function in thermodynamical equilibrium. By in-

serting the definitions of lesser and greater Green’s function and taking care of the Fourier

transformation, 〈
â:jpt

1qâiptq
〉
“

ż 8

´8

dω eiωpt´t1qfpωqAijpωq (2.1.27)〈
âiptqâ

:

jpt
1q

〉
“

ż 8

´8

dω eiωpt´t1q p1´ fpωqqAijpωq ,

we see immediately that the fluctuation-dissipation theorem directly links a correlation func-

tions describing fluctuations, with the dissipative part of the retarded and the advanced

response functions described by Aijpωq. To proof the fluctuation-dissipation theorem, we

use the definitions of greater and lesser Green’s function at finite temperature and the exact

many-particle eigenstates |my and |ny to obtain the spectral representations

Gąijpt, t
1q “ ´

i

Z

ÿ

mn

e´βEneipEn´Emqpt´t1q xn| âi |my xm| â
:

j |ny (2.1.28)

Găijpt, t
1q “

i

Z

ÿ

mn

e´βEneipEm´Enqpt´t1q xn| â:j |my xm| âi |ny .

11



2. Theoretical concepts

A subsequent Fourier transformation leads to

Gąijpωq “ ´
2πi

Z

ÿ

mn

e´βEn xn| âi |my xm| â
:

j |ny δ pEm ´ En ` ωq (2.1.29)

Găijpωq “
2πi

Z

ÿ

mn

e´βEn xn| â:j |my xm| âi |ny δ pEn ´ Em ` ωq .

Exchanging the indices n and m in the lesser Green’s function and the comparison of the

equations thus obtained yields

Gąijpωq “ ´e
βωGăijpωq . (2.1.30)

Combining Eqs. 2.1.22 and Eq. 2.1.24 produces

Aijpωq “
i

2π

`

Gąijpωq ´G
ă
ijpωq

˘

. (2.1.31)

Finally, inserting Eq. 2.1.30 produces Eqs. 2.1.26.

2.1.3 Quantum transport

In the present section, we want to sketch the link between NEGF and a charge current caused

by electron flow. The current can be calculated by splitting the transport system into two

parts, so-called cluster I and cluster II, between which the current flows. Therefore, we split

Hamiltonian 2.1.5 into three parts: cluster I, cluster II, and the remaining part connecting

the clusters. The charge current between cluster I and cluster II is proportional to the time

derivative of the number-of-particle operator in one of the clusters, e.g. for cluster I we have

j “ ´e
d

dt

〈
N̂ I

〉
“ ´

ie

~

〈”
Ĥ, N̂ I

ı〉
(2.1.32)

where we already used Heisenberg’s equation of motion. The square brackets denote the

commutator, rÂ, B̂s “ ÂB̂ ´ B̂Â. By use of the commutation relations

râi, n̂js “ δij âi and
”

â:i , n̂j

ı

“ ´δij â
:

i (2.1.33)

which follow from Eqs. 2.1.8, we see that the number-of-particle operator of cluster I, N̂ I “
ř

iPI n̂i, commutes with the isolated Hamiltonians of both clusters, I and II, but not with the

hopping Hamiltonian connecting the clusters, and therefore
”

Ĥ, N̂ I

ı

“
ÿ

iPI
jPII

ÿ

lPI

”´

tij â
:

i âj ` t
˚
ij âiâ

:

j

¯

, n̂l

ı

. (2.1.34)

In evaluating this commutator, we restricted ourselves to density-density interaction terms

only. Inserting this commutator in Eq. 2.1.32 produces

j “
e

~
ÿ

iPI
jPII

´

tij i
〈
â:i âj

〉
´ t˚ij i

〈
â:j âi

〉¯
. (2.1.35)
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2.1. Nonequilibrium Green’s functions

It turns out that the current depends on the lesser Green’s function defined in Eq. 2.1.21. By

use of the definition of the lesser Green’s function and a subsequent Fourier transformation,

the current formula can be rewritten to

j “
e

~
ÿ

iPI
jPII

`

tijG
ă
jipt “ 0, t1 “ 0q ´ t˚ijG

ă
ijpt “ 0, t1 “ 0q

˘

(2.1.36)

“
e

h

ż 8

´8

dω
ÿ

iPI
jPII

`

tijG
ă
jipωq ´ t

˚
ijG

ă
ijpωq

˘

.

Due to the definitions of the Green’s functions in Eq. 2.1.21, Găij “ ´G
ă˚
ji holds, and by the

use of Eqs. 2.1.22, we get an expression for the current depending on the Keldysh Green’s

function in frequency space,

Current formula:

j “
e

h

ż 8

´8

dω
ÿ

iPI
jPII

2 Re
`

tijG
ă
jipωq

˘

“
e

h

ż 8

´8

dω
ÿ

iPI
jPII

Re
´

tijG
k
jipωq

¯

. (2.1.37)

2.1.4 Equation-of-motion method and the Dyson equation

According to Eq. 2.1.37, we need the Keldysh or the lesser Green’s function between the

clusters I and II for calculating the current. The aim of the present section is to introduce

the equation-of-motion (EOM) method for calculating Green’s functions. Furthermore, we

introduce the coupling equation and Dyson’s equation.

In a first step, we use the EOM method to derive the time evolution of the retarded Green’s

function. By derivating the definition of the retarded Green’s function in Eq. 2.1.23,

i
B

Bt
Gr
âiâ

:

j

pt, t1q “
B

Bt
θpt´ t1q

〈!
âiptq, â

:

jpt
1q

)〉
(2.1.38)

“ δpt´ t1q
〈!
âiptq, â

:

jpt
1q

)〉
´ iθpt´ t1q

〈!”
âiptq, Ĥ

ı

, â:jpt
1q

)〉
“ δpt´ t1q

〈!
âiptq, â

:

jpt
1q

)〉
`Gr

râi,Ĥsâ
:

j

pt, t1q ,

we obtain an equation of motion. This equation also holds for the corresponding advanced

Green’s function, but in the present derivation, we restrict ourselves to the retarded Green’s

function. Retarded and advanced Green’s function only obey different boundary conditions.

The Fourier transformation of Eq. 2.1.38 produces

ωGr
âiâ

:

j

pωq “
〈!
âi, â

:

j

)〉
`Gr

râi,Ĥsâ
:

j

pωq (2.1.39)

where the boundary conditions must be inserted additionally by replacing ω by ω`i0` for the

retarded Green’s function and by replacing ω by ω ´ i0` for the advanced Green’s function.
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2. Theoretical concepts

In case of an interacting Hamiltonian, the equation of motion leads to a series of higher-order

Green’s functions. The series aborts itself when considering only a one-particle Hamiltonian

leading to

pω ` i0`qG0,r
ij pωq “

 

S´1
(

ij
`
ÿ

kl

 

S´1
(

ik
tklG

0,r
lj pωq (2.1.40)

where we accounted for nonorthogonality of the basis set by using the commutation relations

Eqs. 2.1.11. The superscript 0 denotes a noninteracting Green’s function. To be more general,

this equation also holds in Keldysh space defined in Eq. 2.1.25 and is therefore applicable to

nonequilibrium situations. Suppressing the frequency dependence and the superscripts, in

matrix notation the equation becomes

G “
`

pω ` i0`qS ´H
˘´1

. (2.1.41)

We will now show how to calculate the Green’s function of a subsystem, a so-called cluster.

Let us assume that we have two clusters, labeled by the subscripts 0 and 1. Then, the

involved matrices have a 2ˆ 2 block structure. We want to calculate the Green’s function of

cluster 0, G00, which is defined by Eq. 2.1.41 using the block-matrix structure,

˜

G00 G01

G10 G11

¸

“

˜

pω ` i0`qS00 ´H00 pω ` i0`qS01 ´H01

pω ` i0`qS10 ´H10 pω ` i0`qS11 ´H11

¸´1

. (2.1.42)

It is advisable to take advantage of the Schur complement for doing the block matrix inversion.

Finally, the full Green’s function of cluster 0 is determined by

Coupling equation:

G00pωq “ g00pωq ` g00pωq∆00pωqG00pωq (2.1.43)

with the hybridization function

∆00pωq “ ppω ` i0`qS01 ´H01qg11pωqppω ` i0`qS10 ´H10q

describing the influence of the neighboring cluster and the cluster Green’s functions gνν “

pSννpω ` i0`q ´Hννq
´1

for ν P t0, 1u.

Let us now consider electron-electron interactions. We mentioned in Sec. 2.1.2 that it is pos-

sible to do systematic perturbation theory in terms of Feynman diagrams for calculating the

contour-ordered Green’s function. Furthermore, it is possible to sum formally the diagrams

up to infinite order leading to Dyson’s equation [67]

Dyson equation:

Gpωq “ G0pωq `G0pωqΣpωqGpωq . (2.1.44)
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2.1. Nonequilibrium Green’s functions

Here, G0 denotes the Green’s function without electron-electron interactions, whileG includes

interactions. All interaction contributions are formally described with the electron self-energy

Σ. Importantly, Eqs. 2.1.43 and 2.1.44 show that hybridization and correlation effects can

be treated formally in a similar way. We present numerical techniques for calculating G and

therefore Σ in the following section and especially in Sec. 2.3.4.

2.1.5 Lehmann representation and cluster perturbation theory

In the present section, we derive the Lehmann representation which enables to calculate inter-

acting Green’s functions for small systems in equilibrium and we present cluster perturbation

theory (CPT) as a first approximation to deal with strong electron correlations. We refer

to Ref. [33] for a general introduction to quantum cluster methods for strongly correlated

systems.

The noninteracting Green’s functionG0 can be calculated by use of Eq. 2.1.41. In equilibrium,

the interacting Green’s function G can be determined by inserting Eqs. 2.1.28 in the definition

of the retarded Green’s function,

Gr
ijpt, t

1q “ Θpt´ t1q
`

Gąijpt, t
1q ´Găijpt, t

1q
˘

, (2.1.45)

and then calculating the Fourier transform. This produces the so-called Lehmann represen-

tation

Lehmann representation:

Gr
ijpωq “

1

Z

ÿ

mn

e´βEn

˜

xn| âi |my xm| â
:

j |ny

ω ` i0` ´ pEm ´ Enq
`

xn| â:j |my xm| âi |ny

ω ` i0` ´ pEn ´ Emq

¸

. (2.1.46)

The formula shows very clearly that the retarded Green’s function has resonances at the

differences of the many-particle eigenenergies. The Lehmann representation can be used to

calculate the Green’s function of systems with a limited number of degrees of freedom, e.g. by

employing the band Lanczos algorithm as presented in Ref. [33].

Let us again assume that we have two clusters labeled by the subscripts 0 and 1 and we

suppress frequency dependence for the sake of readability. Then, Dyson’s equation involves

matrices of 2 ˆ 2 block structure. The approximation used in CPT [68] is to replace the

electron self-energy Σ by the electron self-energy of the isolated clusters Σcl. In our two-

cluster example we have

˜

g00 0

0 g11

¸

“

˜

g0
00 0

0 g0
11

¸

`

˜

g0
00 0

0 g0
11

¸

Σcl

˜

g00 0

0 g11

¸

(2.1.47)

defining the cluster electron self-energy. For calculating g0
ii and gii for each cluster i P t0, 1u

we could use Eq. 2.1.41 and the Lehmann representation, respectively. CPT can be viewed as
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a cluster extension of strong-coupling perturbation theory, although limited to lowest order.

Using the definition of the cluster self-energy produces for each cluster i P t0, 1u

Σcl
ii “

`

g0
ii

˘´1
´ pgiiq

´1 . (2.1.48)

This shows that the cluster self-energy obtained in CPT is hermitian if we neglect terms in

the order of 0`.

2.1.6 Current formulas and the transmission

In the present section, we derive the Meir-Wingreen formula [69] and gain the well-known

Landauer-Büttiker formula [70, 71] by splitting the Meir-Wingreen formula into coherent

and incoherent contributions. This approach also leads to the definition of a coherent and

an incoherent transmission function.

We consider a quantum transport system consisting of the left electrode (L), the central

region (C) and the right electrode (R) schematically drawn in Fig. 2.2.

Figure 2.2: Schematic representation of a quantum transport system consisting of the central

region (C) and the left (L) and the right (R) electrodes.

In a first step, we aim to calculate the charge current flowing from the left electrode into

the central region which leads to the Meir-Wingreen formula. We just briefly outline the

derivation and refer to Ryndyk et al. [72] for the details. In absence of interactions in the

electrodes, the Dyson equation and Langreth’s theorem [59] lead to

Găijpωq “
ÿ

lPC

t˚jl

”

Gilpωqg
ă
j pωq `G

ă
il pωqg

:

jpωq
ı

(2.1.49)

for the lesser Green’s function with i P C and j P L. For the sake of readability, we suppress

the superscript r for retarded quantities and reintroduce it when required. The advanced

quantities can always be calculated by taking the hermitian adjoint of the retarded ones.

Inserting Eq. 2.1.49 into Eq. 2.1.37 produces

IL “
2e

h

ż 8

´8

dω Re

¨

˚

˚

˝

ÿ

i,lPC
jPL

tjit
˚
jl

”

Gilpωqg
ă
j pωq `G

ă
il pωqg

:

jpωq
ı

˛

‹

‹

‚

(2.1.50)
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for the current between left electrode and central region. Assuming equilibrium in the leads,

and therefore, găj “ 2πifpεjqδpω ´ εjq and g:jpωq “ pω ´ i0` ´ εjq
´1 according to Eqs. 2.1.26

and 2.1.41, and using tΓLuil “ 2π
ř

jPL tjit
˚
jlδpω´εjq produces the well-known Meir-Wingreen

formula

Meir-Wingreen formula:

IL “
ie

h

ż 8

´8

dω Tr
 

ΓLpωq
`

Găpωq ` fLpωq
“

Gpωq ´G:pωq
‰˘(

. (2.1.51)

The Meir-Wingreen formula calculates the current by use of the Green’s functions of the

central region and is exact in the case of noninteracting leads being in equilibrium. The

physical interpretation is achieved when rewriting the Meir-Wingreen formula by use of

∆L,ăpωq “ ifLpωqΓ
Lpωq and ∆L,ąpωq “ ´ip1 ´ fLpωqqΓ

Lpωq following from the fluctuation-

dissipation theorem.

IL “
e

h

ż 8

´8

dω Tr
 

∆L,ăpωqGąpωq ´∆L,ąpωqGăpωq
(

(2.1.52)

Since lesser and greater quantities are proportional to occupied and unoccupied states, re-

spectively, the first term in Eq. 2.1.52 gives the current flowing from the left electrode towards

the central region and the second term gives the current flowing from the central region to

the left electrode.

In the next step, we want to separate the Meir-Wingreen formula into a coherent and an in-

coherent contribution. We can rewrite the difference between retarded and advanced Green’s

function with

G:pωq “ GpωqpGpωqq´1G:pωq (2.1.53)

“ Gpωqppω ` i0`qS ´H ´∆Lpωq ´∆Rpωq ´ ΣpωqqG:pωq

“ Gpωqppω ` i0`qS ´HqG: ´GpRLpωq `RRpωq `ReepωqqG:pωq

`
i

2
GpωqpΓLpωq ` ΓRpωq ` ΓeepωqqG:pωq

to

Gpωq ´G:pωq “ ´iGpΓLpωq ` ΓRpωq ` ΓeepωqqG:pωq . (2.1.54)

Here, we neglected a term i20`GpωqSG:pωq proportional to 0`, and the hybridizations and

the self-energy are decomposed in hermitian (R) and antihermitian (iΓ) parts. Using again

Langreth’s theorem, the lesser Green’s function for steady-state systems becomes

Găpωq “ Gpωq
`

∆L,ăpωq `∆R,ăpωq ` Σăpωq
˘

G:pωq (2.1.55)

“ GpωqpifLpωqΓ
Lpωq ` ifRpωqΓ

Rpωq ` iF pωqΓeepωqqG
:pωq .

Here, we used ∆x,ăpωq “ ifxpωqΓ
xpωq for x P tL,Ru which holds for leads being in equilibrium

and Σăpωq “ iF pωqΓeepωq where F pωq is the nonequilibrium occupation matrix. Setting
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2. Theoretical concepts

Eqs. 2.1.54 and 2.1.55 into Eq. 2.1.51 leads to

IL “
e

h

ż 8

´8

dω pfLpωq ´ fRpωqq Tr
“

ΓLpωqGpωqΓRpωqG:pωq
‰

looooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooon

Icoh

(2.1.56)

`
e

h

ż 8

´8

dω Tr
“

pfLpωq ´ F pωqqΓ
eepωqG:pωqΓLpωqGpωq

‰

loooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooon

IL,inc

separating the current into a coherent part and an incoherent part due to the electron-electron

correlations. By ignoring correlations by setting the electron self-energy to zero, just the

coherent part remains and the current formula becomes the well-known Landauer-Büttiker

formula.

Landauer-Büttiker formula:

Icoh “
e

h

ż 8

´8

dω pfLpωq ´ fRpωqq Tcohpωq (2.1.57)

Tcohpωq “ Tr
“

ΓLpωqGpωqΓRpωqG:pωq
‰

Tcohpωq denotes the coherent part of the transmission. Since the self-energy is hermitian in

CPT, see Eq. 2.1.48, Γee becomes zero and the Landauer-Büttiker formula stays exact within

CPT.

To calculate the incoherent current in Eq. 2.1.56, the nonequilibrium occupation matrix F pωq

is needed. In the following paragraph, we report two ways for determining the occupation

matrix. In the case of a single impurity with ΓL “ λΓR, one can substitude F pωq by using

the current conservation condition leading to

IL,inc “
e

h

ż 8

´8

dω pfLpωq ´ fRpωqq ΓeepωqG:pωq
ΓLpωqΓRpωq

ΓLpωq ` ΓRpωq
Gpωq . (2.1.58)

For the case of having more than one impurity orbital, Ness et al. [73] discuss the applicability

of a generalized Landauer-Büttiker formula for a nonequilibrium current in the presence of

interactions and suggest to rewrite Eq. 2.1.56 to

IL “
2e

h

ż 8

´8

dω pfLpωq ´ fRpωqq Tr
“

ΓLpωqGpωqΥRpωqG:pωq
‰

(2.1.59)

with ΥRpωq “ ΓRpωqΛpωq and

Λpωq “ 1` ΓRpωq´1 fLpωq ´ F pωq

fLpωq ´ fRpωq
Γeepωq . (2.1.60)

The formula shows that interactions do not only affect the Green’s functions but also renor-

malize the coupling to the contact through ΥRpωq. Ng [74] proposed approximating Λpωq by
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2.1. Nonequilibrium Green’s functions

using the ansatz

Σą∆pωq “ ∆ąpωqΛpωq (2.1.61)

Σă∆pωq “ ∆ăpωqΛpωq .

∆ipωq is the total hybridization, therefore the tunneling self-energy of the left and the right

lead, and Σi
∆pωq denotes the self-energy including tunneling and interaction,

∆ipωq “ ∆L,ipωq `∆R,ipωq (2.1.62)

Σi
∆pωq “ ∆R,ipωq `∆R,ipωq ` Σipωq ,

with i P tr, a,ă,ąu. According to Ref. [75], we define the retarded and advanced self-energies

and hybridizations X P tΣ,∆u as

Xrpωq :“ Rpωq ´
i

2
Γpωq ´ iδ` (2.1.63)

Xapωq :“ Rpωq `
i

2
Γpωq ` iδ`

consisting of an hermitian and an antihermitian part, R and iΓ, respectively. We added the

iδ` term to regularize the inverse of the hybridization when Γpωq vanishes. For the various

self-energies and hybridizations defined so far, the relation Xąpωq´Xăpωq “ Xrpωq´Xapωq

holds and by subtracting the two lines in Eq. 2.1.61, we can write

Λpωq “ p∆rpωq ´∆apωqq´1
pΣr

∆pωq ´ Σa
∆pωqq (2.1.64)

“
`

ΓRpωq ` ΓLpωq ` 2δ`
˘´1 `

ΓRpωq ` ΓLpωq ` Γeepωq ` 2δ`
˘

«1`
`

ΓRpωq ` ΓLpωq ` 2δ`
˘´1

Γeepωq .

We see that Λpωq differs from one only for weak coupling to the leads (|ΓLpωq ` ΓRpωq| À

|Γeepωq|). As shown in Ref. [75] and in the following, the Λpωq obtained from this ansatz is

an approximation for the Λpωq in Eq. 2.1.60 and is exact for nonequilibrium mean-field theory

and for the equilibrium many-body case. To show this, we deduce two equations similar to

Eqs. 2.1.54 and 2.1.55, first

´iGpωq
`

ΓLpωq ` ΓRpωq
˘

ΛpωqG:pωq “ Gpωq ´G:pωq (2.1.65)

which is exact, and second

Gpωq
`

∆L,ăpωq `∆R,ăpωq
˘

ΛpωqG:pωq “ Gpωq
`

∆L,ăpωq `∆R,ăpωq ` σăpωq
˘

G:pωq

with

σăpωq “
`

∆L,ăpωq `∆R,ăpωq
˘ `

ΓRpωq ` ΓLpωq ` 2δ`
˘´1

Γeepωq (2.1.66)

which becomes Găpωq if σă “ Σă. This happens in the two limiting cases. Either the system

is uncorrelated (nonequilibrium mean-field), then trivially Σă “ σă “ 0, or in the equilibrium

many-body case where fLpωq “ fRpωq “ F pωq and Σăpωq “ ifpωqΓpωq and therefore

σăpωq “ i
`

fLpωqΓ
Lpωq ` fRpωqΓ

Rpωq
˘ `

ΓLpωq ` ΓRpωq ` 2δ`
˘´1

Γeepωq (2.1.67)

“
`

ΓLpωq ` ΓRpωq
˘ `

ΓLpωq ` ΓRpωq ` 2δ`
˘´1

iF pωqΓeepωq

« Σăpωq .
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Thus, we can finally rewrite the incoherent part of the current to

Incoherent current contribution (Ng approximation):

IL,inc “
e

h

ż 8

´8

dω pfLpωq ´ fRpωqq TL,incpωq (2.1.68)

TL,incpωq “ Tr
”

ΓLpωqGpωqΓRpωq
`

ΓLpωq ` ΓRpωq ` 2δ`
˘´1

ΓeepωqG:pωq
ı

.

The total current is I “ Icoh`IL,inc, and therefore, the total transmission is given by T pωq “

Tcohpωq ` TL,incpωq. Within this thesis either CPT is used, and therefore the Landauer-

Büttiker formula is exact, or calculations are done at equilibrium, and therefore we can use

the Ng approximation.

The main task for calculating incoherent current contributions is to find a good approxi-

mation for the self-energies Σă and Σą. In the present section, we presented the Ng ap-

proximation which is based on the ansatz 2.1.61 but we want to refer to Refs. [73, 76] for

further approaches. A criterium to judge the approximation for the self-energies is the current

conservation condition [77],

ż 8

´8

dω Tr rΣăpωqGąpωq ´ ΣąpωqGăpωqs “ 0 . (2.1.69)

Alternatively, by exchanging the subscripts L and R in Eqs. 2.1.57 and 2.1.68, it can be

seen immediately that the current is conserved, first, if CPT is used and therefore Γee “

0, and second, if all quantities are scalar functions or matrices with a dominant diagonal,

respectively. These are the cases where we applied the current formulas in the present thesis.

2.1.7 Differential conductance

For our purposes, a remaining task is to relate the transmission T pωq to the differential

conductance, as e.g. measured by an scanning tunneling microscope (STM). As the STM tip

usually couples weakly to the molecule, it is reasonable that the voltage u only affects the

Fermi function of the right lead describing the STM tip via a shift of the energy axis. At

small temperatures and close to equilibrium (T pωq is independent of u) we find:

d

du
Ipuq «

d

du

e

h

ż 8

´8

dω pfLpωq ´ fRpω ´ uqq T pωq (2.1.70)

«
d

du

e

h

ż u

0
dω T pωq 9 T puq ,

i.e., for small temperatures and voltages, the differential conductance is proportional to the

transmission itself.
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2.2. Density functional theory

2.2 Density functional theory

A very popular method for the calculation of electronic properties in solid-state physics is

DFT. In combination with NEGF, DFT has become the state-of-the-art method for perform-

ing quantum transport simulations from first principles. The present section gives a brief

introduction to DFT, basis functions, the combination with NEGF, and discusses the success

and limitations of DFT in quantum transport simulations.

In Sec. 2.2.1, we present the basic concepts of DFT. Sec. 2.2.2 briefly introduces maximally

localized Wannier functions (MLWF) and atomic orbitals. We present the interface between

DFT and NEGF in Sec. 2.2.3 and discuss success and limitations of the DFT+NEGF method

in Sec. 2.2.4.

2.2.1 Basic concepts

This section is a brief introduction to the basic concepts of DFT adapted from Refs. [78,

79]. We aim to solve the time-independent Schrödinger equation with the Hamiltonian 2.1.2.

DFT introduces a great simplification since DFT is based on the ground-state density

n0prq “

ż

d3r1...

ż

d3rN Φ˚0pr1, ..., rN q
N
ÿ

i“1

δpr´ riqΦ0pr1, ..., rN q (2.2.1)

instead of the full ground-state many-body wave function Φ0pr1, ..., rN q. While Φ0pr1, ..., rN q

depends on the coordinates of the N electrons, the ground-state density n0prq depends just

on the spatial coordinates. The Hohenberg-Kohn theorem [80] states that the ground-state

energy is a unique functional of the ground-state particle density. Given the energy functional

E rnprqs, the variational principle

E0 rn0prqs “ min
nprq

E rnprqs (2.2.2)

with the constraint
ş

d3r nprq “ N can be used to obtain the ground-state energy and

particle density of the system. In order to determine the energy functional, we can split

it into three contributions: the kinetic energy, the one-particle potential energy, and the

interaction energy.

E rnprqs “ T rnprqs ` V rnprqs ` U rnprqs (2.2.3)

Kohn and Sham [81] achieved a major breakthrough by introducing an auxiliary noninteract-

ing reference system with the same ground-state density as the interacting one; the so-called

Kohn-Sham orbitals Φiprq have been invented. For noninteracting electrons the kinetic en-

ergy functional is

T rnprqs “
N
ÿ

i“1

ż

d3r Φ˚i prq

ˆ

´
~2

2m
∆

˙

Φiprq (2.2.4)
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with the particle density being

nprq “
N
ÿ

i“1

|Φiprq|
2 (2.2.5)

where the sum is over all occupied orbitals. Since Eq. 2.2.4 is for noninteracting electrons

rather than interacting ones, we assume that the difference in the kinetic functional is ac-

counted for in the exchange correlation functional Exc rnprqs which we introduce shortly. The

one-particle potential energy depends on the particle density as

V rnprqs “

ż

d3r V prqnprq . (2.2.6)

In comparison with Hartree-Fock theory the interacting functional is

U rnprqs “
1

2

ż

d3r Vhprqnprq ` Exc rnprqs (2.2.7)

where Vhprq denotes the Hartree potential

Vhprq “ φprq “

ż

d3r1
e2

4πε |r´ r1|
npr1q (2.2.8)

resulting from solving Poisson’s equation,

∆φprq “
enprq

ε
. (2.2.9)

Applying the variational principle in the Kohn-Sham orbitals produces the Kohn-Sham equa-

tions.

Kohn-Sham equations:

"

´
~2

2m
∆` V prq ` Vhprq `

δExc rnprqs

δnprq

*

Φiprq “ εiΦiprq (2.2.10)

Importantly, the Kohn-Sham equations must be solved self-consistently in combination with

Eq. 2.2.5 giving the connection between the wave functions and the particle density. Finally,

this leads to the Kohn-Sham energies εi and the Kohn-Sham wave functions Φiprq. In DFT,

the difficulties arising when directly solving the N electron problem defined in Eq. 2.1.2 are

shifted to the problem of finding a good approximation for exchange correlation functional

Exc rnprqs. A widely used approximation for this functional is the local density approxi-

mation (LDA) where the exchange correlation functional depends only on the local density

coordinates. In the generalized gradient approximation (GGA), the functional depends ad-

ditionally on the gradient of the electron density. We refer to Sec. 2.2.4 for a brief discussion

about generic problems of approximating the functional and the success story and limitations

of DFT.

Usually, the Kohn-Sham equations are solved numerically using a finite set of basis functions

to reduce the differential equations to a set of algebraic equations. We discuss two types of

localized basis functions commonly used in transport calculations in Sec. 2.2.2.

22



2.2. Density functional theory

2.2.2 Atomic basis and maximally localized Wannier functions

Although charge current is a scalar quantity, we need to define at least two volumes in

position space, e.g. drain and source, where the current is flowing in between. We already

used this concept to derive the current formula between two systems in Sec. 2.1.3. Spatial

resolution is obtained by using a localized wave function basis. In DFT there are at least

two established approaches to achieve localized basis functions: (i) using a plane-wave DFT

code in combination with MLWF, and (ii), using finite-range pseudo-atomic orbitals. Both

concepts are briefly summarized in the following sections. Benchmark calculations for the

coherent transmission function of five representative single-molecule junctions using the two

different approaches based on independent DFT codes are for instance presented in Ref. [82].

Maximally localized Wannier functions

This section is mainly adopted from Ref. [79] and a brief introduction to MLWF can also

be found in Ref. [83]. DFT codes developed in solid-state physics take advantage of Bloch’s

theorem. Solving the Kohn-Sham equations in k space results in Bloch states Φnkprq and the

corresponding energies εnk with the band index n and the momentum k. The Bloch states

are spreaded out over the crystal structure by definition. With the unitary transformation

U
pkq
mn, the system can be transformed to a localized basis using MLWF ΨnRprq where R is

the lattice vector. The transformation can be written as

ΨnRprq “
V

p2πq3

ż

BZ

dk e´ikR

˜

ÿ

m

U pkqmnΦmkprq

¸

(2.2.11)

with V as the unit cell volume. The unitary transformation U
pkq
mn between Bloch and Wannier

functions is not unique and several methods have been designed to find an optimal recipe.

The method of Marzari and Vanderbilt [31] is minimizing the sum of the second moments of

the Wannier functions, the so-called spread,

Ω “
ÿ

n

”

xΨn0prq| r
2 |Ψn0prqy ´ pxΨn0prq| r |Ψn0prqyq

2
ı

, (2.2.12)

to obtain U
pkq
mn. One can split Ω into a gauge invariant term ΩI and a term Ω̃ that depends

on the choise of U
pkq
mn, and therefore, the method of Marzari and Vanderbilt is minimizing

only the term Ω̃.

The procedure described above is sufficient to obtain MLWFs from an isolated group of

bands which means that there is a finite gap to the remaining bands. For a group of bands

which is not isolated, so-called entangled bands, one needs an extra procedure as presented

in Ref. [32]. This procedure is needed to disentangle the s and d bands from the p bands in

Au and Pt in Secs. 3.3 and 3.4, respectively. To do so, one has to define an energy window

which includes at least the N Wannier bands of interest. All the bands inside this window

are part of the Hilbert space Fpkq. Minimizing ΩI, which turns out to measure the change

of character of the bands, is used to get the right N dimensional subspace Spkq Ď Fpkq.
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Additionally, a second energy window, the so-called inner window, can be defined to force

the algorithm to keep the bands in the inner window in the subspace Spkq. Having defined

the subspace Spkq, minimizing Ω̃ leads to the MLWFs.

Atomic basis functions

DFT codes like SIESTA [84] employ a localized basis set from the beginning, which circum-

vents a Wannier transformation but demands effort in designing the basis functions properly.

Commonly used basis functions are finite-range pseudo-atomic wave functions that split up

into an angular component, e.g. described by spherical harmonics, and a radial component,

e.g. approximated by slater type orbitals (STOs) or Gaussian type orbitals (GTOs). These

basis functions are strongly localized around the center of the atoms and mutually nonorthog-

onal.

2.2.3 Combining DFT and NEGF

In this section, we sketch how Kohn-Sham (KS) DFT is combined with NEGF theory in

software packages like TranSIESTA [85, 86]. First of all, it seems likely to use the KS

Hamiltonian with the eigenenergies εi and eigenstates Φi obtained by solving the KS equation

to build up Green’s functions. In the present section, we assume that approximating the

Hamiltonian by the KS Hamiltonian is justified but we discuss possible consequences in

Sec. 2.2.4.

TranSIESTA uses separate electrode calculations of a periodic system for calculating the

KS Hamiltonians of the infinite left and right electrodes. The method of Sancho et al. [87–

89] is used for calculating surface Green’s functions and hybridization functions of the semi-

infinite electrodes. Since we assume the electrodes to be in equilibrium, the hybridization

functions ∆Lpωq and ∆Rpωq in combination with the Fermi functions fLpωq and fRpωq include

all information about the electrodes. This allows to perform the DFT calculation of the full

transport system by solving the KS equations just for the central region and to include the

electrodes in terms of hybridization functions and Fermi functions. There are two main

differences to the standard equilibrium DFT approach introduced in the previous section

which we discuss in the following paragraphs.

First, in applying a bias voltage at the electrodes, e.g. by shifting their chemical potentials,

the central region is driven into nonequilibrium. The KS orbitals in the central region are

not filled with N electrons according to Eq. 2.2.5 anymore because, first, the left and right

electrodes include dissipative terms and may change the filling of the central region, and

second, in nonequilibrium the central region does not obey Fermi-Dirac statistics anymore.

Therefore the electron density needs to be connected to a density matrix Dij by

nprq “
ÿ

ij

Φiprq<tDijuΦjprq . (2.2.13)
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Here, we imply a basis set with real basis functions to neglect the imaginary part of Dij . The

density matrix is connected to the lesser Green’s function by

Dij “ xâ
:

j âiy “
1

2πi

ż 8

´8

dω Găijpωq . (2.2.14)

Obviously, the calculation of Găijpωq requires the KS Hamiltonian of the central region and

the hybridization functions and Fermi functions of the electrodes. To simplify Eq. 2.2.14, we

use Eqs. 2.1.54 and 2.1.55 in the noninteracting case (Γeepωq “ 0) to write

Găpωq “ ´fLpωq
`

Gpωq ´G:pωq
˘

` i pfRpωq ´ fLpωqqGpωqΓ
RG:pωq . (2.2.15)

This is justified since the KS system is an effective system of noninteracting particles by

construction. By inserting Eq. 2.2.15 into Eq. 2.2.14, the density matrix becomes

Dij “
i

2π

ż 8

´8

dω fLpωq
´

Gijpωq ´G
:

ijpωq
¯

looooooooooooooooooooooomooooooooooooooooooooooon

DL
ij

(2.2.16)

`
1

2π

ż 8

´8

dω pfRpωq ´ fLpωqq
 

GpωqΓRpωqG:pωq
(

ij
looooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooon

DR
ij

.

In the equilibrium case, DR
ij is zero due to having the same Fermi function for the whole

transport system, fRpωq “ fLpωq. The integrand of the DL
ij term includes the Green’s

functions Gpzq and G:pzq where all poles lie on the real axis and the functions are analytic

otherwise. Therefore, the residue theorem and the poles of the Fermi function fLpzq at

zν “ ip2ν ` 1qπkBT can be used for performing the integration on a contour where the

integrand is smooth. In nonequilibrium, the computation of DR
ij involves the triple product

GpωqΓRpωqG:pωq which is not analytic anymore and the integration has to be done on a fine

grid and using finite level broadening of the poles in the Green’s functions. Unfortunately,

this integration can be problematic even at small bias voltages.

Secondly, in the DFT calculations for the central region, we have open boundary conditions

and the Hartree potential must be chosen consistently at the boundaries to the electrodes.

This can be done by taking

Vhprq “ φprq ` ar` b . (2.2.17)

where φprq is a solution of the Poisson equation in the central region and the remaining term,

which is not determined by the Poisson equation, can be chosen according to the electrostatic

potential at the electrode boundaries.

2.2.4 Success story, limitations and perspectives

Perspectives about quantum transport simulations from first principles can for instance be

found in Refs. [4, 5, 90, 91]. The DFT+NEGF method is, compared to other methods, com-

putationally feasible and is able to explain many transport effects occurring in experiments
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qualitatively. Famous examples are the exponentially decaying conductance with the length

of molecules like alkanes, oligophenylenes and oligothiophenes [92] and the increasing con-

ductance with the length of oligoacenes [93]. As demonstrated by these examples, for many

transport systems the DFT+NEGF method gives the qualitative picture of the transport

properties but fails in calculating the conductance quantitatively. Calculated conductance

values tend to be up to a factor of two orders of magnitude higher than the measured ones.

There are at least two reasons for this discrepancy; first, the conductance depends sensitively

on the geometry which is often not known very well, and secondly, the approximations done

in the DFT+NEGF method which we will discuss more in detail in the present section.

DFT - a ground state theory

A consequence of the Hohenberg-Kohn theorem is that the ground-state energy is a functional

of the ground-state particle density. In this paragraph, we assume that we know the exact

energy functional. Quantities being a functional of the ground-state particle density can in

principle be obtained in DFT if their functional form is known. Applying the variational

principle for minimizing the energy functional leads to the KS Hamiltonian which describes

a fictitious system of noninteracting particles that generates the same ground-state density

as the given system of interacting particles. A rigorous interpretation of eigenenergies of

the KS Hamiltonian is very difficult; an exception is the energy of the HOMO which is

the negative of the ionization potential of the system [94]. In the DFT+NEGF method,

transport calculations are done using this KS Hamiltonian. To see whether doing so is

justified, in the spirit of DFT, one has to derive the conductance functional Grns. For the

single impurity Anderson model (SIAM) at T “ 0 K and zero bias, this functional is known

[95–98] and the DFT+NEGF calculation yields the exact zero-bias conductance provided

that the exact ground-state functional has been used. This is the main argument why using

the KS Hamiltonian in the DFT+NEGF method could lead to the correct conductance even if

the KS Hamiltonian and thus Green’s functions are, in general, not physical. Generalization

for the observations on the SIAM to multi-level models is discussed but Schmitteckert et

al. [99] showed that the deviations of KS transport to the exact conductance can be sizable.

DFT - approximating the functional

Doing exact DFT implies knowing the exact exchange correlation functional, which is in

general not the case and approximated functionals are used instead. In the case of finite-bias

calculations there is even a dynamical contribution to the exchange correlation functional [91,

100] and there is no hint that these contributions are generically small. The approximate

nature of the exchange correlation functional leads to the so-called level misalignment of

the eigenenergies of the KS Hamiltonian. The quality of a given functional is often judged

by comparing the local spectral function, e.g. the width and position of the resonances, to

higher level theories or experiments. Known problems within KS DFT are: i) In open-

shell systems, the Kondo effect and the Coulomb blockade are not captured by GGA and
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2.2. Density functional theory

hybrid functionals due to the missing derivative discontinuity. Consequently, there is no

Abrikosov-Suhl resonance and the HOMO-LUMO gap is underestimated. ii) The HOMO-

level is estimated usually to high in energy with respect to the vacuum level. This is caused

by a self-interaction error [29] resulting from a spurious interaction of an electron with the

Hartree and exchange correlation potentials generated by itself. iii) The screening effect of

the electrodes is ignored in GGAs and hybrid functionals and therefore the HOMO-LUMO

gap is not reduced. Strategies to overcome these problems are developements by the surface

science community, such as the scissor operator and image charge corrections, and the use of

higher level theories, such as GW [101, 102]. The first strategies are often criticized for being

ad hoc. The latter suffers from converging problems, is computationally more demanding,

and does not guarantee better results. Kondo effect and Coulomb blockade remain out of

the range of both strategies.

DFT+NEGF - technical issues

Beside the problems in the foundation of the DFT+NEGF method, there are some technical

issues leading to deviations in the calculated results. There are small differences in the

numerical implementations of the codes [5]. Deviations in calculated results are caused by,

e.g., variations in the positions where the system is separated into electrodes and central

region, and the way how the semi-infinite leads are calculated. Another important factor is

the basis set chosen in the DFT calculation. For instance, Ref. [82] compares codes using

Wannier and atomic basis sets, respectively.

Perspectives

There exist several concepts to overcome the limitations of the DFT+NEGF method. First,

TDDFT [91] and steady-state DFT [103] are both giving nonequilibrium contributions to the

exchange correlation functional. Secondly, there are approaches avoiding DFT in general such

as the configuration interaction (CI) formalism [104] which suffers from the finite CI expansion

and the use of scattering boundary conditions. Also dynamical mean-field theory (DMFT)

has become a promising technique for calculating transport [11]. One can take advantage of

the power of the DFT+NEGF method in the uncorrelated parts of the transport system and

use many-body methods and modeling for the correlated parts. The present thesis is in the

spirit of the latter approach and we present details in the following Sec. 2.3.
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2.3 Embedded many-body systems

Since strongly correlated molecules require a proper many-body treatment, the present sec-

tion introduces a projection scheme to obtain an AIM describing the strongly correlated parts

of the transport system embedded in the environment describing the residual system. We

refer to Refs. [105–107] for a general overview to quantum embedding theories. Furthermore,

in the present section, we briefly discuss the impurity solver employed within this thesis.

While Secs. 2.3.1 and 2.3.2 introduce the projection scheme for the case of orthogonal and

nonorthogonal basis functions, Sec. 2.3.3 defines the multi-orbital AIM, and Sec. 2.3.4 briefly

discusses the impurity solver employed within this thesis. Finally, in Sec. 2.3.5, we present

how to separate the coherent transmission into contributions from different channels.

2.3.1 Projection onto the correlated subspace

In this section, we briefly discuss the projection onto the correlated subspace in case the

effective one-particle KS Hamiltonian is given in a basis of orthogonal orbitals, e.g. MLWF.

The AIM then allows to study the influence of correlation effects on quantum transport in

addition to those effects already covered by standard DFT+NEGF. We apply the projection

scheme presented in the present section to the case of BDT between monoatomic Au and Pt

electrodes in Chpt. 3.

We consider an LCR transport system as already drawn schematically in Fig. 2.2. We

transform the Hamiltonian of the central region H by use of the unitary transformation

matrix M to obtain

H̄ “M :HM “

˜

H̄AI H̄AI,NI

H̄:AI,NI H̄NI

¸

. (2.3.1)

In the transformed space, the Hamiltonian separates in a noninteracting (NI) part, the An-

derson impurity (AI), and coupling terms. M defines whether orbitals belong to AI or NI.

The very difficult and challenging task is choosing M , and therefore, the correlated subspace.

Two commonly used approaches for defining the correlated subspace are (i) choosing a sub-

set of the localized orbitals, e.g. MLWF or atomic orbitals, or (ii) selecting eigenorbitals or

molecular orbitals. Criteria like localization and filling of the transformed basis orbitals -

sometimes paired with physical intuition - are essential for defining the correlated subspace.

Comparison of the relevant energy scales, Γ̄AI À U , shows whether a proper many-body

treatment is required.

The noninteracting retarded Green’s function in transformed space is given by

Ḡ0pωq “
1

pω ` i0`q1´ H̄ ´ ∆̄Lpωq ´ ∆̄Rpωq
(2.3.2)

where the transformed hybridizations of the electrodes are ∆̄ipωq “M :∆ipωqM for i P tL,Ru.
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2.3. Embedded many-body systems

The AI hybridization caused by the NI part and the electrodes is given by

∆̄AIpωq “ H̄AI,NI

ˆ

pω ` i0`q1NI ´ H̄NI ´ p∆̄
LqNIpωq ´ p∆̄

RqNIpωq

˙´1

H̄NI,AI . (2.3.3)

p∆̄iqNIpωq for i P tL,Ru denotes the NI part of the hybridization. Eq. 2.3.3 assumes that

there is no direct coupling between electrode orbitals and the AI which can be fulfilled in

any case by choosing the size of the central region appropriate. The Hamiltonian H̄AI and

the hybridization ∆̄AIpωq are the ingredients to the AIM which we discuss in Sec. 2.3.3.

2.3.2 The case of nonorthogonal basis functions

In this section, we present the projection formalism to construct an AIM in a basis set of

orthogonal orbitals starting from the KS Hamiltonian given in a basis set of nonorthogonal

orbitals, e.g. pseudo-atomic orbitals. We apply the scheme presented in this section to the

case of CuPc on Au(111) and Ag(111) in Chpt. 4. The present section is mainly adopted

from Ref. [108] and includes a concise introduction to the approach proposed by Droghetti

et al. [45] along with some modifications.

In a first step, the system is separated into a noninteracting (coherent) part and a strongly

correlated part described by the AIM. Therefore, Droghetti et al. [45] divide the system into

several regions (see Fig. 2.3). The left lead (L) couples to the so-called extended molecule

(EM) which in turn is coupled to the right lead (R). The extended molecule is often also

referred to as the central region. The leads are chosen such that there is no one-particle

overlap between them. In our case, we choose the left lead being on the metal surface side

and the right lead on the tip side of the system. The EM is further subdivided into: extended

region (ER), interacting region (IR), and the Anderson impurity (AI), with EM Ě ER Ě IR Ě

AI.

Figure 2.3: The schematic representation of the transport region consisting of left and right

lead (only the surface layer are shown) and the extended molecule (EM, black), or rather the

central region, with its subsystems: the extended region (ER, green), the interacting region

(IR, blue), and the Anderson impurity (AI, red).

The IR includes all orbitals that may contribute to the AI. From the IR, we determine the

AI by diagonalizing HIR and selecting the correlated orbitals depending on their localization
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and filling. Hence, the AI describes the strongly correlated orbitals for which a Hubbard

interaction is taken into account. In addition to the actual molecule, we include orbitals

from the tip as well as the first surface layer of the substrate to the IR. This allows the

orthogonal correlated orbitals to extend into the tip or the surface. In the following, we have

to construct an AI with basis functions orthonormal to the rest of the system. Therefore, we

define the ER as consisting of all orbitals with finite overlap with the IR, including the IR

itself. The set of remaining orbitals (which we denote as EMzER) are split into two parts

that couple to the left (α) or the right (β) lead, respectively.

Since DFT codes like SIESTA [84] use atomic orbitals, we have to take their nonorthogonality

into account. The overlap matrix S and the one-particle Hamiltonian H of the EM have the

structure

X “

¨

˚

˝

Xαα XαER Xαβ

X:αER XER X:βER

X:αβ XβER Xββ

˛

‹

‚

(2.3.4)

with X denoting either S or H. X:ij is the conjugate transpose of the block matrix Xij . To

project onto an AI that is orthogonal to all remaining orbitals, we have to find a transfor-

mation W that divides the ER into a noninteracting (NI) and an AI part such that

S̄ “W :SW “

¨

˚

˚

˚

˝

1NAI
0 0 0

0 Sαα S̄αNI Sαβ
0 S̄:αNI S̄NI S̄:βNI

0 S:αβ S̄βNI Sββ

˛

‹

‹

‹

‚

(2.3.5)

and

H̄ “W :HW “

¨

˚

˚

˚

˝

H̄AI 0 H̄AI,NI 0

0 Hαα
H̄αNI Hαβ

H̄:AI,NI H̄:αNI H̄NI H̄:βNI

0 H:αβ H̄βNI Hββ

˛

‹

‹

‹

‚

. (2.3.6)

The block in the upper left corner describes the AI in basis functions orthogonal to each other

and to the noninteracting (NI) orbitals describing the rest of the ER. Note that Hamiltonian

and overlap matrix of EMzER are unaffected by the transformation W , hence X̄ij “ Xij for

i, j P tα, βu.

W is neither unitary nor uniquely defined. One possibility to obtain it is the following

procedure using three consecutive transformations W1, W2, and W3 with W “W1W2W3:

W “

¨

˚

˝

0 1Nα 0 0

WAI 0 WNI 0

0 0 0 1Nβ

˛

‹

‚

. (2.3.7)

In the first step, the AI is projected out using

W1 “

¨

˚

˝

0 1Nα 0 0

UER 0 UNI 0

0 0 0 1Nβ

˛

‹

‚

(2.3.8)
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where UER consists of the contributions of the orbitals in IR to the impurity orbitals. UNI

is the identity matrix with removed columns at the indices of the impurity orbitals. The

second step orthogonalizes the AI to all other orbitals in ER by changing the orbitals in NI.

W2 “

¨

˚

˚

˚

˝

1NAI
0 ´WSB 0

0 1Nα 0 0

0 0 1NNI
0

0 0 0 1Nβ

˛

‹

‹

‹

‚

(2.3.9)

with WSB “ S̃´1
AI S̃AI,NI, S̃AI “ U :ERSERUER, and S̃AI,NI “ U :ERSERUNI. To be precise,

X̃ “ tS̃, H̃u are the matrices after the first transformation step, i.e., X̃ “W :
1XW1, and S̃AI,

S̃AI,NI, and H̃AI are block matrices of S̃ and H̃, respectively. The third step diagonalizes S̃AI

and H̃AI. The AI basis functions are orthogonalized via a Löwdin transformation and H̃AI

is diagonalized by solving the eigenvalue problem

S̃
´1{2
AI H̃AIS̃

´1{2
AI UAI,ψ “ UAI,ψH̄AI . (2.3.10)

This results in the transformation

W3 “

¨

˚

˚

˚

˝

W3,AI 0 0 0

0 1Nα 0 0

0 0 1NI 0

0 0 0 1Nβ

˛

‹

‹

‹

‚

(2.3.11)

with W3,AI “ S̃
´1{2
AI UAI,ψ.

The noninteracting retarded Green’s function projected in the EM subspace is given by

G0pωq “
1

pω ` i0`qS ´H ´∆Lpωq ´∆Rpωq
. (2.3.12)

As the Green’s functions are the inverse of the noninteracting Hamiltonian H in a one-particle

basis, they have the same block-matrix structure given by either Eq. 2.3.4 in the original space

or Eq. 2.3.6 in the transformed space. Under transformation W of the Hamiltonian, Green’s

functions transform with the inverse of W and therefore Ḡpωq “W´1GpωqW´1:. Hybridiza-

tions on the other hand transform like H, i.e., according to ∆̄ “ W :∆W . Especially, the

Green’s function of the ER transforms like

GER “

´

W :

AI,W
:

NI

¯

ḠER

˜

WAI

WNI

¸

. (2.3.13)

For our analysis, we need the DOS projected on orbital ν of the nonorthonormal atomic basis

of the ER obtained from TranSIESTA.

AER,νpωq “ ´
1

π
= pGERpωqSERqνν (2.3.14)

The atomic-element resolved DOS is obtained by summation over all basis functions belonging

to the corresponding atom. Similarly, the total DOS is the sum over all projections, AERpωq “
ř

ν AER,νpωq.
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The AI hybridization caused by NI, α, β and the electrodes is given by

∆̄AIpωq “ H̄AI,NIḡNIpωqH̄NI,AI (2.3.15)

with ḡNIpωq being the NI part of the Green’s function

ḡBpωq “

ˆ

pω ` i0`qS̄B ´ H̄B ´ p∆̄
LqBpωq ´ p∆̄

RqBpωq

˙´1

(2.3.16)

where B “ α`NI`β. p∆̄iqBpωq for i P tL,Ru denotes the B part of the electron hybridization.

The Hamiltonian H̄AI and the hybridization ∆̄AIpωq are the ingredients to the AIM which

we discuss in the following section.

2.3.3 The Anderson impurity model

In the present section, we discuss the strongly correlated part, the AIM, more in detail. The

Hamiltonian of the isolated impurity is

Anderson impurity:

ĤAI “
ÿ

ijσ

´

H̄AI,ijσ ´ δijH
dc
iσ

¯

â:iσâjσ ` Ĥ int, (2.3.17)

where

Ĥ int “
1

2

ÿ

ijσ

Uijn̂iσn̂jσ̄ `
1

2

ÿ

i‰j,σ

Vijn̂iσn̂jσ .

Above, n̂iσ “ â:iσâiσ is the particle number operator of orbital i and spin σ in second quan-

tization with creation (annihilation) operators â:iσ (âiσ). We also assumed that non-density-

density terms are negligible. In the AIM, the impurity is coupled to a bath of noninteracting

fermions:

Anderson impurity model:

ĤAIM “ ĤAI `
ÿ

ikσ

Ṽik

´

â:iσ ĉikσ ` h.c.
¯

`
ÿ

ikσ

εikn̂ikσ . (2.3.18)

ĉ:ikσ (ĉikσ) are the creation (annihilation) operators of the kth bath state of orbital i with

spin σ.

We have already determined H̄AI by use of the KS Hamiltonian via the transformation

schemes presented in Secs. 2.3.1 and 2.3.2. Also the interaction parameters Uij and Vij can

in principle be calculated from first principles, e.g. by employing CRPA or CLDA [109],

respectively, but in the present thesis, we restrict ourselves to values from literature, existing
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theoretical studies, and experimental evidence. For the double counting term Hdc
iσ , we used

the around mean field (AMF) double counting [110],

Hdc
iσ “ xi

ÿ

j

Uijn
0
j ` xi

ÿ

j‰i

Vijn
0
j , (2.3.19)

where we introduced an orbital dependent factor xi according to Ref. [111]. xi is set to be

one if not stated otherwise and n0
j is the occupation of orbital j obtained from DFT. The

hybridization function ∆̄AIpωq given in Eq. 2.3.3 or Eq. 2.3.15, respectively, defines the bath

parameters εik and Ṽik via

 

∆̄AIpωq
(

ii

!
“

ÿ

k

Ṽ 2
ik

ω ` i0` ´ εik
. (2.3.20)

In this example, we neglect off-diagonal hybridizations
 

∆̄AIpωq
(

ij
for i ‰ j. To clarify,

for any given hybridization function ∆̄AIpωq, we have to find bath parameters such that

Eq. 2.3.20 is satisfied.1

2.3.4 Solving the many-body problem

There are Hamiltonian based methods, such as exact diagonalization (ED) [112] and renor-

malization group techniques (e.g. NRG [113], DMRG [114]), and impurity Green’s function

based methods, such as perturbative approaches (e.g. NCA [115], IPA [116]) and continuous-

time quantum Monte Carlo (CTQMC) methods [14].

In the next sections, we briefly introduce three selected impurity solver employed in the

present thesis: (i) a solver based on ED and CPT, (ii) a CTQMC solver based on the strong-

coupling hybridization expansion (CTHYB) [117], and (iii) the fork tensor product state

(FTPS) solver [46].

Exact diagonalization

The basic principle of ED methods [112, 118] is to restrict the number of interacting and

noninteracting sites such that the remaining system can be diagonalized numerically in many-

body space, e.g. as presented in Sec. 2.1.5. Typically, the AIM consists of a few correlated

sites coupled to an infinite bath of noninteracting fermions which is approximated in the ED

method by a finite-size bath. Due to the truncated bath, ED suffers from finite-size artifacts.

In this thesis, we use the following ED approach. We calculate the atomic Green’s function

of the impurity sites by completely neglecting the bath and couple the bath afterwards using

the coupling equation 2.1.43. This approximation, also known as CPT approximation, is

justified close to equilibrium if the impuritiy sites couple weakly to the bath and is exact in

the noninteracting case.

1We obtain the actual values of εik and Ṽik by the following procedure. Starting from the hybridization
 

∆̄AIpωq
(

ii
, we define equally spaced energy intervals Ik and represent each interval using a single bath site.

εik is then given by the center of this interval, while Ṽ 2
ik is the area of

 

∆̄AIpωq
(

ii
in the given interval.
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Continuous-time Quantum Monte Carlo in hybridization expansion

We give a brief summary of the CTHYB algorithm following Refs. [14, 119]. CTHYB is

based on the expansion of the partition function

Z “ Tr
!

e´βĤAIM

)

“ Tr
!

T e´βĤ0e´
şβ
0 dτĤhybpτq

)

. (2.3.21)

Here, we use the interaction picture for Ĥhyb in imaginary time τ , and therefore,

Ĥhybpτq “ eτĤ0Ĥhybe
´τĤ0 . (2.3.22)

The partition function can be expanded in a power series,

Z “
8
ÿ

n“0

ż β

0
dτ1 . . .

ż β

τn´1

dτn Tr
!

e´βĤ0Ĥhybpτnq . . . Ĥhybpτ1q

)

. (2.3.23)

Writing Ĥhybpτq in terms of annihilation and creation operator and subsequently integrating

out the noninteracting bath operators produces

Z “ Zbath

ÿ

n

ż

dτ1 . . . dτn
ÿ

l1...ln

Tr
!

e´βĤ0T olnpτnq . . . ol1pτ1q

)

det ∆ . (2.3.24)

The noninteracting bath partition function Zbath can be calculated analytically. The re-

maining bath contribution is in terms of the determinant of the hybridization function. The

operators ol are the creation and annihilation operators, respectively.

Now the problem lies in evaluating the sums and integrals which can be done by employing

importance sampling. Let a configuration be one of the terms in the sums and integrals

given by the information which operator acts at which time. In importance sampling, we

want to sum up configurations with high contribution to the total sum. If we interpret

the contribution to the total partition function divided by the total partition function as a

probability density function (PDF), we can perform a Markov chain Monte Carlo process.

Unfortunately, in general the single contributions to the total partition function are not

positive. If a contribution is negative, it cannot be interpreted as a PDF. The trick to

overcome this problem is to sample the modulus of the contribution and treat the sign in the

observables. This approach suffers from the sign problem which can lead to exponentially

scaling of the algorithm.

It turns out that the Green’s function can be measured by reweighting the determinant.

Within this thesis, we used the CTHYB implementation of the TRIQS/CTHYB package

[120]. In summary, CTHYB is able to solve multi-orbital AIMs at finite temperature β

statistically exact on the imaginary-time axis. For obtaining the Green’s function on the

real-time axis the analytic continuation (AC) has to be performed. We discuss the AC

of imaginary-time Green’s function data and the standard approach, the maximum entropy

method (MEM), in Sec. 5.2. Within this thesis, we invented a novel approach called Bayesian

parametric analytic continuation (BPAC) which we present in Chpt. 5.
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Fork tensor product states

An impurity solver directly working in real time is the recently developed FTPS multi-orbital

impurity solver [46, 47]. The algorithm was developed by Daniel Bauernfeind who also did

the FTPS calculations for the AIM in this thesis. As the author of this thesis was not directly

involved in applying the FTPS solver, we only introduce the most important aspects of this

approach and refer the interested reader to Ref. [48] for a detailed explanation of the FTPS

algorithm.

The FTPS solver uses a special tensor network representation of the many-body ground state:

|Ψy “
ÿ

s1,...,sN

cs1,...,sN |s1, . . . , sNy . (2.3.25)

Tensor networks in general represent the rank-N tensor cs1¨¨¨sN as a product of tensors of much

smaller rank. Matrix product states (MPS) are the simplest decomposition and represent

the coefficient in a linear arrangement of tensors. FTPS reduce to MPS for a single orbital

model, but are a more involved tensor network in the multi-orbital case. To solve the AIM it

is necessary (i) to discretize the bath on the real-frequency axis with a large number of bath

sites and (ii) to set up the tensor product operator encoding the many-body Hamiltonian.

Then, density matrix renormalization group (DMRG) [114] is used to find the many-body

ground state |ψ0y by minimizing

E0 “ min
|Ψy

xΨ| Ĥ |Ψy

xΨ|Ψy
. (2.3.26)

By real-time evolution, we obtain the retarded Green’s function as

GFTPS
ij ptq “ ´iΘptq xψ0| tâiptq, â

:

jp0qu |ψ0y . (2.3.27)

Note that this implies that FTPS is a zero-temperature method. A subsequent Fourier

transform to energy space gives access to the impurity spectral function

AFTPS
i pωq “ ´

1

π
=GFTPS

ii pωq (2.3.28)

with

GFTPS
ij pωq “

ż

dt eiωt´ηtGFTPS
ij ptq . (2.3.29)

The artificial broadening η ą 0 is necessary to avoid finite size effects. In ω space such a

broadening corresponds to a convolution with a Lorentzian of width η. Although this can

have similar effects as a finite temperature, we emphasize that FTPS is a zero temperature

method to calculate the T “ 0 spectrum with broadened peaks.

2.3.5 Channel-resolved transmission

This section is mainly adopted from Ref. [108] and discusses how to separate the coherent

part of the current, described by the Landauer-Büttiker formula, into three parts: (i) the
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transmission TNI of the NI region, (ii) the coherent transmission TAI of the AI, and (iii) an

interference term TI between these two. We consider the transport system with the structure

presented in Sec. 2.3.2 consisting of L, R, and the EM with its subdivisions. Obviously, the

Landauer-Büttiker formula also holds in the transformed space obtained by the transforma-

tion matrix W and Tcoh simplifies to

Tcohpωq “ Tr
“

Γ̄LpωqḠpωqΓ̄RpωqḠ:pωq
‰

(2.3.30)

“ Tr
”

Γ̄L
ERpωqḠERpωqΓ̄

R
ERpωqḠ

:

ERpωq
ı

“ Tr
”

Γ̄L
NIpωqḠNIpωqΓ̄

R
NIpωqḠ

:

NIpωq
ı

.

The second line holds since the block matrices Hαβ and Sαβ are negligible as α and β are

spatially separated because the ER includes tip, molecule, and surface of the STM configura-

tion. We can obtain the third line because the block matrices H̄x,AI and S̄x,AI with x P tα, βu

in Eqs. 2.3.5 and 2.3.6 are zero by construction, see W2 in Eq. 2.3.9. Γ̄xNI with x P tL,Ru are

obtained from their respective hybridization functions given by

∆̄L
NIpωq “ pω

`S̄NI,α ´ H̄NI,αqpω
`S̄αα ´ H̄αα ´ ∆̄L

ααpωqq
´1pω`S̄α,NI ´ H̄α,NIq

∆̄R
NIpωq “ pω

`S̄NI,β ´ H̄NI,βqpω
`S̄ββ ´ H̄ββ ´ ∆̄R

ββpωqq
´1pω`S̄β,NI ´ H̄β,NIq . (2.3.31)

Here, we used the abbreviation ω` “ pω ` i0`q. The Green’s function

ḠNIpωq “ḡNIpωq ` ḡNIpωqH̄NI,AIḠAIpωqH̄AI,NIḡNIpωq
looooooooooooooooooooomooooooooooooooooooooon

∆ḠNI

(2.3.32)

consists of two parts: the noninteracting Green’s function ḡNIpωq and the hybridization with

the interacting Green’s function ḠAIpωq. Inserting ḠNIpωq into Eq. 2.3.30 gives

Tcohpωq “ Tr
”

Γ̄L
NIpωqḡNIpωqΓ̄

R
NIpωqḡ

:

NIpωq
ı

loooooooooooooooooooomoooooooooooooooooooon

TNI

` Tr
“

Γ̄L
NIpωq∆ḠNIpωqΓ̄

L
NIpωqp∆ḠNIq

:pωq
‰

loooooooooooooooooooooooooomoooooooooooooooooooooooooon

TAI

` Tr
“

Γ̄L
NIpωqp∆ḠNIq

:pωqΓ̄R
NIpωqḡNIpωq

‰

` Tr
”

Γ̄L
NIpωqḡ

:

NIpωqΓ̄
R
NIpωq∆ḠNIpωq

ı

“ TNIpωq ` TAIpωq ` TIpωq . (2.3.33)

As claimed above, Eq. 2.3.33 separates the coherent transmission into the three parts TNIpωq,

TAIpωq, and TIpωq. Additionally, we can rewrite the coherent transmission over the AI as

TAIpωq “ Tr
”

Γ̄L
AIpωqḠAIpωqΓ̄

R
AIpωqḠ

:

AIpωq
ı

(2.3.34)

with

Γ̄L
AIpωq “ H̄AI,NIḡNIpωqΓ̄

L
NIpωqḡ

:

NIpωqH̄NI,AI

Γ̄R
AIpωq “ H̄AI,NIḡ

:

NIpωqΓ̄
R
NIpωqḡNIpωqH̄NI,AI . (2.3.35)
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2.4. The Kondo effect

2.4 The Kondo effect

One of the cooperative many-body phenomena in solid-state physics, the Kondo effect, re-

ceives increasing attention due to experimental techniques allowing unprecedented control

over single-molecule junctions, as e.g. in STM experiments. In the present section, we work

out some basics of the Kondo effect.

While Sec. 2.4.1 gives a historical introduction to the Kondo effect, we introduce the Anderson

model in Sec. 2.4.2. In Sec. 2.4.3, we obtain the Kondo model, describing the low-energy

physics of the Anderson model, by applying the Schrieffer-Wolff transformation. In Sec. 2.4.4,

we summarize Anderson’s scaling idea and obtain a formula for the Kondo temperature. We

discuss the SU(4) Kondo effect in Sec. 2.4.5.

2.4.1 Introduction

At the beginning of this section, we give a brief introduction to the history of the Kondo effect

composed of Refs. [35, 57, 61, 121]. In 1933 at Leiden University, de Haas et al. [122] found a

curious resistance minimum at non-zero temperature in gold, copper and silver. In contrast,

most metals have a monotonically decreasing resistivity with decrease of temperature due

to phonon scattering. It turns out that the Kondo temperature - roughly speaking the

temperature at the resistance minimum - completely describes the low-temperature electronic

properties of the material. In 1964 the Japanese theorist Kondo [34] could explain this

resistance minimum by considering the scattering from a magnetic ion that interacts with the

spins of the conduction electrons. In calculating the scattering rate in perturbation theory,

he derived that the resistance in the metal increases logarithmically when temperature is

lowered which explains the upturn of the resistance at low temperatures. It turns out that

his description is only correct above a certain temperature which became known as the Kondo

temperature TK. At zero temperature his solution shows an unphysical divergence, which

became known as the Kondo problem. In 1969 Anderson and Yuval [123] came up with the

idea of scaling in the Kondo problem and were able to predict properties of a real system close

to zero temperature. Scaling means eliminating the higher order excitations perturbatively

to give an effective model valid on a lower energy scale. In 1975 Wilson [113] found that

numerical renormalization overcomes the shortcomings of conventional perturbation theory

and confirmed Anderson’s scaling ansatz. He proved that at temperatures well below TK

the magnetic moment of the impurity is screened entirely by the spins of the conduction

electrons. In 1980 Andrei and Wiegmann [124, 125] discovered exact solutions to the Kondo

model using the Bethe ansatz [126].

Nowadays, the Kondo effect receives increasing attention due to experimental techniques,

e.g. STM experiments, allowing unprecedented control over Kondo systems. First STM mea-

surements on the Kondo effect have been done in 1998 [38, 39]. In the meantime some

spectacular experiments have been realized, e.g. the observation of the mirror image of the

Kondo resonance of a Co impurity in one focal point of an ellipse of atoms [40]. Further-
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2. Theoretical concepts

more, there have been several suggestions and attempts to observe the Kondo cloud by STM

experiments, e.g. by measuring Friedel oscillations [127] or by using quantum size effects by

placing the molecules on the top of metal islands [128].

2.4.2 The Anderson model

In 1961 Anderson [13] proposed the simplest model of a magnetic impurity in a metal, the

so-called Anderson model:

ĤAnderson “
ÿ

kσ

εkn̂kσ `

ĤAL
hkkkkkkkkkkkikkkkkkkkkkkj

ÿ

σ

εn̂fσ ` Un̂fÒn̂fÓ
looooooooooooooooooomooooooooooooooooooon

Ĥ1

`
ÿ

kσ

”

V pkqĉ:kσf̂σ ` V
˚pkqf̂ :σ ĉkσ

ı

looooooooooooooooooomooooooooooooooooooon

λV

. (2.4.1)

In Eq. 2.3.18, we already defined a multi-orbital version of the Anderson model. Remarkably,

the Anderson model has widely spaced energy scales, e.g. the local-moment formation in the

f electrons is at the energy scale U “ Op1q eV and the Kondo effect is at the energy scale

kBTK “ Op1q meV. We want to discuss these two important aspects of the Anderson model,

the local-moment formation and the Kondo effect, in the following paragraphs.

To understand first the formation of a localized magnetic moment, we take a look at the

atomic-limit Hamiltonian ĤAL defined in Eq. 2.4.1. The atomic-limit approximation is jus-

tified if the hybridization to the surrounding conduction electrons is rather small. ĤAL

preserves both, the number and the spin of the electrons, and therefore, we have the eigen-

states |0y, |Òy, |Óy and |Öy with the corresponding eigenenergies 0, ε, ε and 2ε ` U . If we

consider the case ε ă 0 and U ą |ε|, the ground state is in the one-electron sector and we have

a localized magnetic moment. The cost of removing or adding an electron from the magnetic

state is given by the differences of the eigenenergies and gives rise to energy levels at ε and

ε ` U , respectively. These resonances broadened by the hybridization of the surrounding

conduction electrons can be seen in Fig. 2.4.

The Kondo effect only arises when there is hybridization of such a local moment with the

surrounding conduction electrons. So-called exchange processes can take place that effectively

flip the localized spin while simultaneously creating a spin excitation in the surrounding

conduction electrons. Fig. 2.5 schematically shows one of those exchange processes. In the

initial state (a) there is a spin-up electron on the localized impurity. Heisenberg’s uncertainty

principle allows the existence of the virtual state (b) for a very short time where an electron

is taken from the localized impurity state and put onto an unoccupied state right above the

Fermi level. Within this time scale another electron must tunnel from the Fermi sea to the

localized impurity which leads to the final state (c) having an electron with opposite spin

on the localized impurity. When such spin exchange processes happen, one finds that a new

state - the Kondo resonance, also called Abrikosov-Suhl resonance [129, 130] - is generated

right at the Fermi level, see Fig. 2.4.
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2.4. The Kondo effect

Figure 2.4: Spectral function of the Anderson model with the parameters ε “ ´1 eV, U “

2 eV and Γ “ 0.5 eV and at the temperature kBT “ 25 meV. The spectral function shows

resonances at ε and ε` U and the Fermi level EF.

(a) initial state (b) virtual state (c) final state

Figure 2.5: The magnetic impurity of the Anderson model (middle) contacted with metal (left

and right). The atomic-limit solution of the localized impurity results in an occupied level

with energy ε below the Fermi energy and a second level above the Fermi energy prohibited

by the Coulomb energy U . In the initial state (a) the impurity is occupied with an spin-up

electron which may tunnel outside the impurity by generating a classically forbidden virtual

state (b) and then be replaced by a spin-down electron from the metal. In the final state (c)

the impurity spin has effectively flipped compared to the initial state. This figure is redrawn

from Ref. [121].
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2.4.3 Schrieffer-Wolff transformation

In 1966 Schrieffer and Wolff [131] introduced a transformation to separate low- from high-

energy physics. This is done by a one-step renormalization process to integrate out high-

energy degrees of freedom and ends up at the Kondo model describing the low-energy physics

of the AIM. In this section, we only offer the basic concept of the Schrieffer-Wolff transfor-

mation but refer to Refs. [35, 57, 131] for the detailed derivation of the Kondo model.

First, we divide the Hamiltonian into two terms:

Ĥ “ Ĥ1 ` λV with Ĥ1 “

˜

ĤL 0

0 ĤH

¸

and V “

˜

0 V̂
:

V̂ 0

¸

. (2.4.2)

The Schrieffer-Wolff transformation is a canonical transformation that returns the Hamilto-

nian Ĥ to a block-diagonal form

U

˜

ĤL λV̂
:

λV̂ ĤH

¸

U: “

˜

Ĥ
1

L 0

0 Ĥ
1

H

¸

. (2.4.3)

The renormalized Hamiltonian consists of the separated low-energy Hamiltonian Ĥ
1

L and

high-energy Hamiltonian Ĥ
1

H. Since U is unitary, we can write U in terms of an antihermitian

action operator S with U “ eS . Developing S in a power series in λ gives

S “ λS1 ` λ
2S2 ` . . . . (2.4.4)

Using this definition of S reduces Eq. 2.4.3 to

eS
´

Ĥ1 ` λV
¯

e´S “Ĥ1 ` λ
´

V ` rS1, Ĥ1s

¯

(2.4.5)

` λ2

ˆ

1

2
rS1, rS1, Ĥ1ss ` rS1,Vs ` rS2, Ĥ1s

˙

` . . . .

By performing the transformation, we want to get the block-diagonal form of Eq. 2.4.3. Ĥ1

is already block-diagonal per definition, see Eq. 2.4.2. We eliminate the off-diagonal elements

in leading order λ by requiring

rĤ1, S1s “ V . (2.4.6)

Since rS1,Vs is block-diagonal, we can choose S2 “ 0 to eliminate the off-diagonal elements

up to second order λ2, and therefore, the renormalized low-energy Hamiltonian becomes

Ĥ
1

L “ ĤL `∆ĤL `Opλ3q with ∆ĤL “
1

2
λ2PLrS1,VsPL (2.4.7)

where PL projects onto the low-energy subspace. Hence, by defining S from Eq. 2.4.6 we

are able to calculate the low-energy Hamiltonian of the Anderson model which is the Kondo

model.
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Kondo model:

HKondo “
ÿ

kσ

εk ĉ
:

kσ ĉkσ ` J ps ¨ Sq with s “
ÿ

kk1

σσ1

ĉ:kσσσσ1 ĉk1σ1 (2.4.8)

Here, S is the impurity spin and s the local spin density of the conduction electrons and we

assumed the coupling constant J to be k independent,

J “ |V |2
„

1

ε` U
`

1

´ε



“ ´|V |2
U

pε` Uqε
. (2.4.9)

2.4.4 Poor man’s scaling

The scaling concept was carried out by Anderson and Yuval [123] in 1969. This section very

briefly introduces the crucial steps for deriving the Kondo temperature following Anderson’s

poor man’s approach [132]. A detailed derivation is given in Ref. [57].

In a first step, we write the Kondo model as

HKondo “
ÿ

|εk|ăD

εk ĉ
:

kσ ĉkσ ` JpDq
ÿ

|εk|,|εk1 |ăD

ĉ:kσσσσ1 ĉk1σ1 ¨ S (2.4.10)

where we introduced the finite bandwidth D of the conduction electrons and keep their

density of states constant. The poor man’s renormalization procedure follows the evolution

of JpDq that results from reducing D by |δD| by progressively integrating out the electron

states at the edge of the conduction band. In particular, poor man’s scaling does not rescale

the bandwidth to its original size after each renormalization. Using the renormalization

procedure introduced in the previous section produces the scaling equation

JpD ´ |δD|q “ JpDq ` 2J2ρ
|δD|

D
(2.4.11)

which can be rewritten to

BgpDq

B lnpDq
“ ´2gpDq2 (2.4.12)

with the coupling constant g “ Jρ. Separation of variables and integration from D0 to D1

produces for g ą 0

gpD1q “
g0

1´ 2g0 lnpD0
D1 q

“

»

–2 ln

¨

˝

D1

D0 exp
´

´ 1
2g0

¯

˛

‚

fi

fl

´1

. (2.4.13)

Most importantly, we can identify a relevant energy scale in the denominator of the argument

of the logarithm: the Kondo temperature. g becomes an universal function of the ratio
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between the finite band width D1 and the new characteristic low energy scale TK. In using

Eq. 2.4.9 and Γ{2 “ π|V |2ρ, we get

TK “ D0 exp

ˆ

πεpε` Uq

ΓU

˙

. (2.4.14)

Refs. [35, 133] obtained the prefactor D0 leading to

Kondo temperature:

kBTK “

?
ΓU

2
exp

ˆ

πεpε` Uq

ΓU

˙

. (2.4.15)

2.4.5 SU(4) Kondo effect

In the previous sections, we discussed the Kondo effect occurring in the two spin degrees of

freedom, the so-called SU(2) Kondo effect. More generally, the Kondo effect may occur in

any degrees of freedom, e.g. purely in orbital degrees of freedom as shown in Ref. [134] for

carbon nanotubes. An SU(4) Kondo effect occurs if the ground state of the system has a

fourfold degeneracy, e.g. if there are two spin and two orbital degrees of freedom as in the

double quantum dots studied in Refs. [135–138]. Filippone et al. [139] derived the SU(4)

Kondo temperature via a path integral approach to be:

SU(4) Kondo temperature:

kBTK,SU(4) “ Uf
´ ε

U

¯

ˆ

´2ΓU

πεpε` Uq

˙
1
4

exp

ˆ

πεpε` Uq

2ΓU

˙

(2.4.16)

with

fpxq “
`

´xpx` 1q3
˘

1
4 exp pgpxqq

and

gpxq “
1

4

3x´ 2

x` 2
´
x2

2

px2 ` 3x` 3q

px` 2q2
ln

ˆ

2x` 3

x` 1

˙

.
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Chapter 3

Benzenedithiolate with monoatomic

Au and Pt electrodes

3.1 Introduction

The mechanically controllable break-junction (MCBJ) experiment on the benzenedithiolate

(BDT) molecule carried out by Reed et al. [15] in 1997 is often considered as the first transport

experiment in single-molecule junctions. Although the BDT molecule became a workhorse in

the field of molecular electronics, there are severe discrepancies between experimental [15–21]

and theoretical results [22–24]. To put it in a nutshell, the calculated conductances tend to

be higher than the measured ones. Proposed reasons are the sensitivity of the conductance

to the detailed geometry of the junction [25], hydration [26], passivation [27], and correlation

effects [28–30].

In the present chapter, we study BDT contacted with monoatomic Au and Pt electrodes

employing the DFT+NEGF method using maximally localized Wannier functions (MLWF)

as presented in Chpt. 2. We refer to these transport systems as Au-BDT-Au and Pt-BDT-

Pt, respectively. Although in MCBJ and scanning tunneling microscope (STM) experiments

the formation of monoatomic Au chains has been demonstrated by several authors [140–

144], we see the transport systems studied in the present chapter as toy models which we

chose for the following reasons. From a practical point of view, using monoatomic chains as

electrodes enables performing the Wannier transformation in a very controlled way. From a

physical viewpoint, we chose these transport systems for four further reasons: (i) analyzing

how transport is affected by low-dimensional electrodes, (ii) investigating the impact of the

junction geometry on the conductance, which is more straightforward in these simplified

systems, (iii) studying the influence of many-body effects, and (iv) validating the applicability

of a single-level model as suggested by Refs. [21–23, 145].

Disregarding small changes which we made to preserve the structure of the thesis, this chap-

ter is adopted from the article First-principles molecular transport calculation for the ben-

zenedithiolate molecule published in New J. Phys. 19 103007, October 2017 [146]. This work
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3. Benzenedithiolate with monoatomic Au and Pt electrodes

Figure 3.1: Molecular system consisting of a left and a right lead (LL and LR), transition

layers (TL and TR), and the central region (C). The picture is drawn with XCrySDen [148].

Color code: C atoms, black; H atoms, blue; S atoms, light yellow; Au atoms, gold.

was carried out by Michael Rumetshofer and supervised by Lilia Boeri, Enrico Arrigoni, and

Wolfgang von der Linden. Gerhard Dorn contributed to the discussion about the many-body

effects. Starting point was the master thesis [79] written by Michael Rumetshofer where

BDT between monoatomic Au chains was studied. The present article extends the investi-

gations done in the master thesis to the case of monoatomic Pt chains as electrodes which is

essentially the main part of the present article.

This chapter is organized as follows. In Sec. 3.2, we give the details of the calculation method.

In Secs. 3.3 and 3.4, we study the Au-BDT-Au and Pt-BDT-Pt system, respectively. We

give the conclusions in Sec. 3.5.

3.2 Methods

The systems we are considering consist of a central region (C), the BDT molecule, attached

to left and right electrodes, also called leads, see Fig. 3.1. The two electrodes are further

decomposed into LL plus TL on the left side and LR plus TR on the right. To determine

the Kohn-Sham (KS) Hamiltonian of the system we employ density functional theory (DFT)

using the pseudopotential plane-wave code Quantum Espresso [147]. The unit cell, red

dashed line in Fig. 3.1, consists of the central region, left and right transition layers (TL, TR),

also called buffer regions, and the surface part of the remaining electrodes (LL, LR). The size

of the transition layers is chosen such that the electronic properties of the outermost atoms

in the unit cell do not change anymore when the unit cell is increased. This ensures that

the central region has negligible impact on the periodicity of the remaining electrodes. For

all DFT calculations in this chapter we have used the Perdew-Zunger (PZ) [149] exchange

correlation functional within the local density approximation (LDA) and non-relativistic

ultrasoft pseudopotentials from the Standard Solid-State Pseudopotentials (SSSP) library

(PSlibrary 0.3.1) [150]. According to Refs. [151, 152], we have used MLWF to get localized

wave functions Ψiprq and the corresponding Hamiltonian. All Wannier transformations are

done with wannier90 [83] which produces orthogonal MLWF.

For including electron interactions, we used a multi-orbital Anderson impurity model (AIM)
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3.3. The Au-BDT-Au system

according to Sec. 2.3.3 with the impurity being the Wannier orbitals in the central region.

In the present chapter, we refer to this approach as DFT+AIM to underline the AIM set

ontop of the DFT calculation. The interaction parameters Uij and Vij “ p1´ δijqUij are

calculated numerically via the integral

Uij “

ż

d3r

ż

d3r1 |Ψiprq|
2
ˇ

ˇΨjpr
1q
ˇ

ˇ

2
Upr, r1q (3.2.1)

with the screened Coulomb potential

Upr, r1q “
e2

4πε0η

1

|r´ r1|
(3.2.2)

where η is a constant screening factor according to Ref. [153]. We use the AMF double

counting presented in Eq. 2.3.19 and set the parameters xi “ 1,@i.

We calculate the current over the central region by using the Landauer-Büttiker formula

which is an integral over the transmission consisting of a matrix product involving the full

Green’s function of the central region GCpωq and the antihermitian parts of the hybridizations

of the transition layers ΓTL
pωq and ΓTR

pωq. We calculate GCpωq within the cluster pertur-

bation theory (CPT) approximation defined in Secs. 2.1.5 and 2.3.4, respectively. Remember

that the Landauer-Büttiker formula is exact in the CPT approximation. The hybridizations

of the transition layers ∆TL
pωq and ∆TR

pωq are obtained by, first, calculating the surface

Green’s functions of LL and LR using the method of Sancho et al. [87] and, subsequently,

applying the coupling equation to calculate the Green’s function of the transition layers TL

and TR.

Finally, we drive the system out of equilibrium by a bias voltage Vb that enters the calculation

as a shift of the on-site energies and the chemical potential by ´Vb{2 for the left electrode

and by `Vb{2 for the right electrode. In the Landauer-Büttiker formula, Vb enters also

in the Fermi functions. A gate voltage Vg is applied by shifting all on-site energies of the

central region by Vg. We want to mention that applying bias and gate voltages in that way

has the character of investigating a model system and is not a first-principle approach such

as DFT+NEGF anymore. Most importantly, DFT+NEGF at finite gate and bias voltages

would demand a nonequilibrium charge density self-consistency procedure as discussed in

Sec. 2.2.3 which we neglect in this chapter for simplicity. Nevertheless, the finite bias and

gate voltage calculations presented in this chapter reveal effects that may develop in a physical

system.

3.3 The Au-BDT-Au system

In this section, we apply the DFT+NEGF method to the Au-BDT-Au system schematically

drawn in Fig. 3.1. In a first step, we have performed DFT calculations1 for a periodic chain

1We used a cut-off energy for the wave function of Ecowf “ 64 Ry and the charge density of Econ “ 512 Ry,

the Methfessel-Paxton smearing technique with the smearing parameter Esm “ 0.01 Ry, the vacuum distance

dvac “ 12 Å, and 32 k points.
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Figure 3.2: Construction of the one-particle Hamiltonian for the monoatomic Au chains.

Left panel: plane-wave band structure (PWSCF), Wannier bands (Wannier), and nearest-

neighbor tight-binding bands (TB). Right panel: transmission function calculated from TB.

of monoatomic Au. All the parameters are converged with respect to the total energy within

5 meV. In order to find the equilibrium geometry, we have calculated the total energy of

the chain for different distances dAu between the Au atoms. We find an optimal distance of

dAu “ 2.515 Å which is close to the DFT result 2.51 Å in Ref. [154].

The band structure of the Au chain in an interval around EF is shown in the left panel of

Fig. 3.2. The Γ-X axis is along the Au chain in reciprocal space. The 6p bands are at higher

energies. The 6s and 5d bands coincide exactly with the Wannier bands which demonstrates

the properness of the Wannier transformation. The dotted lines represent the inner and the

outer energy window as described in Sec. 2.2.2 and are needed to disentangle the 6s and

5d bands from the 6p bands in the Wannier transformation. In Fig. 3.2 tight binding (TB)

means that only hopping processes to nearest-neighbor Au atoms are taken into account.

The 6s band and the 5d bands separate into the two bands corresponding to the dxz and the

dyz orbital (channel 1) and four bands corresponding to orbitals with inversion symmetry

with respect to the xy plane (channel 2). The definition of the coordinate system is according

to Fig. 3.4(b). Each symmetry channel couples only to orbitals of the same symmetry and

therefore transport takes place in two separated channels. The TB approximation turns

out to be a good approximation for the channel 1 bands which are mainly interesting for

transport. The right panel of Fig. 3.2 is the calculated equilibrium (Vb “ 0) transmission

function for TB and is similar to the results obtained in Ref. [154]. In the coherent regime

the transmission function is proportional to the number of bands at a certain energy.

After calculation of the Hamiltonian of the monoatomic Au chain, we considered the full
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Figure 3.3: Total energy of the Au-BDT-Au system as a function of the distance between

neighboring Au atoms and for different geometries. The total energy minimum is set to be

at 0 eV.

system including BDT.2 The BDT molecule can assume different geometry configurations

between the two semi-infinite Au chains. In the line configuration the BDT molecule is

forced to be on the Au-chain axis. In the atop configuration the BDT molecule slightly

hops out of the Au-chain axis, while it twists out of the axis in the twisted configuration as

shown in Fig. 3.1. There are also mixed configurations between atop and twisted, called atop-

twisted and twisted-twisted. In order to determine the energetically favorable configuration,

we compute the total energy as function of the distance between the Au atoms near to

the BDT molecule dAu-Au, namely the gap between the two (left and right) semi-infinite Au

chains, for different configurations, see Figs. 3.1 and 3.3. The distance between the Au atoms

dAu was fixed during the geometry optimizations. At dAu-Au « 8.1 Å, the BDT molecule

rearranges into thienothiophene. It occurs that the twisted configuration of the BDT atom

is energetically most favored and, consequently, we have chosen this configuration for the

ensuing transport calculations. The optimized distance is dAu-Au “ 9.16 Å. We have chosen

6 Au atoms per unit cell which ensures that the eigenvalues of the atoms at the outer edges

of the unit cell (see Fig. 3.1) are converged within 0.05 eV.

The left panel in Fig. 3.4(a) depicts a comparison of the band structure obtained with the

full plane-wave basis and with the Wannier basis. The Wannier transformation is performed

only at the Γ point and picks out 47 bands: 35 corresponding to the 6 Au atoms and there

are 12 BDT bands within this energy range. At the Γ point the PWSCF bands coincide

2We used a cut-off energy for the wave function of Ecowf “ 100 Ry and the charge density of Econ “ 400 Ry,

the Methfessel-Paxton smearing technique with the smearing parameter Esm “ 0.001 Ry, the vacuum distance

dvac “ 18 Å, and 1 k point.
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Figure 3.4: The plane-wave band structure (PWSCF) and the corresponding Wannier trans-

formation (Wannier) ((a) left panel), and the eigenorbitals of BDT in channel 1 (b). The

Wannier bands are projected onto atomic wave functions to show whether they correspond to

the Au atoms (Au) or the BDT molecule (BDT). The levels of the decoupled BDT molecule

split into channel 1 and channel 2 ((a) right panel). The eigenorbitals are drawn with VESTA

[155].
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3.4. The Au-BDT-Au system

exactly with the Wannier levels which demonstrates again the properness of the Wannier

transformation. Additionally, the obtained Wannier basis functions of the Au atoms coincide

with the Wannier basis functions of the pure Au chain which shows that the disentanglement

procedure of the 6s and 5d bands from the 6p bands is done correctly. Projections of the

wave functions onto atomic wave functions show whether the Wannier levels belong to the Au

electrodes and the transition layers or to the BDT molecule. The right panel in Fig. 3.4(a)

presents the eigenlevels of the decoupled BDT molecule. As mentioned above and outlined in

Refs. [24, 25] transport takes place in separated channels. Channel 1 (blue dashed) consists

of pz-like BDT orbitals and channel 2 (cyan) of pxy-like BDT orbitals. Each channel couples

only to the corresponding channel in the Au electrodes.

The eigenorbitals of channel 1 are shown in Fig. 3.4(b). The shape of the orbitals can

be explained by the symmetry of the benzene molecule which has the point group D6h.

LUMO+2 is the B2g orbital, LUMO+1 and LUMO are the E2u orbitals, HOMO-4 is the A2u

orbital and the others are a mixture of the benzene E1g and the sulfur pz orbitals. Due to the

fact that only the HOMO level is close to the Fermi energy, the HOMO level should mainly

contribute to transport, which is in general the case in systems with thiol anchoring groups,

see Ref. [156]. The HOMO orbital we obtained is an unsaturated sulfur p orbital and can

be compared to the HOMO orbitals obtained in Refs. [26, 157]. Passivation would shift the

HOMO level away from the Fermi energy and produce lower conductances as demonstrated in

Ref. [27]. But, in the Au-BDT-Au system we considered, charge transport through channel

1 is blocked due to the fact that there are no empty states with pz-like symmetry in the

monoatomic Au chain (only a sd-hybridized orbital belonging to channel 2 is above the

Fermi level in Fig. 3.2). The levels corresponding to channel 2 are more than 2 eV below

the Fermi energy, and therefore, transport in this channel is due to the broadening of the

electrodes and the current-voltage characteristic is nearly linear. The conductivity for the

BDT molecule contacted with monoatomic Au chains is almost constant and in the order of

0.01 G0 for bias voltages below 4 V which is in the order of the experimental values presented

in Refs. [17–20]. In contrast, according to Refs. [24, 25], using Au tips or bulk-like Au as

electrodes produces empty states with pz-like symmetry, and therefore, activates channel 1

which raises the conductance. Hence, the theoretical DFT result for the Au-BDT-Au system

with bulk-like electrodes is 0.28 G0 according to Ref. [27].

Since channel 1 contains the HOMO orbital, it would be the most important channel if

supported by the electrodes. The coupling between electrodes and the channels depends on

the geometry of the junction, and therefore, as mentioned above, Au tips or bulk-like Au as

electrodes activate channel 1. Also the use of Pt instead of Au opens channel 1 because Pt

has one electron less than Au, and therefore, also orbitals with pz-like symmetry contribute

to transport.
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Figure 3.5: Construction of the one-particle Hamiltonian for the monoatomic Pt chains.

Left panel: plane-wave band structure (PWSCF), Wannier bands (Wannier), and nearest-

neighbor tight-binding bands (TB). Right panel: transmission function calculated from TB.

3.4 The Pt-BDT-Pt system

In order to activate channel 1, we have replaced the Au atoms by Pt ones in our calculations.3

The optimized distance between the Pt atoms dPt “ 2.328 Å is comparable to the value of

2.34 Å in Ref. [158]. The plane-wave band structure, Wannier bands, and TB bands along

with the transmission function are shown in Fig. 3.5. In the Pt chain, not just channel 2 but

also channel 1 bands contribute to the equilibrium transmission at the Fermi energy.

We now consider the Pt-BDT-Pt system.4 The optimized distance between the Pt atoms near

to the BDT molecule is dPt-Pt “ 8.58 Å. It is necessary to take at least 8 Pt atoms per unit

cell to ensure that the influence of the BDT molecule on the electrode Pt atoms is negligible.

The comparison of the plane-wave band structure with the Wannier bands is given in the left

panel of Fig. 3.6(a). In the Wannier transformation we retained 62 bands: 47 corresponding

to the 8 Pt atoms and there are 15 BDT bands within this energy range. The right panel in

Fig. 3.6(a) presents the decoupled levels of the BDT molecule and is comparable to Fig. 3.4(a)

disregarding 3 more levels in channel 2 needed to get all the Pt levels in the calculation. In

the following, we will only discuss channel 1 because due to the level alignment the current

in channel 2 is an order of magnitude smaller. The eigenorbitals of channel 1 look similar

3We used a cut-off energy for the wave function of Ecowf “ 60 Ry and the charge density of Econ “ 200 Ry,

the Methfessel-Paxton smearing technique with the smearing parameter Esm “ 0.005 Ry, the vacuum distance

dvac “ 12 Å, and 60 k points.
4We used a cut-off energy for the wave function of Ecowf “ 80 Ry and the charge density of Econ “ 320 Ry,

the Methfessel-Paxton smearing technique with the smearing parameter Esm “ 0.005 Ry, the vacuum distance

dvac “ 15 Å, and 1 k point.
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Figure 3.6: The plane-wave band structure (PWSCF) and the corresponding Wannier

transformation (Wannier) ((a) left panel), and the localized Wannier orbitals of BDT in

channel 1 (b). The Wannier bands are projected onto atomic wave functions to show whether

they correspond to the Pt atoms (Pt) or the BDT molecule (BDT). The levels of the decoupled

BDT molecule split into channel 1 and channel 2 ((a) right panel). The localized molecular

orbitals are drawn with VESTA [155].
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3. Benzenedithiolate with monoatomic Au and Pt electrodes

to the ones in the Au-BDT-Au calculation in Fig. 3.4(b). The orbitals in Fig. 3.6(b) are the

localized Wannier orbitals of the BDT molecule in the Pt-BDT-Pt calculation. These are the

8 orbitals spanning the basis for the Hamiltonian of the central region. The matrix form of

the Hamiltonian of the central region and the coupling matrices to the electrodes are given

in Appendix A.1. The Fermi energy in the transport Hamiltonian is adjusted such that the

local DOS of channel 1 of the atom further away from the BDT molecule has the same filling

as in the pure atom chain.

The plot in the middle of Fig. 3.7 shows the spectral density ACpωq of the isolated (continuous

lines) and coupled (dash-dotted lines) BDT molecule. The curves labeled by DFT+AIM

represent the result for the correlated system which will be explained in Sec. 3.4.2. The peaks

in the DFT result (black continuous line) are at ´0.4 eV, ´2.0 eV, and ´2.3 eV. As discussed

above, the HOMO level closer to the Fermi level (´0.4 eV) is mainly responsible for transport.

Coupling the BDT molecule to the electrodes (black dash-dotted line) strongly influences the

levels at ´0.4 eV and ´2.0 eV which demonstrates that the system is in the strong-coupling

regime. The spectral density at the surface atom of the left and the right electrode is shown

in the left and the right panel of Fig. 3.7. The spectral density of a homogeneous multi-orbital

chain is a superposition of semicircles, see ALLpωq and ALRpωq. Coupling the homogeneous

chains to the transition layers changes the semicircular structure of the spectral density.

The spectral densities ATLipωq and ATRipωq are located i atoms away from the last point

of the transition region, i.e. points with larger i are closer to the central region. We nicely

see how the spectral function gradually changes from the multi-circular structure of the

homogeneous chain to the structure of the spectral densities ATL3pωq and ATR3pωq which

consists of peaks at ´1.6 and ´0.5 and a spike at about ´1.3. The gray-shaded area indicates

the filling. The remarkable point is that the spectral function of the transition region, that

enters the transmission function and therefore the current, has a complex structure that

will even change when a voltage is applied. As demonstrated by Cuniberti et al. [159, 160],

low-dimensional electrodes can affect the conductance due to the finite band width and the

structure in the DOS. If the DOS is nearly constant one can use the wide-band limit (WBL)

approximation which works well for systems with bulk metal electrodes [161]. However the

DOS of a one-dimensional chain has Van Hove singularities [162] near the band edge and

the WBL approximation does not work. The key message therefore is that the details of the

electrodes in such a molecular device are of crucial importance for the transport properties.

This adds to the observation that the symmetry of the molecular orbitals and the electrodes

can lead to selection rules as far as transport channels are concerned.

3.4.1 Stability diagrams

Next, we present various aspects of the charge stability of the Pt-BDT-Pt system. The

stability diagram computed with DFT is presented in Fig. 3.8(a). We have restricted the

bias voltage to ´3 Vă Vb ă 3 V because otherwise we would have to include Pt p orbitals,

and likewise, we have restricted the gate voltage to the interval ´2 Vă Vg ă 2 V, otherwise

channel 2 becomes important. Remember that applying bias and gate voltages in the way
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Figure 3.7: The colored lines represent the spectral function at different points in the tran-

sition region (first and third panel). The numbers in the indices stand for the distance of

these points from the outermost edges of the transition region. The gray-shaded area indi-

cates the filling. The spectral function of the central region (BDT molecule) is drawn in the

middle panel for the isolated BDT (continuous lines) and the BDT coupled to the electrodes

(dash-dotted lines).
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3. Benzenedithiolate with monoatomic Au and Pt electrodes

presented in Sec. 3.2 has the character of investigating a model system since we neglect

nonequilibrium charge density self-consistency; consequently, the finite bias and gate voltage

calculations are no longer DFT+NEGF calculations anymore. Moreover, the application of

voltages of that magnitude would cause additional effects, e.g., conformational changes due

to charge redistribution, which we do not take into account in our calculations. All diagrams

are calculated at an inverse electrode temperature of β “ 300 1{eV which enters in the Fermi

functions of the electrodes.

The conductance at Vb “ Vg “ 0 is 0.52 G0 and is considerable higher than the experimental

(0.01 G0 [17–20]) and theoretical DFT (0.28 G0 [27]) values of various Au-BDT-Au systems.

Beside the influence of the different contact material, the formation of monoatomic chains

results in an increase of the conductance as suggested by Refs. [26, 140, 163]. The distance

dPt-Pt is also small compared to experimental values where monoatomic chains arise under

applying stress to the electrodes. This results in a higher coupling strength between the

electrodes and the central region, and therefore, in a higher conductance.

Most strikingly, the stability diagram in Fig. 3.8(a) does not show the usual structure of

crossing straight lines resulting in rhombic patterns. The only such structure is the pair of

straight lines starting at the left edge of the diagram with Vg “ 0.8 and Vg “ 1.3, respectively.

They correspond to the level at ´2.3 eV. At Vb “ 3 the Fermi energy of the right electrode

is shifted to µ “ ´1.5. Above the Fermi level, the remaining DOS of unoccupied states has a

width of ∆Eempty “ 0.5 eV, see Fig. 3.7. Hence, the transport window of the right electrode

is p´1.5,´1.0q eV. With Vg “ 0.8, the level which was originally at ´2.3 eV is shifted to

the lower edge of the transport window and with Vg “ 1.3, it is shifted to the upper edge.

This constant distance between the lines is an effect of the band edge according to which a

positive conductance is always followed by a negative one: the band-edge effect. In our case,

the distance between the lines along the Vb axis is ∆Vb “ 2∆Eempty “ 1 eV. The factor two

results from the fact that half of the bias voltage is applied to each electrode. The slope of

the lines is constant and equal to ˘1{2. If the electrodes are shifted with ˘Vb{2, one needs

2Vb to compensate a shift in Vg. The effects can be seen so clearly as a consequence of weak

coupling of this level to the electrodes.

The levels at ´2.0 eV and ´0.4 eV produce a similar structure that can be explained by

the band-edge effect and the supporting effect. To explain the supporting effect, we have

projected out the level at ´0.4 eV. The resulting charge stability diagram is depicted in

Fig. 3.8(c). Comparison to the DFT calculation in Fig. 3.8(a) illustrates that in a broad

range of Vg it is enough to use a single-level model for describing the transport through the

BDT molecule; this is recommended by Refs. [21–23, 145]. The structure in the stability

diagram is a consequence of the strong coupling to the electrodes. In the present case, the

electrodes within channel 1 consist again of two nearly decoupled channels, the supporting

channel and the conducting channel. The real (imaginary) parts RL (ΓL) of the retarded left

electrode hybridization function ∆L,r for these two channels are shown in Fig. 3.9. Only the

conducting channel has states above the Fermi level. The real part RL shifts the levels in

the central region. RL of the supporting channel has anti-resonances at ω1 “ ´0.5 eV and

ω2 “ ´1.6 eV. The spike at ´1.3 eV is due to the small coupling between the channels in
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Figure 3.8: Charge stability diagram obtained with DFT (a) and DFT+AIM (b). Charge

stability diagram obtained with the DFT result but projected onto the level at ´0.4 eV (c),

and additionally, with the supporting channel being manually blocked (d). We refer to the

main text for a detailed interpretation of the stability diagrams.
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Figure 3.9: Real RL and imaginary part ΓL of the retarded left electrode hybridization ∆L,r.

the electrodes and its influence is negligible. The imaginary part ΓL broadens the levels in

the central region and has maxima at the anti-resonances in RL. By the supporting effect we

mean that at every Vb where the positive branch of an antiresonance of RL hits the transport

window of the opposite electrode, the energy level in the central region will be shifted up to

higher energies, and therefore, one needs smaller Vg to compensate this and the conductivity

structure in the stability diagram bends down, see Fig. 3.8(c). The blue dashed lines show

the case where the positive branches of the anti-resonances of RL hit the upper edge of the

opposite electrode,

ω1 ´
Vb

2
“ ∆Eempty `

Vb

2
(3.4.1)

ω2 ´
Vb

2
“ ∆Eempty `

Vb

2
,

and act as limit where the effect is maximal. The same effect but with opposite sign happens

if a negative branch of an antiresonance of RL hits the transport window of the opposite

electrode; there the conductivity structure in the stability diagram bends up. The red dashed

line in Fig. 3.8(c) shows the case where the negative branch of the anti-resonances of RL hits

the lower edge of the transport window, the Fermi energy, of the opposite electrode,

ω2 ´
Vb

2
“ `

Vb

2
. (3.4.2)

There the structure in the stability diagram is maximally bent up. The supporting effect

explains the appearance of more than one maximum in the current voltage characteristic

even if there is only a single level in the central region.

The interval ´∆Eempty ă Vb ă ∆Eempty shows the usual structure of a stability diagram

but smeared out due to the coupling of the electrodes. Disabling the supporting channel
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3.4. The Pt-BDT-Pt system

Level Energy [eV] Spin [~] Level Energy [eV] Spin [~]

10g -203.08 0

101 -200.81 1 9g -202.48 1/2

102 -200.24 1 91 -200.95 1/2

103 -200.11 0 92 -199.46 1/2

Table 3.1: Many-body eigenenergies of the central region in case of Pt-BDT-Pt.

produces the stability diagram in Fig. 3.8(d) where the structure can be explained just by

the band-edge effect.

3.4.2 Many-body effects

After having discussed the properties of the one-particle part of the Hamiltonian, we now

include many-body effects using DFT+AIM explained in Sec. 3.2. The interaction parameters

Uij are determined by numerical integration of Eq. 3.2.1 and are listed in Appendix A.1. We

take a constant screening parameter η “ 1.5 as proposed by Ref. [153]. The values obtained in

our calculation for the nearest-neighbor hopping between the carbon atoms within benzene in

Eq. A.1.2 and the on-site Hubbard interaction in Eq. A.1.4 are comparable to those reported

in Ref. [164].

In Tab. 3.1, the lowest many-body eigenenergies of the isolated central region are listed. The

ground state (10g) is in the 10-particle sector and is a singlet state. The other low-lying

states in the 10-particle sector have singlet or triplet symmetry. The lowest eigenenergies in

the 9-particle sector are doublet states. In principle, including interaction shifts levels and

spectral weight away from the Fermi energy and produces additional peaks, and therefore,

signatures in the current-voltage characteristic at higher voltages. Therefore, the benzene

band gap increases compared to the DFT calculation presented in Ref. [165] and can cause

a reduction of the current. In the Pt-BDT-Pt transport system, adding the full interaction

shifts the HOMO level down to ´0.6 eV, see DFT+AIM result in Fig. 3.7. The peaks

obtained by this calculation can be identified with the excitations obtained by diagonalizing

the many-body Hamiltonian of the central region. There is a peak at ´0.6 eV corresponding

to the excitation from the 10g to the 9g state. The next peak is at ´2.1 eV and corresponds

to the excitation from the 10g to the 91 state.

The stability diagram obtained by including electron-electron correlations within DFT+AIM

does not change qualitatively for |Vg| ă 0.6 eV compared to the DFT result, see Figs. 3.8(a)

and (b). The drastic change at Vg “ 0.6 eV is an artifact of CPT which happens due

to using the ground state of the isolated central region for each Vg to build up the local

interacting Green’s function independent of the applied Vb. At Vg “ 0.6 eV, the HOMO level

gets depleted, and therefore, the particle sector changes. We expect that when using more

sophisticated nonequilibrium approaches, such as the ME+CPT calculation demonstrated in

Ref. [166], the drastic change at Vg “ 0.6 eV disappears. The conductance at Vb “ Vg “ 0 of

0.86 G0 is higher than the result obtained with DFT even though the HOMO is shifted down
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3. Benzenedithiolate with monoatomic Au and Pt electrodes

in energy and has less spectral weight. In the DFT+AIM calculation the spectral weight on

the HOMO level is lower but distributed in a way that there is more weight in the orbitals

near to the electrodes which causes the higher conductance. Strange et al. [27] have obtained

the same trend at the BDT molecule connected with Au tips and studied with DFT and

GW. In contrast to Ryndyk et al. [153], the electrode coupling effects overcome the influence

of strong electron correlations in our transport system because of stronger coupling between

electrodes and BDT due to the geometry of the transport system.

3.5 Conclusions

We have performed first-principle calculations based on DFT, MLWF, NEGF and CPT to

study the molecular system consisting of BDT connected to semi-infinite monoatomic Au and

Pt electrodes. DFT within the plane-wave pseudopotential method is used to calculate the

electronic band structure of the transport system. Transforming the Kohn-Sham eigenvalues

and eigenfunctions to a real-space basis of MLWF allows to extract a Hamiltonian to model

the transport system. The NEGF method is used in turn to calculate the charge transport

through the BDT molecule. In the case of Au electrodes, the HOMO level, which usually

provides the dominant contribution to transport properties, does not contribute to transport

due to symmetry reasons, and therefore, the conductance is small. Pt electrodes, on the

other hand, enable transport via the HOMO level. Strong electron correlations are included

on the BDT molecule using a multi-orbital AIM. Since the coupling between electrodes and

molecule is large in the Pt-BDT-Pt system, the spectral properties of the electrodes are of

importance and their influence on transport overcomes the influence of many-body effects to

a large extend. We find that the band-edge effect and the supporting effect are more relevant

than strong electron correlations for the structure of the stability diagram at small gate and

bias voltages.
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Chapter 4

Copperphthalocyanine on Au(111)

and Ag(111)

4.1 Introduction

Copper phthalocyanines (CuPc) are magnetic organic semiconducting molecules with a bril-

liant blue color [167, 168]. The molecular structure of an isolated CuPc molecule is shown

in Fig. 4.1(a). The electronic properties of transition metal phthalocyanines (TMPc) in gen-

eral have been studied extensively in several environments using different methods, in both,

experiment and theory, e.g., pristine CuPc [169, 170], TMPc between monoatomic chains

[171–173], and TMPc on metal surfaces [42, 44, 174–185]. In the case of TMPc on metal

surfaces, the arising physics depends strongly on the type of the transition metal; early and

intermediate TM(II) ions (Mn, Fe, Co) have vacant d orbitals projecting out of the molec-

ular plane and hybridizing with the substrate states, while later TM(II) ions (Ni, Cu) have

unoccupied or semi-occupied dx2´y2 orbitals confined in the molecular plane and therefore

less hybridizing with the substrate orbitals [186, 187]. In several of these systems one of the

cooperative many-body phenomena in solid state physics, the Kondo effect [34–37], has been

observed, especially also for CuPc on Ag(100) [41] and Ag(111) [43].

To keep this chapter self-contained, we mainly adopted the same texts and figures as used for

the article First-principles quantum transport simulation of CuPc on Au(111) and Ag(111)

published in Phys. Rev. B 99 045148, January 2019 [108]. This work is carried out by Michael

Rumetshofer and Daniel Bauernfeind and is supervised by Wolfgang von der Linden. Michael

Rumetshofer carried out the entire simulation, with the exception of solving the Anderson

impurity model (AIM), which was carried out by Daniel Bauernfeind. All authors contributed

to the discussions and conclusions.

This chapter is structured as follows. In Sec. 4.2, we give an overview about the current

knowledge on CuPc on Au(111) and Ag(111) and discuss novel contributions made within

this thesis. While Sec. 4.3 presents the methods and calculation details, the obtained results

for CuPc on Au(111) and Ag(111) are given in Sec. 4.4. Finally, in Sec. 4.5, we give the
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(a) (b)

Figure 4.1: An isolated CuPc molecule (a) and the position of the CuPc molecule on the

Au(111) surface (b). The pictures are drawn with XCrySDen [148]. Color code: C atoms,

yellow; H atoms, cyan; N atoms, gray; Cu atom, red; Au atoms, gold.

conclusions.

4.2 Current knowledge and novel contributions

In the gas phase, the TM in TMPc binds to four isoindole ligands leaving the ion in a [TM]2`

state. The molecule itself has a square planar D4h symmetry, and hence, the TM d states

transform as b2g pdxyq, b1g pdx2´y2q, a1g pdz2q, and eg pdxz, dyzq. Depending on their symmetry

and energetic position, these orbitals hybridize to a different degree with p orbitals of the C

and N atoms. In the gas phase, CuPc has a total spin S “ 1{2 due to one unpaired electron

in the b1g state. The highest occupied and lowest unoccupied molecular orbital (HOMO and

LUMO) are delocalized a1u and 2eg π orbitals with marginal contributions from the TM

d states and therefore mainly located at the Pc. If the molecule is adsorbed on Ag(100),

see e.g. Ref. [41], surface charge transfer from the metal surface to the 2eg states generates

another unpaired spin S “ 1{2 located at the Pc. Therefore, in the adsorbed molecule one

finds two weakly interacting spins, one localized on the Cu orbitals (b1g state) and the other

induced in the Pc (2eg states), leading to singlet (S “ 0) and triplet (S “ 1) states of the

molecule. Such a charge transfer between the surface and the 2eg states does not occur in

CuPc on Au(111) [44], where the molecule remains in the doublet (S “ 1{2) state.

Photoelectron spectroscopy (PES) measurements for CuPc on Au(111) and Ag(111) show

a sharp structure at the Fermi energy for CuPc on Ag(111) but not for CuPc on Au(111),

see Refs. [43, 44]. A Kondo scenario in the 2eg states is suggested to be the possible origin.

Mugarza et al. [41, 42] measured the differential conductance of CuPc on Ag(100) at different

tip positions of the scanning tunneling microscope (STM) and found a Kondo resonance

in the 2eg orbitals and estimated the Kondo temperature to TK “ 27 ˘ 2 K. Korytár et

al. [188] performed density functional theory (DFT) calculations for CuPc on Ag(100) using
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4.3. Method and computational details

localized Wannier functions and employing the non-crossing approximation (NCA) to solve

the impurity problem describing the 2eg states plus exchange interaction with the single

occupied b1g state. Korytár et al. [188] were not able to estimate the Kondo temperature

from their ab initio calculations and state that the underlying reason for this is the DFT level

misalignment due to the lack of Coulomb repulsion. Here, we will present evidence that the

hybridization strength is an important reason for the discrepancy of the Kondo temperature

found in experiment and theory. It is well known that the Kondo temperature depends

sensitively (exponentially) on the hybridization strength with the environment. Since the

latter depends on the adsorption geometry of the molecule on the respective metal surface,

reliable estimates for the Kondo temperature can only be found if the correct geometry for

the underlying DFT calculation is used.

In this thesis, we calculate the transport properties of CuPc on Au(111) and Ag(111) from

first principles to determine a simplified model sufficient for the description of the system.

This is important in order to predict situations where the Kondo effect can be observed as well

as its properties: Kondo temperature, symmetry, involved orbitals. Especially possibilities for

the experimental observation of the Kondo cloud are a longstanding question [127, 128, 189,

190] where ab initio calculations can help to gain deeper understanding. Contrary to Korytár

et al. [188], for our calculations we use the optimized adsorption geometry obtained by Huang

et al. [44] and we check that our (many-body) spectral function is consistent with the density

of states (DOS) obtained by Heyd-Scuseria-Ernzerhof (HSE) [191] DFT calculations and by

ultraviolet photoemission spectroscopy (UPS) experiments performed in Ref. [44]. Taking

additionally into account the error propagation of the incoming parameters, this allows us

to estimate the order of the Kondo temperature from first principles. To include many-body

effects, we apply the method presented in Sec. 2.3.2 to construct an effective AIM. For CuPc

on Au(111), this yields a single-orbital AIM for the copper b1g orbital. In the case of CuPc on

Ag(111), we obtain a three-orbital AIM for the copper b1g and the two nearly degenerate 2eg
orbitals mainly located at the Pc. Due to the negligible hybridization of the b1g orbital with

the remaining orbitals, it can be treated in the atomic limit. The resulting exchange coupling

to the 2eg orbitals can then be accounted for in mean-field approximation. Eventually, this

leads to an effective spin-dependent energy shift for the electrons in the 2eg states. For the

many-body treatment of the physics in the nearly degenerate 2eg orbitals, we use the the fork

tensor product state (FTPS) solver described in Sec. 2.3.4. Our calculations yield a reliable

ab initio estimate of the Kondo temperature and reproduce the qualitative behavior of the

differential conductance found in the STM measurements in Refs. [41, 42].

4.3 Method and computational details

While we give the density functional calculation details in Sec. 4.3.1, Sec. 4.3.2 gives the

details for the many-body treatment of the correlated subspace.
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Figure 4.2: Two-dimensional cut through the central region for the simulation of the CuPc

molecule sandwiched between an Au(111) substrate and the STM tip. The picture is drawn

with XCrySDen [148].

4.3.1 Density functional calculations

To determine the one-particle part of the Hamiltonian, we perform DFT calculations for CuPc

on Au(111) and Ag(111), respectively, in STM configuration. In such an STM configuration

the CuPc molecule is sandwiched between the (111) surface of the Au/Ag substrate and an

STM tip, see Fig. 4.2. The molecule lies in the xy plane which is defined by the surface of

the substrate. The z axis, perpendicular to the surface, defines the transport direction. To

model the tip, we use a tetrahedron attached to a three-dimensional semi-infinite system,

both of the same material.

For the transport calculations, the system is split into a central region and two leads. The

central region, displayed in Fig. 4.2, consists of the CuPc molecule, the actual tip, and eight

layers of the substrate material on each side. On both sides, this central region is attached

to the residual parts of the semi-infinite systems, which we will denote as leads (not shown

in Fig. 4.2).

For the DFT calculation, it is necessary to have a periodic system in the xy plane, which is

therefore split into appropriate unit cells. According to Ref. [44], we use a lattice constant

of 4.18 Å for Au and 4.15 Å for Ag and p(6 ˆ 5) Au(111) and Ag(111) surfaces. We chose

the tip material to be the same as the surface, i.e., an Ag tip for the Ag(111) surface and

an Au tip for the Au(111) surface. We want to emphasize though that one could also use

any other tip material. To reduce the influence of the tip onto the molecule, we choose the

molecule-tip distance to be large (5.57 Å in the Au and 5.89 Å in the Ag setup) compared

to the distance between molecule and surface.

The relaxation of molecules on surfaces is generally a highly nontrivial task and, moreover,

the molecular position strongly influences electrical, magnetic, and transport properties.

Therefore, we use the optimized adsorption geometries from Huang et al. [44]. The resulting

positions of the CuPc molecule on the Au(111) and Ag(111) surfaces are shown in Figs. 4.1(b)

and 4.6, respectively. Importantly, the distance between the molecule and the relaxed surface

layer of the Ag(111) surface is 2.84 Å which is larger than the distance obtained for CuPc

on Ag(100) in Refs. [188, 192]. In Sec. 4.4.2 we discuss the influence of this discrepancy on

the estimation of the Kondo temperature.
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4.4. Method and computational details

The DFT calculations are performed with SIESTA [84] and TranSIESTA [85] using the

Perdew-Burke-Ernzerhof (PBE) [193] functional. We exclusively perform spin-unpolarized

DFT calculations since we want to describe the magnetic properties using an additional

strongly correlated many-body Hamiltonian. Calculation details are given in Appendix A.2.

4.3.2 Embedded many-body system

For the inclusion of many-body effects, we apply the method presented in Sec. 2.3.2 to con-

struct an effective AIM. We obtain the bath parameters εik and Ṽik of the AIM as presented

in Sec. 2.3.3 and solve the impurity model using the FTPS solver presented in Sec. 2.3.4.

As FTPS is a Hamiltonian based method, it can only employ a finite but large number

of bath states and hence Eq. 2.3.20 can only be satisfied approximately. We perform the

calculation using the following parameters. Our FTPS tensor network consists of 309 bath

sites for each orbital. Note that we perform the calculations using the Hamiltonian of the

AIM in the form given by Eq. 5.5.2, i.e., we do not transform onto a nearest-neighbor tight-

binding Wilson chain [194, 195]. The truncation at each singular value decomposition (SVD)

was 10´11 during density matrix renormalization group (DMRG) and 5 ¨ 10´9 during time

evolution where we additionally restrict the maximal tensor index dimensions to 1500. We

choose a Suzuki-Trotter time step ∆t “ 0.5eV to be able to resolve the low-energy part of

the spectrum better. This might seem very large, but remember that the energy scales of the

Hamiltonian in general are very small (U “ 0.5 eV see below) allowing a larger time step.

Additionally, we checked that the result is converged in ∆t. We performed the time evolution

up to times t “ 800 eV´1 and used a broadening of η “ 0.005 eV during Fourier transform

(see Eq. 2.3.29). Furthermore, we made sure that the spectral function of the FTPS solver

is consistent with the continuous-time quantum Monte Carlo (CTQMC) result. When using

CTQMC as presented in Sec. 2.3.4, it was difficult to reliably discern the splitting of the

Kondo resonance from artifacts of the analytic continuation (AC) done using the maximum

entropy method [56] with an alternative evidence approximation [196] and the preblur for-

malism [197]. For this reason, we propose Bayesian parametric analytic continuation (BPAC)

as a new method for the AC of noisy imaginary-time Green’s function data, as e.g. obtained

by CTQMC, in Chpt. 5. Most strikingly, BPAC allows to infer whether the data support

specific structures of the spectral function. We show the results for an AIM closely related

to the AIM describing CuPc on Ag(111) in Sec. 5.5.

Solving the AIM by the FTPS solver leads to the corresponding Green’s function GFTPS
AI pωq

of the AIM with approximated bath. Since the number of bath states is large (309 for

each orbital, see above), the Green’s function with a finite number of bath sites is a very

good approximation to the true Green’s function of the AIM with the hybridization ∆̄AIpωq.

Therefore, we can use the Dyson equation to obtain the self energy of the true AIM:

Σ̄AIpωq “
`

Ḡ0
AI

˘´1
pωq ´

`

GFTPS
AI

˘´1
pωq (4.3.1)

with

Ḡ0
AIpωq “

`

ω ` i0` ´ H̄AI ´ ∆̄AIpωq
˘´1

. (4.3.2)
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4. Copperphthalocyanine on Au(111) and Ag(111)

4.4 Results for CuPc on Au(111) and Ag(111)

In this section, we use the scheme described above to perform an ab initio calculation for the

electronic transport properties of CuPc on Au(111) and Ag(111), respectively. In Sec. 4.4.1,

we present the DFT results and combine them with experimental evidence and other theoret-

ical studies to obtain the interaction parameters used for the AIM. After that, in Sec. 4.4.2,

we present the solutions of the AIM and estimate the Kondo temperatures of these systems.

The different contributions to the transmission are then calculated in Sec. 4.4.3.

4.4.1 Density of states and interaction parameters

In this section, we estimate the interaction parameters using a simplified many-body ap-

proach, namely cluster perturbation theory (CPT), see Sec. 2.1.5. CPT becomes exact for

vanishing interaction strength. It is reliable enough for a rough estimation but it will not be

able to describe the Kondo physics appropriately.

First, we investigate CuPc on Au(111). In Fig. 4.3(a) we depict the atomic-element resolved

DOS obtained from the spin-unpolarized DFT-PBE calculation. The orbital directly located

at the Fermi energy (partially filled) turns out to have approximately 50 % copper and

50 % nitrogen character. The contributions from the carbons and the metal surface are

negligible. Therefore, we identify this orbital as the b1g orbital localized in the Cu ion

reported in literature, e.g., Ref. [42]. Localization and partial filling (S “ 1{2 for pristine

CuPc [198]) suggest that correlation effects are important for the b1g orbital. We will model

these correlations by adding a Hubbard-type interaction with strength Ub1g . To determine

its magnitude, we use UPS spectra obtained in Ref. [44]. They report the HOMO peak at

´0.81 eV also seen in our DFT-PBE calculations but at slightly lower energy. Importantly,

the UPS spectra show no additional peak down to ´1.6 eV which implies for a Hubbard

model at half filling an on-site interaction of Ub1g ą 3.2 eV. Additionally, DFT calculations

using the HSE exchange-correlation functional (DFT-HSE) performed in Ref. [44] suggest

Ub1g “ 4.0 eV, which we use in the following. We use the AMF double counting according

to Eq. 2.3.19. As suggested by DFT-HSE calculations the Hubbard satellites are almost

symmetric around the Fermi level, which we can achieve using x “ 0.85. Note that this

choice of x does not affect the filling of n “ 1 as suggested by S “ 1{2 of the pristine CuPc.

Since Γ̄b1g ! Ub1g , namely Γ̄b1g “ OpmeVq, using CPT to solve the many-body problem

is justified. The atomic-element resolved DOS thus obtained is shown in Fig. 4.3(c). The

HOMO peak at around ´0.9 eV, the spectral weight below ´1.6 eV, and the absence of the

b1g peak at the Fermi level are in good agreement to the DFT-HSE calculations and the UPS

spectra of Ref. [44].

In contrast, for CuPc on Ag(111) photoemission spectroscopy [43] and for CuPc on Ag(100)

scanning tunneling microscopy [41] show a Kondo resonance directly at the Fermi level.

Besides the HOMO peak at ´1.23 eV, peaks at ´1.74 eV and ´2.16 eV and spectral weight

below ´2.6 eV appear in the UPS spectra obtained in Ref. [44]. While our DFT-PBE

64



4.4. Results for CuPc on Au(111) and Ag(111)

(a) (b)

-3 -2 -1 0 1 2

0

5

10

15

20

25

-3 -2 -1 0 1 2

0

5

10

15

20

25

(c) (d)

-3 -2 -1 0 1 2

0

5

10

15

20

25

-3 -2 -1 0 1 2

0

5

10

15

20

25

Figure 4.3: Atom-resolved DOS of CuPc on Au(111), (a) and (c), and Ag(111), (b) and (d).

(a) and (b) are the ones obtained in DFT-PBE and (c) and (d) include the interaction term

in the CPT approximation. We used a 0` of 0.04 for calculating the DOS and an additional

convolution with a Gaussian to obtain a total broadening σ of 0.2{
?

2. The vertical lines

indicate the HOMO (solid line) and the positions of the 2eg orbitals (dashed lines) and the

b1g orbitals (dotted lines).
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4. Copperphthalocyanine on Au(111) and Ag(111)

calculation (Fig. 4.3(b)) shows the HOMO peak at approximately the correct position, other

spectral weight can be found already below ´2.0eV. Huang et al. [44] demonstrated that this

is an artifact of the PBE exchange correlation functional. As can be seen in Fig. 6(b) of

Ref. [44], the DFT spectral weight below ´2 eV is shifted down to approximately ´2.6 eV

using HSE instead of PBE. The authors of Ref. [44] suggest that the remaining two peaks

at ´1.74 eV and ´2.16 eV are closely related to the strong interaction between CuPc and

Ag(111), especially the feature at ´1.74 eV.

In our DFT-PBE calculation for CuPc on Ag(111), three orbitals are located at the Fermi

energy and, therefore, partially filled. As in the case of CuPc on Au(111), we can identify

one of them with the b1g orbital. The remaining two orbitals are nearly degenerated and

turn out to consist approximately of 50 % carbon and 30 % nitrogen character. Remaining

contributions are from the copper ion and the metal surface. We identify them with the 2eg
levels spatially located mainly at the Pc. To model these three correlated orbitals, we choose

the AIM Hamiltonian given by Eq. 2.3.17 with parameters

U “

¨

˚

˝

Ub1g Ux Ux

Ux U2eg U2eg

Ux U2eg U2eg

˛

‹

‚

and V “

¨

˚

˝

0 Ux ´ J Ux ´ J

Ux ´ J 0 U2eg

Ux ´ J U2eg 0

˛

‹

‚

. (4.4.1)

In analogy to CuPc on Au(111), we take Ub1g “ 4.0 eV as the on-site interaction parameter

for the b1g orbital. According to Refs. [188, 199], the screened interaction U for the 2eg
orbitals is between 0.5 eV and 1.0 eV on Ag surfaces. We choose U2eg “ 0.5 eV, which is also

in agreement with the results of DFT-HSE calculations performed in Ref. [44]. In analogy

to CuPc on Au(111), we use a factor of x “ 0.85 for the double counting (Eq. 2.3.19) in the

b1g orbital and x “ 1 for the 2eg system. In a first very crude approximation, we neglect

correlations between the b1g and the 2eg orbitals, therefore Ux “ J “ 0, and solve two

independent many-body problems, one for the b1g orbital and the other describing the 2eg
orbitals. In analogy to CuPc on Au(111), we used CPT for the many-body problem of the

b1g orbital. To obtain a first guess for the atomic-element resolved DOS depicted in 4.3(d),

we also use the CPT approximation for the many-body problem of the 2eg orbitals. Note

that this approximation is not fully justified. Doing so, the DOS including the interaction is

qualitatively comparable to the DFT calculations based on the HSE functional obtained in

Ref. [44].

4.4.2 Kondo temperature and AIM

Now that all parameters are fixed, we will study the Kondo features and solve the many-

body problem accurately by the FTPS solver introduced in Sec. 4.3.2. First, let us consider a

possible Kondo effect in the b1g orbitals of CuPc on Au(111) and Ag(111). For the one-band

case in the wide-band limit (WBL), the Kondo temperature TK,SU(2) is given by Eq. 2.4.15.

We already determined the parameters Ub1g “ 4 eV and εb1g “ ´2.29 eV. In analogy to

Eq. 2.1.63, the antihermitian part of the hybridization relevant for the Kondo effect is given
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4.4. Results for CuPc on Au(111) and Ag(111)

by

Γ̄pωq “ ´2=
 

∆̄AIpωq
(

. (4.4.2)

Since Γ in Eq. 2.4.15 is in the WBL, and therefore independent of ω, we average Γ̄pωq1 in

the interval ω P r´1, 1s,

Γ :“
1

2

ż 1

´1
dω Γ̄pωq . (4.4.3)

For CuPc on Au(111) TK,SU(2) À 10´100 with Γb1g “ 4.7 meV, and therefore, Kondo features

cannot be observed experimentally. The same is true for CuPc on Ag(111) (Γb1g “ 9.4 meV,

Ub1g “ 4 eV, and εb1g “ ´2.85 eV). Hence, we do not expect to be able to observe Kondo

resonances of the b1g orbital in any of the two systems. Nevertheless, we will show below

that the Kondo temperature for the 2eg orbitals in CuPc on Ag(111) is high enough to be

visible in experiments.

Therefore, let us discuss the many-body problem for CuPc on Ag(111) in more depth. First,

we have to determine the missing parameters J and Ux introduced in Eq. 4.4.1. These

parameters account for the exchange coupling between the b1g and the 2eg electrons and

reproduce the Kondo side peaks obtained in Ref. [41]. According to the energy distance

between side peaks and Kondo peak of about 21 meV we take J “ 25 meV and Ux “ J .

The DFT-PBE calculation leads to slightly different on-site energies (∆ε “ 41 meV) and

hybridization functions for the 2eg orbitals, see Fig. 4.4. This difference in the on-site energies

∆ε causes a similar effect as the exchange coupling J , see Eq. 4.4.4 below. Therefore, from our

ab initio calculations we cannot conclude whether the Kondo side peaks obtained in Ref. [41]

stem from ∆ε or J . Hence, we consider only the exchange coupling J and symmetrize the 2eg
orbitals (∆ε “ 0) and use the same hybridization function. We also neglect the off-diagonal

contributions in the hybridization function since they are smaller by a factor of 5 (see Fig. 4.4)

than the diagonal contributions. Furthermore, because of the strong localization of the b1g
orbital, we treat the correlations with the 2eg orbitals in mean field and solve the AIM only

in the 2eg subspace using FTPS:

Ĥ int,b1g-eg “ Jn̂b1g ,Òn̂eg ,Ó ` Jn̂b1g ,Ón̂eg ,Ò (4.4.4)

« J xn̂b1g ,Òy
loomoon

«0

n̂eg ,Ó ` J xn̂b1g ,Óy
loomoon

«1

n̂eg ,Ò « Jn̂eg ,Ò

where we set xn̂b1g ,Òy “ 0 and xn̂b1g ,Óy “ 1. For the bath hybridization, we choose an energy

window r´1, 1s, see Fig. 4.4, and represent this energy range using 309 bath sites for each

orbital and spin. Such a large bath is necessary to be able to resolve the fine details of

the splitting of the Kondo resonance. The spectral function for the AI orbitals obtained by

FTPS is shown in Fig. 4.5. The spectral function for J “ 0 (gray line) shows the familiar

scenario consisting of two Hubbard satellites and the Kondo resonance at 0 eV. An exchange

1This procedure seems crude, but consider that due to the uncertainty in the DFT part and the interaction

parameters, we are providing only a rough estimate of TK.
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Figure 4.4: Matrix elements of the imaginary part of the hybridization ∆̄AI for CuPc on

Ag(111).
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Figure 4.5: Spectral function of the AIM of CuPc on Ag(111) for J “ 0 (gray line) and

J “ 25 meV (black line) separated in spin down (blue line) and spin up (red line).
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coupling of J “ 25 meV breaks the spin degeneracy by increasing the on-site energy for spin-

up electrons according to Eq. 4.4.4 but not the orbital degeneracy. Hence, AAIÓpωq (blue

line) differs from AAIÒpωq (red line). Since mainly AAIÓpωq is occupied, the degeneracy of the

2eg orbitals causes an orbital Kondo effect in the spin-down electrons producing the Kondo

resonance at 0 eV. The spin Kondo effect leads to the Kondo satellite peaks at ω « ˘25 meV

in the total spectral function (black line). Note that ∆ε “ 25 meV and J “ 0 would show

the same Kondo scenario but orbital and spin degrees of freedom are interchanged.

Let us discuss the impact of the symmetry reduction on the Kondo temperature. In the limit

of J Ñ 0, the spins of the 2eg orbitals are degenerate causing an SU(4) Kondo effect. For

J Ñ8 on the other hand, the two spin-up orbitals are shifted to `8 and we expect an SU(2)

(orbital) Kondo effect from the remaining spin-down degrees of freedom (see Eq. 4.4.4). For

intermediate values of J , we hence expect a situation in between the SU(4) and the SU(2)

Kondo regime as discussed in Refs. [136, 137]. The comparison of the relevant energy scales

shows that the exchange coupling J is larger than both Kondo temperatures (SU(2) and

SU(4)). This indicates that the system is closer to the SU(2) than to the SU(4) regime and,

therefore, for the Kondo temperature of CuPc on Ag(111) TK,SU(2) is the better approxi-

mation. The relevant parameters for estimating the Kondo temperature are U2eg “ 0.5 eV,

Γ2eg “ 44.2 meV, which is the mean of Γeg,1 and Γeg,2 , and ε2eg “ ´0.20 eV, being the mean

of εeg,1 and εeg,2 . Equation 2.4.15 yields TK,SU(2) “ t0.02, 1.5, 39u K where the values are the

t25, 50, 75u %-quantile. The quantiles are determined by assuming a Gaussian distribution

for Γ, U , and ε0 centered at the value obtained in the previous section and with a standard

deviation which is 50 % of the modulus of that value.2 We emphasize that the Kondo temper-

ature depends sensitively (exponentially) on the relevant parameters and therefore getting

the correct order of magnitude for TK is already a remarkable result. A closed analytical

expression for the Kondo temperature of the SU(4) symmetrical Anderson model is given in

Eq. 2.4.16 according to Ref. [139]. Application of this formula yields TK,SU(4) “ t3, 25, 84u K.

Both temperatures, TK,SU(2) and TK,SU(4), are consistent with the experimentally obtained

Kondo temperature for CuPc on Ag(100) of TK “ 27 K [41].

To be able to obtain values for the Kondo temperature comparable to experiment, Korytár et

al. [188] rescaled ε and Γ. The hybridization Γ2eg obtained in our calculation is smaller than

Γ obtained for CuPc on Ag(100) in Ref. [188] and therefore gives a different estimate of the

Kondo temperature. Hence, we suggest an imprecise adsorption geometry as possible origin

of the necessity of this rescaling procedure. As shown in our calculation it is possible to get at

least the correct order of magnitude for the Kondo temperature from ab initio calculations.

4.4.3 Transport properties

As discussed in Sec. 4.4.1, the 2eg orbitals contain 50 % contribution from the carbon atoms

and 30 % from the nitrogen atoms while the remaining contributions are from the copper ion

2This magnitude of the error accounts for uncertainties due to approximations in DFT and the estimation

of the interaction parameters.
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(a) (b)

Figure 4.6: The tip positions I (a) and II (b) of the STM tip (black sphere) on the molecule

on the Ag(111) surface. The pictures are drawn with XCrySDen [148].

and the metal surface. Whether a Kondo feature can be observed in the differential conduc-

tance measurements with an STM therefore depends on the position of the tip. In particular,

if the tip is placed above the benzene rings, we expect to observe a Kondo resonance, which

should be absent if the tip is above the Cu atom (see Fig. 4.6). Therefore, let us discuss the

transport properties for the two tip positions used in the experiment performed in Refs. [41,

42] (also shown in Fig. 4.6).

Figures 4.7 and 4.9 show the calculated transmissions for the two STM tip positions. In

addition to the total transmission, we also show its different contributions, as derived in

Sec. 2.3.5: The coherent part Tcoh, consisting of TNI, TAI, and TI, as well as the incoherent

part TL,inc. Beside the use of a different surface orientation, another difficulty in the com-

parison with the published experimental results in Ref. [41] is that the authors performed a

background subtraction for the STM differential conductance measurements as proposed in

Ref. [200]. The authors introduced the background subtraction to obtain the transmission of

the molecule only, without effects stemming from the tip or the surface. To take the back-

ground subtraction into account in our calculations, we introduce a WBL approximation.

Therefore we define the molecular region (MR Ď IR) consisting of all atomic orbitals located

at the CuPc molecule. Using a modified hybridization Γx,WBL
MR for x P tL,Ru leads to the

following transmission formula:

TWBLpωq “ Tr
”

ΓL,WBL
MR GWBL

MR pωqΓR,WBL
MR GWBL

MR
:
pωq

ı

(4.4.5)

where direct tunneling from the surface to the tip is neglected. In the WBL approximation,

we replace the imaginary parts of the hybridization functions by the constant

Γx,WBL
MR “

ż 1{2

´1{2
dω ΓxMRpωq . (4.4.6)

To obtain the corresponding real parts, we use the Kramers-Kronig relations. The Green’s

70



4.4. Results for CuPc on Au(111) and Ag(111)

-2 -1.5 -1 -0.5 0 0.5

0

5

10

15

10
-3

-0.5 -0.25 0 0.25 0.5

0

1

2

10
-4

Figure 4.7: Transmission of CuPc on Ag(111) in tip position I. The vertical lines mark the

position of the HOMO resonance (solid line), the Kondo resonance at 0 eV (dash-dotted

line), and the positions of the Hubbard satellites (dashed lines).

function

GWBL
MR pωq “

ˆ

`

ω ` i0`
˘

SMR ´HMR ´∆WBL
L,MRpωq ´∆WBL

R,MRpωq ´ ΣMRpωq

˙´1

(4.4.7)

includes only the MR part of the self-energy.

Figure 4.7 shows the resulting transmission calculated for tip position I, obtained from the

ab initio calculation, as well as in the WBL. First of all, we observe in the ab initio case that

the largest contribution to the coherent transmission Tcoh (black line) is from TNI (thin black

line, mostly covered by the black line). It has only small contributions from TAI (thin red

line, covered by the red line) and TI (thin blue line). Moreover, the coherent transmission

Tcoh is dominated by two peaks at energies 0.02 eV and 0.16 eV, respectively. These peaks

are missing in the WBL (gray line) indicating that they cannot be attributed to the pristine

molecule. To underpin this interpretation, we present in Fig. 4.8 the projected DOS of the

surface (dash-dotted line) and the tip (dashed line). We observe that the projected DOS of

the surface layer and tip show peaks at 0.02 eV and 0.16 eV, respectively, coinciding with the

peaks in the coherent transmission (black line). Additional six-layer slab calculations (gray

line) of the pristine Ag(111) surface with a vacuum gap of 10 Å and an appropriate number

of k points show that these peaks in the DOS are an artifact of the finite p(6ˆ 5) surface Γ

point calculation. To avoid these artifacts, we would have to increase the number of atoms

in the super cell which is computationally very demanding and would most likely not provide

additional information.

In Fig. 4.7, the transmission in the WBL TWBL is much smoother and clearly shows the
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Figure 4.8: Coherent transmission of the STM configuration in tip position I (left axis) and

the DOS projected onto the atomic orbitals of the tip and the surface layer and the surface

DOS of a 6-layer slab calculation (right axis).

HOMO peak, marked by a vertical line at about ´1.5eV , which is in agreement with the

experiments in Refs. [41, 42]. The incoherent part of the transmission for position I of the

tip is shown in Fig. 4.7 as a red line (see also the inset). Apart from the two peaks induced

by the surface and the tip, we find Hubbard satellites (dashed vertical lines) and the Kondo

feature (dash-dotted vertical line). The positions of these peaks are also in agreement with

the experiment.

Finally, in Fig. 4.9, we present the results obtained for tip position II. We find that the overall

transmission is larger by one order of magnitude. The coherent transmission Tcoh (black line)

has contributions from TNI (thin black line, mostly covered by the black line), from TAI (thin

red line), and from the interference part TI (thin blue line). TNI consists mainly of the

surface and the tip features discussed above and TAI consists of the Hubbard satellites, again

marked with dashed vertical lines. There is almost no structure in TWBL (gray line). The

incoherent transmission (red line) shows Hubbard satellites (dashed vertical lines) and the

Kondo feature (dash-dotted vertical line). The Kondo resonance is small compared to the

height of the Hubbard bands.

There are two big differences between the results for tip positions I and II. First, the HOMO

peak at about ´1.5eV appears in tip position I and not in tip position II (compare gray lines

in Figs. 4.7 and 4.9). Secondly, the Kondo resonance is very pronounced in tip position I,

while at tip position II the height of the Hubbard satellites is much larger than the height of

the Kondo resonance (compare red lines in Figs. 4.7 and 4.9). Both findings are in agreement

with the experiment for CuPc on Ag(100) in Ref. [41].
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Figure 4.9: Transmission of CuPc on Ag(111) in tip position II. The vertical lines mark

the Kondo resonance at 0 eV (dash-dotted line) and the positions of the Hubbard satellites

(dashed lines).

4.5 Conclusions

We investigated equilibrium and transport properties of a CuPc molecule adsorbed on Au(111)

and Ag(111). Apart from the usual coherent contributions to the transmission, several lo-

calized partially filled (strongly correlated) orbitals also lead to an incoherent part. As the

starting point for our ab initio calculation we used the adsorption geometry obtained by

Huang et al. [44] and performed DFT calculations that describe the coherent part of the

transmission reasonably well. To tackle the strongly correlated part, we first used the trans-

formation scheme described by Droghetti et al. [45] to obtain an AIM based on the DFT

calculations. We estimate the interaction parameters from theoretical and experimental data

published in Refs. [41, 44]. For CuPc on Au(111), there is one unpaired spin in the b1g orbital

located at the copper ion. Whereas for CuPc on Ag(111), there is an additional unpaired

electron in two almost degenerated 2eg orbitals. In both systems, the coupling between the

b1g orbital and the remaining system is weak, and therefore, the Kondo temperature for the

b1g orbital is very small. Hence, no Kondo resonance is found in experiments for CuPc on

Au(111).

This is different for CuPc on Ag(111) where the AIM consists of three orbitals filled with

two electrons, the b1g orbital and the 2eg orbitals. While the Kondo temperature of the b1g
is still very small, the electron in the 2eg orbitals shows a measurable Kondo resonance. We

solve the corresponding AIM obtained by the transformation scheme using CPT for the b1g
subspace and the FTPS solver for the 2eg subspace. To combine the two subspaces, we treat

the correlations between the subspaces on a mean-field level. The mean-field coupling reduces
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the SU(4) symmetry of the 2eg subspace into a SU(2) symmetry of the orbital degrees of

freedom. This in turn leads to a Kondo effect with a symmetry somewhere between SU(2)

and SU(4) for CuPc on Ag(111).

Since the Kondo temperature depends sensitively on the hybridization of the molecule with

the surface, the adsorption geometry is very important in the DFT calculation. Indeed,

using the relaxed geometries and taking additionally into account the error propagation

of the incoming parameters yields reliable ab initio estimates of the Kondo temperature.

In addition, we find that the transport properties depend on the detailed position of the

STM tip above the CuPc molecule in qualitative agreement with the differential conductance

measurements of Refs. [41, 42].
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Chapter 5

Bayesian parametric analytic

continuation

5.1 Introduction

In quantum transport simulations of strongly correlated molecules, solving the many-body

problem requires special numerical approaches, e.g., exact diagonalization (ED), continuous-

time quantum Monte Carlo (CTQMC), and fork tensor product states (FTPS), as discussed in

Sec. 2.3.4. Quantum Monte Carlo methods calculate Green’s functions in the imaginary-time

domain. The imaginary-time Green’s function Gpτq is related to the spectral function Apωq,

and therefore, to the frequency-dependent Green’s function Gpωq, by a Laplace transform,

the so-called analytic continuation (AC). Obtaining Apωq from Gpτq corresponds to inverting

a Fredholm integral of the first kind and small changes in Gpτq correspond to large differences

in Apωq. The AC problem is ill-posed and very unstable against numerical noise; even errors

at the level of machine precision can lead to unphysical results in practice.

In Sec. 4.4, we already presented the FTPS results of the Anderson impurity model (AIM)

describing the many-body physics of CuPc on Ag(111). To compare, we solved the AIM

by employing CTQMC and have thereby reached the limits of the existing methods for

performing the AC. That is the reason why we put special emphasis on the AC of noisy

imaginary-time CTQMC data in the present chapter. We discuss the FTPS and CTQMC

solution for an AIM closely related to the AIM of CuPc on Ag(111) in detail in Sec. 5.5.

Many different methods to perform the AC have been proposed, e.g., series expansions such

as the Padé method [201], machine learning [202], stochastic methods [203–209], and the

maximum entropy method (MEM) [210–214]. The latter is a consistent approach as it is

based on Bayesian probability theory; however, a highly ignorant entropic prior is used,

which merely accounts for positivity and additivity of the reconstructed signal.

Here, we propose a physically motivated prior that takes into account the knowledge of

typical structures of a spectral density, which results in a parametric instead of a form-free
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5. Bayesian parametric analytic continuation

reconstruction. The Bayesian parametric analytic continuation (BPAC) is based on Bayesian

parameter estimation [49–52] to obtain a parametrized spectral function. To be precise, we

use asymmetric Lorentzians as well as suitable tails to build up the spectral function. To

validate parametrizations, we use Bayesian model comparison. The required evidence inte-

grals can be computed by employing methods such as thermodynamic integration (TI) [53,

54] or nested sampling (NESA) [55]. With this approach, we can compare parametrizations,

e.g., with a different number of asymmetric Lorentzians. Compared to the other methods,

this allows to ask specific questions about the spectral function, e.g., about the reliability of

peaks in the spectral function.

We demonstrate the capability of BPAC in terms of an AIM closely related to the AIM

of CuPc on Ag(111). We calculate the imaginary-time Green’s function of the AIM with

CTQMC and compare the spectral functions obtained from BPAC with that of a MEM

reconstruction. The MEM spectrum shows a peak close to the Abrikosov-Suhl resonance,

but it is unclear whether this feature is physical or an artifact of the AC. BPAC can answer

this question showing that it is, in fact, an artifact. Additionally, we successfully compare the

BPAC result to the solution obtained with the recently developed real-time FTPS impurity

solver which directly computes the spectral density without any AC.

In addition, we present a combination of MEM and BPAC and its application to an AIM

arising from the dynamical mean-field theory (DMFT) [215, 216] treatment of SrVO3. The

spectral function obtained with the real-time FTPS solver shows a three-peak structure in

the upper Hubbard band which is absent in the CTQMC+MEM spectral function. We

investigate the question whether the absence of this structure is due to a failure of the MEM

or due to the ill-posed nature of the AC.

The applications of BPAC presented in the present chapter demonstrate that BPAC is a

valuable addition to nonparametric reconstruction methods such as MEM, e.g., to assess

whether the data support specific features found in the MEM reconstruction.

Disregarding small changes which we made to preserve the structure of the thesis, this chapter

is adopted from the article Bayesian parametric analytic continuation of Green’s functions

published in Phys. Rev. B 100 075137, August 2019 [217]. This work is carried out by

Michael Rumetshofer and Daniel Bauernfeind and is supervised by Wolfgang von der Linden.

The basic principle for BPAC was developed by Michael Rumetshofer and Wolfgang von

der Linden. Michael Rumetshofer carried out the entire simulations except for the FTPS

calculations which have been done by Daniel Bauernfeind. All authors contributed to the

discussions and conclusions.

The present chapter is organized as follows: We first introduce the AC problem in Sec. 5.2.

In Sec. 5.3, we define and evaluate our parametrizations of the spectral function. Bayesian

parameter estimation and model comparison are discussed in Sec. 5.4. Finally, in Secs. 5.5

and 5.6, we demonstrate the capability of BPAC, first, on an AIM closely related to the

AIM of CuPc on Ag(111), and second, on an AIM stemming from the ab initio treatment of

SrVO3.
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5.3. Analytic continuation and maximum entropy methods

5.2 Analytic continuation and maximum entropy methods

Dynamical correlation functions in imaginary time as obtained from CTQMC obey the (anti-)

periodicity relation Gpτ ` βq “ ¯Gpτq. The upper sign (-) holds for fermions and the lower

sign (+) holds for bosons. Due to (anti-) periodicity, Gpτq is uniquely determined by its

values in the interval τ P r0, βq and its discrete Fourier representation is

Gpτq “
1

β

ÿ

ωn

e´iωnτGpiωnq . (5.2.1)

The sum is over the Matsubara frequencies ωn “ p2n` 1qπ{β for fermions and ωn “ 2nπ{β

for bosons, where n P Z. The retarded Green’s function Gpω ` i0`q and Matsubara Green’s

function Gpiωnq are related through the analyticity of Gpzq. The spectral function Apωq “

´ 1
π=Gpω ` i0

`q determines

Gpzq “ ¯
ż 8

´8

dω
Apωq

z ´ ω
. (5.2.2)

Merging Eqs. 5.2.1 and 5.2.2 produces the relation between the imaginary-time Green’s func-

tion Gpτq and the spectral function Apωq, e.g., for fermions,

Gpτq “

ż 8

´8

dω
e´ωτ

e´βω ` 1
Apωq “

ż 8

´8

dω Kpτ, ωqApωq . (5.2.3)

To handle the problem numerically, we discretize the functions Gpτq and Apωq, i.e., pGqn “

Gn “ Gpτnq and pAqm “ Am “ Apωmq. Consequently, discretizing the kernel Knm “

Kpτn, ωmq produces the matrix equation G “ KA. Note that, as shown by Ref. [209], choos-

ing the discretization grid already includes prior information and is equivalent to imposing

a default model. Here, we restrict ourselves to linear discretization grids.

The determination of G from A is straight forward, but the inversion A “ K´1G is an ill-

posed problem which is impossible to tackle without taking the noise statistics and reliable

prior knowledge consistently into account. In assuming a multivariate normal distribution

with the covariance matrix Σ of the QMC data vector Gd, the maximum likelihood (ML)

estimator AML is obtained by minimization of χ2pAq “ pKA ´Gdq
TΣ´1pKA ´Gdq. Due

to the ill posedness of the problem, AML is in general not a satisfying solution, e.g., negative,

spiky, and unnormalized. Additional information, e.g., positivity, smoothness, etc., can be

incorporated to regularize the problem. As shown by Skilling [218] on a rigorous probabilistic

footing, introducing an entropy term

SpAq “

ż 8

´8

dω

ˆ

Apωq ´Dpωq ´Apωq ln
Apωq

Dpωq

˙

(5.2.4)

and maximizing´1
2χ

2pAq`αSpAq, where SpAq is the discretized version of the entropy SpAq,

regularizes the problem. In this so-called MEM, the standard model Dpωq determines the

prior information about the spectral function, and the hyperparameter α, roughly speaking,

determines the mixing ratio between the ML solution and the standard model Dpωq. A

small α produces the ML solution, whereas for large α, the spectral function approaches the

standard model Dpωq. The hyperparameter α can be adjusted in various ways, e.g., historic

MEM [212, 219], classical MEM [220, 221], and Bryan MEM [222].
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5. Bayesian parametric analytic continuation

5.3 Parametrization of spectral functions

In the present chapter, we propose BPAC. This approach circumvents the ill-posed problem

to a large extend by representing the spectrum using only a few parameters.

We want to build up the spectral function as a sum of peaks where each peak is supposed to

correspond to a real peak in the spectrum, e.g., the Abrikosov-Suhl resonance, the left and

right Hubbard band, etc. Due to the natural line width of spectral lines, the obvious choice

is to use Lorentzian functions. General peaks in spectral functions are not single Lorentzians

and can show shoulders or plateaus, e.g., between a Hubbard band and the Abrikosov-Suhl

resonance. Therefore, we introduce a sum of asymmetric Lorentzian functions for each peak

and add additional tails to describe the decay of the spectrum at higher energies. It depends

on the desired accuracy |Apωq´A0pωq| of the reconstructed spectrumApωq to the true spectral

function A0pωq whether using one or more Lorentzians per peak is more appropriate. In our

parametrization, the nth peak is located at position µn and is built up by Cn asymmetric

Lorentzians, each i P t1, 2, ..., Cnu having its own individual amplitude ain, left width γi,ln ,

and right width γi,rn , resulting in p3Cn ` 1q parameters α̃n “ tµn, ta
i
n, γ

i,l
n , γ

i,r
n uu,

fnpω|α̃nq “

$

’

’

&

’

’

%

Cn
ř

i“1
ain

2γi,ln
γi,ln `γ

i,r
n
Lpω|µn, γ

i,l
n q for ω ă µn

Cn
ř

i“1
ain

2γi,rn
γi,ln `γ

i,r
n
Lpω|µn, γ

i,r
n q for µn ď ω

. (5.3.1)

Lpω|µ, γq denotes the normalized Lorentzian with center µ and width γ,

Lpω|µ, γq :“
1

π

γ

pω ´ µq2 ` γ2
. (5.3.2)

We refer to the case of Cn ą 1 as split Lorentzian. The prefactors 2γi,ln pγ
i,l
n ` γ

i,r
n q

´1

and 2γi,rn pγ
i,l
n ` γ

i,r
n q

´1 in Eq. 5.3.1 ensure continuity and normalization of the asymmet-

ric Lorentzians. The spectrum in the frequency interval IΩ “ rΩl,Ωrs is described by a

superposition of the Lorentzians fnpω|α̃nq. For the tails of the spectrum outside the interval

IΩ, a power-law decay is more appropriate. Then, the total spectral function becomes

Apω|αq “

$

’

’

&

’

’

%

al |ω ´ µl|´ν
l

for ω ă Ωl

řNp

n“1 fnpω|α̃nq for Ωl ď ω ď Ωr

ar |ω ´ µr|´ν
r

for Ωr ă ω

. (5.3.3)

Np is the total number of peaks and α includes the parameters of the Lorentzians α̃ and

the six parameters of the tails, namely, tµl, νl,Ωl, µr, νr,Ωru. The parameters al and ar are

determined by forcing the spectral function to be continuous. Hence, we end up with a

spectral function described by Nα “

´

řNp
n p3Cn ` 1q

¯

` 6 parameters.

In a first test, we analyze how well parametrized spectral functions using Lorentzians of

increasing complexity as defined in Eq. 5.3.3 can represent typical physical spectra. As a

test case, we use the spin-down and spin-up spectra Apωq of the AIM discussed in Sec. 5.5.
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Figure 5.1: (a) Spin-down and (b) spin-up spectral function A0pωq of the AIM presented

in Sec. 5.5 and obtained with the FTPS impurity solver. The upper plots show fits us-

ing Lorentzians (labeled: Lorentzian), asymmetric Lorentzians (labeled: asymmetric L.),

asymmetric Lorentzians including tails (labeled: a. tailed L.), and asymmetric and split

Lorentzians (Cn “ 2, @n) including tails (labeled: a. t. split L.). We refer to the main text

for the detailed definition of the parametrized spectral functions. The quadratic errors χ2

and the deviation |Apωq ´A0pωq| (lower plots) indicate the increasing quality of the fit.

Fig. 5.1 shows the (reference) spectra obtained by the FTPS impurity solver (A0pωq, solid

black lines) for the (a) spin-down and the (b) spin-up electrons and compares A0pωq to

approximations of increasing complexity with the generalized Lorentzian ansatz (colored

lines). For the (a) spin-down spectrum, we used a four-peak (Np “ 4) spectral function

whereas the (b) spin-up spectrum is approximated by a two-peak (Np “ 2) spectral function.

We determine the parameters in Eq. 5.3.3 by the least-squares approach. We find that using

asymmetric Lorentzians instead of symmetric ones allows to describe the peaks much better,

whereas including tails leads to visible improvements in the high-energy regions, see the lower

plots in Figs. 5.1(a) and (b). Using split Lorentzians further decreases the deviation to the

reference spectrum. Note that the small oscillations in the lower plots of Figs. 5.1(a) and (b)

are artifacts caused by the Fourier transformation of the finite-time solution of the FTPS

impurity solver.

To summarize, we find that the parametrization of Eq. 5.3.3 is highly flexible and allows to

represent reliably the entire structure of the spectrum.

5.4 Parameter estimation and model comparison

5.4.1 Bayesian data analysis

In this section, we discuss how to determine the parameters α of the spectral function Apαq

and how to judge which parametrization is supported best by the data. From now on, we
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5. Bayesian parametric analytic continuation

call a parametrization of the spectral function the model M “ MpCq, depending implicitly

on the peak complexity C which also includes the number of peaks Np “ dimpCq. Note that

M does not define the values of the model parameters. Bayes’ theorem gives

ppα|Gd,σ,M, Iq
looooooooomooooooooon

posterior

ppGd|M,σ, Iq
looooooomooooooon

data evidence

“ ppGd|α,σ,M, Iq
looooooooomooooooooon

likelihood

ppα|M, Iq
loooomoooon

prior

(5.4.1)

where Gd stands for the Nd imaginary-time data points from CTQMC. We assume that

they have a multivariate Gaussian stochastic error. The corresponding covariance matrix is

denoted by Σ. The kernel K is included in the conditional complex I. The likelihood is

therefore

Lpαq : “ ppGd|α,σ,M, Iq “ 1
a

p2πqNd detpΣq
e´

1
2
χ2pαq (5.4.2)

χ2pαq “ pKApαq ´Gdq
T Σ´1 pKApαq ´Gdq .

Since correlations are negligible in the data sets used in the present chapter, we take Σij “

σ2
i δij in the following.

We use the prior probability to restrict the parameter space for two reasons: First, to only

obtain physical results, e.g., by forcing the spectral function to be positive (ain ą 0, @n, i);

second, to build in and test additional knowledge about the spectral function, e.g., by forcing

a peak to appear in a chosen energy interval to analyze whether the data support this peak.

For example, a question that can be answered by BPAC could be: Is there a side peak left

to the Abrikosov-Suhl resonance? Bayesian model comparison allows to judge whether the

model including the additional peak is more probable than the model without this peak.

Apart from the above restrictions, we used a flat prior,

πpαq :“ ppα|M, Iq “
Nα
ź

i“1

1

αmax
i ´ αmin

i

Θpαmin
i ă αi ă αmax

i q . (5.4.3)

In the present chapter, we restrict ourselves to this prior, which is simple to implement

and computationally inexpensive since sampling from uniform distributions is cheap. More

advanced priors are possible although, e.g., including transformation invariance, smoothness,

using testable information, such as the normalization of the spectral function, or even using

the entropic prior, may help to improve the results.

Primarily, we are interested in the probability density for the spectral function ppA|Gd,σ,M, Iq
which we easily obtain from the posterior distribution ppα|Gd,σ,M, Iq by using the marginal-

ization rule,

ppA|Gd,σ,M, Iq “
ż

dα ppA|α,M, Iq
looooooomooooooon

δpA´Apαqq

ppα|Gd,σ,M, Iq . (5.4.4)

The integration over α means integrating out each parameter included in α. The domain of

each integration parameter, and therefore, the integration region, should be clear from the

context. We keep this abbreviated notation during the whole chapter.

80



5.4. Parameter estimation and model comparison

Additionally, we want to calculate the data evidence ppGd|M,σ, Iq which allows to assess

the probability of different models relative to each other since the probability for model M

is proportional to the data evidence,

P pM |Gd,σ, Iq “
1

ppGd|Iq
ppGd|M,σ, Iq P pM |Iq . (5.4.5)

In the so-called odds ratio, the ratio between the probabilities for models M1 and M2, the

unknown probability ppGd|Iq cancels out and we get

O “ P pM1|Gd,σ, Iq
P pM2|Gd,σ, Iq

“
ppGd|M1,σ, Iq
ppGd|M2,σ, Iq
loooooooomoooooooon

Bayes factor

P pM1|Iq
P pM2|Iq
loooomoooon

prior odds

. (5.4.6)

In the applications presented in this chapter, we always set the prior odds to one since we

do not want to favor any model.

5.4.2 Evaluating posterior and data evidence

In this section, we want to give a very brief introduction to NESA, which is a method

providing both the data evidence and samples from the posterior. We provide the basic

equations in this section but refer to Refs. [49, 52, 223] for the detailed derivation of NESA.

Skilling [55] proposed to write the data evidence integral as the Lebesgue integral

ppGd|M,σ, Iq “
ż

dα ppGd|α,σ,M, Iq
looooooooomooooooooon

Lpαq

ppα|M, Iq
loooomoooon

πpαq

“

ż

dλ Xpλq (5.4.7)

where the integral over the prior mass

Xpλq “

ż

dα πpαq Θ pLpαq ą λq (5.4.8)

runs over the likelihood values λ. Equivalently, the data evidence can be written as

ppGd|M,σ, Iq “
ż 1

0
dX LpXq «

8
ÿ

n“0

∆Xn LpXnq «

nmax
ÿ

n“0

∆Xn λ
˚
n (5.4.9)

where the integral is approximated by the Riemann sum and ∆Xn “ Xn´Xn`1. The likeli-

hood LpXq is a monotonically decreasing function of the prior mass and the computation is

as complicated as the original evaluation of the data evidence. Skilling proposed a stochastic

approach to sample LpXq based on order statistics providing the likelihood minima tλ˚nu.

The pseudo code is given in Algorithm 5.4.1.
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5. Bayesian parametric analytic continuation

Algorithm 5.4.1: NESA algorithm(tλ˚nu, tα
˚
nu, nmax)

input parameters: Nw, ελ
initialize λ˚0 “ 0, n “ 0,

draw Nw configurations tαiu at random from πpα|λ˚0q (Eq. 5.4.10)

take the smallest likelihood value λ˚ “ min tλi “ Lpαiqu and its configuration α˚

set λ˚n“1 :“ λ˚ and α˚n“1 :“ α˚

while
ˇ

ˇ

`

λ˚n`1 ´ λ
˚
n

˘

{λ˚n`1

ˇ

ˇ ą ελ

do

$

’

’

’

&

’

’

’

%

nÐ n` 1

replace configuration α˚ with a new configuration drawn from πpα|λ˚nq

determine the smallest likelihood λ˚ “ min tλi “ Lpαiqu and its configuration α˚

set λ˚n`1 “ λ˚ and α˚n`1 “ α˚

set n “ nmax

return ptλ˚nu, tα
˚
nu, nmaxq

The nested sampling moves in configuration space ensure that even well-separated peaks of

the likelihood function are sampled correctly. The crucial step for the NESA algorithm is to

draw from the constrained prior probability

πpα|λ˚nq “
πpαq

Xpλ˚nq
ΘpLpαq ą λ˚nq . (5.4.10)

This probability density represents the normalized prior restricted to areas where Lpαq ex-

ceeds the λ˚n threshold. In the applications presented in this chapter, πpαq is constant within

the prior constraints according to Eq. 5.4.3. Therefore, we need to draw samples from the

uniform distribution constrained by both the likelihood and the prior. A simple way to draw

a sample from Eq. 5.4.10 is to clone an existing configuration, which obviously fulfills all

constraints, and perform an ordinary Markov chain Monte Carlo update obeying πpα|λ˚nq.

We implemented local updates in the parameters and monitored autocorrelations, which can

become considerable depending on the problem.

The prior masses can be derived using order statistics as shown in detail in Ref. [49]. We can

write the nth prior mass as Xn “
śn
ν“1 θν , where the shrinking factors θν are independent

and identically distributed random variables and obey the first-order statistic of the uniform

probability density function (PDF), the β distribution ppθq “ θNw´1{Nw. Knowing the

distribution of Xn and, therefore, of ∆Xn, allows to calculate the expectation value and

variance of the Riemann sum in Eq. 5.4.9 given the set of likelihood minima tλ˚nu obtained

from Algorithm 5.4.1.

Also posterior samples can be generated from a single NESA run by reusing the samples tα˚nu

obtained from Algorithm 5.4.1. Eq. 5.4.9 shows that the nth NESA step contributes with

weight ∆Xnλ
˚
n to the Riemann sum for calculating the data evidence. Therefore, samples

from the posterior PDF can be provided by choosing n with the corresponding α˚n according

to its weight ppnq9∆Xnλ
˚
n, e.g., by inversion sampling. With such posterior samples tανu,

the expectation value of the spectral function can be obtained as xAy “ 1
Nν

řNν
ν“1 Apανq.
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There are different improvements of NESA going beyond the algorithm we presented within

this section which may increase the performance, e.g., updating more configurations at once

[49, 52], using a parallel version of NESA [224], extending the update method in the prior

sampling [225], or using the knowledge of the position of the minima obtained by optimization

algorithms [226]. We successfully checked all our NESA results by employing TI which we

briefly discuss in Appendix A.3.

5.5 Application I: BPAC

In this section, we apply BPAC to an impurity problem closely related the AIM describing

the many-body physics of CuPc on Ag(111) studied in Sec. 4.4.2. In Sec. 5.5.1, we define the

AIM which we solve subsequently using three different methods: FTPS, CTQMC+MEM,

and CTQMC+BPAC. Technical details of these methods are given in Sec. 5.5.2, whereas the

comparison of the results is given in Sec. 5.5.3.

5.5.1 The impurity problem

Although we have already introduced the Hamiltonian of the AIM in Sec. 2.3.3, we like to do

this again in a slightly modified form to keep this chapter self-contained. The Hamiltonian

of the isolated multi-orbital Anderson impurity with on-site energies εiσ and interaction

parameters Uij for electrons of different spin and Vij for electrons of the same spin is

ĤAI “
ÿ

iσ

εiσn̂iσ `
1

2

ÿ

ijσ

Uijn̂iσn̂jσ̄ `
1

2

ÿ

i‰j,σ

Vijn̂iσn̂jσ . (5.5.1)

Here, n̂iσ “ â:iσâiσ is the particle number operator for orbital i P t1, 2u and spin σ P tÓ, Òu

in the second quantization with creation (annihilation) operators â:iσ (âiσ). In the AIM, the

impurity is coupled to a bath of non-interacting fermions,

ĤAIM “ ĤAI `
ÿ

ikσ

Ṽik

´

â:iσ ĉikσ ` h.c.
¯

`
ÿ

ikσ

εikn̂ikσ . (5.5.2)

ĉ:ikσ (ĉikσ) are the creation (annihilation) operators of the kth bath state of orbital i with spin

σ. For the on-site energy of the impurity, we use εiÓ “ ε´ J and εiÒ “ ε with ε “ ´0.25 eV

and J “ 50 meV, and

U “

˜

Ũ Ũ

Ũ Ũ

¸

and V “

˜

0 Ũ

Ũ 0

¸

(5.5.3)

with Ũ “ 0.5 eV. The bath parameters Ṽik and εik are obtained from a flat bath hybridization

function

∆ipωq
!
“

ÿ

k

Ṽ 2
ik

ω ` i0` ´ εik
(5.5.4)
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defined by ´2= p∆ipωqq “ Γ Θp´1 ă ω ă 1q with Γ “ 50 meV. This set of parameters

exhibits a generalized Kondo scenario with symmetry between SU(2) [133] and SU(4) [139]

with the corresponding Kondo temperatures of TSUp2q “ 0.36 K and TSUp4q “ 20 K. Due to the

difference in the on-site energies of the impurity orbitals, this AIM exhibits side peaks close

to the Abrikosov-Suhl resonance. We present the spin-down and spin-up spectral functions

of this AIM in Figs. 5.2 and 5.4.

5.5.2 Technical details of the methods

We solve the AIM in the imaginary-time domain using the CTQMC solver in hybridization

expansion as implemented in the TRIQS library [117, 120, 227]. We performed 15 CTQMC

runs at β “ 400 (eV)´1 (T “ 29 K), each on 20 node points and with 106 measurements. The

difference in the impurity on-site energies J lifts the spin degeneracy but keeps the orbital

degeneracy intact and, therefore, the 15 CTQMC runs give 30 independent samples. Based

on these samples, we estimate reliable variances for the QMC data without having to bother

about possible autocorrelations.

In the following, we do not distinguish orbitals anymore and just discuss the spectral functions

depending on the spin. The AC in the present chapter is performed with MEM and BPAC.

In both cases, we use Nd “ 401 data points on an equally spaced τ grid for τ P r0, βs and the

same amount of ω points equally spaced on the interval ω P r´1, 1s. We applied the MEM of

Ref. [56] with an alternative evidence approximation [196] and the preblur formalism [197].

BPAC is applied as explained in Sec. 5.4 using a Nw “ 1000 walker and ελ “ 10´5.

Additionally, we compare the results with those obtained by the real-time FTPS impurity

solver, which does not need any AC, since it calculates the Green’s function already on the

real axis. In contrast to the CTQMC solver, the FTPS solver is a zero-temperature method,

which has to be considered when comparing the results.

5.5.3 Comparison of the results

First, we employ the FTPS solver for the spin-down part of the AIM and show the corre-

sponding spectrum in Fig. 5.2 (black line). As expected from the definition of the impurity

model in Sec. 5.5.1, the spectral function shows Hubbard satellites at approximately ´0.3 eV

and 0.2 eV and the Abrikosov-Suhl resonance at the chemical potential (0 eV). Additionally,

there is a peak at approximately ´50 meV contributed by the exchange coupling parameter

J . The CTQMC+MEM result (red dash-dotted line) shows a spurious peak at approxi-

mately 0.04 eV which does not appear in the FTPS solution. To find out whether this peak

is supported by the CTQMC data or whether it is an artifact of the AC by MEM, we employ

BPAC (blue line). First, we use a four-peak model M4 “ MpC “ p1, 1, 1, 1qq where each

peak consists of a single asymmetric Lorentzian, i.e., with peak complexity Cn “ 1. The

NESA logarithmic data evidence yields lnpppGd|M4,σ, Iqq “ 2828.2 ˘ 0.3. Table A.1 in

Appendix A.4 shows the prior ranges used and the parameters estimated. The four-peak
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5.5. Application I: BPAC

Figure 5.2: Spectral function for the down electrons obtained by the FTPS solver (black

line), CTQMC+BPAC (blue line including confidence intervals), and CTQMC+MEM (red

dash-dotted line). The BPAC solution does not show the peak slightly above ω “ 0 of the

MEM solution, which is in agreement with the FTPS solution (the inset).

BPAC solution (Fig. 5.2, blue line) does not show the additional peak slightly above ω “ 0

by construction. The evaluation of the five-peak model M5 “ MpC “ p1, 1, 1, 1, 1qq where

we introduce an additional peak at µ P p0.03, 0.07q produces the logarithmic data evidence

lnpppGd|M5,σ, Iqq “ 2825.0˘ 0.3. This yields a logarithmic Bayes factor of 3.2˘ 0.6 which

corresponds to a probability of p93% ´ 98%q that the four-peak model is preferred over the

five-peak model. This is in agreement with the FTPS solution and demonstrates that the

fifth peak at approximately 0.04 eV is not supported by the CTQMC data and, therefore,

an artifact of the MEM solution. In general, the spectral function obtained by BPAC de-

pends on the choice of the model M . In the spirit of Bayesian probability theory, we can

average over different models weighted by their corresponding model probability. Therefore,

we actually should compute

ppA|Gd,σ, Iq “
ÿ

i

ppA|Gd,σ,Mi, IqP pMi|Gd,σ, Iq . (5.5.5)

If one model is highly preferable, as M4 in the present case, then

ppA|Gd,σ, Iq « ppA|Gd,σ,M4, Iq . (5.5.6)

Hence, we plotted ppA|Gd,σ,M4, Iq in Fig. 5.2 (blue line).

Starting point for the determination of the spectral function Apωq are CTQMC data on

the imaginary-time Green’s function Gpτq, which we denote by Gdpτq. Inserting the recon-

structed spectral function Apωq into Eq. 5.2.3 yields the reconstructed Gpτq, which allows to
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5. Bayesian parametric analytic continuation

Figure 5.3: Imaginary-time Green’s function (upper panel) and its deviation from the

CTQMC data (lower panel) for the spin-down electrons. FTPS spectral function (T “ 0 K)

(black line) shows systematic deviations from the CTQMC data (T “ 29 K) due to the

difference in temperature.

asses the misfit in data space. Likewise, we can apply Eq. 5.2.3 to the FTPS spectral function

to obtain the corresponding Gpτq. The reconstructed Green’s function for imaginary times

Gpτq is compared with the CTQMC data Gdpτq in Fig. 5.3 for the MEM, BPAC, and FTPS.

Even though the spectral functions of MEM and BPAC differ slightly, Gpτq of both solutions

lies within the error of the CTQMC data. In the lower panel, the difference between Gpτq

and Gdpτq is shown on an enlarged scale, which reveals a systematic deviation between FTPS

and CTQMC data. The reason is that the FTPS solver calculates the spectral function at

T “ 0 K, whereas β “ 400 peVq´1 (T “ 29 K) is used in the CTQMC simulation.

The spectrum of the spin-up part of the AIM obtained with the FTPS solver is presented in

Fig. 5.4 (black line) and shows a two-peak structure as does the MEM (red dash-dotted line).

Hence, for parametrizing the spin-up spectral function in BPAC (blue line), we use a two-

peak model M2 “ MpC “ p1, 1qq with the prior ranges given in Tab. A.2 in Appendix A.4.

Since we are not interested in specific questions about spurious peaks, we are satisfied with

model M2.

5.6 Application II: MEM+BPAC

In this section, we propose a combination of MEM and BPAC (MEM+BPAC) and apply the

method to the impurity problem studied in Ref. [46] for SrVO3. We present the details of

the AIM in Sec. 5.6.1, give the technical details of MEM+BPAC in Sec. 5.6.2, and discuss
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Figure 5.4: Spectral function for the up electrons obtained by the FTPS solver (black line),

CTQMC+BPAC (blue line including confidence intervals), and CTQMC+MEM (red dash-

dotted line). FTPS calculates the spectral function at T “ 0 K, therefore, there are system-

atic deviations to the CTQMC+MEM and CTQMC+BPAC solutions obtained at T “ 29 K.

the results in Sec. 5.6.3.

5.6.1 The impurity problem

The multi-orbital AIM discussed in Ref. [46] arises from the ab initio treatment of SrVO3

which has become a test-bed material in DMFT. The solution of the AIM obtained with

the FTPS solver shows a three-peak structure in the upper Hubbard band between 1.75 eV

and 4.25 eV, see Fig. 5.5 (black line). Ref. [46] showed that CTQMC+MEM is not able to

resolve these high-energy excitations. The question we want to address in this section is as

follows: Is the absence of the three-peak structure a failure of MEM, or is it - due to the

ill-posed inversion problem - generally impossible to recover certain high-energy details of the

spectrum? To answer this question, we applied MEM+BPAC as explained in the following

section.

5.6.2 Technical details and MEM+BPAC

In order to obtain an answer to this question, we start from the FTPS real-frequency data,

transform them to the imaginary-time axis, and add noise on the order of the CTQMC error

(σ “ 10´5). By this procedure, we ensure that we know precisely the error statistics of the

data and we know that the correct result has to have the three-peak structure.
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5. Bayesian parametric analytic continuation

Figure 5.5: Spectral function of the AIM for SrVO3 studied in Ref. [46]. The FTPS solution

(black) shows a three-peak structure in the upper Hubbard band, whereas MEM (red dash-

dotted) and MEM+BPAC using the three-peak model M3 (blue) do not resolve these peaks.

We use an inverse temperature β “ 200 (eV)´1 (T “ 58 K), Nd “ 501 data points on an

equally spaced τ grid in the interval τ P r0, βs and the same amount of ω points equally

spaced for ω P r´4, 6s.

Instead of using BPAC as explained in the previous sections, here, we apply a combination of

MEM and BPAC. MEM+BPAC takes the MEM solution for a given subinterval of the energy

axis and applies BPAC only for the remaining interval. In that way, the number of parameters

is small, which enables faster sampling in the calculation of the evidence integral with NESA.

We take Ω P p1, 1.75q as an additional parameter and use the MEM solution for ω ă Ω and

BPAC for ω ě Ω. We use the prior ranges 1.75 ă µn ă 4.25 and 0 ă an, γ
l
n, γ

r
n ă 1, and

Cn “ 1 for each peak n. Furthermore, the remaining parameters describing the right tail

are constrained by 4.25 ă Ωr ă 6, ´2 ă µr ă 4.25, and 1 ă νr ă 10. In NESA, we use

Nw “ 2000 walkers and ελ “ 10´5.

5.6.3 Comparison of the results

We applied the MEM of Ref. [56] with an alternative evidence approximation [196] and the

preblur formalism [197] and were able to qualitatively reproduce the CTQMC+MEM solution

in Fig. 5 of Ref. [46], see Fig. 5.5 (red dash-dotted line, mostly covered by the blue line). The

MEM spectral function does not show the three-peak structure in the upper Hubbard band.

We applied MEM+BPAC using one-, two-, and three-peak models M1, M2, and M3. The ob-

tained logarithmic data evidences lnpppGd|Mi,σ, Iqq for i P t1, 2, 3u are t5036.7˘0.2, 5036.0˘
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Figure 5.6: Singular values Ei versus index i for the kernel of the AIM for SrVO3. For

the selected singular mode indices 27 (green dashed, E27 « 10´5), 48 (blue dash-dotted,

E48 « 10´10), and 66 (red, E66 « 10´15), we show the singular modes vi (upper inset) and

the projected spectral functions Apωq (see Eq. 5.6.5) for N “ 27, 48, 66 (green dashed, blue

dash-dotted, and red) (the lower inset). Although 66 singular modes resolve the three-peak

structure, 27 and 48 do not.

0.2, 5035.3 ˘ 0.2u and correspond to probabilities of 57 % for M1, 29 % for M2, and 14 %

for M3. It is interesting to note that the correct three-peak model actually has the lowest

probability. Still, let us take a look at the result of M3 shown in Fig. 5.5. Surprisingly, the

three-peak model looks very similar to the MEM result, i.e., it is not even able to resolve the

three-peak structure. Instead, it just shows one large peak in the energy region of the upper

Hubbard band.

To elucidate this behavior, we consider the singular value representation of the kernel as

suggested in Ref. [228],

K “
ÿ

i

Ei ui
`

vi
˘T

. (5.6.1)

Given the vector A of the discretized spectral function and the corresponding vector G of

the Green’s function for discrete imaginary times as defined in Sec. 5.2, we get

G “ KA “
ÿ

i

Ei ui
`

vi ¨A
˘

. (5.6.2)

The misfit defined in Eq. 5.4.2 can then be expressed in a very suggestive way. For simplicity,

we assume constant noise σl “ σ, @l. Then, the misfit to the data vector Gd is

χ2 “
1

σ2

ÿ

i

ˆ

`

Gd ¨ ui
˘

´ Ei
`

vi ¨A
˘

˙2

. (5.6.3)
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Figure 5.7: Singular values Ei versus index i for the kernel of the AIM for SrVO3.
`

Gd ¨ ui
˘

is shown for selected noise levels.

In Fig. 5.6, the singular values Ei of the kernel matrix are plotted with decreasing magni-

tude on a logarithmic scale. We find that the singular values decrease exponentially and

that, above i “ 70, the singular values are smaller than machine precision. We select

the three singular modes i “ t27, 48, 66u corresponding to singular values of approximately

t10´5, 10´10, 10´15u, respectively. The corresponding modes vi, which are depicted in the

upper inset, show an increasing number of nodes with increasing index i. Minimization of

Eq. 5.6.3 with respect to the spectral function A yields the maximum likelihood solution,

AML “
ÿ

i

`

Gd ¨ ui
˘

Ei
vi . (5.6.4)

Since the singular values decay exponentially, their inverse increases exponentially and small

noise in the coefficients
`

Gd ¨ ui
˘

becomes amplified. Fig. 5.7 demonstrates nicely that
`

Gd ¨ ui
˘

becomes dominated by noise above the mode index i where the singular value Ei
reaches the order of the noise σ. In order to see which part of the spectrum can, therefore,

be reconstructed, we expand A into the mode vectors vi,

A “

N
ÿ

i“1

`

A ¨ vi
˘

vi . (5.6.5)

In the lower inset of Fig. 5.6, we present the projected FTPS spectrum for N “ 27, 48, and 66.

We observe that the three-peak structure is not resolvable at all withN “ 27 and the resulting

spectrum (green dashed line in the lower inset) looks similar to the MEM and MEM+BPAC

solutions in Fig. 5.5. N “ 48 allows to resolve two of the three peaks (blue dash-dotted

line in the lower inset), whereas only N “ 66 resolves the full three-peak structure (red line
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in the lower inset). This demonstrates that, for a CTQMC error of σ ě 10´10, the AC

kernel definitely does not allow to resolve the three-peak-structure. CTQMC errors of this

magnitude, however, would imply enormous data-acquiring times, and even then only two of

the three peaks would be visible.

5.7 Conclusions

We proposed a Bayesian parametric approach for the analytic continuation of noisy imaginary-

time Green’s function data, as e.g. obtained by CTQMC. The commonly used Bayesian

form-free reconstruction of QMC data is the MEM which is based on the entropic prior that

uses a minimum amount of prior information, merely positivity and additivity. Due to the

nature of the form-free reconstruction, there are typically as many unknown parameters as

noisy data points. This, in combination with the ill-conditioned kernel, can lead to spurious

features in the reconstructed spectrum. In many applications, however, we have additional

prior knowledge, e.g., we know that there will be a small number of peaklike structures of a

specific shape. This prior knowledge can be encoded by representing the spectrum in terms

of suitably parametrized basis functions, encoding the spectrum with only a few parame-

ters, much less than the number of data points. Our approach, which we denote BPAC,

employs Bayesian parameter estimation to obtain the parametrized spectral function. In the

present chapter, we used asymmetric Lorentzians and additional tails. Of course, in other

applications a different basis might be favorable.

Moreover, we employed Bayesian model comparison to validate different numbers of Lorentzian

peaks. For Bayesian model comparison, the evaluation of high-dimensional evidence integrals

is necessary. To this end, we employ NESA which is particularly efficient for such integration

problems.

We demonstrated the capability of BPAC in terms of the CTQMC data for an AIM closely

related to the AIM describing CuPc on Ag(111) discussed in Sec. 4.4.2. We compared the

BPAC spectra to the MEM result as well as the spectral function obtained with the real-time

FTPS impurity solver. It was shown that BPAC is able to tell true peaks from artifacts which

are present in the MEM’s solution close to Abrikosov-Suhl resonance.

In a second application, we studied the AIM arising from the ab initio treatment of SrVO3.

The spectral function obtained with the real-time FTPS solver shows a three-peak structure

in the upper Hubbard band which is not present in the MEM reconstruction of the CTQMC

data. Although the MEM cannot resolve the three-peak structure, the rest of the spectrum

is captured well. To start with a data set that definitely contains the three-peak structure,

we generated imaginary-time data from the real-frequency FTPS spectrum. Adding noise to

simulate the CTQMC error, we studied the MEM and BPAC reconstructions of this data set.

To keep the number of parameters and, therefore, the numerical effort small, we employed

BPAC focused on the structure in the upper Hubbard band. Therefore, we only described

the upper part of the spectrum by Lorentzians whereas keeping the MEM reconstruction for

the rest of the spectrum. Bayesian model comparison then allows to infer which details of
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the upper Hubbard band can reliably be inferred from the data. Considering the singular

value decomposition of the kernel allows us to find rigorous arguments how numerical noise

is propagated by the kernel. Remarkably, we found that the information of the three-peak

structure present in the real-frequency spectrum is attenuated by ten orders of magnitude

during the transformation to imaginary-time space. It is, therefore, buried in the noise and

impossible to be retrieved from the QMC data. This means that independent of the model

chosen, we obtained a single large peak resembling the MEM solution. Although BPAC was

not able to reconstruct the true shape of the upper Hubbard band, its advantage is that it

reliably detects how many details of the spectrum are actually above the noise threshold in

the data.

Therefore, we conclude that BPAC is a valuable addition to nonparametric reconstruction

methods such as MEM. The reconstruction can be performed either only with BPAC or with

a MEM reconstruction that can be used first, and BPAC is employed to assess whether the

data support specific features found in the MEM spectral function.
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Appendix

A.1 Pt-BDT-Pt: Parameters of the Hamiltonian

The matrices in A.1.1, A.1.2 and A.1.3 are the one-particle parameters of the Hamiltonian

for the Pt-BDT-Pt system discussed in detail in Sec 3.4. t̃ are the hopping parameters of the

central region, where the double counting is not yet subtracted, and VTLC and VCTR
are the

coupling matrices between the central region and the transition layers. The row and column

indices of t̃ correspond to the basis functions presented in Fig. 3.6(b).

VTLC “

˜

´1.11 0.08 0.01 ´0.34 0.14 ´0.02 ´0.02 0.00

´0.85 0.11 0.00 0.08 ´0.05 ´0.02 0.01 0.00

¸

(A.1.1)

t̃ “

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

´1.46 ´2.12 0.21 0.17 0.07 0 0.05 ´0.03

´2.12 ´0.29 ´2.58 ´2.54 0.01 0.27 ´0.23 0.05

0.21 ´2.58 0.16 0.01 ´0.08 ´2.77 0.02 0.07

0.17 ´2.54 0.01 0.53 ´2.77 ´0.24 0.27 0

0.07 0.01 ´0.08 ´2.77 0.16 0.01 ´2.58 0.21

0 0.27 ´2.77 ´0.24 0.01 0.52 ´2.54 0.18

0.05 ´0.23 0.02 0.27 ´2.58 ´2.54 ´0.29 ´2.12

´0.03 0.05 0.07 0 0.21 0.18 ´2.12 ´1.46

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

(A.1.2)

V :CTR
“

˜

0.00 0.02 ´0.14 0.03 ´0.01 0.34 ´0.08 1.11

0.00 ´0.01 0.05 0.02 0.00 ´0.08 ´0.11 0.85

¸

(A.1.3)
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The interaction parameters Uij determined by numerical integration of Eq. 3.2.1 are

U “

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

7.72 4.86 3.24 3.25 2.27 2.21 1.96 1.49

4.86 8.52 5.06 4.97 3.34 3.23 2.85 1.96

3.24 5.06 8.67 3.32 3.00 5.04 3.34 2.27

3.25 4.97 3.32 7.93 5.03 2.86 3.23 2.22

2.27 3.34 3.00 5.03 8.67 3.32 5.06 3.24

2.21 3.23 5.04 2.86 3.32 7.94 4.97 3.26

1.96 2.85 3.34 3.23 5.06 4.97 8.52 4.86

1.49 1.96 2.27 2.22 3.24 3.26 4.86 7.72

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

. (A.1.4)

The relative integration error is within 5 %.

A.2 CuPc on Au(111) and Ag(111): Density functional cal-

culation details

The DFT calculations of CuPc on Au(111) and Ag(111) presented in Chpt. 4 are performed

with SIESTA [84] and TranSIESTA [85]. We use the Perdew-Burke-Ernzerhof (PBE)

[193] functional which is a generalized gradient approximation (GGA) functional. To sup-

press periodicity effects, we perform the calculations at the Γ point, except for the electrode

calculations where we use 100 k points in the transport direction with one electrode unit

cell consisting of six metal layers. For an appropriate description of the surface, we have

to ensure that the super cell is large enough parallel to the surface in order to justify a

Γ point calculation. For computational reasons, we restrict ourselves to the p(6 ˆ 5) sur-

face and discuss possible consequences in Sec. 4.4.3. We use 300 Ry mesh-cutoff and an

electronic temperature of 5 meV. For the H, C, N, and Cu atoms we use non-relativistic

norm-conserving pseudopotentials [229] from the Abinit’s pseudo database1 and for Au and

Ag relativistic pseudopotentials as recommended by Rivero et al. [230]. For the basis set, we

restrict ourselves to the standard single-zeta basis plus polarization (SZP) and double-zeta

basis plus polarization (DZP) basis sets with an energy shift of 0.01 Ry. We perform our

calculations using an SZP basis set for the bulk atoms and a DZP basis set for the atoms in

the molecule, the first 2 layers of the metal surface, as well as the tip. Additionally, we use an

extended cutoff radius of 7.5 Å for the first zeta basis functions of the four atoms at the tip

for calculating the transmissions. We successfully benchmark the pseudopotentials and basis

sets calculating the bulk band structure with SIESTA and Quantum Espresso [147]. We

apply TranSIESTA in equilibrium and choose the complex contour consisting of a circular

part from ´40 eV to ´10 kBT and a tail to infinity. The imaginary part of the Fermi function

tail when crossing the Fermi level is chosen to be 2.5 eV and a Gauss-Legendre quadrature

with 96 points is used for the circular part and a Gauss-Fermi quadrature with 16 points is

used for the tail of the complex contour.

1https://departments.icmab.es/leem/siesta/Databases/Pseudopotentials/

periodictable-gga-abinit.html
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A.3. BPAC: Thermodynamic integration

A.3 BPAC: Thermodynamic integration

In Sec. 5.4.2, we introduced NESA as a method for calculating high-dimensional integrals such

as the data evidence. To check all the calculated data evidences, we employed thermodynamic

integration (TI) [53, 54] in addition to NESA. TI was developed in statistical physics [231]

and independently discovered by Ref. [232]. We briefly discuss the basic principles of TI in

the present section.

We aim to calculate the data evidence integral

Zpβq “

ż

dα Lpαqβπpαq (A.3.1)

where we introduced an auxiliary parameter β. The case β “ 0 produces the prior normal-

ization, Zp0q “ 1, and β “ 1 the data evidence, Z “ Zp1q. Derivation of lnpZpβqq with

respect to β leads to

B

Bβ
lnpZpβqq “

ż

dα
πpαq

Zpβq
Lpαqβ

loooooomoooooon

pβpαq

lnpLpαqq “ xlnpLpαqqyβ . (A.3.2)

The logarithm of the data evidence is therefore an integral over this expectation value,

lnpZq “ lnpZp1qq ´ lnpZp0qq “

ż 1

0
dβ xlnpLpαqqyβ . (A.3.3)

The expectation value xlnpLpαqqyβ for a certain temperature β can be estimated by a MCMC

run obeying pβpαq. To improve the numerical evaluation of Eq. A.3.3, it is advantageous to

apply a nonlinear transformation [49], e.g.,

βpzq “
2zn

1` zn
(A.3.4)

with a fixed n and z P r0, 1s equally spaced, and to solve the integral

lnpZq “

ż 1

0
dz

dβ

dz
xlnpLpαqqyβpzq (A.3.5)

by using numerical integration techniques, e.g., Romberg integration [233]. The final result

suffers from two sources of error: the statistical error of the MCMC runs and the integration

error.
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A. Appendix

A.4 BPAC: Prior ranges and estimated parameters

Tab. A.1 shows the prior ranges and the estimated parameters for the four-peak model M4

of the spin-down spectral function of the AIM discussed in Sec. 5.5.

µn an γl
n γr

n

prior range (-0.4, -0.2) (0, 1) (0.001, 0.3) (0.001, 0.3)

estimator -0.32 ˘ 0.04 0.7 ˘ 0.1 0.20 ˘ 0.06 0.18 ˘ 0.06

prior range (-0.07, -0.03) (0, 0.5) (0.001, 0.1) (0.001, 0.1)

estimator -0.05 ˘ 0.01 0.08 ˘ 0.04 0.06 ˘ 0.03 0.04 ˘ 0.02

prior range (-0.02, 0.02) (0, 0.5) (0.001, 0.1) (0.001, 0.1)

estimator 0.001 ˘ 0.003 0.022 ˘ 0.005 0.008 ˘ 0.004 0.006 ˘ 0.003

prior range (0.1, 0.25) (0, 1) (0.001, 0.3) (0.001, 0.3)

estimator 0.22 ˘ 0.02 0.6 ˘ 0.1 0.06 ˘ 0.01 0.09 ˘ 0.05

Ω µ ν

left tail prior range (-0.5, -0.4) (-0.4, 0.5) (1, 10)

estimator -0.45 ˘ 0.03 0.0 ˘ 0.2 7 ˘ 2

right tail prior range (0.25, 0.5) (-0.5, 0.25) (1, 10)

estimator 0.36 ˘ 0.07 -0.1 ˘ 0.2 7 ˘ 2

Table A.1: Prior ranges and estimated parameters for model M4 of the spin-down spectral

function.

Tab. A.2 shows the prior ranges and the estimated parameters for the two-peak model M2

of the spin-up spectral function of the AIM discussed in Sec. 5.5.

µn an γl
n γr

n

prior range ( 0.03, 0.07) ( 0, 0.1) (0.001, 0.1) (0.001, 0.1)

estimator 0.063 ˘ 0.001 0.078 ˘ 0.002 0.0116 ˘ 0.0004 0.016 ˘ 0.002

prior range ( 0.2, 0.3) ( 0, 1.5) (0.001, 0.5) (0.001, 0.5)

estimator 0.218 ˘ 0.002 1.06˘0.03 0.0320 ˘ 0.0007 0.100 ˘ 0.007

Ω µ ν

left tail prior range ( 0, 0.03) ( 0.03, 0.5) ( 1, 10)

estimator 0.003 ˘ 0.001 0.1076 ˘ 0.0007 1.281 ˘ 0.005

right tail prior range ( 0.3, 0.5) ( -0.5, 0.3) ( 1, 10)

estimator 0.37 ˘ 0.04 0.0 ˘ 0.2 4 ˘ 2

Table A.2: Prior ranges and estimated parameters for model M2 of the spin-up spectral

function.
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