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Abstract 

G-quadruplexes (G4) are structurally very polymorphic non-canonical DNA/RNA secondary 

structures, which can readily form in guanine-rich sequences both in vitro and in vivo. As their 

location was found to be non-random and enriched in biologically relevant sites of the genome, such 

as telomeres, oncogene promoters as well as 5′ and 3′ untranslated regions (UTRs), G4s attracted 

increasing attention during the last years as novel promising targets for anticancer therapy. Thus, the 

rational design of small molecule ligands selective for G4s has become a promising strategy in the 

development of potential antitumor agents. Amongst them, metal-based compounds have emerged 

as particularly strong and selective G4 binders. Based on a recent report of a self-assembly strategy 

of Pt2L2 boxes aimed at targeting G-quadruplex structures, a new, improved Pt2L2 metallacycle 

displaying intrinsic fluorescence was synthesized.  

The aim of this study, thus, was to explore the biological applicability of this Pt2L2 compound for 

potential antitumor therapy and investigate its intracellular behavior. Moderate cytotoxic effects and 

anti-proliferative activity were observed in different human cancer cell models. Live cell imaging and 

confocal laser scanning microscopy (CLSM) further revealed that this compound is stable in the 

intracellular milieu, taken up by cancer cells and delivered to the nucleus displaying a strong blue 

fluorescence. This fluorescence signal was more resistant to UV photobleaching in nucleoli, nuclear 

substructures known to be particularly rich in G4-forming sequences, which indicates that the Pt2L2 

metallacycle can detect both double-stranded and G-quadruplex DNA structures, but has a higher 

affinity for G4s. Immunostaining with a G4-selective antibody further proved that the Pt2 compound 

shares the identical final molecular target. Competition assays showed that the metallacycle replaces 

other well-established G4 ligands. Moreover, photophysical changes including fluorescence 

quenching and increased absorption were observed upon G4 binding, indicating, once again, that the 

compound displays increased selectivity for G4s compared to dsDNA. Finally, via whole genome gene 

expression microarray and gene set enrichment analysis (GSEA) it was revealed that the Pt2 

compound indeed targets G4 regulated genes, especially genes located in chromosomal regions 

enriched for G4 structures.   

Summing up, we were able to show that the novel Pt2L2 metallacycle is a promising candidate for 

targeting and detecting G-quadruplex DNA/RNA structures in cancer cells and aids in the 

development of new G4-selective Pt-based anticancer compounds. 
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Zusammenfassung 

G-Quadruplexe (G4) sind strukturell sehr polymorphe DNA/RNA Sekundärstrukturen, die sich in 

Guanin-reichen Abschnitten sowohl in vitro als auch in vivo formen können. Diese Motive bilden sich 

nicht zufällig, sondern vor allem an biologisch relevanten Stellen des menschlichen Genoms, wie 

etwa in Telomeren, Promoterregionen von Onkogenen sowie in 5′- und 3′-untranslatierten Regionen 

(UTRs). Durch diese Entdeckung haben G4s in den letzten Jahren sehr viel Aufmerksamkeit als 

potenzielles Angriffsziel für die Krebstherapie auf sich gezogen. Deshalb ist vor allem das rationale 

Design von G-Quadruplex-selektiven Liganden Gegenstand aktueller Forschungsstrategien in der 

Entwicklung neuer Krebsmedikamente. Darunter haben sich insbesondere metallhaltige 

Verbindungen als äußerst starke und selektive G-Quadruplex Liganden herauskristallisiert. Basierend 

auf einer kürzlichen Veröffentlichung über neu entwickelte, speziell auf G-Quadruplex Strukturen 

abgezielte Pt2L2 Metallacyclen, wurde ein neuer, verbesserter Komplex synthetisiert, der darüber 

hinaus auch fluoreszierende Eigenschaften aufweist.  

Das Ziel dieser vorliegenden Arbeit war es, die biologische Anwendbarkeit dieser Pt2L2 Verbindung für 

die Krebstherapie zu erforschen und das Verhalten im intrazellulären Milieu zu untersuchen. Dabei 

wurden moderate zytotoxische und antiproliferative Auswirkungen auf unterschiedliche humane 

Krebzellmodelle beobachtet. Darüber hinaus wurde mittels Lebendzell- sowie konfokaler Laser-

Scanning-Mikroskopie nachgewiesen, dass der Pt2L2-Komplex im intrazellulären Milieu stabil bleibt, 

von Krebszellen aufgenommen wird und sich im Zellkern anreichert. Dabei emittiert er eine 

deutliche, blaue Fluoreszenz, welche nach UV Photobleichung vor allem in Nucleoli, G-Quadruplex-

reichen Substrukturen im Inneren des Zellkerns, erhalten bleibt. Dies weist darauf hin, dass der 

Platinum-Komplex sowohl doppelsträngige wie auch G-Quadruplex DNA erkennt, jedoch stärker an 

G-Quadruplex Strukturen bindet. Mittels Immunfärbung mit einem G4-selektiven Antikörper konnte 

zudem belegt werden, dass beide Verbindungen dasselbe molekulare Endziel teilen. Durch 

Kompetitionsassays wurde außerdem deutlich, dass die untersuchte Pt2L2 Verbindung auch andere 

bekannte G4-Liganden verdrängt. Darüber hinaus wurden photophysikalische Veränderungen wie 

Fluoreszenzlöschung und verstärkte Absorption speziell durch die Bindung von G-Quadruplex 

Strukturen festgestellt, was erneut darauf hinweist, dass der Ligand selektiver mit G-Quadruplex 

gegenüber doppelsträngiger DNA interagiert. Zuletzt wurde in dieser Arbeit der Einfluss des Pt2L2-

Komplexes auf Genexpressionsebene untersucht, wobei festgestellt wurde, dass dieser vor allem 

Gene in G4-reichen chromosomalen Regionen beeinflusst.  

Zusammenfassend konnte in dieser Studie gezeigt werden, dass der Pt2L2-Komplex ein 

vielversprechender Kandidat für den Nachweis von G-Quadruplex DNA/RNA Strukturen in 
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Krebszellen ist und die Entwicklung von neuen G4-selektiven, platinbasierten Krebsmedikamenten 

vorantreiben kann.  
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“It is through science that we prove, but through 

intuition that we discover.” 

» Henri Poincaré «  
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1 Introduction 
 

1.1 Cancer Incidence and Mortality  

Cancer constitutes one of the leading causes of death worldwide, with an estimated 18.1 million new 

cases and 9.6 million deaths in 2018 [1,2]. Globally, 1 in 5 men and 1 in 6 women will be diagnosed 

with cancer during their lifetime and 1 in 8 men as well as 1 in 11 women will eventually die from the 

disease or disease-related consequences, making cancer research of crucial importance in the 

development of effective cancer treatment and prevention strategies [3]. As evaluated by the WHO 

in 2015, cancer represents the first leading cause of premature mortality in 48 out of 172 countries 

and the second leading reason for death in further 43 countries (Figure 1) [1].  

 

 

Figure 1: World map illustrating the ranking list for cancer as a cause of premature death (before age 70) [1]. 

 

Cancer incidence and mortality is increasing dramatically worldwide. In Austria, the number of newly 

diagnosed cancers is predicted to increase until the year 2030 by 14% (Figure 2A). Similar is expected 

for cancer-related deaths in Austria until 2030, with an expected increase of 16% (Figure 2B) [4].   
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Figure 2: Cancer incidence and mortality is predicted to increase in Austria until 2030. (A) The number of newly diagnosed 
cancer cases is expected to rise by 14%. (B) Similarly, the number of cancer-related deaths is estimated to grow by 16%. 
Adapted from Klotz et al., 2019 [4]. 

 

Globally, women are slightly less affected by cancer compared to men, with 9.5% fewer newly 

diagnosed cases (9.5 million vs. 8.6 million) and 22% less cancer-related deaths (5.4 million vs. 4.2 

million) in 2018 [1]. In men, lung cancer is the most often diagnosed cancer type, representing also 

the leading cause for mortality. The second most frequent type of cancer in males is prostate cancer, 

followed by colorectal cancer. Regarding mortality however, liver cancer is the second leading reason 

for cancer-associated deaths in men, followed by stomach cancer. Among females, breast cancer 

constitutes both the dominating diagnosed cancer and reason for death, with colorectal and lung 

cancer following (Figure 3). However, these statistics vary considerably depending on the country, 

economic condition and lifestyle [1].  
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Figure 3: Global incidence and mortality regarding to cancer types in males (upper pie charts) and females (lower pie 
charts) in 2018 [1]. 
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1.2 Etiology of Cancer  

Cancer as a broad term comprises more than 100 different diseases collectively characterized by 

unregulated proliferation of cells that can form in almost any part of the body. Moreover, cancer 

cells can invade adjacent tissue or metastasize through the blood and lymph systems to distant sites, 

the leading cause for approximately 90% of cancer-related deaths  [5,6]. The basic steps in the 

process of carcinogenesis resemble in all types of the disease, which is believed to be a complex, 

multistep process across long periods of time, consisting of three major stages: (1) tumor initiation, 

(2) promotion and (3) progression. Carcinogenesis is initiated by the abnormal proliferation of a 

single mutated cell, which might evolve spontaneously or result from exposure to a carcinogen [7]. A 

tumor eventually develops through successive rounds of mutations or epigenetic alterations and 

proliferations, including both inactivation of tumor suppressor genes and activation of oncogenes [8]. 

Some of the mutations may provide selective advantages, such as an increased growth or decreased 

death rate, resulting in progeny dominating the tumor population. This process is also known as 

“clonal evolution”, which continues throughout tumor progression, leading to increasingly malignant 

sub-populations (Figure 4) [9,10].   

 

 

 

 

 

 

 

 

 

 
Figure 4: Process of clonal evolution. Carcinogenesis is a multistep process derived 
from a single mutated cell and comprises three main stages: tumor initiation, 
promotion and progression. Tumors are formed through successive cycles of 
mutation and clonal selection [10]. 

 

Depending on the growth aggressiveness of tumors, two broad subtypes can be distinguished. 

Benign tumors display localized growth without invading adjacent tissues, whereas malignant tumors 

can invade surrounding tissues and metastasize. Only malignant tumors are correctly referred to as 

cancer (Figure 5) [10]. 
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Figure 5: Differences between benign and malignant tumors. While the growth of benign tumors is locally confined, 
malignant tumors can invade adjacent tissues and metastasize to distant sites through blood and lymph systems [10]. 

 

Moreover, the process of carcinogenesis is considerably dependent on the surrounding extracellular 

matrix and stromal cells, collectively referred to as tumor microenvironment (TME). TME is 

composed of normal connective tissue comprising non-malignant cells such as endothelial cells 

forming blood and lymphatic vascular networks, cancer associated fibroblasts (CAFs), 

neuroendocrine cells, immune cells, inflammatory leukocytes and the extracellular matrix (Figure 6) 

[10–14].  

 

Figure 6: Tumor microenvironment. Stromal cells and extracellular matrix play a substantial role in the development of a 
malignant tumor [10]. 

 

Two-way communication between the stroma and tumor cells support the growth and invasion of 

the tumor via the secretion of signaling molecules such as growth factors, chemokines, interleukins 

and matrix metalloproteinases, rendering the tumor dependent on its specific stromal cells 

[13,15,16]. 
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1.3 Hallmarks of Cancer 

As cancer develops over time, non-malignant cells acquire properties during clonal evolution, which 

direct their transformation into malignant cells (Figure 7) [17,18].  

 

Figure 7: Transformation process of healthy into malignant cells. During carcinogenesis, non-malignant cells acquire in the 
course of clonal evolution certain traits which promote their malignancy [18].  

 

These genetic changes can be grouped into key biological properties, the so-called “Hallmarks of 

Cancer”, which were first postulated by Hanahan and Weinberg in 2000, comprising six distinct 

characteristics (1-6) [17]: 

(1) Sustaining proliferative signaling 

(2) Evading growth suppressors 

(3) Resisting cell death 

(4) Enabling replicative immortality 

(5) Inducing angiogenesis 

(6) Activating invasion and metastasis 

Even though this concept was widely accepted, substantial progress in cancer research and 

increasing knowledge lead to considerable criticism over time [19–21]. In 2010, an article in Nature 

Reviews Cancer i.a. argued that a hallmark of cancer should per definition only apply to malignant 

tumors, yet five of the six proposed hallmarks are also attributable to benign tumors. Only “invasion 

and metastasis” would refer to a trait distinguishing malignant from benign tumors [21]. In 2011, 

Hanahan and Weinberg therefore revised their proposed hallmarks and added two further hallmarks 

(7,8) as well as two enabling characteristics (9,10) involved in the pathogenesis of cancer cells, the 

so-called “next generation of cancer hallmarks” (Figure 8) [22]:  

(7) Reprogramming of energy metabolism 

(8) Avoiding immune destruction 

(9) Genome instability and mutation 

(10) Tumor-promoting inflammation 
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Figure 8: Ten hallmarks of cancer in correlation with their possible therapeutic targeting options [22]. 

 

1.4 Risk Factors and Prevention 

Even though cancer incidence is highest among adults older than 65 years, every age group can be 

affected [23]. Many intrinsic and non-intrinsic risk factors increase the probability of developing 

cancer. While intrinsic risk factors such as random DNA replication errors cannot be prevented, non-

intrinsic risk factors are at least partially controllable. These include endogenous risk factors, such as 

biological age, inherited genetic defects, genetic susceptibility, gender, altered hormone levels as 

well as exogenous risk factors including exposure to radiation, viruses, chemicals and several 

lifestyle-related factors (Figure 9) [24]. Endogenous risk factors are to some extent modifiable, for 

example sex steroid hormones are involved in development of prostate and breast cancers and are 

i.a. affected by other exogenous factors such as diet or physical activity, rendering this factor partially 

modifiable [24,25]. Among exogenous factors, smoking constitutes the biggest lifestyle-related risk 

factor, responsible for approximately 20%-30% of all cancer cases [26]. Thus, through lifestyle 

changes and vaccinations the risk for developing cancer can at least partly be reduced [27].  
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Figure 9: Risk factors for cancer can be divided in intrinsic and non-intrinsic factors. While intrinsic risk factors are 
unmodifiable, non-intrinsic risk factors including endogenous and exogenous risk factors are at least to some extent 
modifiable [24].  

 

1.5 Classification 

Cancers can be classified according to the type of cell the tumor originates from, such as [28,29]: 

• Carcinoma 

Cancers that arise from epithelial cells, constituting the cells on the inner and outer surfaces 

of the body forming a defensive barrier, are called carcinomas. This group represents the 

most frequent type of cancer (~85%). Depending on the origin of the various epithelial cells 

further subtypes exist: 

 

− Adenocarcinoma: derives from glandular epithelial tissue. 

 

− Basal cell carcinoma: originates from small round cells at the bottom of the 

epidermis, the outer layer of the skin, and represents the predominant type of skin 

cancer [30]. 

 

− Squamous cell carcinoma (epidermoid carcinoma): develops from epithelial cells 

which can be found in the outer section of the epidermis, the linings of hollow 

organs as well as the respiratory and digestive tracts [30]. 

 

− Transitional cell carcinoma: derives from the transitional epithelium found in the 

organs of the urinary system. 

 

• Sarcoma 

Sarcomas arise from connective tissues, which includes fibrous tissues, fat, cartilage, bone 

and blood vessels. 
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• Haematological (blood) cancer 

Lymphoma 

Cancer originating from lymphocytes (type of leukocytes, the white blood cells), important 

cells for the adaptive immune systems, which include B lymphocytes (B cells) and T 

lymphocytes (T cells). While B cells are involved in the humoral immunity (antibody-

mediated), T cells are responsible for cell-mediated immunity [31]. Two main subtypes of 

lymphomas are described: 

− Hodgkin Lymphoma: B cell lymphoma arising from giant, multinucleated cells with 

an abnormal morphology, known as Reed-Sternberg cells [32]. 

− Non-Hodgkin Lymphoma: comprises a group of lymphomas, formed from B or T 

cells. 

Leukemia 

Cancer that arises from blood-forming cells of the bone marrow.   

 

Multiple Myeloma 

Cancer originating from plasma cells, antibody-producing white blood cells. 

 

• Melanoma 

Cancer forming in melanocytes. These melanin-producing cells are located in the skin, eye 

and internal organs. 

 

• Germ cell tumor 

Cancer derived from germ cells, the reproductive cells (egg and sperm cells). 

 

• Blastoma 

Cancer developed from precursor cells. Blastoma is usually used as suffix and cancers are 

termed according to the location, such as [33]: 

− Medulloblastoma (brain tumor) 

− Hepatoblastoma (liver tumor) 

− Nephroblastoma (kidney tumor) 

− Retinoblastoma (tumor of the eye’s retina) 
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1.6 Cancer Treatment 

 
The choice of treatment depends on different parameters, including the cancer type, its location, 

disease progression as well as age and health conditions of the patient. Before 1950, surgery was the 

only prevailing option available for treating cancer, however only a fraction of the patients could 

have been cured. After 1960, radiotherapy was introduced for local control of lesions. Over time it 

was discovered that the combination of both methods is most effective [34]. Nowadays, many 

different therapy options exist, including chemotherapy, surgery, radiotherapy, immunotherapy, 

hormone treatments and targeted therapy [35].  

 

1.6.1 Surgery 

Ephraim McDowell paved the way for surgical treatment in 1809 by performing abdominal surgery of 

an ovarian tumor and proofing that cancer can be cured this way [36]. In 1894, William Halsted 

introduced radical mastectomy for breast cancer, which had the most incisive impact on surgical 

treatment of cancer [37]. This technique involved the en bloc resection of surrounding breast tissue 

to eradicate all cancer cells and became known as the “Halsted mastectomy”, later on “the cancer 

operation” or “the complete operation”, as it was the most commonly performed operation for the 

removal of all types of cancers [38,39]. However, complete removal of all malignant cells is often not 

feasible and recurrence a major issue, making adjuvant (supplementary therapy after primary 

treatment) and neoadjuvant (adjuvant therapy before primary treatment) therapies important 

(Figure 10) [40].  
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Figure 10: Neoadjuvant and adjuvant therapies can help to improve the effectiveness of the primary treatment [40]. 

 

1.6.2 Radiotherapy 

Besides surgery, radiotherapy is the other main treatment applied for the therapy of localized tumors 

and was responsible for 29% of all cured patients in 2016 [41]. Radiation therapy aims at interfering 

with the cell division potential of cancer cells by exerting high-energy ionising radiation which 

damages DNA either directly or indirectly through generation of free radicals, inducing single strand 

breaks (SSBs) and double strand breaks (DSBs) (Figure 11) [42,43]. However, radiation therapy is non-

specific and affects also healthy cells, which is why the radiation dose needs to be tightly controlled 

and unintended exposure to surrounding tissue should be minimized [42,44–46]. 

 

Figure 11: Effects of radiation therapy. DNA is damaged either directly or indirectly via production of free radicals resulting 
in SSBs and DSBs [43]. 
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1.6.3 Hormone Therapy 

Hormone treatment, also referred to as endocrine therapy, is employed for the treatment of 

hormone-dependent cancers such as breast, endometrial, ovarian and prostate cancers. It aims at 

manipulating the endocrine system through administration of exogenous hormones such as hormone 

analogues (e.g. corticosteroids, somatostatin, progestins) and inhibitors of hormone synthesis (e.g. 

degarelix, exemestane) or hormone receptors (e.g. estrogen receptor modulators such as tamoxifen 

or androgen receptor inhibitors like flutamide) [47]. Hormone-mediated therapy is often used 

together with other treatment strategies (Figure 10) and can be used for neoadjuvant or adjuvant 

therapy. It however often entails unwanted side-effects such as hot flashes, digestive problems, 

oedema, fatigue, weight gain, depressions, thrombosis or osteoporosis [47–50].   

 

1.6.4 Immunotherapy 

Immunotherapy approaches to manipulate the immune system and reducing tumor-mediated 

suppression of anticancer immune responses. This treatment regimen managed to progress from a 

simple innovative strategy to huge clinical success [51]. Science magazine even awarded 

immunotherapy as “Breakthrough of the Year” and a “turning point in cancer” in 2013 [52]. In 

immune-mediated therapy two key approaches can be distinguished, active and passive 

immunization (Figure 12) [53]. Active immunotherapy involves mobilization of the adaptive immune 

system to directly fight cancer cells by targeting tumor antigens, which can be achieved via 

vaccination, immune checkpoint inhibitors or oncolytic viruses [51]. Of special interest are so-called 

neoantigens, tumor-specific antigens resulting from somatic mutations acquired during 

carcinogenesis which are not expressed on non-malignant cells, making this approach more tumor-

specific and minimizing adverse effects. This strategy is especially effective in tumors exhibiting a 

high mutational burden [54,55]. Passive immunotherapy on the other hand aims at enhancing the 

anti-tumor response of patients with an unresponsive immune system, which can be achieved via the 

administration of monoclonal antibodies, lymphocytes or cytokines [8,51].  

Even though immunotherapy yielded already great success in the clinics, major drawbacks still 

emerge. Besides being a cost-intensive therapy, patients’ treatment response cannot be predicted 

and varies substantially. Therefore, the identification of new biomarkers is required to personalize 

immunotherapy and improve therapy efficacy [55,56].  
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Figure 12: Active and passive immunotherapy. While active immunotherapy directs the adaptive immune system to 
destroy cancer cells via vaccines, immune checkpoint inhibitors or oncolytic viruses, passive immunotherapy stimulates the 
anti-tumor response of a patient’s weak immune system via administration of mAbs, cytokines or lymphocytes [51]. 

 

 

1.6.5 Targeted Therapy 

Targeted therapy increases the efficacy and specificity of the treatment, concomitantly reducing 

side-effects to healthy cells. In this approach, specific targets of interest are identified and drugs are 

developed that either directly act on these targets or that selectively deliver agents to these 

destinations. This can be realized by means of monoclonal antibodies, small molecule inhibitors, 

immunotoxins or drug nanocarriers [57–59]. A prominent example is tamoxifen, the first targeted 

drug approved by the FDA in 1970, which selectively blocks estrogen receptor (ER) and is therefore 

utilized for the treatment of estrogen receptor-positive breast cancer [60]. Moreover, the treatment 

of melanoma was revolutionized by introduction of tyrosine kinase inhibitors (TKIs) targeting the 

BRAF kinase such as vemurafenib and dabrafenib [61]. For therapy of non-small cell lung cancer 

(NSCLC), epidermal growth factor receptor (EGFR) inhibitors such as erlotinib or gefitinib are highly 

effective [62].  
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1.6.6 Chemotherapy and DNA as a Target in Anticancer Therapy 

Chemotherapy is referred to the administration of chemicals or drugs aimed at killing or inhibiting 

the growth of cancer cells. As these agents are largely unspecific, also non-malignant cells are 

damaged, resulting in severe side-effects like nausea, vomiting, hair loss, fatigue or fever. 

Administration is most frequently achieved by intravenous infusion, however also other forms such 

as oral, subcutaneous or intramuscular routes are described, depending on type and stage of the 

tumor [63,64]. Chemotherapeutic drugs can be either used alone or in combination with other 

above-mentioned therapies and often display DNA-damaging properties. In fact, even before the 

double helical structure of DNA was discovered in 1953 by Watson and Crick [65], DNA has already 

been targeted by anticancer compounds [66]. Among them, several agents have been identified, 

including antimetabolites, intercalators and alkylation agents. Antimetabolites have similar 

structures to metabolites and impair nucleic acid synthesis either by depleting the supply of 

nucleotides or by incorporation of chemically modified nucleotides [67]. Methotrexate as an example 

falls into this category by being a folate antagonist and inhibiting dihydrofolate reductase (DHFR), 

which blocks the synthesis of the crucial DNA building blocks purines and pyrimidines and thus can 

inhibit growth and proliferation of cancer cells [68]. Intercalators such as actinomycins on the other 

hand interact reversibly with the double helix by inserting an aromatic ring system between the 

base‐pairs of DNA, and thereby inhibit DNA replication in cancer cells [69]. Alkylation agents interact 

non-specifically with DNA and block the replication machinery by causing bulky DNA adducts or 

crosslinked DNA, depending on whether they are monofunctional or bifunctional. A well-known 

example for bifunctional alkylating agents are nitrogen mustards, the first DNA damaging 

compounds used for the treatment of cancer, which impair replication fork progression and lead 

to apoptotic cell death [70,71]. 

 

1.6.6.1 DNA-Targeting Metal Complexes 

Until 1960, chemotherapy drugs used in the clinics to treat cancer were based exclusively on organic 

compounds. A fortunate coincidence by Dr. Barnett Rosenberg in 1965 [72] led to the discovery of 

the anticancer properties of an already 1844 synthesized metal compound by Michele Peyrone [73] - 

later known as cisplatin - which ushered in a new area of DNA-targeting drugs. Since then, metal-

based chemotherapy agents, especially platinum compounds, have become an essential part of 

modern cancer therapy - to about 50 % of all patients, platinum drugs are administered during their 

treatment [74]. Around 1.29 billion US$ of platinum-based anticancer drugs are sold worldwide 

today and, according to a new GIR (Global Info Research) study, the global market is expected to 
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reach 1650 million US$ by 2024 [75]. Three platinum-containing drugs have been approved by the 

U.S. Food and Drug Administration (FDA) for treating cancer and entered worldwide clinical use: 

cisplatin, carboplatin and oxaliplatin [76]. Cisplatin is referred to as first generation of platinum 

drugs. Second and third generation originate from cisplatin, having modified leaving groups 

(corresponding to the two chloride ligands), or amine groups. Second generation agents include a 

change in either one of these groups, with carboplatin being a representative having substituted 

leaving groups. In third generation platinum drugs both groups are replaced, like it is the case for 

oxaliplatin (Figure 13) [77].  

 

Figure 13: Chemical structures of the three worldwide approved platinum-based anticancer agents [78].   

 

An overview about the milestones in the era of anticancer platinum drugs until 2007 is given in 

Figure 14.  

 

Figure 14: Timeline highlighting the history milestones of platinum drugs in cancer treatment until 2007 [79].   
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1.6.6.1.1 Cisplatin 

Cisplatin [(SP-4-2)-diamminedichloridoplatinum(II)], a square-planar Pt2+ coordination compound, 

was approved in 1978 by the FDA under the brand name Platinol® [80] and counts to the most widely 

used chemotherapy agents worldwide for the treatment of a variety of solid tumors including lung, 

testicular, ovarian, head and neck, bladder, colon, breast, gastric, esophageal, cervical cancer, 

melanoma, lymphomas and others [77,81]. It is especially promising in the case of testicular cancer, 

with an excellent prognosis for cure rates exceeding 90% and reaching nearly 100% for early-stage 

disease [82]. Upon administration, cisplatin enters the cells either through passive diffusion or active 

transport mediated by copper transporter-1 (CTR1) and exerts its antitumor effects through various 

mechanisms. The most acknowledged one is mediated by its ability to crosslink with the purine bases 

on DNA, forming DNA adducts, blocking DNA synthesis and interfering with DNA repair mechanisms. 

This results in DNA damage, which activates DNA damage responses (DDR) and triggers activation of 

several signal transduction pathways (Figure 15). Cisplatin-DNA adducts are mainly repaired via 

nucleotide excision repair (NER). DDR is largely regulated by p53 and c-Abl (Abelson tyrosine kinase). 

P53 is stabilized through phosphorylation by ataxia-telangiectasia mutated (ATM) or ATM- and Rad3-

related (ATR) kinases and entails several effects such as activation of p21 leading to cell cycle arrest, 

or degradation of FLIP (FLICE-like inhibitory protein) and inactivation of antiapoptotic protein Bcl-XL 

(B-cell lymphoma-extra large) promoting apoptosis. Moreover, cisplatin-induced damage is also 

recognized by mismatch repair (MMR) system, which interacts with c-Abl, inducing activation of p73 

and MAPK (mitogen-activated protein kinase) pathway (ERK [extracellular-signal regulated kinases], 

JNK [c-Jun N-terminal kinases] and p38) [83]. In the event of defective repair or excessive DNA 

damage, apoptosis is eventually induced (Figure 15) [83–85].  

However, adverse effects and the risk of relapsing are limiting the applicability and effectiveness of 

cisplatin in clinics. Due to nonspecific targeting of genomic DNA, cisplatin also damages non-

malignant cells, inducing nephrotoxicity, ototoxicity, hepatotoxicity, neurotoxicity, gastrointestinal 

toxicity and cardiotoxicity in patients [81,85–87]. Furthermore, intrinsic or acquired resistance to 

cisplatin constitutes another critical drawback. Acquired resistance to cisplatin may evolve from 

different mechanisms, such as increased drug degradation, reduced influx or elevated efflux of 

cisplatin (e.g. ATP-binding cassette [ABC] mediated drug efflux), enhanced DNA repair, reactivity with 

glutathione and metallothioneins leading to GS-X pump mediated drug export or through microRNA-

214 (miR-214) targeting the PTEN/Akt (phosphatase and tensin homolog/protein kinase B) pathway 

(Figure 15) [77,83,88–90]. Hence, combination therapies with other chemotherapeutics (e.g. 

vinblastine, bleomycin or doxorubicin), natural products (e.g. melittin from honey bee venom or 

capsaicin from chili peppers) or targeted agents (e.g. C-75, a fatty acid synthase inhibitor) are 
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currently explored to overcome resistance and minimize side effects of cisplatin [91–97]. Moreover, 

development of cisplatin analogs have become an emerging field of research, with only two 

(carboplatin and oxaliplatin) having been approved worldwide and a few having entered clinical trials 

[78,98]. 

 

Figure 15: Cisplatin-mediated signal transduction pathways [83]. [1] Cisplatin enters cells either via passive diffusion or by 
active transport through CTR1. [2] Cisplatin export is mediated by ATP7A and ATP7B. [3] Besides DNA, cisplatin also binds to 
glutathione and metallothionein, with the assembly leaving the cell via the GS-X pumps. [4] Upon interaction with DNA, 
cisplatin causes DNA damage due to crosslinking the purine bases on DNA and thereby forming DNA adducts, which 
intereferes with DNA synthesis and activates DDR. [5] These adducts are repaired via NER, while the cell cycle is arrested to 
supply efficient time for DNA repair. DDR is mediated primarily through p53 and c-Abl. P53 is stabilized through 
phosphorylation of ATM or ATR, which are activated upon DNA damage. P53 entails several effects, including p21 activation 
which leads to cell cycle arrest or degradation of FLIP and binding to Bcl-XL, which promotes apoptosis. Cisplatin-induced 
damage is moreover recognized by MMR, which interacts with c-Abl, inducing activation of p73 and MAPK pathway (ERK, 
JNK and p38), eventually leading to apoptosis. [6] Further involved in apoptosis pathway are PKC, ERK and Akt kinases. [7] 
miR-214 promotes cell-survival and resistance to cisplatin via binding to 3’UTR of PTEN, leading to inhibition of PTEN and 
activation of Akt.  

 

1.6.6.1.2 Carboplatin 

Carboplatin [cis-diammine-cyclobutanedicarboxylato-platinum (II)] was the second platinum complex 

approved by the FDA in 1989 under the brand name Paraplatin® [99] and is used for treatment of 

ovarian, lung, head and neck cancers. Carboplatin differs from cisplatin by its leaving group, 
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possessing a less labile cyclobutane-decarboxylate group instead of the chloride ligands, which 

entails a decreased reactivity and a slower DNA binding [82]. Thus, reduced adverse effects have 

been described, especially the lack of nephrotoxicity, neurotoxicity and ototoxicity, which is the 

reason for the better tolerability of carboplatin compared to cisplatin [100]. However, a severe 

constraint limiting the application of carboplatin is its myelosuppressive effects, appearing in 20–40% 

of patients if conventional doses are administered and in more than 90% of patients receiving high 

doses. The main symptoms of carboplatin-induced myelosuppression include thrombocytopenia (low 

platelet count) and neutropenia (low neutrophil count), leading to anemia and predisposing to 

opportunistic bacterial and/or fungal infections such as Pseudomonas aeruginosa or Candida albicans 

[82,101]. 

 

1.6.6.1.3 Oxaliplatin 

Oxaliplatin [(trans-R,R-cyclohexane-1,2-diamine)oxalatoplatinum(II)], the third and last platinum 

agent that received full approval by the FDA in 2004 under the trade name Eloxatin® [102], 

represents one of the mainstay chemotherapeutic drugs in gastrointestinal cancers. It is used as 

adjuvant treatment for colon cancer in combination with fluorouracil and leucovorin or folinic acid 

[103]. Belonging to the third generation of platinum agents, it is composed of a platinum atom 

complexed with an oxalate ligand as leaving group and a diaminocyclohexane (DACH) moiety instead 

of the amine groups present in cisplatin. The DACH ligand is reported to provide a greater 

cytotoxicity of the drug compared to the other two approved platinum agents, and additionally 

prevents cross-resistance with them [82,104]. Further advantages of Oxaliplatin include the ease of 

administration and reduced side effects, however it has shown to induce moderate myelotoxic 

effects and cause peripheral neuropathy [104,105]. 

 

1.6.6.2 Limitations 

Even though targeting DNA for anticancer therapy can be effective, several drawbacks exist. 

Especially the lack of selectivity, resulting in severe adverse toxicity effects to non-malignant cells as 

well as the risk of secondary cancer development and acquired resistance are limiting the clinical 

applicability of DNA-damaging agents. Therefore, the primary objective is to enhance the selectivity 

of the anticancer compounds and minimize concomitant side effects. This has drawn interest 

towards targeting non-canonical DNA-structures which are predominant in cancer cells. Especially, 

one unusual DNA structure that attracted attention to become a promising target for anticancer 

therapy is the G-quadruplex (G4) [106].  



Introduction 
 

19 

1.7 G-Quadruplex DNA as a Novel Target for Anticancer Drugs 

In 1910, long before the discovery of the double helical structure of DNA [65], the Norwegian 

scientist Ivar Bang already reported the gel formation potential of concentrated solutions of guanylic 

acids [107]. However, it took more than 50 years, until it was revealed that this phenomenon is 

attributable to helix formation by the guanylic acid [108], proposing the key structural component of 

a G-quadruplex, known today as G-quartet or G-tetrad.  

 

1.7.1 Structure 

G-quartets are very stable cyclic planar arrangements of four guanines held together through eight 

Hoogsteen hydrogen bonds, which can transiently self-associate within G-rich regions of single-

stranded DNA or RNA (Figure 16A). Two or more G-quartets pile on top of each other through π–π 

stacking and are connected by loops that arise from intervening sequences, assembling the four-

stranded G-quadruplex structure (Figure 16B) [109–111]. Depending on the characteristics of the 

loops and the overall topology, G-quadruplexes furthermore possess four grooves of variable 

dimensions, contrary to the double helix exhibiting only two [112].  

 

Figure 16: Structure of a G-quadruplex. (A) Schematic representation of a G-quartet, the basic constituent of a G-
quadruplex, consisting of four guanine bases held together through Hoogsteen hydrogen bonds (red dashed lines) and 
stabilized by a central monovalent cation (M+) [109]. (B) G-rich sequence that self-associates into an intramolecular G-
quadruplex consisting of three π–π stacked G-quartets connected by loops [113]. 
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The formation of G4s is further driven by monovalent cations, especially Na+ and K+, which bind non-

specifically to the negatively charged phosphate backbone, thereby reducing the electrostatic 

repulsions of inwardly pointing guanine oxygens and stabilizing the G-tetrad stacks [114]. Since K+ 

and Na+ represent the predominant cations in vivo, physiological buffer conditions promote G4 

assembly [111,115].  

G-quadruplexes display considerable structural polymorphisms, including the number of strands 

involved (intramolecular or intermolecular folding), the backbone strand polarity (parallel or anti-

parallel), the glycosidic torsion angle (syn or anti, Figure 17), the type of the loop (propeller, diagonal, 

edgewise), the groove dimension (narrow, medium, wide), the G-tract length as well as the nature of 

the ion channel [116–118].  

 

Figure 17: Glycosidic torsion angles. Rotation of the bond between the guanine base and the sugar distinguishes syn and 
anti conformation [119]. 

 

 G-quadruplex structures are formed intramolecularly within one single strand of DNA/RNA 

(unimolecular) or intermolecularly between two, three or four individual strands (bi-, tri-, or 

tetramolecular, Figure 18) [87,120].  

 

Figure 18: Depending on the number of strands, intermolecular or intramolecular G-quadruplexes are differentiated 
[109]. 

 

Parallel G-quadruplexes are composed of four DNA strands, all having the same orientation, and each 

G-tetrad guanine exhibiting the identical glycosidic bond anti conformation (anti-anti-anti-anti). In 

anti-parallel G-quadruplexes, both syn and anti guanines are present and at least one strand runs in a 
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different direction. Depending on the number of oppositely oriented strands, one can distinguish 

between two strands running in the reverse direction (syn-syn-anti-anti or syn-anti-syn-anti) or three 

strands being parallel and one facing the contrary side (syn-anti-anti-anti or anti-syn-syn-syn), which 

is further classified as the hybrid-type (3+1) (Figure 19) [116,121].   

 

 

Figure 19: Different topologies of tetramolecular G-quadruplexes. Depending on the strand orientation parallel, 
antiparallel and hydrid-type antiparallel G4s exist [116].  

 

Adjacent parallel G-strands are connected by propeller-type loops (also called double-chain-reversal), 

whereas anti-parallel strands are joined either by diagonal loops, which link two opposite antiparallel 

strands, or via edgewise (lateral) loops, which connect two adjacent antiparallel strands (Figure 20) 

[116,122,123]. The length as well as the base composition of the loop influence considerably the 

stability of the G4s; short loops with the presence of numerous pyrimidine bases exhibit the largest 

stability [124,125].  

 

Figure 20: Different types of loops connect the G-quartets within a G-quadruplex [116]. 
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G-quadruplexes formed within DNA sequences can exhibit all different topologies. RNA G-

quadruplexes on the contrary can only adopt the parallel conformation. This is because RNAs possess 

a ribose sugar with a 2’-hydroxyl group instead of a deoxyribose sugar in DNA, which sterically 

prevents the glycosidic bond syn-conformation, the basic requirement for antiparallel topology. 

Furthermore, the 2’-hydroxyl group strongly increases the thermodynamic stability and leads to a 

more compact and less hydrated structure compared to DNA G4s (Figure 21) [126,127]. 

 

Figure 21: Dissimilarities between DNA and RNA G-quadruplexes [127].  
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1.7.2 Characterization of G-Quadruplexes 

In order to study G-quadruplex structures, a wide variety of different approaches are available (Table 

1). These include biophysical techniques such as atomic force microscopy (AFM), fluorescence 

resonance energy transfer (FRET), circular dichroism (CD), UV spectroscopy, electrospray ionization 

mass spectrometry (ESI-MS) or surface plasmon resonance (SPR) as well as biochemical methods like 

various enzymatic and chemical procedures [128]. X-ray crystallography and nuclear magnetic 

resonance (NMR) are techniques which allow the structural study of G-quadruplex with exceedingly 

high resolution [129]. Furthermore, computational tools such as Quadparser or G4LDB can be used 

for instance to predict the existence of G-quadruplexes in DNA/RNA sequences or to study 

quadruplex–ligand interactions [130–132].  

 

Table 1: Examples of methods frequently utilized to investigate G-quadruplexes (adapted from Kaushik et al., 2016 [128]). 

S. No. Type of technique Examples 

1. Biophysical 

Single molecule measurements (Atomic force microscopy, AFM; Scanning electron 
microscopy, SEM; Laser tweezers, Fluorescence resonance energy transfer, FRET) 
Mass spectrometry (Electrospray ionization mass spectrometry, ESI-MS) 
Hydrodynamics (Electrophoresis; Sedimentation equilibrium analysis),  
Thermodynamic methods (Melting; Differential scanning calorimeter, DSC),                       
Spectroscopy (Circular dichroism, CD; Vibrational circular dichroism, VCD; UV-Vis;   
Infrared, IR; Raman; Fluorescence; Surface plasmon resonance, SPR) 

2. Biochemical 
Enzymatic methods (Polymerase stop assay, Dnase I footprinting, In situ immunoblotting) 
Chemical methods (Dimethyl sulfate footprinting, 125I-radioprobing, click reaction) 

3. High resolution X-ray crystallography, Nuclear magnetic resonance (NMR) 

4. 
Computational/ 
Bioinformatics/ 

Databases 
Quadparser, Quadfinder, QGRS mapper, QuadBase, QuadDB, Quadpredict, G4LDB 

 

No universal technique exists which provides thorough knowledge about every aspect of G-

quadruplexes and G4-ligand interaction. As each method provides a different piece of information, a 

combination of complementary approaches should be used [133]. 
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1.7.2.1 Circular Dichroism (CD) 

CD is one of the most simple and powerful tools commonly used to study the conformation of G-

quadruplexes. It is a spectroscopic technique arising from the unequal absorption of right and left 

circularly polarized light, permitting fast and relatively inexpensive determination of the type of 

quadruplex fold of short as well as long DNA/RNA molecules [134,135]. Due to the structural 

polymorphisms of G-quadruplexes, different G4 structures exhibit unique CD spectral signatures. CD 

bands at 260 nm are characteristic for parallel quadruplexes and bands at 295 nm suggest 

antiparallel quadruplexes [133,136]. Being a very sensitive technique, it requires only low amounts of 

material (25 mg are sufficient) and allows working concentrations of DNA even below 20 mg/ml 

[137]. CD provides qualitative data about ligand interactions. For further quantitative information 

about kinetic or thermodynamic parameters usually other techniques like SPR or UV-Vis molecular 

absorption spectroscopy have been used so far  [87,133,138].    

 

1.7.2.2 UV-Visible Spectroscopy (UV-Vis) 

UV-Vis spectroscopy represents a frequently used method to investigate G-quadruplex-ligand 

interactions and stability of G4s [133]. Furthermore, folding/unfolding kinetics of G-quadruplexes can 

be studied in solution by measuring the changes in absorbance at 295 nm [139]. With the application 

of titration experiments also information including binding constants or stoichiometric parameters 

can be identified [133].  

 

1.7.2.3 Fluorescence Resonance Energy Transfer (FRET) 

FRET enables structural analysis of G-quadruplexes and investigates folding transitions as well as 

effects of ligand interactions in a non-destructive way [140–142]. Fluorescence resonance energy 

transfer, also sometimes referred to as Förster resonance energy transfer as it was first examined by 

Theodor Förster in 1946 [143], describes the distance-dependent process of radiationless energy 

transfer from an excited donor molecule to an acceptor through weak dipol-dipol interactions, 

thereby effecting an increase in the emission of the acceptor and a simultaneous decrease of the 

donor’s fluorescence [122,140,142]. The sample nucleic acid sequence has to be labelled with two 

different fluorophores, which are covalently attached to the 5’ and 3’ ends [133,140]. Frequently 

fluorescein (FAM) and tetramethylrhodamine (TAMRA) are used as a FRET pair. The crucial 

prerequisite for the suitability of fluorophores is that the acceptor’s absorption spectrum has to 

overlap at least 30% with the emission spectrum of the donor (Figure 22a) [142,144,145]. 



Introduction 
 

25 

Furthermore, the donor has to be in a correct parallel orientation to the acceptor and in close 

proximity (10-80 Å), corresponding to a radius unapproachable for other techniques (Figure 22b,c) 

[141,145,146].  

 

Figure 22: Requirements for efficient FRET. (a) The absorption spectrum of the acceptor needs to overlap with the donor’s 
emission spectrum. (b) The donor must be within a distance of 10-80 Å to the acceptor. (c) Only if the dipoles are in a 
correct parallel orientation FRET can take place. [144] 

 

Alterations in the donor-acceptor distance lead to a change in the energy transfer efficiency, thereby 

enabling to observe structural changes within G-quadruplexes or dynamics upon ligand interaction in 

solution [147]. 

 

1.7.2.4 X-Ray Crystallography 

Single-crystal X-ray diffraction is a fundamental method for investigating G-quadruplex structures 

providing the highest resolution. Besides three-dimensional structures of G4s, the location of central 

alkali metal ions and hydration patterns can be revealed as well [116]. As the name implies, this 

technique depends on crystallization of the sample and concomitant exposure to X-ray beams, 

resulting in a diffraction pattern. By rotating the crystal, the intensities and angles of the diffracted 

beams can be determined and Fourier transformed to create a 3D image of the electron density 

within the crystal (Figure 23) [148]. 
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Figure 23: Single crystal X-ray analysis [149]. 

 

This technique is not restricted by the molecular weight of the sample, the major bottleneck 

however constitutes the requirement of highly-ordered 3D crystals [150,151]. Furthermore, only 

information about the structure in the condensed, crystal state is obtained, which can differ 

considerably from the dynamic structure under physiological conditions. Therefore, X-ray 

crystallography is recommended to be employed as a complementary method to other biophysical 

and/or biochemical techniques [128,152].  

 

1.7.2.5 Nuclear Magnetic Resonance (NMR) 

NMR is a high-resolution technique to investigate dynamics of interactions including binding of 

ligands or folding/unfolding of G4s. The main advantage over X-ray crystallography is the opportunity 

to observe the samples in their physiological state in solution [116,128,153]. Therefore, the samples 

need to be highly purified and concentrated without aggregating [116]. The structural polymorphism 

of G-quadruplexes furthermore may lead to the presence of multiple species which can strongly 

affect the measurements. With the use of altered sequences adopting only a single conformation in 

solution this problem can be solved [112,154].  
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1.7.3 Biological Relevance 

For a long time it was assumed that G-quadruplexes represent only a structural curiosity witnessed in 

vitro; as this field of research gained increasing knowledge however, it was demonstrated that these 

noncanonical structures also readily form in vivo and indeed exhibit important biological functions 

[111]. G4s are ubiquitous present and can be found not only in humans, but also in animals, plants, 

bacteria and viruses [155–161]. Recently, Chambers et al. unveiled with a high-resolution 

sequencing-based method that the human genome contains 716,310 putative G4 forming sequences 

[162]. Most importantly, these structures were shown to be non-randomly located: G-quadruplexes 

colocalize with functionally significant sites of the genome such as telomeres, gene promoters, both 

5′ and 3′ untranslated regions (UTRs) or replication origins and are evolutionary conserved between 

species, emphasizing once again their biological significance [163,164]. In the course of extensive 

studies, G4s have shown to influence pivotal processes such as DNA replication, transcription, gene 

expression, epigenetic regulation as well as telomere maintenance and thus are considered attractive 

targets for the development of new anticancer agents [111,165].  

 

1.7.3.1 Telomeres  

The highest number of G-quadruplexes is reported to exist in human telomeres, where also the very 

first biologically meaningful G4 has been identified [111,166]. Telomeres are specialized 

nucleoprotein complexes which cap the ends of mammalian chromosomes and prevent them from 

being identified as sites of DNA damage by the DSB repair machinery and DNA damage response 

(DDR) enzymes, thereby protecting them from degradation and end-to-end fusion [167]. Human 

telomeric DNA is composed of 5-25 kb of the repetitive hexamer (TTAGGG), terminating in a 35-600 

nt single stranded overhang at the 3’end, which can readily form G-quadruplexes due to its enriched 

guanine content [168,169]. Telomere-mediated protection is provided by the shelterin complex (also 

called telosome), a six-protein assembly comprising telomeric repeat-binding factors TRF1 and TRF2, 

TRF1-interacting nuclear factor 2 (TIN2), Ras-related protein 1 (RAP1), protection of telomeres 

protein 1 (POT1) as well as POT1- and TIN2-organizing protein TPP1 [170]. Shelterin is associated 

with telomeric DNA repeats and inhibits DNA damage sensors such as Poly ADP-ribose polymerases 

(PARPs) as well as the Phosphoinositide 3 (PI3)-like ATM and ATR kinases. Additionally, DSB repair 

through homologous recombination (HR) as well as nonhomologous end-joining (NHEJ) is impeded 

[170,171]. The homodimeric proteins TRF1 and TRF2 associate specifically with the ds-telomeric DNA 

region, while POT1 binds ss telomeric DNA. TRF2 blocks activation of the ATM kinase and assists in 

masking chromosomal ends by creating a large lariat-like secondary structure termed telomeric loop 
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(t-loop), formed through strand invasion of the 3’ single stranded overhang into homologous duplex 

telomeric regions, concurrently replacing the duplex telomeric G-rich strand and forming a 

displacement loop (D-loop) (Figure 24) [172–176]. 

 

Figure 24: Association of the telomere with its hexameric shelterin complex. Adapted from Roake and Artandi, 2017 [172]. 

 

In human somatic cells, telomeric DNA is subjected to a gradual shortening of 50-200 bases with 

every cell division owing to the end-replication problem [168,177–179]. When the telomere length 

hits a critical limit, the chromosomal ends become exposed and consequently the cellular DNA-

damage machinery gets activated, engaging tumor-suppressor proteins p53 and Rb1 (retinoblastoma 

1) to induce apoptosis or replicative senescence [172]. This phenomenon was already observed in 

1961, when L. Hayflick suggested that human cells can only divide approximately 50 times before 

reaching their replicative capacity, known today as the Hayflick limit [180]. In p53 and Rb-deficient 

cells however, telomere shortening continues beyond the senescence barrier, eventually leading to 

crisis, an event characterized by massive cell death and severe chromosomal instability due to fusion 

events generating dicentric chromosomes and initiating breakage-fusion-bridge (BFB) cycles 

[167,172,181,182]. However, sometimes malignant cells can persevere crisis to achieve limitless 

replication potential, which is accomplished through so called “Telomere Maintenance Mechanisms 

(TMMs)” (Figure 25) [183].  
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Figure 25: Telomeres act as a mitotic clock. With each cell division, telomeric DNA is exposed to a progressive shortening 
until the cellular DNA-damage machinery is recruited, which induces apoptosis or replicative senescence through p53 and 
Rb1. Lack of these two tumor-suppressors or upregulation of telomerase allow the cells to circumvent senescence and 
divide further, eventually reaching a point of extensive telomere dysfunction called crisis. Through reactivation of 
telomerase or ALT, cells can survive and acquire the ability of limitless replication, the fourth hallmark of cancer [172].  

 

For a long time, it was supposed that in 85% of cancer cells, telomere length is maintained through 

activation of the enzyme telomerase, while 15% of cells use a telomerase independent mechanism 

known as alternative lengthening of telomeres (ALT), which is based on  homologous recombination 

[184–186]. In 2017 though, Barthel et al. provided evidence that only 73% of 6,835 investigated 

cancers upregulate telomerase and 5% use the ALT pathway [187]. The residual 22% did not show 

activation of any of these two mechanisms, suggesting that certain tumor cells are either able to 

acquire immortality without any of these two TMMs or that a third, still undiscovered process exists. 

Moreover, co-existence of ALT and telomerase mechanisms as well as the potential of certain tumor 

cells to switch between them was reported [183,188,189].   

Telomerase is a RNA-dependent DNA polymerase that utilizes its catalytic component, called hTERT 

in human, to reverse transcribe the template region of its own RNA subunit (termed hTR or hTERC) 

onto the 3’ end of the telomeric DNA. For in vivo functionality, this holoenzyme requires association 

with further components such as the auxillary protein dyskerin and H/ACA ribonucleoproteins (RNP) 

including NHP2, NOP10, and GAR1 (Figure 26) [190]. Telomerase is recruited from Cajal bodies to 

telomeres through TCAB1 (Telomerase CAjal Body protein 1), which is mediated by the shelterin 

component TPP1 [173,191].  
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Figure 26: Interplay between telomere and telomerase complex [190]. 

 

In non-malignant somatic cells, telomerase activity is absent due to downregulation of hTERT. 

Therefore, pharmacological targeting of telomerase represents a promising target in anticancer 

therapy with minor suspected cytotoxic side effects to healthy cells [192,193]. Exceptions include 

embryonic stem cells, germ-line cells, activated lymphocytes and other highly proliferative cells, 

where telomerase is also active [194,195]. However, as telomere length of these cells diverges 

significantly to those of cancer cells, the attrition to a critical level takes much longer and thus would 

not hinder telomerase-targeted therapy [193].  

One way to inhibit telomerase activity can be achieved via stabilization of G-quadruplex structures 

formed in the 3′-single-stranded overhang of telomeric DNA. Promoting the formation of G-

quadruplexes and stabilizing these structures with small molecule ligands can impede telomerase 

activity and effect apoptosis in cancer cells [196–198]. Importantly, G-quadruplex-interactive ligands 

were shown to inhibit the ALT pathway as well, avoiding potential drug resistance via switching 

between telomere maintenance mechanisms (Figure 27) [193,199]. 
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Figure 27: Inhibition of both telomere maintenance mechanisms via stabilization of telomeric G-quadruplexes using small 
molecule ligands [199].  

 

 

1.7.3.2 Oncogene Promoters 

Besides telomeres, human gene promoters have been shown to be a further region particularly 

abundant in G-quadruplex sequences. Huppert et al. discovered with the Gene Ontology (GO) 

database [200] that especially genes depending on tight control involved in vital processes such as 

development, cell differentiation and neurogenesis possess putative quadruplex sequences (PQS) in 

their promoter regions [119]. Furthermore it was revealed via the bioinformatics tool quadparser 

(Table 1) that 42.7% of human gene promotors contain at least one quadruplex motif, whereas the 

number of PQS in proto-oncogenes even accounts for 69% [201]. Whereas telomeric G4 forming 

regions are already accessible in a single-stranded form, G-rich sections in gene promoter sequences 

are impeded with their C-rich complementary strands due to the double-stranded character of 

genomic DNA, which renders assembly of a G-quadruplex structure decisively more challenging and a 

competition with the duplex Watson-Crick pairing [202]. Therefore, a prerequisite for G4 formation is 

local strand separation, which takes place at transcription initiation, where duplex DNA is opened 

transiently to form a transcription bubble, exposing single-stranded regions capable of forming G-

quadruplexes [203,204]. These G4 structures within promoter regions have shown to regulate the 

expression of genes in both positive and negative directions and can thus act as a molecular switch to 

modulate transcription (Figure 28) [119,204].  
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Figure 28: G4 formation in promoter regions serves as a molecular switch to modulate transcription [119]. 

 

More precisely, depending on the position of the G-quadruplex different scenarios exist: G4s 

upstream of the transcription start site (TSS) positively influence transcription when they aid in 

recruiting or binding specific transcription factors, while they have a negative impact when G4s act as 

a steric block to transcription, hindering binding of the RNA-Polymerase II (RNAP II) or transcription 

factors (Figure 29i) [198,204,205]. G4 structures downstream TSS on the other hand can act as 

transcriptional enhancers, when they are found in the coding strand, maintaining the template 

strand in its single stranded form and thus promoting transcription re-initiation. When located in the 

template (non-coding) strand, G4s may hinder recognition of RNAP II or stall its progression (Figure 

29ii), acting as transcriptional repressors [198,204,205]. Additional stabilization with a small molecule 

ligand promotes G4 folding and shifts the equilibrium towards G4s [119]. 

 

 

Figure 29: Influence of G-quadruplex structures on transcriptional level. G4s can be formed either (i) upstream or (ii) 
downstream of the transcription start site (TSS) and influence transcription in both positive and negative directions [204]. 
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While tumor-suppressor genes barely contain putative G4 forming motifs in their promoter regions, 

promoters of proto-oncogenes are very abundant in PQS [206]. Noteworthy, these include genes that 

are linked to the six originally described hallmarks of cancer discussed in Chapter 1.3, such as c-MYC, 

c-KIT and KRAS (self-sufficiency), pRB (insensitivity), Bcl-2 (evasion of apoptosis), VEGF-A (sustained 

angiogenesis) hTERT (limitless replication potential) and PDGF-A (tissue invasion and metastasis) 

(Figure 30) [207,208].   

 

Figure 30: The six original hallmarks of cancer linked to important proto-oncogenes exhibiting G-quadruplex sequences in 
their promoter regions [207].  

 

An extensively studied model for transcriptional enhancement represents the c-KIT promoter, which 

possesses a G-rich consensus site (5’-GGGCGGG-3’) for the transcription factor SP1 (specificity 

protein 1), able to readily form G4 structures. This G4 motif has been identified as a high-affinity 

binding site for SP1, facilitating the recruitment of the transcription factor and thereby enhancing 

transcription (Figure 31) [205]. Similarly, the KRAS promoter comprises a G-rich tract termed 32R that 

concurs with a nuclease hypersensitivity region and a consensus sequence of 5’-GGG(A/C)GG-3’ for 

the transcription factor MAZ (Myc-associated zinc finger protein). Via stabilization of the 32R G-

quadruplex structure binding of MAZ can be facilitated and overall transcription efficiency improved. 

In contrast, interference of the G4 assembly has been documented to reduce KRAS transcription 

(Figure 31) [205,209–211]. 
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Figure 31: G-quadruplexes can enhance transcription by facilitating transcription factor binding. The c-KIT promoter 
region contains a G-rich consensus sequence for transcription factor SP1, which enhances its binding efficiency upon G4 
formation. Similar can be observed for KRAS promoter and transcription factor MAZ [205].  

 

 

1.7.4 Targeting G4s with Small Molecules 

As G-quadruplexes are involved in several physiologically and pathologically relevant processes, 

targeting these non-canonical secondary structures has been considered a promising strategy in 

anticancer drug development. Therefore, intensive research has been directed toward the design of 

G-quadruplex interactive ligands and a considerable number of small molecule ligands have been 

developed over the past two decades [212,213]. In addition to stabilizing G-quadruplex structures, 

these ligands should be selective for quadruplex over duplex DNA, which remains a very complex and 

challenging tasks due to the structural polymorphisms of G4s [154]. In general, ligands can be 

discriminated by their different binding modalities, which include external binding via stacking on G-

tetrads, intercalation between G-quartets as well as nonspecific interaction with grooves or loops 

(Figure 32) [214]. 

 

Figure 32: Different binding modes of G-quadruplex ligands [214]. 
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Intercalation is considered as a rather unlikely scenario due to the pronounced rigidity of G4 

structures and the concomitant high energy demand required to unstack two quartets and displace 

the stabilizing central cation. Accordingly, external π–π stacking on top or bottom of a G4 is 

energetically more favourable and thus the most commonly observed and best characterized mode 

of G4 ligand binding [122]. To realize this, ligands are frequently designed to exhibit large planar 

aromatic surfaces subjected to interact preferably with the big hydrophobic G-tetrad surface. As this 

impairs the ligand’s water solubility, protonable substituents are added around the aromatic core to 

improve the hydrophilicity of the ligand. This can be achieved via in situ protonation, aromatic N-

methylation or the imbedding of a central metal [215]. Well-established examples include ligands 

such as TMPyP4 [216–218], BRACO-19 [219–221], BMVC4 [222] or Pyridostatin (PDS) [223,224], but 

also neutral ligands like Telomestatin [225] have been developed (Figure 33) [198,215,226]. 

Interestingly, for BRACO-19 all three binding modes have been reported [227].  

 

Figure 33: Chemical structures of well-established G-quadruplex ligands. Adapted from Sun et al., 2019 [198]. 

 

 

1.7.4.1 Quarfloxin (CX-3543) 

To date only one G4 ligand – Quarfloxin (also called CX-3543) – has advanced to phase II clinical trials 

for neuroendocrine and carcinoid tumors (ClinicalTrials.gov Identifier: NCT00780663) [228], even 

though unsuccessful owing to excessive albumin binding [229]. Quarfloxin is believed to act through 

disrupting the interaction between nucleolin and G4 in the ribosomal DNA (rDNA) template in the 

nucleolus, which causes relocalization of nucleolin from the nucleus into the nucleoplasm, where it 

binds to c-MYC G4 and blocks transcription, resulting in apoptosis of tumor cells (Figure 34) [230]. 
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Figure 34: Quarfloxin exerts its anticancer activity through redistribution of nucleolin into the nucleoplasm, leading to 
downregulation of c-MYC expression and apoptosis [230]. 

 

1.7.4.2 Pyridostatin (PDS) 

Pyridostatin is a small molecule based on a N,N′-bis(quinolinyl)pyridine-2,6-dicarboxamide scaffold, 

exhibiting a planar electron-rich aromatic surface and rotable bonds, which enables the ligand to 

cope with the structural polymorphisms of G4 structures and to π–π stack on G-quartets (Figure 35) 

[212,231].  

 
Figure 35: Structural characteristics of pyridostatin [231]. 

  
PDS is highly selective for G4s over duplex DNA and to interact with human cancer cell telomeres, 

modifying the integrity of the shelterin complex through POT1 uncapping and inducing ATR-

mediated DDR [212,223,232]. 



Introduction 
 

37 

1.7.4.3 TMPyP4 

The cationic porphyrin 5,10,15,20-tetra(N-methyl-4-pyridyl)porphyrin (TMPyP4) represents one of 

the best studied G4 ligands, with the ability to stabilize both parallel and antiparallel G-quadruplexes. 

A big disadvantage however poses its low selectivity for G4s regarding duplex DNA, which could be a 

result of the side arm substituents being too small [212,233]. The G4 ligand downregulates c-myc 

expression and inhibits telomerase by blocking hTERT expression [212,217]. TMPyP4 further acts 

through activation of p38 MAPK, a major signaling pathway involved in apoptosis of tumor cells, 

resulting in in vivo antitumor activity of human cervical cancer cells [234–236]. Moreover, TMPyP4 

has shown to alter cell adhesion and migration as a side effect [237,238]. 

 

1.7.5 Fluorescent Probes for G-Quadruplex Recognition 

In addition to G4 stabilizing ligands, G4 interacting probes exhibiting fluorescence properties have 

emerged in the last years, providing a pivotal opportunity to further elucidate the biological role of 

G-quadruplexes in vivo. In general, visualization of G-quadruplexes can be achieved by different 

methods, including immunofluorescence, in situ fluorescence tagging of G-quadruplex ligands or 

intrinsically fluorescent small molecule G4 ligands [239]. The very first G-quadruplex specific 

antibody, Sty49, was developed in 2001 and used to visualize G-quadruplex structures in protozoa  

[240]. In 2013, Biffi et al. developed a new G4-specific antibody, BG4, from a Sanger phage display 

library for direct visualization of DNA and RNA G-quadruplexes in fixed human cells and metaphase 

chromosomes, which is commercially available and opens new avenues in the study of G-

quadruplexes in human cancer cells (Figure 36) [241,242].  

 

Figure 36: Visualization of G4 structures in human cancer cell nuclei and metaphase chromosomes with the G4 selective 
antibody BG4. Adapted from Biffi et al., 2013 [241].  
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Only one year later, Henderson et al. developed 1H6, another monoclonal antibody used for 

detection of DNA G-quadruplex structures [243]. In 2017 however, the author expressed a note of 

concern mentioning that 1H6 also cross-reacts with adjacent thymidines in ssDNA [244,245]. 

Furthermore, so-called “light up” and “light off” probes have evolved, which exhibit either a strong 

fluorescence increase or quenching upon interaction with G-quadruplexes (Figure 37). “Light up 

probes” are the better choice, resulting in less false-positive signals. Most importantly, these sensors 

enable the investigation of G-quadruplexes in living cells, contrary to immunofluorescence, which is 

limited to fixed cells due to insufficient cell-permeability of antibodies [120,246,247]. 

 

Figure 37: G4 selective light-up probes. Upon interaction with G-quadruplex structures fluorescence is “switched on”, 
enabling detection of G4s in living cells [247]. 

 

An excellent probe should display several desired characteristics, such as low self-fluorescence, 

strong fluorescence-enhancement upon G4 binding, pronounced selectivity for G4 over duplex or 

other types of DNA, sufficient membrane permeability to access living cells, low tendency for off-

target binding to minimize background noise, minor cytotoxicity and phototoxicity as well as distinct 

photostability. Hence, it is not surprising that up to now a perfect G4 visualization probe does not 

exist and much effort is still required for the design of new, improved fluorescence probes [120]. 

Moreover, it still needs to be clarified whether prevalent G4 visualization tools can recognize single 

G-quadruplexes or only regions of tightly clustered G4s [248]. Most G4 selective fluorescence probes, 

similar as the G4 ligand Quarfloxin mentioned earlier, were reported to localize inside the 

membrane-less nucleoli within the cell nucleus. The nucleolus is the site of ribosome biogenesis and 

composed of rDNA, rRNA (ribosomal ribonucleic acid) as well as nucleolar proteins, with rDNA being 
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especially rich in GC sequences and prone to form G-quadruplex structures [249,250]. An example for 

a well-established and commercially available “light up” probe which also localizes in the nucleoli is 

Thioflavin T (ThT), a benzothiazole dye which selectively recognizes DNA and RNA G-quadruplexes 

(Figure 38) [251,252].  

 

Figure 38: Molecular structure and light-up effect of Thioflavin T (ThT) in nucleolar G-quadruplexes [251]. 

 

Interestingly, the G4-selective antibody BG4 was originally described to generate punctate staining 

pattern all over the nucleus and cytoplasm in paraformaldehyde (PFA)-fixed cells (Figure 36 and 

Figure 39, left picture) [241]. However, recent studies by Laguerre et al. showed that after methanol 

(MeOH) fixation the antibody preferentially labels nucleoli as well (Figure 39, right picture)  

[253,254].  

 

Figure 39: BG4 antibody staining depends on the fixation method. While in PFA fixed cells a diffuse punctate staining 
pattern inside the nucleus and cytoplasm is observable, MeOH fixed cells reveal a clear-cut labelling of nucleolar regions. 
White arrows are not relevant in this context. Adapted from Laguerre et al., 2016 [254]. 
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1.8 Aim of the Study 

G-quadruplexes aroused considerable interest during the last years as innovative anticancer targets 

based on their impact on several regulatory biological processes, such as telomere maintenance, 

DNA replication, transcription and gene expression, rendering the rational design of G4 targeting 

small molecule ligands a promising approach for the development of new anticancer agents. Based 

on a recent report of self-assembled Pt2L2 boxes targeting G-quadruplex structures [255], a new 

improved version with fluorescence properties was synthesized, lacking biological studies.  

Hence, the goal of this study was to investigate the practicability of this newly synthesized compound 

for anticancer therapy. Therefore, the impact of the Pt2L2 metallacycle on tumor and non-malignant 

cell viability, proliferation and cell cycle were tested with MTT-based as well as clonogenic assays and 

flow cytometry. Differences between the Pt2L2 assembly and the free ligand were determined to 

investigate potential cellular dissolution of the platinum complex into its basic constituents. 

Furthermore, the in-solution fluorescence characteristics and drug uptake kinetics of the Pt2 

metallacycle were studied within the intracellular milieu and its specific emissive behavior 

determined via lambda emission fingerprinting and flow cytometry. Moreover, cellular uptake and 

in-cell localization of the drug was explored in (i) living cells (ii) fixed cells as well as (iii) human 

metaphase chromosomes, exploiting different microscopy techniques including live cell imaging, 

fluorescence microscopy, CLSM as well as airyscan super-resolution microscopy. Specific organelle 

markers were used to elucidate the final target of the compound. The cellular distribution pattern 

was further compared with that of a G4 selective antibody and competition with other well-known 

G4 ligands as well as G4-unselective, standard chemotherapeutics was investigated. Furthermore, 

the impact of the compound on G4 regulated genes was assessed via whole genome gene expression 

microarray and the results compared to the effects of other well-established G4 ligands.  

  



Material and Methods 
 

41 

2 Material and Methods 
 

2.1 Cell Culture 

All cell lines used during this project were cultured in T25 and T75 cell culture flasks in their 

respective growth media (Table 2) supplemented with 10% fetal bovine serum (FBS, Sigma-Aldrich, 

Missouri, USA) without the addition of antibiotics or antimycotics and incubated in a humidified 

atmosphere at 37°C and 5% CO2. Every cell line was passaged twice a week and constantly monitored 

with a Zeiss PrimoVert microscope (Carl Zeiss microscopy, Germany).  

Table 2:  Overview of the different cell lines used in this project 

Cell line Disease Tissue Growth medium Source 

U2OS Osteosarcoma Bone IMDM (Sigma-Aldrich) ATCC 

MCF-7 Adenocarcinoma Mammary gland, breast DMEM (Sigma-Aldrich) ATCC 

T98G Glioblastoma multiforme Brain MNP (Sigma-Aldrich) ATCC 

U373MG Glioblastoma astrocytoma Brain MNP (Sigma-Aldrich) ATCC 

VM-1 Melanoma Skin RPMI 1640 (Sigma-Aldrich) ICR 

HaCaT 
Keratinocytes, non-

malignant 
Skin RPMI 1640 (Sigma-Aldrich) 

Prof. Fusenig, 

DKFZ Heidelberg 

HLF Fibroblasts, non-malignant Lung; pneumothorax RPMI 1640 (Sigma-Aldrich) ICR 

VM: Vienna Melanoma 

IMDM: Iscove’s Modified Dulbecco’s Medium 

DMEM: Dulbecco’s Modifies Eagle’s Medium  

MNP: Modified Eagle’s Medium supplemented with 0.2% Na-pyruvate and 1% non-essential amino acids 

RPMI: Roswell Park Memorial Institute 

ATCC: American Type Culture Collection 

ICR: Institute for Cancer Research, Vienna 

DKFZ: Deutsches Krebsforschungszentrum, Heidelberg 
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2.2 Cell Viability and Proliferation Analyses 

2.2.1 Cell Viability Assay (MTT) 

Background 

Cell-based assays can be used to assess the activity of anticancer compounds on different cell lines 

and to determine their effect on cell proliferation and cell viability. The most commonly used viability 

assay is the colorimetric 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium (MTT) assay, which was 

developed by Tim Mosmann in 1983 [256]. MTT is a water-soluble tetrazolium salt, which is 

positively charged and can easily penetrate viable cells. Cellular oxidoreductase enzymes in their 

active metabolism further lead to a NADH-dependent cleavage of the MTT’s tetrazolium ring into an 

insoluble purple colored formazan product (Figure 40). Dead cells lose this ability, which is why the 

color formation serves as a suitable indicator for the amount of viable cells [257,258]. The color 

intensity of the formazan product is quantified colorimetrically by measuring at 450nm and 620nm as 

a reference wavelength using a plate reading spectrophotometer. 

 

Figure 40: NADH-dependent reduction of MTT to formazan. The ability to cleave the tetrazolium ring of the MTT into a 
purple colored formazan is a marker for the viability of cells and can be measured colorimetrically [258]. 

 

Procedure 

2-3 x 104 cells were seeded in 100 µl respective growth media (Table 2) in 96-well plates. After 

overnight attachment in a humidified atmosphere at 37°C and 5% CO2, cells were treated in 

triplicates with 100 µl of the investigated anticancer compounds in successively increasing 

concentrations. After 72h drug exposure under standard cell culture conditions, cells were checked 

under the microscope (Zeiss PrimoVert microscope, Carl Zeiss microscopy, Germany) and the number 

of viable cells was determined by MTT-based assay following manufacture’s guidelines (EZ4U, 

Biomedica, Vienna, Austria). After an incubation time of 0.5 to 3 h, depending on the cell line and 

their metabolic activity, the color intensity of the formazan product was measured 
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spectrophotometrically at 450 nm and 620 nm as a reference wavelength (Tecan infinite 200 pro, 

Lifesciences, Switzerland or Asys Expert Plus Microplate Reader, Biochrome Camborne, Cambridge, 

UK). The activity of the compounds was calculated using the software GraphPad Prism 5.0 (La Jolla, 

CA, USA) and expressed as half maximal inhibitory concentrations (IC50) values.  

 

 

2.2.2 Clonogenic Assay 

Background 

The clonogenic assay, also known as colony forming assay, was firstly described in 1956 [259]. It is 

based on the ability of a single cell to form a colony, which per definition consist of a minimum of 50 

cells. The assay is therefore a simple and frequently used technique to assess the impact of 

anticancer compounds on the proliferation of tumor cells [260].  

Procedure 

Cells were seeded at very low cell densities of 1x103 (U2OS) and 2x10³ (MCF-7) per ml in their 

respective growth media in 24-well plates and incubated overnight under standard culture 

conditions. On the next day the plates were checked for single cells in all wells using the Zeiss 

PrimoVert microscope (Carl Zeiss microscopy, Germany), treated with the investigated drugs in 

different concentrations and incubated for 7 days. Afterwards cells were washed with phosphate-

buffered saline (PBS) and fixed with prechilled methanol for at least 20 minutes at 4 °C. Following 

another PBS-washing step, cells were stained with crystal violet (0.1 mg/ml) for a few minutes. 

Excess crystal violet dye was removed by washing with H2O. After air-drying of the plates pictures of 

each well were taken (Nikon Digital Camera D3200, Minato, Tokyo, Japan). The plates were 

additionally scanned on the Typhoon scanner (Typhoon TRIO Variable Mode Imager, GE Healthcare 

Life Sciences). By calculating the integrated area densities with the ImageJ 1.51f software (Wayne 

Rasband, National Institutes of Health, USA), colony growth was determined. Data illustration was 

performed using GraphPad Prism 5.0 software (La Jolla, CA, USA). 
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2.3 Flow Cytometry 

2.3.1 Flow Cytometric Fluorescence Intensity Measurements  

Background 

Flow cytometry represents a popular cell analysis technique to count and sort cells in a 

heterogeneous fluid mixture. In a flow cytometer, a cell suspension is funneled through the center of 

a narrow, fast flowing liquid stream where one cell at a time is passed through a laser light beam. 

With the help of electronic detectors, fluorescence emission signals and any deviation from the light 

path, also known as scattering, are measured (Figure 41)  [261,262].  

 

 

Figure 41: Flow cytometer. Once the cell suspension enters, it is focussed hydrodynamically by sheath fluid through a 
nozzle so that only one cell at a time is passed through a laser light beam [263]. 

 

The light scatter along the path of the laser is defined as the forward scatter (FSC) and provides 

information about the size of the cell. The scatter at a 90° angle is referred to as the side scatter 

(SSC), which in contrast describes the internal complexity of the cell (Figure 42). The combination of 

these two measurements already enables to a certain extend the differentiation of cells within a 

heterogeneous population [261,262].  
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Figure 42: Light scattering. The forward scatter correlates to the cell size, while the side scatter describes the granularity of 
the cell [262].  

 

 

Procedure 

Untreated cells or cells pretreated with varying concentrations of a G-Quadruplex stabilizer (TMPyP4) 

for 24h under standard cell culture conditions were trypsinized and centrifuged with 240g for 8 

minutes. After removing the supernatant cells were resuspended in 300µl FACS (fluorescence-

activated cell sorting)-PBS and incubated protected from light with the investigated drugs in 

different. Fluorescence intensity measurements were carried out after 5 min and after 60 min drug 

incubation with flow cytometry (FACS Calibur – Becton Dickinson, Palo Alto, CA) and analysed using 

Flowing Software 2.5.1 (Perttu Terho, Turku, Finland). Data illustration and statistical analysis were 

performed with GraphPad Prism 5.0 software (La Jolla, CA, USA). 

For drug uptake measurements, untreated U2OS cells were trypsinized and centrifuged with 240g for 

8 minutes. After removing the supernatant cells were resuspended in serum-free RPMI 1640 media 

(Sigma-Aldrich, Missouri, USA) containing 3-(N-morpholino)propanesulfonic acid (MOPS; Sigma-

Aldrich, Missouri, USA) and 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES; Sigma-

Aldrich, Missouri, USA). The cell suspension was then transferred into FACS tubes (400 µl each) and 

the investigated drugs were added in a concentration of 50 µM and 10 µM. Fluorescence intensity 

was measured with flow cytometry (FACS Calibur – Becton Dickinson, Palo Alto, CA) after 5, 15, 30, 

60 and 120 min drug exposure and analysed using Flowing Software 2.5.1 (Perttu Terho, Turku, 

Finland). Data illustration and statistical analysis were performed using GraphPad Prism 5.0 software 

(La Jolla, CA, USA).  
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2.3.2 Flow Cytometric Cell Cycle Analysis with Propidium Iodide (PI) Staining 

Background 

Flow cytometry can further be used to assess the cell cycle distribution of a population. A 

proliferating cell passes during cell cycle progression G1 - S - G2 - M phases for DNA replication, 

mitosis and subsequent division into two daughter cells [264]. By using a DNA-binding fluorescent 

dye, the cellular DNA content of the cells can be measured and thereby information about their 

ploidy, position in the cell cycle and amount of apoptotic cells is gathered [265]. However, the DNA 

content alone only allows differentiation between G1/G0 versus S versus G2/M phase (Figure 43) and 

further analysis of e.g. the protein expression is needed to confirm the results. In anticancer drug 

development this technique represents a valuable tool to understand the effect of certain 

compounds on cell cycle progression, an important target in oncology research.  

 

 

Figure 43: DNA histogram of PI stained cells analysed with flow cytometry. The first peek in green refers to the diploid 
chromosome content of cells in the G1/G0 phase. The yellow population in the middle represents cells in the synthesis 
phase (S-phase) followed by the peak in blue indicating a double set of chromosomes (G2/M phase) [262]. 

 

Propidium iodide (PI) is a very frequently used red-fluorescent, which has an excitation/emission 

maximum of 493/636 nm and intercalates into the major groove of double-stranded DNA [266,267]. 

Since PI is not base-pair selective for DNA, cells require additional digestion with RNAse A to remove 

double-stranded RNA (dsRNA) background staining. The main principle behind this dye is that PI is 

stoichiometric, which means that it binds in proportion to the amount of DNA present in the cell. 

According to this, cells in G2/M have an approximately twice as high fluorescence intensity than cells 

in the G1 phase, which can be measured by photomultipliers [268]. PI cannot penetrate the intact 
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membrane of viable cells, making it necessary to fix and permeabilize the cells prior to staining. For 

fixation precipitating solvents like alcohols should be used. Aldehyde reagents are not recommended 

since they act by creating crosslinks which can decrease the accuracy of DNA content measurement 

by impairing stoichiometry of DNA staining with fluorescent dyes [265].  

Procedure 

2x105 cells/well were seeded in 1ml into 6-well plates and incubated o/n under standard cell culture 

conditions. On the following day, cells were treated with the investigated drugs in different 

concentrations. After 24 h drug exposure, cells were trypsinized and centrifuged with 240 g for 8 

minutes. After removing the supernatant cells were washed with 1x PBS, centrifuged again and the 

cell pellet was resuspended in 100 µl 0.9% NaCl solution. Cells were then fixed by slowly adding the 

cell suspension dropwise to 70 % ice-cold EtOH and stored o/n at -20 °C. After the fixation process 

the cells were centrifuged for 2 min at 5000 g, resuspended in 500 µl FACS-PBS/sample and treated 

with 2 µl RNase A/sample (0.79 Kunitz units/ml) for 30 min at 37 °C. After enzyme digestion the cells 

were stained with 5 µl propidium iodide/sample (1 mg/ml in PBS; Sigma-Aldrich, Missouri, USA) and 

incubated for 30 min at 4 °C in the dark, followed by fluorescence intensity measurement with flow 

cytometry  (FACS Calibur – Becton Dickinson, Palo Alto, CA) and quantified with the Cell Quest Pro 

Software. Data illustration and statistical analysis were performed using GraphPad Prism 5.0 

software (La Jolla, CA, USA).  

 

2.4 Live Cell Imaging 

Background 

Live‐cell imaging represents a powerful tool to study the dynamic cellular processes and interactions 

between living cells in real time and thereby provides an important insight into the pharmacology 

and the localization of the investigated drugs. Using microincubators, physiological conditions of 

living cells are maintained, and cells can be observed even over a period of several days. This is a big 

advantage over fixed-cell microscopy, where the cellular structures and activities are frozen at a 

certain time point and dynamic changes cannot be observed anymore [269,270]. The drawback of 

this method are phototoxic side effects, meaning that the excitation light needed to excite 

fluorophores could harm living cells and potentially alters their physiology. Furthermore 

photoexcited fluorophores may release reactive oxygen species (ROS), which can also induce cellular 

damage [271]. This must be kept in mind when setting up the experimental conditions, as improving 

the contrast, resolution and signal-to-noise ratio is often coupled to increased light exposure.  
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Consequently, live-cell imaging usually requires a compromise between good image quality and 

maintaining viable cells [272]. 

Procedure 

3-5x104/ml cells were seeded in 8-well µ slides (Ibidi, Martinsried, Germany) in 300 µl respective 

growth medium and incubated o/n under standard culture conditions. On the next day cells were 

either additionally pretreated for 24 h with a G4 stabilizer (TMPyP4 or ThT) or drugs were added 

directly 4-fold concentrated in 100 µl growth medium. Required environmental conditions were 

maintained using a microscope cage incubator (OkoLab, NA, Italy). Pictures were taken at indicated 

time points with a Nikon Eclipse Ti inverted microscope (Life-Cell Imaging from Visitron Systems, 

Puchheim, Germany) using a 40× oil immersion DIC objective, Lumencor spectra color LEDs (light-

emitting diode) (395/25 nm excitation and 460/50 nm bandpass emission filter for blue, 475/34 nm 

excitation and 525/50 nm emission filter for green, 640/30 nm excitation and 700/75 nm emission 

filter for red) for fluorescence illumination and the imaging software VisiView. Images were 

captured with a PCO Edge 4.2 sCMOS camera and quantified using ImageJ 1.51f software (Wayne 

Rasband, National Institutes of Health, USA). 

 

2.5 Confocal Laser Scanning Microscopy 

Confocal laser scanning microscopy (CLSM) is the tool of choice for increased optical resolution and 

contrast of a micrograph and is used throughout in the biological, biomedical and biochemical 

research. In contrast to conventional widefield fluorescence microscopy, where the entire specimen 

is evenly illuminated by the excitation light and thus generating a strong background-noise, CLSM 

makes use of point illumination via a spatial pinhole to eliminate out-of-focus light (Figure 44) [273]. 

It thereby increases the optical resolution enormously, however, also decreases in parallel the light 

intensity. To compensate this loss of light signal, lasers are used as light sources instead of 

conventional mercury and xenon arc lamps, as lasers produce very strong bundled monochromatic 

light of a discrete wavelength [274]. For the ZEISS LSM700 confocal microscope (Carl Zeiss 

microscopy, Germany) 4 different solid state laser diodes are available: violet (405 nm), blue (488 

nm), yellow (555 nm) and red (639 nm) [275]. The selected laser excitation light is focused through a 

pinhole aperture, reflected from a dichroic mirror through the objective lens and is tightly focused 

onto the target surface. The longer-wavelength fluorescent light emitted from the specimen goes 

back through the dichroic mirror into the aforementioned confocal pinhole to eliminate all the out-

of-focus light and is measured by a highly sensitive photomultiplier tube (PMT), employed for the 
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detection and noise-free amplification of the light signal [276]. The PMT converts photons of the light 

into electrical signals which can be recorded by a computer [277].   

 

 

Figure 44: Overview of the differences in the set-up between a confocal and a widefield fluorescence microscope. While 
in conventional widefield fluorescence microscopy the entire specimen is illuminated at the same time, in confocal 
microcopy a pinhole is used to eliminate the out-of-focus light and thereby generates pictures with increased optical 
resolution [277].  

 

Furthermore, transmitted light images can be acquired in bright field, phase contrast or differential 

interference contrast (DIC) simultaneously with the confocal fluorescent images. Therefore 

transmitted light detectors (T-PMTs) are used to collect the light passing through the sample [278]. 

These images are not confocal, as they do not measure light from a discrete focal plane within the 

specimen. For transmitted light imaging no separate lamp is used, the illumination beam originates 

from the same laser that is selected for the confocal fluorescent images. The combination of these 

micrographs allows for instance a precise location of a labeled cell or structure within an unstained 

sample area [279].  
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2.5.1 Metaphase Chromosome Preparation 

Background 

At the metaphase stage of mitosis chromosomes are highly condensed and thereby better visible 

under the microscope, which makes their analysis a fundamental tool in cytogenetic studies and 

cancer research. The preparation is based on adding colchicine, a spindle destabilizing reagent and 

alkaloid extracted from Colchicum autumnale (autumn crocus), to dividing cells (Figure 45). 

Colchicine binds to tubulin and inhibits microtubule polymerization, leading to an arrest of the cells 

at the metaphase stage [280,281].  

 

Figure 45: Chemical structure of colchicine [280]. The alkaloid is extracted from autumn crocus and can be used for 
blocking the cells in the metaphase stage of mitosis by disrupting their cell spindles.  

Subsequently, cells are treated with a hypotonic solution which initiates swelling of the cells and 

helps to untangle the chromosomes. Cells are then fixed in a mixture of methanol and acetic acid and 

dropped on a glass slide, which can be further used for a variety of applications [282,283]. 

 

Procedure 

U2OS cells were grown in 10ml respective growth medium in T75 cell culture flask under standard 

culture conditions. Cells were treated at the logarithmic phase with 100 µl colchicine (KaryoMAX 

COLCEMID Solution, Gibco life technologies, Waltham, MA, USA) and incubated for approximately 

60min at 37 °C and 5% CO2. After that, the medium was removed and collected, cells were washed 

with 1x Trypsin-EDTA (T/E) and added to the collection tube. T/E was further put on the cell-layer in 

the T75 flask and incubated for a few minutes until mitotic cells started to float off and adherent cells 

started to detach, which were also transferred to the collection tube. The cell suspension was 

centrifuged for 10 min at 200 g. After that the supernatant was removed (except for the last 0.5 cm) 

and the pellet was carefully resuspended in the remaining media. A hypotonic solution was then 

added very slowly and dropwise under constant shaking of the tube within 3 min, following 

incubation at 37 °C for 7 min. Cells were centrifuged again at 200 g for 10 min, the hypotonic solution 

was removed except for the last 0.5 cm like before and the pellet was resuspended in the remaining 

supernatant. Subsequently cells were fixed by adding again very slowly under constant shaking the 
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fixation solution (methanol and acetic acid 3:1), followed by an incubation at -20 °C for 30 min. 

Afterwards the cells were centrifuged again for 10 min at 200 g. This fixation procedure was repeated 

two times, but with incubation times of 60 min at -20 °C. After the last fixation step the cell pellet 

was resuspended in a small volume of fixation solution and dropped onto EtOH/HCl cleaned slides 

washed with cold ddH2O, which were then air dried and stored at RT until subsequent fluorescence 

staining.  

 

2.5.2 Cell Fixation Methods for Fluorescence Imaging 

Background 

Fixation of cells plays a crucial role in the sample preparation for fluorescence microscopy. The main 

goal is to preserve the cell morphology as close to the native state as possible. It further makes the 

sample more resistant for the subsequent preparation and staining procedures and prevents it from 

being degraded by inactivating proteolytic enzymes [284,285]. The choice of the fixation method is a 

critical step as it can have a huge impact on the results. This is because to date no perfect fixative is 

available that is able to preserve the cellular architecture while at the same time it does not modify 

or damage any antigenic sites, proteins, small molecules or lipids of the specimen. Generally two 

major groups of fixatives are used for fluorescence microscopy - aldehyde fixatives and organic 

solvents [284].  

Aldehyde reagents are reactive electrophiles that act by creating crosslinks between free primary 

amine groups of proteins, thereby stabilizing and hardening the sample (Figure 46) [286].  

 

Figure 46: Aldehyde fixation. Fixation with aldehydes is based on crosslinking primary amine groups of proteins and 

thereby preserving the cellular structure [287]. 

With this fixation method the plasma membrane stays intact, making a subsequent permeabilization 

step necessary to allow access to intracellular targets. These fixatives are the best choice in terms of 

preserving the cell structure and to visualize for instance membrane bound proteins. However, 
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aldehyde reagents may also damage or mask antigenic sites in the specimen, which can be a serious 

problem for immunofluorescence labeling with certain antibodies [288,289].  

 

Organic solvents, such as methanol or acetone, act by removing lipids and dehydrating the cells, 

thereby precipitating and denaturing proteins. This might be an advantage as methanol may expose 

thereby otherwise buried antigens. Other epitopes however can be completely destroyed during this 

procedure. While the cellular structure is preserved, many small, soluble molecules are lost, making 

MeOH fixation unsuitable for certain applications [290]. Acetone is a strong dehydrating agent that is 

less damaging to epitopes than methanol, which is why they are often combined 1:1 to improve 

cellular staining results. In contrast to aldehyde reagents no further permeabilization of the sample is 

required [291].  

 

Procedure 

3-7x104/ml U2OS and MCF-7 cells were seeded in chamber slides with a removable 8-well silicone 

chamber (Ibidi, Martinsried, Germany) in 300 µl respective growth medium and incubated o/n under 

standard culture conditions. On the next day cells were either treated when indicated with certain 

drugs or untreated cells were fixed immediately.  

For fixation with paraformaldehyde (PFA, Sigma-Aldrich, Missouri, USA), the medium was removed 

and cells were washed 1-2x with prewarmed 1x PBS. A 4% PFA containing PBS solution was added 

and cells were incubated for 30 min at RT. After that two PFA quenching steps were performed by 

rinsing the cells briefly and then washing for 10 min with a 0.1 M glycin (Sigma-Aldrich, Missouri, 

USA) solution in 1x PBS at RT on an orbital shaker. Cells were rinsed and washed for 10 min with 

1xPBS afterwards. Subsequent permeabilization was carried out with 0.1 % Triton-X-100 (Sigma-

Aldrich, Missouri, USA) in 1x PBS for 15 min at RT. After washing three times with 1xPBS (rinse briefly, 

wash for 10min) cells were used for further (immuno-)fluorescence staining.  

For fixation with methanol (MeOH) and methanol acetone 1:1 (MeAc) the medium was aspirated and 

cells were washed 1-2x gently with warm 1x PBS. After air-drying for at least 1 h cells were fixed with 

300 µl of the respective organic solvent (pre-equilibrated at -20 °C) for 10 min at -20 °C. Following 

three washing steps with 1x PBS (rinse briefly, wash for 10 min), cells were ready for subsequent 

staining procedures. 
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2.5.3 Cellular Staining With Fluorophores and Pt(II) Metallacycles 

Background 

Fluorophores are fluorescent molecules that are characterized by their ability to absorb light at a 

certain wavelength and re-emit it at a higher wavelength, which is also referred to as Stokes shift 

(Figure 47) [292].  

 

Figure 47: Stokes shift. It describes the difference between the excitation and the emission maximum of a fluorophore 
[293]. 

 

They can be categorized into intrinsic and extrinsic fluorophores. Intrinsic fluorophores are naturally 

fluorescent, like for instance the aromatic amino acids phenylalanine, tryptophan, tyrosine, flavins or 

chlorophyll.  Extrinsic fluorophores can be added to the specimen to allow the detection of certain 

structures or organelles and can further be used in combination for co-staining experiments [294].  

DAPI (4',6-diamidino-2-phenylindole) is a blue fluorophore that strongly binds to the minor groove of 

dsDNA, with preference for adenosine-thymidine (A-T) rich regions. Upon binding to DNA the blue 

fluorescence increases approximately 20 fold [295]. DAPI can be used to stain living and dead cells 

and represents a popular and easy to use counterstain for nuclei and chromosomes for fluorescence 

microscopy (Figure 48) [296]. 

 

Figure 48: Chemical structure of DAPI (4',6-diamidino-2-phenylindole). DAPI is used for counterstaining nuclei and 
chromosomes [296]. 
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SYTO™ RNASelect™ Green Fluorescent cell Stain (Thermo Fisher Scientific, Waltham, MA, USA) is a 

cell-permeant nucleic acid stain that exhibits a strong increase in fluorescence when it is bound to 

RNA, which makes it useful for the detection of nucleoli. After staining of live cells, MeOH-fixation 

must be used as PFA may alter the staining pattern [297].  

 

Procedure 

For nucleoli staining, living cells were treated with 500nM SYTO™ RNASelect™ Green Fluorescent cell 

Stain (Thermo Fisher Scientific, Waltham, MA, USA) following manufacture’s guidelines [297] and 

incubated for 20 min at 37 °C and 5 % CO2. For co-staining experiments cells were further incubated 

as indicated with 50 µM compound 1 for 20-60 min under the same conditions. Cells were washed 

twice with warm 1x PBS and fixed with MeOH or MeAc. 

For counterstaining with DAPI (Thermo Fisher Scientific, Waltham, MA, USA) fixed nuclei and 

metaphase chromosomes were either incubated for 10 min with 1.5 µg/ml DAPI at RT or slides were 

mounted with Vectashield containing 1.5 µg/ml DAPI (Vector Laboratories, Inc., Burlingame, CA, 

USA).  

Staining with Pt(II) metallacycle was performed either in living or in fixed cells. For live cell staining, 

cells were treated with 50 µM of the metallacycle diluted in the respective growth medium and 

incubated for 30-60 min at 37 °C and 5 % CO2, following washing and fixation procedures (chapter 

2.6.2). Staining of fixed cells and metaphase chromosome spreads was performed by incubating the 

cells with a 50 µM Pt2L2 dilution in 1x PBS for 30 min at RT.  

After successful staining the silicon chamber of the 8 chamber slides (Ibidi, Martinsried, Germany) 

was removed and cells were mounted depending on the experiment with Vectashield (Vector 

Laboratories, Inc., Burlingame, CA, USA) with or without DAPI (1.5 µg/ml) and covered with a cover 

glass. Samples were stored in the dark at 4°C until subsequent analysis with a Zeiss LSM700 confocal 

microscope (Carl Zeiss microscopy, Germany) for fluorescence imaging in DAPI, AF594, AF488, FITC 

channels with a 63x objective using immersion oil. Transmitted light images were acquired with the 

405 nm violet laser in DICIII with T-PMT. Micrographs were evaluated with Zeiss Zen 2010 B SP1 

software (Carl Zeiss microscopy, Germany). 
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2.5.4 Emission Fingerprinting with Lambda Stacks 

 

Background 

Emission fingerprinting is a useful technique to assess the spectral emission signature of a 

fluorophore. It can be used to analyze and digitally separate multiple fluorescent labels with 

overlapping emission profiles, to eliminate autofluorescence signals or to determine the emission 

characteristics of an unknown fluorophore [298]. Therefore a series of x-y images are acquired at 

different emission wavelengths in an interval of 2-20 nm, creating a three-dimensional dataset called 

lambda stack (also referred to in the literature as image cube, spectral image stack or spectral cube) 

(Figure 49) [299,300]. By plotting the pixel intensity versus the emission wavelength the individual 

fluorescence emission spectral profile of a fluorophore can be determined [301].  

 

 

Figure 49: Spectral Imaging Lambda Stack. Emission fingerprinting is based on combining several spectral images acquired 
in sequential bandwidths of 2-20 nm to a lambda stack. It can be used to determine the spectral profile of uncharacterized 
fluorophores or to separate multiple fluorophores within a sample even with highly overlapping emission spectra [300]. 

 

Procedure 

MCF-7 cells fixed with MeOH were incubated with either 50 µM compound 1 or L1 for 30 min at RT. 

After three washing steps with 1x PBS (rinse briefly, wash 10 min), the silicon chamber was removed 

and cells were mounted with Vectashield (Vector Laboratories, Inc., Burlingame, CA, USA) without 

DAPI and covered with a cover glass. Lambda stacks for 1 and L1 were acquired with a Zeiss LSM 780 

confocal microscope and Zen 2.3 SP1 software (Carl Zeiss microscopy, Germany) using a 63x 

objective with immersion oil. The emission of the drugs was determined in the range of 411-687 nm 

with a bandwidth of 9 nm. Spectral images were gathered separately for each laser line: 405 nm, 458 
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nm, 488 nm, 514 nm, 561 nm, 594 nm and 633 nm. Data were evaluated with Zeiss Zen 2.1 software 

(Carl Zeiss microscopy, Germany). With the linear unmixing tool emission spectral profiles were 

obtained by normalizing of the signal intensity values and plotting them on a linear graph versus the 

corresponding emission wavelengths.   

 

2.5.5 Immunofluorescence with G4-Specific Antibodies 

Background 

Immunofluorescence (IF) allows optical detection of the distribution and location of a specific protein 

or structure inside a cell. Therefore, fluorescent labeled antibodies are used, which either bind in a 

direct or indirect way to the corresponding antigens within a cell. Direct IF includes the application of 

a single antibody (AB) chemically linked to a fluorophore that binds to the epitope and can be 

visualized via fluorescence microscopy. Indirect IF is characterized by using first an unlabeled primary 

AB that binds to the target, followed by a fluorophore-conjugated secondary AB directed against the 

primary AB for the visualization (Figure 50) [302].  

 

 

Figure 50: Comparison between direct and indirect immunofluorescence. While direct IF makes use of a single antibody 
linked to a fluorophore, indirect IF includes an unconjugated primary AB that is recognized by a fluorophore-conjugated 
secondary AB [303].  

 

Even though direct IF offers the advantage of being less time-consuming it involves higher costs and 

reduced flexibility. Indirect IF in contrast enables amplification of the signal and a higher sensitivity, 

which is why it is the more frequently used method [304]. As antibodies are very large molecules, 
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they cannot cross the cell membrane and are therefore unsuitable for staining living cells. Cells fixed 

with aldehyde reagents further have to be permeabilized to ensure access of the antibody to the 

antigen [305]. After fixation of the cells and prior to AB-incubation, all nonspecific binding sites have 

to be blocked to prevent the AB from binding nonspecifically. While improper blocking leads to a 

high background signal, excessive blocking can mask the epitope [306]. The blocking buffer consists 

of serum that contains antibodies binding to the nonspecific reactive sites and should originate from 

the same species where the secondary antibody was produced [307]. 

 

Procedure 

Washed cells fixed with MeOH / MeAc / PFA or metaphase chromosome preparations were 

incubated with the blocking buffer for 45 min at RT containing 1x PBS-BSA (0.2 %) and 10 % normal 

goat serum (NGS). For PFA fixed and permeabilized cells 0.1 % Triton-X-100 (Sigma-Aldrich, Missouri, 

USA) was additionally added. After blocking the unspecific binding sites cells were incubated without 

a washing step in between with the primary AB diluted 1:200 in 1x PBS-BSA (0.2 %) and 3 % NGS. For 

fixed and permeabilized cells 0.1 % Triton-X-100 was further added to the AB solution. After o/n 

incubation at 4 °C, cells were washed 3 times with 1x PBS (rinse briefly, wash 10 min) and incubated 

with the secondary AB (AF594, Thermo Fisher Scientific, Waltham, MA, USA) diluted 1:500 in 1x PBS-

BSA (0.2 %) and 3 % NGS. For PFA fixed and permeabilized cells 0.1 % Triton-X-100 was added to the 

AB solution and cells were incubated for 1 h at 37 °C or RT, following three washing steps in 1x PBS 

(rinse briefly, wash 10 min). When indicated, cells were further counterstained with 50 µM 1 for 30 

min at RT and washed again with 1x PBS. The silicon chamber was removed and cells were mounted 

depending on the experiment with Vectashield (Vector Laboratories, Inc., Burlingame, CA, USA) with 

or without DAPI (1.5 µg/ml) and covered with a cover glass. Samples were stored in the dark at 4 °C 

until subsequent analysis with a Zeiss LSM700 confocal microscope (Carl Zeiss microscopy, Germany) 

for fluorescence imaging in DAPI, AF594, AF488 channels with a 63x objective using immersion oil. 

Transmitted light images were acquired with the 405 nm violet laser in DICIII with T-PMT. 

Micrographs were evaluated with Zeiss Zen 2010 B SP1 software (Carl Zeiss microscopy, Germany).  
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2.6 Whole Genome Gene Expression Microarray 
 

Background 

Whole genome gene expression microarrays allow the measurement of the mRNA expression level of 

all genes of the human genome at the same time and can be used to compare the gene expression 

among different conditions, like non-malignant vs. diseased or treated vs. untreated [308]. 

Therefore, in case of using the Agilent two-color system, total messenger RNA (mRNA) from the 

experimental and the reference sample are extracted and reverse transcribed into complementary 

DNA (cDNA) using an oligo dT-promoter primer and moloney murine leukemia virus reverse 

transcriptase (MMLV-RT), a RNA-dependent DNA polymerase [309]. The principle behind is based on 

the annealing of the oligo-dT to the poly-A tail, which is present on the 3’ end of most mRNA 

molecules [310]. These cDNA strands are used as a template for the subsequent transcription into 

cRNA, while at the same time fluorescently labeled nucleotides are incorporated. After purification of 

the labeled cRNAs to remove excess dye, the samples are combined and heat fragmented so that the 

length of the cRNAs fit optimally for subsequent hybridization onto the microarray slide. The 

microarray consists of thousand tiny spots containing pre-designed complementary nucleotide 

sequences, representing all genes of the human genome. After the hybridization process and 

subsequent washing steps the microarray is scanned with a laser that excites the fluorescent tags of 

the bound cRNA to measure the relative gene expression. QC (quality control) and gene annotation is 

performed using Feature Extraction software, and subsequently samples are analysed separately for 

each color (Figure 51). With this data gene expression profiles can be created and genes whose 

expression is altered in response to a certain treatment or condition can be identified [311,312]. 
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Figure 51: Schematic of the Agilent two-color microarray. mRNAs from a experimental and a reference sample are isolated 
and reverse transcribed into cDNA with a oligo dT-promoter primer and moloney murine leukemia virus reverse 
transcriptase (MMLV-RT). The cDNA strands are further transcribed into cRNA by the T7 RNA polymerase, labeled with Cy3 
or Cy5 and amplified. The cRNAs of both samples are purified, combined and heat fragmented for the following 
hybridization on the microarray slide [313].  
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Procedure 

U2OS cells were seeded at a density of 2x105 cells per well in IMDM growth medium (Sigma-Aldrich, 

Missouri, USA) in 6-well plates and incubated o/n under standard culture conditions. On the 

following day, cells were treated in duplicates with two different concentrations of 1 (15 µM and 25 

µM) and with 10 µM of the reference G-quadruplex stabilizer pyridostatin (PDS; Sigma-Aldrich, 

Missouri, USA). After 24 h drug exposure, cells were washed with ice cold PBS and RNA of the 

samples was isolated with the RNeasy Mini Kit (QIAGEN GmbH, Hilden, Germany) following 

manufacture’s guidelines. The quality and amount of isolated RNA was measured with Nanodrop 

(Nanodrop 1000, Thermo Fisher Scientific, Wilmington, Germany). RNA quality and integrity were 

further assessed with the Agilent 2100 Bioanalyzer using the Agilent RNA 6000 Nano Kit (Agilent 

Technologies, Santa Clara, CA, USA). Only samples with a comparable RNA integrity number (RIN) 

above 9 were used for subsequent microarray analysis. The two-color gene expression microarray 

was performed using 4x44k whole genome oligonucleotide-based gene expression arrays (Agilent 

Technologies, Santa Clara, CA, USA). The Low Input Quick Amp Labelling Kit (Agilent Technologies, 

Santa Clara, CA, USA) was used according to the manufacturer`s instructions for reverse transcription 

of 75 ng of total RNA into cDNA, labeling with Cy5-CTP or Cy3-CTP, and transcription into cRNA. 

Amplified cRNA samples were then purified with the RNeasy Mini Kit (Qiagen GmbH, Hilden, 

Germany). 825 ng of each sample were combined 

and heat fragmented for 30 min at 60 °C. 

Hybridization was performed at 65 °C in a 

hybridization oven (Agilent Technologies, Santa 

Clara, CA, USA) for 17 h. Slides were washed 

according to the manufacture’s guidelines and 

scanned with a G2505B Micro Array Scanner 

(Agilent Technologies, Santa Clara, CA, USA). QC 

control and gene annotation was carried out 

using Feature Extraction software, and 

subsequently samples were analysed separately 

for each color using GeneSpring software (Agilent 

Technologies, Santa Clara, CA, USA). An overview 

of the workflow for the sample preparation and 

array processing is shown in Figure 52.  

 

Figure 52: Workflow of the Agilent two-color microarray 

[313].  
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3 Results and Discussion 

3.1 Prologue of the Equally Contributed First Authorship Publication 
 

“Subcellular Duplex DNA and G-Quadruplex Interaction Profiling of a Hexagonal PtII 

Metallacycle.” 

Angewandte Chemie International Edition. 2019 Jun 11;58(24):8007-8012. PMID: 31002438 

Impact factor: 12.257 

 

G-quadruplexes attracted much attention during the last years as novel anticancer targets due to 

their involvement in several pivotal biological processes, such as telomere maintenance, DNA 

replication, transcription and gene expression. Thus, the rational design of small molecule ligands 

targeting these noncanonical nucleic acids is considered a promising approach for anticancer 

therapy. Amongst them, metal-based complexes have emerged as particularly strong and selective 

G4 binders. Based on a recent report of a self-assembly strategy of Pt2L2 boxes aimed at targeting G-

quadruplex structures [255], the goal of this study was to synthesize a new, improved version of 

former self-assembled Pt2L2 boxes in terms of efficacy and G4 selectivity as well as to study its 

applicability in cancer cells. As the Pt2L2 metallacycle was designed to be intrinsically fluorescent, we 

were able to proof that our compound enters cancer cells, is sequestered to cancer cell nuclei, 

particularly targeting nucleolar substructures, and displays a strong blue fluorescence resistant to UV 

photobleaching. We further showed that our Pt2 complex co-localizes with BG4, a G4-specific 

antibody, and displaces other well-established G4 stabilizers. Moreover, we report on photophysical 

changes (fluorescence quenching and increased absorption) occurring specifically upon G4 binding.  

In this study, I performed the great majority of the biological experiments and in-cell tracking by 

myself, while Dr. Olaya Domarco from the Universidade da Coruña in Spain and Dr. Alessio Terenzi 

from the University of Inorganic Chemistry in Vienna (Present address: Donostia International Physics 

Center, Paseo Manuel de Lardizabal 4, 20018, Donostia, Spain) were responsible for the synthesis of 

the Pt2L2 metallacycle and investigation of its chemical properties. Airyscan super-resolution images 

were taken at the University of Veterinary Medicine in Vienna and emission fingerprinting was 

performed at the Core Facility at the Medical University in Vienna both in collaboration with Dipl.-

Ing. (FH) Johannes Reisecker.  
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