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Abstract

Peer production systems are digitally embedded socio-economic systems for content cre-
ation, curation and sharing [BN06; Wil08], and they enable large-scale collaborations.
Prominent examples of peer production systems include Wikipedia, an online encyclo-
pedia, or Stack Exchange, a network of online communities dedicated to questions-and-
answers (Q&A) on topics which range from academia to writing. Growing and sustaining
large-scale peer production systems like Wikipedia poses a complex challenge [VWD04;
Gil05], and not all comparable efforts succeed. However, successful systems stand to
capitalize on the “wisdom of the crowds” [Gal07; Sur05], i.e. positive synergies arising
from mass collaboration. Therefore, understanding how and why some systems grow
and thrive, while others decline and shut down, is an important endeavor. In particular,
understanding and modeling the activity dynamics of peer production systems poses a
stepping stone towards shaping the activity dynamics. The main objective of this thesis
is to model aspects of activity dynamics in peer production systems. This thesis first
derives activity dynamics characterizations on the level of users and whole systems. The
results from that characterization inform the derivation of Hawkes process-based models
for user excitation, a measure for strength of influence between and within user groups.
These models uncover a range of excitation effects closely related to the growth trajec-
tory of Stack Exchange Q&A communities. This thesis also contributes methodological
insights to Hawkes process-based models, as well as empirical insights on other aspects
of activity dynamics, such as the effectiveness of badges as an activity dynamics steering
tool, and the performance of the crowds in peer production systems. Overall, the results
contained in this thesis are of interest to practitioners and researchers aiming to improve
their system managing and activity dynamics modeling efforts.
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Kurzfassung

Online-Kollaborationssysteme sind digital eingebettete sozioökonomische Systeme zur
Erstellung, Kuration und Weitergabe von Inhalten [BN06; Wil08]. Diese Systeme ermög-
lichen Gruppenarbeit mit sehr großer Anzahl an Teilnehmer. Zu den namhaften Beispie-
len der Online-Kollaborationssysteme zählen Wikipedia, eine Internet-Enzyklopädie, oder
Stack Exchange, ein Netzwerk von Online-Gemeinschaften, die Fragen und Antworten
(Q&A) zu zahlreichen Themen bieten. Die Förderung und Aufrechterhaltung von großen
Online-Kollaborationssystemen wie Wikipedia stellen eine komplexe Herausforderung
dar [VWD04; Gil05], dessen Erfolg sich nicht leicht nachahmen lässt. Erfolgreiche Sys-
teme können jedoch von der “Weisheit der Vielen” [Gal07; Sur05] profitieren, d.h. von
positiven Synergien, die sich im Kontext der Kooperation auf großer Skala ergeben. Da-
her spielt die Bemühung zu erforschen, wie und warum einige Systeme wachsen und
erfolgreich werden, während andere schrumpfen und stillgelegt werden, eine wichtige
Rolle. Die Aktivitätsdynamik in den Online-Kollaborationssystemen empirisch zu er-
forschen und mathematisch zu modellieren, ist ein wichtiger Meilenstein auf dem Weg
zur Kontrolle und Steuerung der Aktivitätsdynamik in Online-Kollaborationssystemen.
Das Hauptziel dieser Arbeit besteht in der Modellierung bestimmter Aspekte der Ak-
tivitätsdynamik in den Online-Kollaborationssystemen. Diese Arbeit leitet zunächst eine
Charakterisierung der Aktivitätsdynamik auf der Benutzerebene und der der ganzen Sys-
teme ab. Die Ergebnisse der Charakterisierung formen die Basis für die Modellierung
mit Hawkes Prozessen, die die Benutzeranregung, ein Maß für die Stärke des Einflusses
zwischen und innerhalb von Benutzergruppen, erfasst. Diese Modelle zeigen neuartige
Benutzeranregungseffekte auf, die eng mit dem Wachstumspfad von Stack Exchange
Q&A-Gemeinschaften zusammenhängen. Diese Arbeit liefert sowohl Einblicke in die
Theorie und Anwendung von Hawkes Prozessen als auch empirische Einsichten in an-
dere Aspekte der Aktivitätsdynamik, wie die Wirksamkeit von sogenannten “badges”
als Steuerungsinstrumente und die Eigenschaften der “Weisheit der Vielen” in Online-
Kollaborationssystemen. Zusammenfassend sind die in dieser Arbeit enthaltenen Ergeb-
nisse für im Rahmen der Systemverwaltung und Modellierung der Aktivitätsdynamik
fungierende Praktiker und Forscher von großem Interesse.
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1 Introduction

1.1 Motivation

Peer production systems, as digitally embedded socio-economic systems for content cre-
ation, curation and sharing [BN06; Wil08], have enabled large-scale collaborations on a
broad range of topics. Prominent examples of peer production systems include Wikipedia,
an online encyclopedia, GitHub, an open source software development platform, Reddit,
a social news aggregator, and Stack Exchange, a network of online communities dedicated
to questions-and-answers (Q&A) ranging from academia to writing. Such platforms func-
tion as knowledge repositories [And+12; Dab+12], spread news [Lih04], and form public
spaces for discussion [WZH13].

Growing and sustaining large-scale peer production systems like Wikipedia poses a
complex challenge [VWD04; Gil05], and not all comparable efforts succeed: To name
an example, Google knol, a website for user-contributed encyclopedic articles, failed to
attract users and activity, and, as a consequence, shut down four years after inception.
However, peer production systems which attain critical mass [RMJ10; SW14] stand to
benefit from the “wisdom of the crowds” [Gal07; Sur05], i.e. positive synergies arising
from mass collaboration. As such, understanding and modeling the activity dynamics of
peer production systems has attracted much research attention, which lead to macro-level
predictive models [Yan+10; Rib14; Wal+16] for the survival and development of entire
peer production systems. On the level of individual users, previous research has enabled
the automated discovery of user roles [Gei+19] and characterized a newcomer-vs.-veteran
dichotomy [Kit+07]. Linking both streams of research, i.e. improving our understanding
of how user activity patterns combine to form longitudinal macro-level trends, will bridge
both user-level and system-level research. This can be seen as a crucial stepping stone
towards better modeling and shaping of activity in peer production systems.

This thesis focuses on modeling user-level and system-level aspects of activity dynamics
in peer production systems. Besides deriving empirical results which uncover develop-
mental properties of peer production systems, this thesis also focuses on illustrating
and extending tools to facilitate future studies of longitudinal patterns in and beyond
peer production systems. Hence, this thesis is relevant for both peer production system
builders and managers aiming to capture and optimize the development of the systems
they oversee, as well as researchers modeling dynamics of such systems.

In Section 1.2, this thesis addresses challenges and opportunities in understanding and
modeling activity dynamics of peer production systems. This serves as the basis for
Section 1.3, which comprises the description of the problem statement, objectives and an
overview of the approach. The research questions framing this thesis are the subject of
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Figure 1.1: Excitation types between groups of users. This schema illustrates
different kinds of excitation between two groups of users of peer production
systems. In this model of excitation, users of a given group may react to
each other, as suggested by the gray arrows, or to users of other groups, as
indicated by the pink arrows.

Section 1.4. Section 1.5 then lists which publications underlie each research question, and
Section 1.7 exposes the main contributions of this thesis. This introduction concludes,
in Section 1.8, with a presentation of the structure of the rest of the thesis.

1.2 Activity Dynamics in Peer Production Systems

This thesis focuses on modeling activity dynamics in peer production systems, on the
level of single participants as well as whole systems. Though the previously mentioned
peer production systems differ starkly in scope, they all consist of large numbers of users
pursuing a common goal. The engagement of users towards that shared objective varies
along a continuum typically following a power-law relation [Wil08]: The overwhelming
majority of users contribute very little, while select few produce large amounts of content.
The temporal activity patterns of all users combine to form system-level dynamics.

One particular problem in understanding users’ activity dynamics in peer produc-
tion systems lies in explicitly considering excitation (a measure for strength of influence)
within and between groups or types of users, how such excitations shape the development
of the whole system and how those excitations evolve over time. Consider Figure 1.1:
Without loss of generality, assume that there are two groups of users in a peer produc-
tion system, e.g., a majority of users who contribute little and a minority of very active
power users. There are within-group and between-group relationships, whose strength
may vary over time and thereby shape activity dynamics of users in a group, and, in
turn, of the peer production system as a whole. Such interactions and influence between
and within groups are ubiquitous. Yet, because they are often unobserved, incorporating
them into models for activity dynamics poses a challenge. While one line of previous
research [Mam+11; Fur+13; Gei+19] distilled user groups in successful Q&A communi-
ties and the other [Kit+07; Suh+09] uncovered the prominence of certain user groups
at different times of Wikipedia’s development, there is an opportunity to combine and
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extend both lines of inquiry by focusing on how excitations within and between groups
evolve to shape system-level dynamics.

Beyond user excitation dynamics, this thesis concentrates on temporal signatures of
activity in peer production systems as implicit indicators for the development of user
groups as well as the system itself. Doing so facilitates (i) estimations of activity dynamics
of a system in general and of users in particular, and (ii) the incorporation of that
knowledge in models for the activity dynamics in not only successful but also failing peer
production systems.

1.3 Problem Statement, Objectives and General Approach

Problem statement. Peer production systems are omnipresent forms of large-scale
collaboration on the web. How and why some systems gain traction and evolve to at-
tract and sustain activity from large numbers of users is a subject of ongoing research.
In particular, there is a research gap in linking temporally evolving user behavior and
excitations in a peer production system to the system’s development as a whole. Par-
tial observability of excitations and influence between users compounds the difficulty in
incorporating such factors in models for activity dynamics.
Objectives. First, this thesis aims at improving the modeling of activity dynamics in
peer production systems. The second main objective of this thesis consists in, with im-
proved modeling tools, deriving actionable insights for peer production system managers
to better understand the systems they oversee. Combined, addressing both objectives
poses a first step towards not only better understanding and modeling but also steering
and promoting activity dynamics in peer production systems. Further, the methods pre-
sented and developed within the scope of this thesis also target generalization in their
applicability across peer production system types and beyond.
General approach. I propose leveraging temporal signatures of activity both at the
user-level as well as at the level of whole systems to uncover factors linked to growth in
activity of peer production systems. To do so while coping with nonlinearity, burstiness
and randomness in activity dynamics, I employ a broad range of methods from the
temporal analysis toolbox, including nonlinear time series analysis, time series clustering,
descriptive statistics and Bayesian inference, and, prominently, Hawkes processes, a class
of stochastic point processes.

1.4 Research Questions

This thesis subdivides the study of activity dynamics in peer production systems into
three research questions. First, I explore characterizations of user activity patterns and
system-level activity dynamics in peer production systems. Leveraging that character-
ization, the second research question asks how can user-level excitation and activity
dynamics be modeled to understand whole systems. The third and final research ques-
tion focuses on deriving, from the previously uncovered temporal patterns, empirical
knowledge and actionable insights about the evolution of peer production systems.
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Table 1.1 lists the articles which form this thesis, as well as the corresponding research
questions, topics and main contributions.

RQ1: How can we characterize user activity dynamics in peer production
systems?

Problem. To model complex patterns in the activity dynamics of peer production
systems, it is necessary to first explore and grasp basic characteristics of activity patterns.
On a high-level, previous work [Rib14; Wal+16] postulated nonlinear dynamical systems-
based descriptions for activity dynamics in several peer production systems. However, the
kinds of nonlinear dynamics to capture may need to be a choice best left to the modeler,
as there may be system-specific characteristics to account for. Further, while nonlinear
dynamical systems may capture global developmental trends of a peer production system,
there may be settings where stochasticity dominates perhaps nonlinear chaotic behavior.
Distinguishing between both settings is a open problem, and surfacing the caveats of
committing to a specific model setting may support practitioners in improving high-level
forecasts of activity dynamics. Where stochasticity dominates observed global dynamics
of peer production systems, related research [Kle03; Bar05; CFL09] suggests likely causes:
burstiness in user behavior, and heavy-tailed distributions of user activity. The resulting
heterogeneity in user behavior leads to previous work [Mam+11; Fur+13] grouping users
into roles, which typify users as a set of activity patterns. However, the connection
between the user type mix and the overall activity dynamics of peer production systems
is not well established. In particular, there is a need to dynamically characterize which
user type compositions can be linked to systems with thriving levels of user activity.

Approach. To characterize the presence of nonlinear (perhaps chaotic) or rather stochas-
tic activity dynamics, the analysis presented in [SWH17] leverages Takens’ theorem [Tak81]
and nonlinear time series analysis to reconstruct and study state spaces describing the
activity dynamics of 16 Stack Exchange Q&A communities. For the analysis of stochas-
ticity in user activity, the research [San+19a] resorts to clustering features extracted from
time series describing user activity in a random sample of 50 Stack Exchange Q&A com-
munities. Repeatedly applying this clustering procedure in regular intervals following the
inception of each Q&A community uncovers how user mix relates to the community’s
development in activity.

Findings and contributions. My detailed exposition on how to tailor nonlinear time
series analysis and time series clustering methods to characterize user activity dynamics
in peer production systems directly addresses this first research question. The results of
the application of these methods reveal some Q&A communities feature rather nonlinear
dynamics, for which forecasts from reconstructed dynamical systems work best, and oth-
ers with rather stochastic dynamics. The characterization of users in Q&A communities
uncovers a set of four user types. These results indicate that (i) a parsimonious group
of features suffices to characterize bursty user behavior, (ii) the main distinction in user
types is on the overall activity levels, which can be coarsely defined as high or low, and
(iii) the user mix evolves as the systems mature.
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RQ2: How can we model users’ evolving excitation in peer production
systems?

Problem. Beyond the previous findings that nonlinearity and stochasticity play an
important role in user behavior, and that a discrete set of user activity patterns may
relate to overall peer production system development, one key ingredient is missing to
improve models for activity dynamics in peer production systems: user excitation. Users
do not contribute in isolation to a system, but rather react to their peers. However,
capturing excitation, as a proxy measure for inner motivation and between-user influ-
ences, is a non-trivial task, as the strength of such relationships between users and user
types cannot be directly quantified in observational studies, and would require e.g. an
interventional or qualitative experimental setup. Further, the presence of exogenous
shocks (such as interventions in the form of interface changes), exponential growth or
other non-stationary phenomena common to peer production systems should not impair
modeling efforts of excitation in particular and temporal patterns in general. Overall,
accounting for temporally evolving user excitation in activity dynamics models for peer
production systems holds the promise of strengthening the findings mentioned in RQ1,
as theoretical work [Ete+16; XFZ16; EDD17] established a link between certain forms
of excitation and Granger causality, a form of temporal causality. Therefore, the focus
of this research question is to devise an approach to quantify, in observational studies,
temporally evolving excitation in users of peer production systems.

Approach. In a first methodological step to address this research question [San+19c],
this thesis proposes combining an exponentially decaying Hawkes process, which captures
excitation via sequences of event timestamps, with time series structural change estima-
tion models, to ensure theoretical assumptions are met when fitting Hawkes processes
longitudinally. To improve the applicability of such Hawkes processes to challenging con-
texts common in activity dynamics of peer production systems and beyond, this thesis
also characterizes and tackles inherent difficulties in Hawkes process estimation within a
classical Bayesian framework [SLH20].

Findings and contributions. One key finding of [San+19c] is that estimating peri-
ods of stationarity (i.e. distributional translation-invariance) through time series struc-
tural change estimation allows to fit Hawkes processes longitudinally, even across non-
stationary phenomena such as activity dynamics with exponential growth. That same
work also finds that, despite difficulties in fitting the decay parameter of Hawkes pro-
cesses with exponential kernels, a common off-the-shelf approach suffices for downstream
tasks. Follow-up work [SLH20] then characterizes, formulates and mitigates this decay
parameter fitting problem for a range of synthetic and real-world settings, thereby con-
tributing a parsimonious approach to estimate Hawkes processes in the context of activity
dynamics in peer production systems and beyond.
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RQ3: How do users’ excitation and temporal patterns shape the evolution of
peer production systems?

Problem. Given the first results on activity patterns in peer production systems and pre-
vious models of temporally-changing excitation, this thesis is now in a position to address
the empirical issue of estimating and understanding how excitation and user temporal
patterns longitudinally impact (peer production) system-level activity dynamics. Uncov-
ering the link between user excitation, user type mix and success and failure (in terms of
activity dynamics) of peer production systems, and how that link changes over time, is
a challenge due to the previously mentioned unobservability of user excitation. Further,
if such a link exists, it is not clear whether it is of practical relevance: Can the knowl-
edge of user excitation and user temporal patterns help improve e.g. activity prediction
experiments? Further, peer production system managers often perform interventions to
steer the systems they oversee towards goals such as improving new user onboarding
processes. Measuring how the users react to such external shocks and thereby shape new
activity dynamics of the whole system is also of practical relevance. Finally, given that
tapping the wisdom of the crowds represents one key promise of creating, developing and
maintaining activity dynamics in large-scale peer production systems [Kit+07; Suh+09],
there is also the issue of estimating when and under which circumstances the wisdom
of the crowds matches or even surpasses that of the few, and how interactions between
these two user types evolve and shape each other over time. Further, while previous
research [Gil05; Sur05] suggests crowds perform comparably to experts in knowledge
production, there is still ongoing debate (cf. e.g. [Che+14]) on comparing wisdom of the
crowds vs. the few in the broad class of peer production systems dedicated to matters of
personal experience and opinion rather than matters of fact.

Approach. The methods to address this research question build on the Hawkes pro-
cess models outlined in the previous research question [San+19c]: Longitudinally fitting
Hawkes processes to highly and lowly active users in growing and declining Stack Ex-
change Q&A communities enables the study of excitation effects over time. Statistical
and permutation tests establish the significance of excitation effects, and a range of
prediction experiments validate their practical usefulness for community managers. To
estimate short- and long-term effects of an intervention to improve user onboarding prac-
tices in Stack Exchange Q&A communities, [San+20] proposes a difference-in-difference
regression to isolate the impact of the intervention on user behavior with respect to sea-
sonality and temporal trends. With a longitudinal descriptive and predictive analysis of
video game reviews on Metacritic, the study [San+19d] performs a first step towards un-
derstanding (i) how wisdom of the crowds emerges in peer production systems dedicated
to an experience good, (ii) how the wisdom of the crowds compares to that of the few,
and (iii) how both the crowds and the few change and interact over time.

Findings and contributions. The results of the Hawkes process applied to Q&A com-
munities reflect a relationship between user excitation and future activity developments
of said communities. For example, high excitation by power users as a reaction to ca-
sual users plays a pivotal role in early developmental stages of successful communities
when compared to declining ones. In successful communities, the importance of casual
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user excitation increases while that of power user excitation decreases. Given that these
excitation effects appear contingent on the topic of the Q&A community itself (where
exemplary topical groups may be STEM or humanities), community managers may care-
fully want to manage and correctly time initiatives to promote participation of different
user types. On the topic of promoting user participation, the intervention designed to
encourage newcomers was found to have enacted a temporary effect, which, interestingly,
appears independent of community topic. This finding may encourage peer production
system managers to replicate such “one-size-fits-all” interventions and thereby counter
challenges in managing previously mentioned topical differences. On the topic of the
comparison of the wisdom of the crowds vs. the few in the context of a peer produc-
tion system focusing on experience goods, namely video games, there appear to be key
discrepancies between the two, especially on the level of temporal reviewing patterns.
Nevertheless, prediction experiments for the future reception of video games indicate
that combining both kinds of user input yields best predictive performance. This sup-
ports the conclusion that both kinds of wisdom combine to form the most complete
views, and that catering to both types of users is conductive to positive outcomes in the
evolution of peer production systems.

1.5 Main Publications

This cumulative thesis consists of the following publications:

� Article 1: [SWH17] Santos, T., Walk, S., and Helic, D. Nonlinear Characterization
of Activity Dynamics in Online Collaboration Websites. WWW Companion. 2017
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� Article 10: [TSK19] Toller, M., Santos, T., and Kern, R. SAZED: parameter-free
domain-agnostic season length estimation in time series data. Data Mining and
Knowledge Discovery. 2019

� Article 11: [Kas+19b] Kasper*, P., Koncar*, P., Santos*, T., and Gütl, C. On the
Role of Score, Genre and Text in Helpfulness of Video Game Reviews on Metacritic.
SNAMS. 2019

� Article 12: [RSH19] Ruprechter, T., Santos, T., and Helic, D. On the Relation
of Edit Behavior, Link Structure, and Article Quality on Wikipedia. International
Conference on Complex Networks and Their Applications. 2019

� Article 13: [Kou+20] Koutroulis, G., Santos, T., Wiedemann, M., Faistauer, C.,
Kern, R., and Thalmann, S. Enhanced Active Learning of Convolutional Neural
Networks: A Case Study for Defect Classification in the Semiconductor Industry.
Submitted to Discovery Science. 2020

� Article 14: [Hop+20] Hopfgartner, N., Santos, T., Auer, M., Griffiths, M., and
Helic, D. Social Facilitation Among Gamblers: A Large-Scale Study Using Account-
Based Data. Submitted to ICWSM. 2020

The asterisk denotes authors with equal contribution.

1.7 Contributions and Implications

This thesis features two kinds of contributions on understanding and modeling activity
dynamics in peer production systems, namely on the empirical level and on the method-
ological level.

Specifically, the main contributions of this thesis are as follows:
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� This thesis characterizes nonlinear and bursty temporal signatures in system-level
and user-level patterns of activity in peer production systems, thereby paving the
way for extending activity dynamics models. Further, this characterization suggests
a temporal link between user mix and developmental stages of whole systems.

� With methodological extensions to Hawkes processes as excitation models, this
thesis contributes parsimonious tools for more easily applying them in practice.
This can be seen as a stepping stone towards increasing the adoption of Hawkes
process models by researchers and practitioners interested in learning from temporal
phenomena in a wide range of application scenarios.

� The empirical study of excitation in peer production systems uncovers the im-
portance of correctly timing the user mix to maximize the activity potential of
developing systems. This thesis also provides insights into the power of interven-
tions in shaping activity dynamics, and specifies circumstances under which the
wisdom of the crowds complements that of the few.

Overall, this thesis provides another stepping stone for modeling and thus improving
activity dynamics models for peer production systems, and, by deriving actionable in-
sights from their empirical application to peer production systems, supports managers of
said systems to optimize their activity development efforts.

1.8 Structure of this Thesis

Following this introduction, I review related work in Chapter 2. Specifically, I position
this thesis against other work in the space of research on peer production systems (cf.
Section 2.1) and on Hawkes processes (cf. Section 2.2).

Chapter 3 comprises the main articles which combine to form this thesis. In particular,
Section 3.1 describes my contributions to each of the main articles. Refer to Figure 1.2
for a graphical summary of which articles address which research questions.

This thesis concludes, in Chapter 4, with a reiteration of the main findings and con-
tributions of this body of work in Section 4.1, an outline of potential implications in
Section 4.2, a discussion of limitations in Section 4.3 and a reflection on avenues for
future work in Section 4.4.
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Figure 1.2: Structure of this thesis. This figure outlines how this thesis’ main articles
combine to form answers to the corresponding research questions (RQ). RQ 1
asks about a characterization of system-level and user-level activity dynam-
ics in peer production systems. The answers to RQ 1 underlie RQ 2, which
focuses on how to model user excitation as it changes over time. Building
on those two research questions, RQ 3 concerns the analysis of how uncov-
ered temporal patterns empirically relate to the evolution of peer production
systems.
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Table 1.1: Context of main articles. This table summarizes the main articles which
form this thesis, the research questions they address, and their topics and main
contributions.

Article RQ Topic Main Contribution

Article 1 [SWH17] RQ 1 Characterization of Uncovering nonlinearity in ac-
activity dynamics tivity patterns

Article 2 [San+19a] RQ 1 Characterization of Clustering users’ bursty activ-
activity dynamics ity patterns and linking them

to system-level developmental
stages

Article 3 [San+19c] RQs 2+3 Modeling and learn- Fitting Hawkes processes
ing from excitation in the presence of non-

stationary dynamics, and
leveraging them to under-

stand excitation patterns and
to establish temporally causal
relations to the development

of whole systems

Article 4 [SLH20] RQ 2 Modeling excitation Characterizing, formulating
and mitigating problems in

fitting Hawkes processes

Article 5 [San+20] RQ 3 Assessing interven- Quantifying the impact of in-
tions terventions to shape user

interactions and activity dy-
namics of whole peer produc-

tion systems

Article 6 [San+19d] RQ 3 Wisdom of the Juxtaposing the wisdom of
crowds the crowds with that of the

few and understanding their
temporal properties and inter-

actions
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2 Related Work

This chapter reviews two main streams of research related to this thesis: empirical studies
on the properties and (activity) dynamics of peer production systems (cf. Section 2.1),
and theory and applications of Hawkes processes to modeling temporal phenomena in
general and in peer production systems in particular (cf. Section 2.2). This chapter
intends to provide an overview on both streams of research and how they relate to this
thesis; more details on related work can be found in each of the thesis’ main articles.

2.1 Peer Production Systems

As the population of Internet users increases remarkably, peer production systems, as
socio-economic systems for content creation, curation and sharing [BN06], feature col-
laborative work on ever-growing scales. Several peer production systems dedicated to
collaboration on a broad range of topics achieved massive scales: Wikipedia, an on-
line encyclopedia, GitHub, an open source software development platform, Reddit, a
social news aggregator, and Stack Exchange, a network of online communities dedicated
to questions-and-answers. These successful systems have been the subject of much re-
search. This thesis relates to studies of activity dynamics of peer production systems on
a macro-scale (i.e., on the level of the whole system), and a micro-scale (i.e., on the level
of user behavior), as well as to research on the properties of crowd-collaborative efforts,
or, in other words, the wisdom of the crowds.

2.1.1 System-level Activity Dynamics

Early work in the research space of broad properties of peer production systems includes
Wilkinson’s [Wil08] study of power law-like user tenure and lognormal content contribu-
tion patterns in Wikipedia and other software-related and social peer production systems.
This work can be framed within more general studies [Bar05] of power law-like dynamics
of human behavior. This thesis acknowledges that the presence of such universal prop-
erties permeates analyses more focused on the success, in terms of activity dynamics, of
peer production systems.

Turning to more granular studies of the activity dynamics of peer production sys-
tems, previous work in this space leveraged models based on networks [ZAA07; Wan+13;
ZCF16] or dynamical systems [Rib14; MSF15; Wal+16] to describe activity in peer pro-
duction systems. Specifically, Zhang et al. [ZAA07] construct and analyze a network of
user interactions in a Java programming forum, relating structural properties of the net-
work to overall activity dynamics and users’ topical expertise. Wang et al.’s [Wan+13]
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study of the social, topical and knowledge item graphs of Quora, a large Q&A community,
reveals that heterogeneity in user characteristics drives users’ attention and activity. The
NetTide model proposed by Zang et al. [ZCF16] captures the growth of social activity
and connections in WeChat, a large social network, and in arXiv, a system for sharing
pre-prints of manuscripts. In relation to this stream of work, this thesis recovers many of
the same high-level dynamics these previous studies observed. Furthering those observa-
tions, this thesis also seeks to identify discrete growth phases in global activity dynamics
of peer production systems, and, by characterizing them, identify factors related to the
success or failure of a system, such as, prominently, the importance of timing in the user
type mix. This thesis’ measurements of such factors complement qualitative work on
community lifecycles [IL09; You13]. Further, this thesis also intertwines global activity
dynamics with other user-level properties, such as, notably, user excitation.

In the literature leveraging dynamical systems descriptions for activity dynamics,
Ribeiro [Rib14] devises a model which captures growth and death of a range of membership-
based websites in terms of active users. The author characterizes website growth as result
of word-of-mouth adoption or of marketing campaigns, and as sustainable or not. With a
comparable modeling technique, Matsubara et al. [MSF15] also highlight competition be-
tween activities drive user behavior online. The model proposed by Walk et al. [Wal+16]
leverages a dynamical system operating on a network to identify collaboration networks
which become self-sustainable, i.e., reach a certain level of activity which makes systemic
failure unlikely (in other words, critical mass [RMJ10; SW14]). These works share an
objective with this thesis, namely to identify and characterize the dynamics of successful
and failing peer production systems and identify factors which lead to diverging activ-
ity levels and system-level outcomes. The results presented in this thesis agree, on a
high level, with those of this stream of work. However, this thesis uncovers that not all
kinds of activity dynamics in peer production systems may be well-captured via non-
linear dynamical systems, as it appears stochasticity dominates in some cases. Further,
the nonlinear characterization presented in this thesis may also support future endeavors
to improve dynamical system-based modeling of activity dynamics, as nonlinear time
series analysis helps reconstruct properties which a dynamical system-based description
of activity dynamics should have.

2.1.2 User-level Activity Dynamics

To understand activity dynamics of users in peer production systems, previous work
typically introduces a discrete set of user types, a simplification which counters hetero-
geneity in user behavior. First, I review such studies mostly in the space of the analysis
of Q&A communities, as those are one of the kinds of peer production system this the-
sis focuses on. One of the first such studies in this space was performed by Mamykina
et al. [Mam+11] on Stack Overflow, a Stack Exchange Q&A community dedicated to
programming questions. That mixed-methods study proposed a set of four user types
to discretize a continuum of user activity: community activists, shooting stars, and low-
profile and inactive users. The prevalence of each user type is also inversely proportional
to their activity levels, as the community activists comprise only 1% of the total user
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population, whereas low-profile users account for more than 94% of the user base. In
particular, this study also highlights the importance of recognizing user activity is bursty,
a finding which Vázquez et al. [Váz+06] and Kushner and Sharma [KS20] corroborate in
human activity in general and, respectively, in mental health communities in particular.
This thesis arrives at comparable conclusions when extending an activity-based clustering
to more Stack Exchange Q&A communities. However, one key difference to that work
is that, as this thesis focus more on differences in burstiness and overall activity levels,
it appears that the more predominant distinction between user types can be delineated
between the very active but small core of power users and the large mass of lowly active
casual users.

Sinha et al.’s [SMG13] user type characterization agrees with the previously men-
tioned dichotomy, and Gilbert’s study of underprovision on Reddit [Gil13] and other
work [ZAA07; Yan+14] focused on identifying experts in Stack Exchange communities
suggest a similar binary user type distinction. However, there are diverging perspec-
tives: Furtado et al. [Fur+13] offer a more nuanced categorization of users of five Stack
Exchange Q&A communities. The ten user types they distill span not only differences
in overall activity levels, but also quality of contributions. The authors also arrive at
the conclusion that the user mix is stable over time, that is, the percentual composition
of user types remains unchanged even as a community develops. This thesis’ longitu-
dinal study of user types and user mix in 50 Stack Exchange Q&A communities paints
a partially different picture: The user mix changes over time depending on the kind of
community (one of which is the one analyzed by Furtado et al.). Further, I also ex-
tend those previous findings by connecting the prevalence of each user type to specific
developmental stages of a community.

On a high level, this connection of user types to developmental stages of Q&A systems
appears to generalize to other peer production systems as well, as Kittur et al. [Kit+07]
and Suh et al. [Suh+09] report similar observations in Wikipedia, much like Chung et
al. [CPU12] in their study of a forum for offline community building in Australia. Specif-
ically, those authors and this thesis report a reliance on power users in the early devel-
opmental stages of a peer production system, which gradually gives way to more casual
user-centric activity. In this regard, this thesis is more closely related to Chung et al.’s
work, as both cover aspects of user interaction: Those authors find overall disassortative
interaction networks whose assortativity increases over time. The user excitation anal-
ysis in this thesis also captures higher cross-excitation between power and casual users
in early stages, an excitation which later on transitions to more within-group excitation
(in particular casual user excitation). This thesis extends previous work by estimating
points in time by when it may be expected to observe such transitions, and it also indi-
cates there may be limited generalizability of such results across community topic (e.g.
between Q&A communities dedicated to topics in STEM vs. humanities). Last but not
least, those previous studies considered only growing communities, while this thesis’ anal-
ysis shows there are key excitation and user mix differences between Q&A communities
with increasing and those with declining levels of activity.

Understanding and measuring differences in activity dynamics enables peer production
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system managers to timely assess and react to declining levels of activity, or to promote
the growth of thriving systems even further. The tools managers have at their disposal
to steer activity include introducing interface or platform changes. Previous research
has shown that prominently highlighting a community on Reddit [Lin+17] or software
repository on GitHub [Mal+20] may channel an influx of users and contributions to
highlighted systems. Another prominent set of tools available to peer production systems
are badges, which, according to previous studies [And+13; KGR18; Yan+19b] of Stack
Exchange Q&A communities, may incentivize participation. That body of work inspected
the effect of badges only on users with a history of activity, and provides initial evidence
for the interplay between user-specific effects and community-wide benefits. This thesis
addresses this research gap with a study of a badge-like indicator to welcome newcomers
to Stack Exchange communities, as supporting and integrating newcomers to a peer
production system is crucial to mitigate user churn and support community growth [All06;
Yan+10; KR12; See+20]. Similarly to previous studies of badges, and in particular
Anderson et al.’s [And+13] and Yanovsky et al.’s [Yan+19b] findings that users increase
work towards attaining a badge and then revert to previous behavior, I attribute a
temporary benefit in newcomer retention and community reactions to the introduction
of the indicator.

2.1.3 Wisdom of the Crowds

In this Subsection, I review work which, in the context of peer production systems,
connects activity dynamics of the crowd to the performance of the crowd. One prominent
reason for analyzing this connection lies in the promise that peer production systems
provide a platform for the wisdom of the crowds to manifest its potential, which seminal
work [Gal07; Sur05; Che+14] on general properties of the wisdom of the crowds indicates.
In the context of peer production systems, Wilkinson and Huberman [WH07] and Murić
et al. [Mur+19] identified a net qualitative benefit to collaboration and contributions by
the crowds in Wikipedia and GitHub. However, previous studies [Bur+17; DKS19] of user
voting patterns in Stack Exchange provide evidence for user biases such as a preference for
answers at the top of a page, and Robert and Romero [RR15] also claim a dependency of
crowd performance in certain projects on Wikipedia on the size and diversity of the crowd.
Therefore, there is a need to evaluate under which conditions the crowd’s input and
judgments can be trusted. To that end, previous work proposed comparing the wisdom
of the crowds with the wisdom of the few, i.e. experts in a given field. Although there
are objective measurements on how the wisdom of the crowds compares to the wisdom of
the few in online knowledge communities (cf. e.g. Giles’ juxtaposition of Wikipedia with
Encyclopædia Britannica [Gil05]), there are a vast number of peer production systems
dedicated to matters of opinion, such as discussing and curating experience goods like
books, movies or video games. This thesis addresses the research gap in how the crowds
perform in comparison to experts in a peer production system dedicated to reviews of
video games. I find the activity dynamics of experts differ from that of the crowd, but,
in contrast to previous research suggesting that the crowds perform comparably if not
better than experts in online knowledge communities [Gil05], my analysis suggests they
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are complementary in this setting of views on experience goods.

2.2 Hawkes Processes

I begin with a brief overview of Hawkes process theory, which is followed by a review of
applications and recent advances related to this thesis.

2.2.1 Theoretical Background

A point process is a set of points randomly distributed across some mathematical space,
which, in the case of temporal point processes, is R+ and represents continuous time. For
more on point processes and temporal point processes in general, please refer to [CI80;
DVJ03; DVJ08] and, respectively, to [ABG08].

This thesis employs and studies a particular class of temporal point processes, namely
the Hawkes process [Haw71]. Intuitively, Hawkes processes model the arrival times of in-
coming events of interest, such as, for example, the timing of tweets by a user on Twitter.
Further, Hawkes processes impose a dependency of future event timings on past events.
In the example of the Twitter user, this corresponds to the assumption that past tweets
motivate the user and perhaps increase her future event rate. Mathematically, Hawkes
processes are characterized via a conditional intensity function λ∗(t), which expresses a
dependency of the event rate of a stochastic process on its event history. Given a set of
n events occurring at times ti ∈ R+ (which, again, could be the timings of tweets) the
conditional intensity of a Hawkes process is

λ∗(t) = µ+ α
∑

ti∈H(t)

κβ(t− ti). (2.1)

The meaning and interpretation of each parameter in that equation is as follows: µ ∈ R+

is the baseline intensity, which is independent of the event history. In fact, setting
λ∗(t) = µ results in a Poisson process, which is a special case of the Hawkes process. In the
example of the Twitter users, baseline intensity corresponds to a minimal predisposition
to randomly tweet at any point in time, regardless of how many Tweets a user has
previously written. α ∈ R+ captures excitation, i.e. magnitude of an increase in λ∗(t) at
each event time ti. In the one-dimensional case, the excitation is termed self-excitation,
since each event increases intensity in that same dimension, while in the multi-dimensional
case cross-excitation may occur, i.e., an event in one dimension may lead to an intensity
increase in another. In the ongoing example of the Twitter user, self-excitation captures
an increase in motivation to tweet following own tweets, while cross-excitation models a
motivation to tweet more after tweets by another user (not necessarily a followee). Self-
and cross-excitation are amenable for interpretation as directions of influence among and
within dimensions of a Hawkes process, as non-zero excitations in Hawkes processes with
an exponential kernel capture Granger causality between dimensions [Ete+16; XFZ16;
EDD17], and the magnitude of the excitation corresponds to the strength of influence.
Following each event i at time ti, the conditional intensity decreases according to the
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kernel κβ, which is typically chosen to be an exponential or power-law function, or a mix
of basis functions in more complex cases. This thesis focuses on Hawkes processes with
exponential kernels. This kernel reflects e.g. forgetting rates of users on Twitter, which,
through the exponential kernel assumption, follow an (exponential) curve with decay
rate β. Interpreting real-world temporal phenomena through Hawkes process parameters
requires estimating their values via maximizing their log-likelihood given event data and
a value for β. Note that (fitted) Hawkes processes assume stationarity, i.e. distributional
invariance of the process over time. Consult Liniger [Lin09] for a formal treatment of
multivariate Hawkes processes.

2.2.2 Applications and Recent Advances

In practical applications, the power of Hawkes processes lies in their ability to surface
typically unobservable properties, namely excitation and directions of influence, in tem-
poral phenomena. Moreover, to do so, Hawkes processes parsimoniously require only
knowledge of timestamps of events. Both properties underlie the widespread adoption
of Hawkes process models to study complex temporal phenomena. One of the first
application areas includes seismology: Ogata et al. [OAK82; Oga83] extend Hawkes pro-
cesses to numerically quantify then-suspected geological relationships between regions in
Japan and New Zealand, a step which enabled later predictions of earthquakes in cer-
tain regions following earthquakes in given other regions. In similar fashion, research
in the economics and finance sought to estimate the strength and timing of follower-
followee relationships in e.g. American and European stock markets [ASCDL15] or trade
clustering patterns [DFZ14]. Though I also aim at uncovering hidden patterns of inter-
action and excitation much like that body of research in seismology and finance, this
thesis relates more closely to Hawkes process-based studies of temporal phenomena in
web communities and peer production systems. Early work in this stream of research
includes Gomez-Rodriguez et al.’s [GRLK10] theoretically-grounded algorithm to infer
networks of information flow through the web by leveraging the times of adoption of
information. Later, in the same application context, research such as that by Zhou et
al. [ZZS13a] extended such algorithms to infer hidden networks via a multi-dimensional
low-rank Hawkes processes. While that body of work, similarly to this thesis, extracts
influence and excitation relationships, that body of work does so at the level of the whole
web. The object of study of this thesis are more granular dynamics, namely at the level
of single peer production systems and their users. In that sense, this thesis is more
closely related to Hawkes process-based studies of user behavior in e.g. online market-
places [HF20], in health-related apps against the backdrop of offline activities [KAL18]
and in Q&A [KGR18] or social network [Jun+19] communities, as those works focus
on interpreting user behavior in terms of the learned Hawkes processes. To elaborate
on the relation between this thesis and that stream of literature, consider Junuthula et
al.’s work [Jun+19], which marries the stochastic block model from network science with
Hawkes processes to estimate and interpret excitation and other parameters in user be-
havior on Facebook. Similarly to their work, I focus on estimating community-level user
groups and their excitation relationships, but beyond their work, I extend the estima-
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tion of such relationships longitudinally across a peer production system’s development.
Estimating longitudinal user patterns in peer production systems with Hawkes processes
is also the topic of Upadhyay et al.’s [UVGR17] and Mavroforakis’s [MVGR17] work, as
those authors focus on estimating learning curves of users in Q&A communities. Those
authors track a user’s progress through her tenure in a community as she gains knowledge
on a variety of topics, and they find users can be assigned to two groups with more or
less knowledge and propensity to acquire it. In contrast to their work, this thesis focuses
not on the content of user actions but rather their activity dynamics, and this thesis also
relates those user patterns to the development of the system, rather than studying user
patterns in isolation.

However, although Hawkes processes afford to uncover many temporal phenomena of
practical interest, there are some important caveats to their application. First, there is no
consensus on optimizing the decay parameter of the commonly-used Hawkes process with
an exponential kernel, as, in contrast to the other parameters, the Hawkes process log-
likelihood function is non-convex in the decay. As such, previous work proposed a broad
palette of approaches to estimate the decay parameter: using a given constant [Far+15;
Bac+18; Du17; Cho+18; LWK18], cross-validating a range of values [Far+14; Cho+15;
Sal+19], or estimating them with a range of different optimization approaches [Oza79;
DFZ14; Bac+16; UVGR17; KAL18; Fig+18; San+19c]. This thesis compares them,
characterizes difficulties in estimating the decay parameter, and extends those point
estimates with a Bayesian framework to provide estimation uncertainty. Further, real-
world data does not always fulfill the stationarity requirement, due to phenomena such as
exponential growth in the number of events or exogenous shocks to a system under study.
Previous work which studied the dynamics of the popularity of YouTube videos [Riz+17],
and one of the earlier articles of this thesis [San+19c], resorted to additional assumptions
to cope with stationarity violations, such as estimating stationary periods via ad-hoc
changepoint models. This thesis’ Bayesian framework for estimating the decay parameter
copes with such issues by allowing for intractable setups which explicitly capture such
phenomena.

Orthogonal to the Hawkes process framework proposed in this thesis, there is a trend
towards non-parametric estimation of temporal point process kernels [LM11; ZZS13b;
BM16; EDD17; ZWR20], as well as towards fusing deep learning with Hawkes pro-
cesses [Du+16; Cao+17; TWS19; Sal+19]. Such approaches are powerful alternatives to
the parametric approach this thesis focus on, and the Bayesian framework presented in
can be understood as an interpretable, parsimonious counterpart to such methods.
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3 Papers

3.1 Contributions to the Main Articles

This section details my contributions to the main articles of this cumulative thesis.

� [SWH17] Santos, T., Walk, S., and Helic, D. Nonlinear Characterization of Activity
Dynamics in Online Collaboration Websites. WWW Companion. 2017

All three authors designed the research, i.e., conceptualized the idea to study nonlinear
properties and the feasibility of dynamical system reconstruction of activity dynamics.
As the primary author of this article, I tailored the nonlinear time series analysis tools
to the objectives of this research, compiled the data, analyzed the data, performed the
research and interpreted the results. All three authors wrote the paper.

� [San+19a] Santos, T., Walk, S., Kern, R., Strohmaier, M., and Helic, D. Activ-
ity Archetypes in Question-and-Answer (Q&A) Websites – A Study of 50 Stack
Exchange Instances. ACM TSC. 2019

For this article, Denis Helic advanced the idea to study activity dynamics in Q&A
communities as a function of user behavior. As the primary author of this article, I
tailored the time series extraction and clustering tools to the objectives of this research,
compiled the data, and performed the research. All authors analyzed, discussed and
interpreted the data and the results, and contributed towards writing the paper.

� [San+19c] Santos, T., Walk, S., Kern, R., Strohmaier, M., and Helic, D. Self- and
Cross-Excitation in Stack Exchange Question & Answer Communities. WWW.
2019

The main idea for this article, i.e. to understand excitation effects in the activity
dynamics of Q&A communities, was proposed by myself and conceptually refined in
discussions with Simon Walk and Denis Helic. As the primary author of this article, I
designed and developed the Hawkes process-based methods to address the objectives of
this research, compiled the data, analyzed the data, and performed the research. My
tasks also included open-sourcing the code for this manuscript1. The interpretation of
the results was done mainly by Simon Walk, Denis Helic and myself. All authors wrote
the paper.

1https://www.github.com/tfts/excitation_in_QA
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� [SLH20] Santos, T., Lemmerich, F., and Helic, D. Estimating the Decay Parameter
of Hawkes Processes with Exponential Kernels. Submitted to ICDM. 2020

I devised the premise of this study, namely to understand and mitigate difficulties in
the estimation of the decay parameter of Hawkes processes with exponential kernels. To
address the objectives of this research, I designed the approach, a Bayesian framework to
learn about the decay parameter, with the help of Denis Helic. As the main author of this
article, I compiled the data, analyzed the data, performed the research and interpreted
the results. All three authors wrote the paper.

� [San+20] Santos, T., Burghardt, K., Lerman, K., and Helic, D. Can Badges Foster
a More Welcoming Culture on Q&A Boards?. ICWSM. 2020

Understanding the effects of an intervention to welcome newcomers to Stack Exchange
Q&A communities was an idea which stemmed from discussions among all authors. As
the primary author of this article, I adjusted interrupted time series analysis methods
to address the objectives of this research, compiled the data, analyzed the data, and
performed the research. All authors contributed to the tasks of both interpreting the
results and drafting the manuscript.

� [San+19d] Santos, T., Lemmerich, F., Strohmaier, M., and Helic, D. What’s in a
Review: Discrepancies Between Expert and Amateur Reviews of Video Games on
Metacritic. PACM HCI (CSCW). 2019

I first conceived this work as a study of differences in expert and amateur reviews of
video games, and all authors discussed and re-framed this idea as a juxtaposition of the
wisdom of the few (experts) and the wisdom of the crowds (amateurs). Again, as the main
author of this article, I was responsible for all methodological aspects of this article (in
particular the statistical analyses and application of machine learning algorithms), and for
compiling and analyzing the data, performing the research and interpreting the results.
Florian Lemmerich helped to devise baseline algorithms for the prediction experiments,
and Denis Helic gave methodological support in the application of the Latent Dirichlet
Allocation algorithm. All authors wrote the paper.

38



3.2 Nonlinear Characterization of Activity Dynamics in Online
Collaboration Websites

This first article addresses the first research question, which focuses on a characterization
of user activity dynamics in peer production systems. This article proposes a battery of
statistical tests to assess nonlinearity in the activity dynamics of a peer production sys-
tem, and compares the performance of different time series forecasting methods, namely
linear regression with Fourier coefficients, ARIMA, ETS (exponential smoothing with
trends) and nonlinear time series methods. This approach thus not only assesses the
presence of nonlinearity in the activity dynamics of peer production systems, but it
also relates forecasting performance to a measure of nonlinearity in activity dynamics,
as indicated by the statistical tests. Finally, I employ techniques from nonlinear time
series analysis to illustrate the analysis of activity dynamics in communities exhibiting
nonlinear behavior.

Applying this a approach to time series describing global activity dynamics of 16
Stack Exchange Q&A communities, I find that nonlinearity appears to describe activity
dynamics better in some communities, and, in those cases, nonlinear forecasting methods
outperform other methods. These results underscore heterogeneity in community char-
acteristics, and highlight the need for activity dynamics models to capture stochasticity
or to use tools from nonlinear time series analysis to study deterministic but chaotic
behavior.
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ABSTRACT
Modeling activity in online collaboration websites, such as
StackExchange Question and Answering portals, is becom-
ing increasingly important, as the success of these websites
critically depends on the content contributed by its users. In
this paper, we represent user activity as time series and per-
form an initial analysis of these time series to obtain a bet-
ter understanding of the underlying mechanisms that govern
their creation. In particular, we are interested in identifying
latent nonlinear behavior in online user activity as opposed
to a simpler linear operating mode. To that end, we apply
a set of statistical tests for nonlinearity as a means to char-
acterize activity time series derived from 16 different online
collaboration websites. We validate our approach by com-
paring activity forecast performance from linear and nonlin-
ear models, and study the underlying dynamical systems we
derive with nonlinear time series analysis. Our results show
that nonlinear characterizations of activity time series help
to (i) improve our understanding of activity dynamics in on-
line collaboration websites, and (ii) increase the accuracy of
forecasting experiments.

Keywords
Nonlinear time series analysis; Q&A online communities

1. INTRODUCTION
Online Question and Answering portals, such as StackEx-

change or Quora, are immensely popular and helpful online
resources with very large communities, amassing millions of
users, questions and answers each1. However, while some on-
line portals strive and blossom, the majority fails to attract
users and never reaches critical mass, requiring them to shut
down due to lack of activity, such as Google’s knol project2.
In this paper, we are motivated by the identification of key

1See, for example, http://stackexchange.com/sites?
view=list#traffic
2http://knol.google.com/
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deciding features of activity time series, which hopefully will
provide the foundation to distinguish successful and failing
systems. In a first step towards this ambitious goal, we gen-
eralize the problem and apply several nonlinear time series
analysis techniques to grasp and characterize hidden nonlin-
ear behavior affecting activity dynamics. Current research
on the study of dynamics governing such online collaboration
websites focuses on model derivation with nonlinear, differ-
ential, parametric dynamical systems to describe observed
data [14, 22]. However, such approaches are general purpose
approaches, designed to fit observed data while minimizing
the model’s configuration effort to retain interpretability. In
particular, these models do not address specificities of dif-
ferent websites or portals (e.g. StackExchange’s Math vs.
TeX portals) and do not aim to provide more than a general
indicator for trends in activity of collaboration networks.

In this paper, we expand on existing work by conducting
the following experiments on 16 randomly picked instances
of the StackExchange portal: First, we categorize activity
time series derived from online collaboration websites by the
time series’ likelihood to have stemmed from some hidden,
nonlinear dynamical system. To that end, we use 9 statis-
tical tests for nonlinearity to assess the adequateness of a
nonlinear dynamical system to model activity. Then, we
validate the plausibility of this categorization by compar-
ing forecast performance from 3 standard time series mod-
els with nonlinear models, reconstructed from the observed
activity time series. Finally, we present an exemplary study
of nonlinearity properties of 2 datasets.

We find that activity in online collaboration websites may
be modeled accurately by underlying, reconstructed dynam-
ical systems to varying degrees, with some online collabo-
ration websites showing more signs of nonlinear behavior
than others. We use these differences to characterize the
datasets and show how this knowledge may be used to not
only improve activity modeling and forecasting efforts, but
also better grasp datasets with nonlinear behavior by using
tools from nonlinear time series analysis.

Our main contribution is therefore the improvement of the
dynamical system modeling process for activity dynamics in
online collaboration websites: Instead of postulating a ”one-
size-fits-all“ dynamical system description via parametrized
nonlinear equations, as done e.g. by Ribeiro [14] and Walk
et al. [22], we reconstruct dynamical system descriptions di-
rectly from observed data and assess the feasibility of such a
reconstruction. This allows us to tailor time series models to
different data origins and thereby improve activity dynam-
ics forecast quality. Furthermore, the use of nonlinear time
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series analysis techniques, such as Recurrence Plots analy-
sis, further boosts our understanding of nonlinear activity
dynamics, for example through the identification of changes
in stationarity or chaotic dynamics, leading to more model
fine-tuning possibilities, which incorporate such information.

2. RELATED WORK
We review related work from the following two fields of

research: nonlinear time series analysis applications and dy-
namical systems for networks.
Nonlinear Time Series Analysis and its Applications.
Nonlinear time series analysis revolves around reconstruct-
ing a high dimensional dynamical system from an univariate
time series, and studying the properties of the reconstructed
dynamical system to derive knowledge on the original, uni-
variate time series [1]. Nonlinear time series analysis en-
ables studies on the deterministic and chaotic, rather than
stochastic, nature of time series. Chaos means, in this sense,
that small differences in a time series’ present lead to great
changes in its future, despite the dynamical system govern-
ing the time series’ evolution being intrinsically determinis-
tic.

Nonlinear time series analysis offers theoretical and prac-
tical tools to deal with reconstructed dynamical systems [12,
1], and these tools have found application in numerous ar-
eas [16, 7, 17]. In one of the most prominent applications
of nonlinear time series analysis, Small and Tse [16] discuss
how to predict the outcomes of a roulette wheel. A num-
ber of authors have also investigated the presence of chaotic
behavior in financial markets, for example, by assessing non-
linearity in stock returns with statistical tests for chaos [7]
or identifying events in stock returns with Recurrence Plots
(RP) and Recurrence Quantification Analysis (RQA) [17].

For a detailed survey of the theory and application of
RP and RQA we refer the interested reader to Bradley and
Kantz [1] and Marwan et al. [12].
Dynamical Systems for Networks. Dynamical systems
are a well studied topic from the standpoint of mathematics
and physics [11, 6]. In general, dynamical systems provide
mathematical descriptions on the evolution along the time
dimension of a set of numeric quantities. They are employed
to describe phenomena like the motion of a mass along some
path according to Newton’s laws, population growth or even
macro-economic systems.

Application categories for dynamical systems on networks
include, for example, activity dynamics. In the context of
collaboration on the Web, activity dynamics apply dynami-
cal systems on network theory to study the evolution of ac-
tivity in different types of networks. The work by Ribeiro [14]
introduces a dynamical system to model activity in membership-
based community web pages, where activity is a time series
representing the number of daily active users in such web
pages. The author’s model incorporates two main factors,
namely web page users becoming spontaneously active and
active users influencing inactive ones to become active. With
this model, the author explains and predicts when a web
page has reached a self-sustaining level of activity. More
recently, Walk et al. [22] also applied dynamical systems
theory to study activity dynamics in the context of col-
laboration networks, such as those arising in Question and
Answering portals in the web. Here, the authors directly
derive their key contributions from the activity dynamics
model they propose, which include the self-sustaining level

of activity for that type of collaboration network and the
robustness of a collaboration network’s activity.

In general, the authors of previously mentioned papers all
propose a mathematical model, consisting of parametrized
equations for a dynamical system, as a means to describe ob-
served behavior. In contrast, we do not postulate parametrized
equations describing a dynamical system on a network. In-
stead, we interpret the observed activity data, in the form of
time series, as one dimensional projections of a hidden, com-
plex and higher dimensional dynamical system. We study
the feasibility of reconstructing the dynamical systems un-
derlying the activity time series, characterize these activity
time series by their propensity to have originated in such
complex dynamical systems, and inspect the reconstructed
dynamical system’s properties.

3. METHODOLOGY

3.1 Forecasting univariate time series
Time series are sequences of numerical values (or observa-

tions), indexed and ordered by time. We consider discrete
univariate time series, where each time index is uniquely
associated with one observation. Moreover, we assume the
time series observations are equally spaced in time.
Assessing nonlinearity in univariate time series. Not
all univariate time series are equally suited for the recon-
struction of a dynamical system; the presence of e.g. noise or
randomness greatly influence the embedding. Therefore, we
assess nonlinearity of univariate time series via the 9 follow-
ing statistical tests: Broock, Dechert and Scheinkman test
[2]; Teraesvirta’s neural network test [19]; White neural net-
work test [10]; Keenan’s one-degree test for nonlinearity [9];
McLeod-Li test [13]; Tsay’s test for nonlinearity [21]; Likeli-
hood ratio test for threshold nonlinearity [4]; Wald-Wolfowitz
runs test [4]; Surrogate test - time asymmetry [15].

We apply these tests without configuration changes, ex-
cept for the Broock, Dechert and Scheinkman and Wald-
Wolfowitz runs tests. As described in Zivot and Wang [23,
p. 652], we compute the test statistic of Broock, Dechert and
Scheinkman on the residuals of an autoregressive integrated
moving average (ARIMA) model, a class of linear models
basing on auto regression, to check for nonlinearity not cap-
tured by the ARIMA model. For the Wald-Wolfowitz runs
test, since a run represents a series of similar responses, we
define a positive run as the amount of times the time series
value was greater than the previous one [20].
Reconstructing state space from univariate time se-
ries. Nonlinear time series analysis studies dynamical sys-
tems reconstructed from univariate time series. Takens [18]
presents an embedding function, which, under certain con-
ditions, maps an univariate time series to the higher dimen-
sional phase space the reconstructed dynamical system lives
in, and restores the topological characteristics of the dynam-
ical system’s reconstructed state space.

We briefly present theory on the embedding map required
to reconstruct the state space of a dynamical system.

If xt denotes the value of a time series x at time t, then
an embedding of x can be obtained with a reconstruction
vector of the form

Rt = (xt, xt−τ , xt−2τ , . . . , xt−(m−1)τ ) ∈ Rm. (1)

There are two free parameters in equation 1: τ and m. τ is
the time lag, representing a distance in time between time
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(a) Lorenz system has two at-
tractors

(b) Time series of the Lorenz sys-
tem’s first component

(c) The reconstructed state space
plot shows the attractors

(d) The recurrence plot of the
Lorenz system reflects overall dy-
namics of the system

Figure 1: Illustration of nonlinear time series analysis with the Lorenz dynamical system. Figure 1a depicts the
Lorenz system with parameters σ = 10, β = 8/3 and ρ = 28. We extract the Lorenz system’s first component, shown in
Figure 1b, and then reconstruct its state space with the embedding described in the embedding theory part of Section 3.1.
The results of that embedding, with parameters τ = 11 and m = 4, are the subject of picture 1c (showing only 3 dimensions).
The reconstructed state space captures the original structure of the Lorenz system and its two attractors remarkably well.
The structure of the Lorenz system can also be observed in the corresponding recurrence plot (RP) (see 1d). The RP shows
the Lorenz attractors prominently around time indexes 1600 and 4200. Note also the large number of short diagonals around
the main diagonal of the plot: These reflect the chaotic behavior of this Lorenz system.

series observations. m is the embedding dimension, i.e. the
size of the vectors Rt in the space of the reconstructed dy-
namical system.

To estimate the embedding parameters, we start with the
time lag τ . Bradley and Kantz [1] stress that τ should be
large enough to encompass one full cycle of a time series’
periodic dynamics. To estimate such a cycle’s length (and
thus τ too), the same authors propose different measures
of independence between time series observations. We use
the first minimum of average mutual information between
observations as a measure of independence to estimate τ .
The estimation of the embedding dimension m is an iterative
process, which consists of computing some invariant of the
reconstructed dynamical system for m = 1, 2, . . . . We stop
the process when the value of the invariant stabilizes, which
indicates that the reconstructed dynamical system has been
properly unfolded. We employ the commonly used iterative
procedure [3] for the estimation of the embedding dimension.
Forecasts from linear models. To forecast an univariate
time series, often used models include linear, ARIMA and
ETS models.

In a linear model, a target variable is expressed as a linear
combination of explanatory variables. We choose Fourier co-
efficients as explanatory variables, to account for seasonality
effects of the type we encounter in the data described in 4.1.

The ARIMA class of models comprises auto-regressor mod-
els, which express the target univariate time series as a linear
combination of its own past values and some lagged moving
average error terms as well. This class of models assumes
weak stationarity of the time series, so differencing—a tech-
nique to make a time series stationary—may be applied.

The ETS class of models includes exponential smoothing
models, which—similarly to ARIMA—define the value of the
target time series as a linear combination of lagged terms,
such as level, trend, seasonality and error.

There are many variations of ARIMA and ETS time series
models, and we automate the choice of model parameters

and configurations with the algorithm devised by Hyndman
and Khandakar [8].
Forecasts nonlinear models. Forecasts from nonlinear
models require, first, the embedding map to reconstruct
state space dynamics from the target time series, as de-
scribed in the embedding theory part of Section 3.1. Given
an embedding, nonlinear models forecast a target time se-
ries first by searching for nearest neighbor (with respect to
the target time series) trajectories in the reconstructed state
space. Then, the forecast from the nonlinear model is the
arithmetic mean of future values of those near trajectories.

3.2 Recurrence Analysis
We analyze recurrences in reconstructed state space tra-

jectories with Recurrence Plots (RPs), which give insights
into both the behavior (e.g. stationary or drifting) and type
(e.g. periodic, deterministic chaotic or random) of recon-
structed dynamical systems, so we aim to use RPs to help
with the nonlinear characterization of our data.

The RP is associated with a recurrence matrix—a square
matrix which shows reconstructed state space trajectories ~xi
close to each other:

Ri,j(ε) = Θ(ε− ‖~xi − ~xj‖), (2)

where Θ is the Heaviside function and ε is the recurrence
threshold establishing closeness between reconstructed state
space trajectories ~xi. Thus, the RP is a scatter plot, simply
showing points where the recurrence matrix is equal to 1.
In Equation 2, we use the Euclidean norm and for ε we
take the standard deviation of the distance matrix of all
reconstructed state space trajectories.

Figure 1 shows an example of nonlinear time series anal-
ysis, complete with an RP characterization of the recon-
structed state space. Starting with the standard chaotic
Lorenz system, we extract its first component to reconstruct
its state space and we analyze the reconstruction. We ob-
serve that the reconstructed system’s topology accurately
resembles the original system’s one, and that the RP, with
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Table 1: The table shows, per dataset, activity time series length in weeks, embedding parameters τ and m, nonlinearity test
results (nonlin. tests), i.e. number and reference of statistical tests indicating nonlinearity with a significance level of 95% out
of the 9 applied tests, normalized root mean squared error (RMSE) of a 1 year forecast per model. We also show the ranking
the Friedman test assigns to the models’ forecast RMSE for datasets with 5 or more tests indicating nonlinearity and the rest.
Nonlinear models show best prediction performance on datasets with more than five statistical tests indicating nonlinearity.

Dataset Weeks τ m
Nonlin.

test score
Positive

nonlin. tests
ARIMA ETS Linear Nonlin.

englishb 240 2 9 2/9 [2] [13] 0.6794 0.4452 0.3329 0.3080

unixb 239 1 7 2/9 [2] [13] 0.2091 0.2092 0.2418 0.2074

chemistryb 158 2 7 3/9 [2] [13] [4] 0.4982 0.2539 0.3247 0.4610
webmasters 244 1 8 3/9 [9] [13] [15] 0.2313 0.2528 0.3341 0.2346
chess 148 2 8 4/9 [2] [9] [13] [15] 0.2545 -a 0.5622 0.5110
history 177 1 9 4/9 [2] [9] [13] [4] 0.3503 0.2368 0.3044 0.4052
linguistics 181 2 6 4/9 [2] [9] [13] [15] 0.2512 0.2704 0.3009 0.3280
sqa 200 3 9 4/9 [2] [9] [13] [15] 1.8136 0.2531 0.6549 0.3903

texb 241 1 7 4/9 [13] [21] [4] [15] 0.1589 0.1580 0.2767 0.2751
tridion 107 1 7 4/9 [19] [10] [9] [13] 0.2717 -a 0.6144 -a

Friedman test rank of models’ forecast RMSE on datasets with nonlin. test score < 5/9 2 1 4 3

arduino 56 1 10 5/9 [2] [19] [10] [9] [13] 0.3489 -a -a -a

sports 159 1 7 5/9 [2] [9] [13] [4] [15] 0.2442 0.3348 0.4019 0.3323
ux 239 2 8 5/9 [2] [10] [9] [13] [21] 0.3479 0.1743 0.3491 0.1374
bitcoin 182 4 11 6/9 [2] [19] [10] [9] [13] [15] 0.6099 0.5549 0.5938 0.5781

mathb 242 2 8 6/9 [2] [19] [13] [21] [4] [15] 0.1327 0.2314 0.3521 0.2912
bicycles 235 2 7 7/9 [2] [19] [10] [9] [13] [4] [15] 0.2971 0.3097 0.3252 0.2805

Friedman test rank of models’ forecast RMSE on datasets with nonlin. test score ≥ 5/9 2c 2c 4 1

a This activity time series is too short for a 1 year forecast with this model.
b This activity time series had a strong linear trend, so the results above concern the activity time series detrended with linear regression.
c These models achieved the same rank in the Friedman test for this group of datasets.

its large number of small diagonals and its clusters of points
depicting the Lorenz attractors, reflects the overall chaotic
behavior of the Lorenz system.

4. EXPERIMENTAL SETUP

4.1 Datasets
For our analysis, we gathered data from 16 randomly

picked StackExchange3 questions and answers portals.
We follow the procedure described by Walk et al. [22] to

derive univariate time series describing activity in these on-
line collaboration websites: First, we measure a user’s activ-
ity in such online collaboration websites as the user’s num-
ber of questions, answers and comments per day. Then, we
smooth these daily activities with a rolling mean over a 7
day window, to account for and remove outliers, and aggre-
gate activity over all users per week. Finally, we require the
weekly activity time series to have at least one unit of activ-
ity (i.e. one post, reply or comment) per day. This implied
a burn-in of initial phases of inactivity or very low activity
from the activity time series. For more details, see Table 1.

4.2 Predicting Activity
To assess if the activity time series show signs of nonlin-

ear behavior, we apply all 9 statistical tests (described in the
nonlinearity assessment part of Section 3.1) on the datasets
(see 4.1), with a significance level of 95%. We then build a
ratio, per dataset, of the number of tests indicating nonlin-
earity out of all 9 tests. That ratio serves as an indicator for
hidden nonlinear dynamics, or not, in a given activity time
series: We conjecture that higher values of that ratio will
likely indicate hidden nonlinear dynamics, while datasets,
which score lower on that ratio, are less likely to have such
dynamics.

To test this approach for distinguishing time series with
nonlinear behavior, we benchmark the performance of non-
linear forecasts on all datasets against those from other mod-
els. For datasets, characterized as nonlinear by the nonlin-
earity tests, we expect time series forecasts from nonlinear
3http://stackexchange.com/

models to compare favorably against other models. The
other models we benchmark nonlinear models against are
linear, ARIMA and ETS models. For each of the datasets,
we train those four models on a shorter version of the activ-
ity time series, excluding the last year of activity. We pre-
dict that last year with each of those 4 models and, finally,
we compare the models’ forecast results with the empiri-
cally observed values. We use the root mean squared error,
normalized by the range of the activity time series, for the
forecast performance comparison.

Since the nonlinearity tests (see nonlinearity assessment
in Section 3.1) focus on the distinction between possibly
chaotic determinism and randomness, activity time series
with a strongly increasing (or decreasing) linear trend will be
recognized as non-random. Strong linear trends may mask
hidden nonlinear dynamics, which we aim to inspect.

Therefore, we first assess the strength of the trend of an
activity time series by inspection of both the time series’
plot and relative weight of a LOESS decomposition assigns
to the trend component of that time series. For time se-
ries with a strong linear component, we estimate the lin-
ear trend with a simple linear regression, minimizing the
weighted least squared error. Finally, we subtract that fitted
linear trend from the time series, and perform nonlinearity
tests and forecast computations on the detrended activity
time series.

5. RESULTS & DISCUSSION
Findings on nonlinearity assessment and activity fore-
cast models. We have listed all results of the nonlinear
characterization via nonlinearity tests and activity forecast
benchmarks in Table 1. The nonlinearity test scores indicate
some disparity in the presence of nonlinear dynamics for the
activity time series. Out of the 16 datasets we analyze, 6
datasets test five or more times positive for nonlinearity, and
the other 10 datasets below five times. We interpret this
split as an hint at some differences in nonlinear behavior of
these datasets, and compare modeling and forecasting per-
formance of the nonlinear, linear, ARIMA and ETS models
for each of those two groups of activity time series.
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(a) Recurrence Plot for the math activity time series (b) Recurrence Plot for the bitcoin activity time series

Figure 2: Recurrence Plots (RPs) give insights into activity time series dynamics. Although both datasets, ”Math”
and ”Bitcoin”, have the same amount of statistical tests indicating nonlinearity, their RPs look quite different. The ”Math”
RP in figure 2a shows a higher density of recurrence points in the upper left corner, which gradually diminishes towards the
lower right corner; this is a sign of a drift in the activity time series, still present after linear detrending [12]. Note both
the diagonal as well as vertical structures present in Math’s RP. The former, prominent around time indexes 100 to 175,
could be a sign of chaotic dynamics, while the latter points towards states in the reconstructed state space which are (very)
slowly changing. In contrast to Math, Bitcoin’s RP in Figure 2b prominently features one strong main diagonal, with some
remarkable periodicity around it. Another interesting aspect of Bitcoin’s RP are the white bands around the main diagonal
and the cluster of recurrence points in the lower left (and by symmetry of the RP also upper right) corner. These both hint
at non-stationary transitions in the activity time series [12].

We assess the performance of these four models by cal-
culating the normalized root mean squared error of a one
year activity forecast with the Friedman test, as described
by Demšar [5]. The Friedman test ranks nonlinear model
performance highest for the group of datasets with more
than five statistical tests indicating nonlinearity. In con-
trast, the nonlinear models only rank third for the other
datasets, where less than five tests indicated nonlinear be-
havior. This result suggests a distinction in the degree of
hidden nonlinear behavior in these activity time series.

We reason that activity time series, which were character-
ized as less likely to be driven by hidden nonlinear dynamics,
were also better modeled by approaches other than nonlin-
ear models due to their strong stochastic behavior. In such
cases, we believe the role noise and external factors such as
events play should not be underestimated.

The nonlinearity tests [10] and [19] appear to be more sen-
sitive to the presence of nonlinear dynamics than other tests,
since they test positive for nonlinearity 4 times more often
in the dataset group with 5 or more tests indicating nonlin-
earity than in the other dataset group. Since [10] and [19]
apply neural networks to assess linearity in mean, we at-
tribute the usefulness of these two tests to the well-studied
ability of neural networks to model nonlinear behavior.

We observe that the choice of appropriate models for ac-
tivity dynamics should incorporate this characterization of
activity time series according to evidence found for nonlin-
ear behavior. Therefore, we find that a set of parametrized
dynamical system equations to describe activity dynamics
for all these StackExchange datasets at once, while easier
to grasp and interpret, will likely fail to accurately reflect
dataset specificities and thus perform poorer overall than
the tailoring of time series models and reconstruction, where
appropriate, of nonlinear dynamical system descriptions of
the observed data.
Recurrence Plot analysis. Due to limitations in space,
we perform an exemplary RP analysis on two activity time

series. In Figure 2, the RPs of the datasets ”Math” and ”Bit-
coin”, two datasets with 6 statistical tests indicating nonlin-
earity, suggest differences in their underlying nonlinear dy-
namical systems, despite the apparent resemblance afforded
by similar nonlinearity test results.

Math’s RP shows, even after linear detrending, a drift
pattern, which is conveyed by the reduction in recurrence
point density from the RP’s top-left to its bottom-right. We
can observe other properties in Math’s RP: There are some
signs of chaotic behavior, apparent by the numerous short
diagonals towards the lower-right corner and alongside the
RP’s main diagonal, and there are also some signs of slowly
changing states in activity, as the long vertical line along
time index 150 indicates. Armed with this knowledge we
could tailor any type of time series model better to the data:
The knowledge of drift enables us to introduce some param-
eter describing it. Slowly changing states transitioning to
chaotic behavior suggest the choice of some threshold model,
addressing those characteristics separately.

The main features of Bitcoin’s RP are the periodically re-
peating structures around the main diagonal, the prominent
white bands around the main diagonal and the point cluster
in the lower left corner (and, by symmetry of the RP, in
the upper right corner too). The latter two features indi-
cate strong stationarity changes, while the regularity along
the main diagonal hints at deterministic behavior. Again,
these observations help with activity dynamics model design:
We could introduce some periodic component to address the
observed regularities, and we could include some exogenous
variable to deal with the stationarity affecting events indi-
cated by the RP’s point clusters and white bands.

6. CONCLUSIONS & FUTURE WORK
We set out to explore a new and important issue on mod-

eling activity dynamics: to recognize and characterize dif-
ferent online collaboration websites by the plausibility of
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hidden nonlinear dynamical systems governing them, and
thereby understand, model and forecast them better.

To address these open issues, we proposed using 9 different
statistical tests for the nonlinear characterization of activity
time series, and to validate this characterization with a com-
parison of the performances of different forecasting models.
We also provided a sample RP analysis of activity time series
characterized as nonlinear, to showcase the utility of these
methods.

Our results can be summarized as follows. Firstly, a char-
acterization of nonlinearity in activity time series by statisti-
cal tests gauges the plausibility of an activity time series be-
ing accurately described by dynamical systems (in contrast
to, for example, some stochastic process), thus influencing
model choice and helping discern driving forces of activity
in our datasets. Secondly, nonlinear models seem adequate
for forecasting activity time series, deemed nonlinear by sta-
tistical tests, more so than classical forecasting models (and
vice-versa), a distinction which improves overall activity dy-
namic forecast quality. Thirdly, nonlinear modeling enables,
via Recurrence Plots, a more granular study and deeper un-
derstanding of nonlinear dynamics governing activity time
series, allowing for finer customization of time series models
to explain activity in online collaboration websites.

This paper’s limitations are a direct consequence of those
of nonlinear time series analysis and the Friedman test’s
conservative estimations: Less noise, longer time series and
more datasets should make results more conclusive.

With the hope of understanding why we see the observed
activity dynamics, we believe that one of the most promis-
ing avenues for future work on nonlinear analyses of activity
dynamics to be the connection between network science and
the reconstructed dynamical systems. We speculate that
hidden connections between statistics on these reconstructed
dynamical systems, given for example by Recurrence Quan-
tification Analysis, and properties of the underlying collabo-
ration networks of websites will deliver further insights into
the dynamic processes driving activity.
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3.3 Activity Archetypes in Question-and-Answer (Q&A)
Websites – A Study of 50 Stack Exchange Instances

This article also tackles the first research question, which regards the characterization
of user activity dynamics in peer production systems, but, in contrast to the previous
work, this research focuses on a user-level characterization of activity dynamics and how
that relates to longitudinal system-level properties. Specifically, this work extracts time
series descriptions of user activity in 50 Stack Exchange Q&A communities, and proposes
a parsimonious set of features which both captures their burstiness and is amenable
for typifying user behavior via K-Means clustering. With linear regression analyses, I
measure if a community’s user mix is connected to its developmental stage. Repeating
this clustering procedure across windows of six months also uncovers trajectories and
timings of activity growth.

The results suggest four user archetypes capture user behavior across levels of activity
and of recurrence of participation, and the user mix, i.e. the proportion of total activity
contributed per user type, relates to the developmental stage of the Q&A community.
These results may support Q&A community managers to quantify the development of
the communities they oversee, as well as researchers to model the activity dynamics of
users and the system.
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1 INTRODUCTION
Question-and-answer (Q&A) websites (e.g., Stack Exchange1 or Quora2) are publicly accessible
platforms, which are used by millions of users to discuss a variety of topics and problems. For
example, the StackOverflow3 instance of the Stack Exchange website deals with topics related to
programming and hosts a flourishing community of more than 6 million users. Another promi-
nent example is the Math Stack Exchange4 instance, where a thriving community of mathematical
professionals and other users with shared interests pose and solve mathematical questions.

Problem. However, not all Q&A instances exhibit the same kind of vibrant, self-sustaining com-
munity activity. In fact, the majority of Q&A instances fail to attract and engage enough users to
reach self-sustainability in terms of activity. Typically, instance operators provide incentives for
users in the form of badges or reputation scores. Although several studies analyzed the effects of
such endeavors [4, 36, 42], our research community still lacks the tools to understand, measure,
model, and predict key factors that influence and drive Q&A communities to sustainable levels of
activity. However, without a proper understanding of users, the structures inherent in the com-
munities, as well as the driving mechanisms behind successful Q&A instances, we can not hope
to remedy the problems of less successful sites.

Approach. In this article, we set out (i) to characterize user activity profiles, (ii) to reveal the
compositions of those profiles in various Q&A communities, and (iii) to analyze similarities and
differences between highly and less successful Q&A instances.

Although current research on users of online Q&A communities partially uncovers different
user roles in these communities [13, 20, 36, 56], we identify a research gap on (i) the composition
of activity profiles for communities at different stages of maturity and (ii) specific compositions
that ultimately make thriving communities successful.

Specifically, we characterize temporal activity patterns of users of Q&A instances, analyze and
compare the activity composition and development of whole instances, and provide actionable
information for instance operators to assess maturity, improve activity, and manage their instances
more efficiently. To that end, we randomly pick a total of 50 Stack Exchange instances, from which
we derive time series and features that describe commonly occurring temporal activity patterns.
We represent user activity as their total count of posts and replies. Subsequently, we apply K-Means
on the extracted features to group users with similar activity profiles and find optimal numbers of
clusters by calculating and comparing silhouette coefficients for different values of K. Additionally,
we analyze the composition of activity across the obtained clusters for all Q&A instances.

Contributions. The main contributions of our work are as follows: First, we find that activity-
based time series can be described by the following two quantities: (i) the characteristics of its
peaks and (ii) the uniqueness of its non-zero activity values.

Second, we identify typical user activity profiles to describe Activity Archetypes, which represent
distinct user engagement levels across all analyzed Stack Exchange instances. This result helps not
only to better understand the different user profiles that operators of Q&A instances need to cater
to, but also which profiles to include when modeling activity for these instances.

Third, we analyze, compare, and categorize the Activity Archetype composition of various Stack
Exchange instances, which allows us to assess the level of maturity in a Stack Exchange instance’s

1http://www.stackexchange.com.
2http://www.quora.com.
3http://stackoverflow.com/.
4http://math.stackexchange.com/.
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development toward activity-based self-sustainability. To give an example, we find that thriving
instances feature substantial amounts of infrequently active users posing questions. If this group
of users is underrepresented, then this affects the instance’s overall activity and development.

We believe that our analyses represent an important step toward a better understanding of
the factors that define and foster success in Q&A instances. With our analyses, we enable Q&A
instance operators not only to gauge, quantify, and model the status of their communities in com-
parison to other communities, but, with our discussion of practical implications, also to pinpoint
what user groups to focus activity improvement measures on, on the path toward a thriving, self-
sustaining community.

2 RELATED WORK
Dynamical systems for modeling activity. Dynamical systems are systems of parametrized
equations describing the evolution of numerical quantities over time. They provide a mathematical
formalization for activity dynamics models.

Perra et al. [38] model activity in collaboration networks such as publications and references
in the Physical Review Letters journal. The authors measure an empirical probability distribution
over interactions of agents in a network, model the formation of dynamic networks based on this
activity distribution, and study resulting dynamical processes. This work influenced other authors
modeling activity dynamics as explicit dynamic processes on networks, such as Laurent et al.
[32]. Those authors propose an activity-driven model for time varying networks to analyze mobile
call records from an European telecom. Building on the work by Perra et al. and Laurent et al.,
Wölbitsch et al. [54] extended an activity-driven network model with a peer-influence mechanism
to study peer-influence and its effects on the network in a controlled setting.

Other approaches to model activity in Q&A instances and networks with dynamical systems
focus on a few key variables that drive overall activity dynamics. Ribeiro [39] models activity in
membership-based community websites as time series counting the number of active users in such
websites. The model considers two main factors, namely active users spontaneously becoming
inactive and active users spurring inactive ones to become active. These factors are sufficient to
distinguish self-sustaining from non-self-sustaining online communities and to forecast their daily
active user numbers. Walk et al. [51] proposed a dynamical system description for online Q&A
instances such as Stack Exchange instances or Semantic MediaWikis.5 Their dynamical system
equations allow for (i) forecasting activity levels in those online Q&A communities, and for (ii)
assessing if an online community reached self-sustaining levels of activity. In an extension of Walk
et al.’s [51] models, Koncar et al. [31] recently studied the implications of trolling behavior on
various Stack Exchange and Reddit communities.

Similarly to our previous work [41] on nonlinear characterization of Q&A instances, we con-
tribute a data-driven approach to this body of work, which uses mathematical formalization to
describe activity in online Q&A instances. In an extension of our previous work, however, we go
beyond our analysis of time series of Q&A activity totals by focusing on more granular activity-
based time series. Specifically, our objects of study in this work are time series describing user
activity in Q&A forums. We thus empirically identify user behavior patterns as key driving forces
of activity and thereby pave the way for new models, which take into account users’ roles in
shaping total Q&A activity as it changes over time.

Characterization of activity in Q&A instances. Literature dealing with dynamics of Q&A
instances such as Stack Exchange focuses on many different aspects of these types of online

5https://www.semantic-mediawiki.org/wiki/Semantic_MediaWiki.
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communities. Anderson et al. [3] quantify and uncover temporal characteristics of questions,
which bring (long-term) value to the community. Burel and He [8] measure the maturity of the
ServerFault Stack Exchange instance by its ability to cope with complex questions. In contrast to
that study on complex questions, Correa and Sureka [11, 12] measure, via characterization stud-
ies and prediction experiments, the properties and impact of closed and deleted questions on Q&A
quality maintenance. Srba et al. [45] aim to encourage activity on new questions in Stack Exchange
instances with improvements on linking users to unanswered questions by analyzing a larger pool
of data sources other than the Stack Exchange data itself (e.g., Twitter). Our work also derives pol-
icy suggestions for Q&A community managers, but from a user-based analysis, rather than based
on questions and their properties. This enables our focus on macro-level aspects of Q&A com-
munity growth and management, complementing these more granular studies on the impact and
value of questions.

Other authors, however, have, similarly to us, focused on user types and engagement as their
fundamental object of study. Danescu-Niculescu-Mizil et al. [13] characterize user participation
in online communities by the evolution of their language, allowing the authors to predict when
users depart their communities. In another study of user types in an online Q&A community,
Gazan [21, 22] highlights different types of questioners and answerers, namely seekers and sloths
and, respectively, specialists and synthesists. Zhang et al. [59] and, more recently, Yang et al. [56]
tackle the problem of expert user identification and characterization in, respectively, a help-seeking
forum for Java programming and StackOverflow. Put into a broader context, our work also relates
to feature-based characterizations of user behavior online in general, such as Lehmann et al.’s
work [33] on typifying online forums by their users’ activity and Chan et al.’s work [9] on user
types and temporal aspects of user engagement in 80 websites.

Early work by Adamic et al. [1] and Nam et al. [37] on understanding knowledge sharing be-
havior in the Yahoo Answers and Naver Q&A communities explained user behavior as a product
of users’ interests and motivation. More recently, the analysis of the StackOverflow design by
Mamykina et al. [36] combines a statistical investigation of StackOverflow usage patterns with
interviews with StackOverflow’s designers. The goal of their procedure is to understand which
user behavior leads to the site’s success. In particular, the authors find a set of three differ-
ent types of user activity behavior (plus a lurker, non-active type), which base on their activity
frequency.

Sinha et al. [42] study participation and participation incentives in Stack Exchange commu-
nities. In their work, the authors underline the relevance of a core of highly active users and of
participation incentives for less active users in Stack Exchange communities. Our work shares
most commonalities with Furtado et al. [20]. In that study, the authors extract metrics measuring
quality and quantity of activity in Stack Exchange instances. With those metrics, they describe
a set of 10 different user profiles obtained with K-Means clustering on those extracted metrics.
The authors then study the composition and activity dynamics of users in five Stack Exchange
instances broken down by the user profiles they found. They show that, although users change
profiles over time, the overall composition of user profiles of those five instances mostly does not.

Our comprehensive analysis of 50 Stack Exchange instances yields comparable, but, as we dis-
cuss later, slightly but crucially different user profile characterizations than those by Mamykina
et al. [36], Sinha et al. [42], and Furtado et al. [20]. That work provides the basis for our article to
expand on as follows: A temporal analysis of our user characterization enables us to uncover pre-
viously overseen patterns regarding the development and maturity of Stack Exchange instances
of varying sizes, ages, and activity profiles. In particular, our results, which highlight an instance’s
evolving activity composition over time, do not contradict the findings by Furtado et al. [20]. We
rather extend the results by Furtado et al. [20], as they analyzed only five similarly sized Stack
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Exchange instances, one of which (programmers6) we find to be of one of multiple types we iden-
tify. Our Q&A user and instance characterization thus generalizes their work, as we uncover also
a relation between not just one but several user compositions of Stack Exchange instances and
their evolving activity growth.

We find that the works by Iriberri and Leroy [25] and by Young [58] qualitatively corroborate
our findings. Those authors identify four main life-cycle phases of online communities, namely
inception, establishment or growth, maturity, and death or self-sustainability or mitosis, which are
comparable to the Stack Exchange instance characterization we derive. In particular, Young [58]
also derives a set of recommendations for online health community managers to adapt to their
communities’ different life-cycle stages. Similarly to Young, we also propose measures for boosting
activity in Stack Exchange instances at different maturity stages. In the context of the work by these
authors, our work complements theirs with quantitative empirical results and with the application
domain of online Q&A communities.

We refer the interested reader to the survey by Srba and Bielikova [44] on previous work on
community questions and answers websites for more literature on these topics.

Time series clustering. In the task of time series clustering, one aims to group time series with
similar shapes or properties, to ultimately categorize time series, find representative patterns and
uncover hidden structures in time series.

A number of authors [16, 18, 23, 34, 50, 55] have applied time series clustering techniques to
domains such as finance, online content spread, sensor data, or even warfare analysis. These au-
thors share a common time series clustering approach, which begins with the choice of time series
representation to feed to different clustering algorithms. Authors such as Hautamaki et al. [23]
consider time series without any transformation, while others extract features [16, 18] or apply
transformations to the time series, such as Discrete Wavelet Transforms [50, 55] and Symbolic
Aggregate ApproXimation [34]. The time series clustering approach continues with the selection
of a distance metric, which very often is the Euclidean [16, 34, 50] or the Dynamic Time Warping
distance [23]. Finally, authors settle on a time series clustering algorithm, with popular choices
being K-Means and variations thereof [23, 34, 50, 55], self-organizing maps [18], and hierarchical
clustering [23]. We select time series features and apply Euclidean K-Means on them to cope with
the challenge that discrete valued time series data presents and which is, according to Aghabozorgi
et al. [2], rarely dealt with in time series clustering literature. We encourage readers interested in
more time series clustering methods and applications to acquaint themselves with the review by
Aghabozorgi et al.

3 MATERIALS AND METHODS
3.1 Dataset Characterization
We analyze questions and answers from 50 Stack Exchange Q&A instances on many diverse topics,
such as tex,7 english,7 gardening,7 or buddhism.7 The observation periods for all instances vary
between 4 and 80 months, depending on the inception date of each instance. The final observation
month is February 2017.

As different instances originate at different points in time, the communities in each of those
instances naturally exhibit different levels of activity and maturity. For example, english started
in June 2009 and attracted a total of 37, 125 users until February 2017. In contrast, earthscience7

6As of February 2017, the programmers Stack Exchange instance is termed softwareengineering and programmers.
stackexchange.com redirects to softwareengineering.stackexchange.com.
7All instances have a corresponding *.stackexchange.com website, where * denotes the instance’s name.
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Table 1. Dataset Characteristics

Dataset group Size Users Activity Months
Area 51 25 [473, 6309] [5023, 47421] [4, 47]
Non-Area 51 25 [1953, 37125] [8137, 624166] [11, 80]
We present value ranges for the number of users, activity (i.e., aggregated questions,
answers, and comments), and observation periods (in months) of all datasets (i.e.,
stack exchange instances) per dataset group. Instances listed on Area 51 are typically
smaller and younger than those outside Area 51.

managed to attract only 578 users between April 2014 and February 2015. To foster the develop-
ment of young instances, such as earthscience, the Stack Exchange community submits, incubates,
and evaluates proposals for new Q&A instances at a dedicated website called Area 51.8 If an Area
51 Q&A instance reaches a significant level of activity, the Area 51 community deems it ready for a
live test. Then, its live deployment ensues and the Area 51 community monitors its progress until
it reaches a sustainable level of activity.

In this article, we analyze a total of 50 Stack Exchange instances consisting of 25 randomly
chosen Area 51 datasets and another 25 randomly chosen non-Area 51 datasets (see Table 1).

3.2 Feature Engineering
Modeling user activity as time series. We model user activity in Stack Exchange online Q&A
instances as two activity-based time series per user. The first one comprises question counts, and
the second one reply and comment counts for a given user per month. We stipulate that a user
has zero activity if the user did not post a single question (or answer) in any given month of an
instance’s existence. In all of the following, we treat questions-based activity time series separately
from answers-based ones.

Comparing users’ activity-based time series directly. We aim to group users with similar
activity profiles by clustering similar activity-based time series.

We first tried to base our clustering approach on a direct measure of similarity between users’
activity-based time series with the Euclidean distance. However, using the Euclidean distance fails
to discern users with different activity profiles, as it does not account for the misalignment of
activity bursts and other activity-affecting events. For example, notice the misalignment in the
time axis of the activity peak in time series three and eight of Figure 1(a). As a counter measure to
compare misaligned time series, we employed Dynamic Time Warping (DTW). DTW aligns time
series over the time axis before computing their similarity with some measure such as Euclidean
distance. However, DTW led to no improvements in activity-based time series clustering. As Yang
and Leskovec [55] point out, time series of comparable shape but overall varying volume would be
considered similar by DTW, hence, making the assignment of different time series into meaningful
clusters harder. We discarded other well-established time series similarity and clustering including
Symbolic Aggregate Approximation-based (SAX [28]) and matrix profile-based [57] approaches.
These and other times series clustering algorithms we reviewed do not specifically address the
clustering of sparse count time series problem we face, and thus do not extract meaningful clusters.
Furthermore, we were also careful not to apply clustering to segmented time series (e.g., around
user activity peaks) with distance-based metrics, as this may be problematic in practice [27]. The
need for caution arises from clusters of time series subsequences being essentially random, i.e.,

8http://area51.stackexchange.com/.
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Fig. 1. Identifying user archetypes as a time series clustering problem. We start by extracting the
questions-based (and, separately, answers-based) activity time series as the monthly sum of posted questions
(respectively, answers) of each user in a Stack Exchange instance (cf. Figure 1(a)). We then extract three
features from these time series: two Boolean features, describing if an activity time series has peaks of equal
maximal height and if it has more than five peaks; and the ratio of unique non-zero values to time series
length, a continuous feature varying between zero and one (cf. Figure 1(b)). Finally, we cluster the extracted
features with K-Means forK = 2, . . . , 10 and saveK∗, the value of K, which maximizes the average silhouette
coefficient. Graphical inspection of the clusters via PCA projection to two-dimensional space (cf. Figure 1(c))
yields well-separated and cohesive clusters for K = 2, 3, 4. However, in this example, for K = 2, 3, 4, we get
average silhouette coefficient values of 0.423, 0.563, and 0.871, respectively. Hence, K∗ equals four. In Stack
Exchange instances, we observe varying K∗, which hints at different activity compositions in terms of user
archetypes.

independent of input time series subsequence types, if care is not taken to extract time series
motifs rather than (often trivial) time series sliding windows.
Extracting features describing temporal activity patterns. Hence, we devised a different ap-
proach: We extract time series features summarizing key aspects of temporal user activity patterns
occurring in the 50 Stack Exchange instances.

Feature selection. To select time series features, we started with a list of more than 400 differ-
ent features [10], which comprise descriptive statistics (e.g., mean, auto-correlation, or kurtosis),
time series models (e.g., auto-regressive coefficients), and other time series transformations (e.g.,
Fourier). Starting with those features, we manually searched for a smaller and simpler set of fea-
tures, which nicely capture the activity distributions as well as a given user activity behavior.
Thereby, we focused our search on the user behavior that we observed in our data or that was
identified in the previous studies.

In general, we observe large numbers of users with sporadic peaks in activity as well as fewer
users who are more active and contribute fluctuating amounts of questions and answers over
longer periods of time (cf. examples in Figure 1(a)). Thus, we observe so-called bursty patterns in
user activity-based time series. Such bursty patterns have been frequently observed on the Web [36,
49].

Although the majority of our activity-based time series exhibited such patterns consistently,
they varied in their temporal location. In other words, rarely-active users with activity bursts in
the beginning of the lifetime of a Stack Exchange instance behave similarly to rarely active users
with activity bursts in the tail end of the same Stack Exchange instance. This motivated our first
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filtering criterion for reducing the original set of more than 400 time series features: We excluded
locality based features, such as the locations of a time series’ minimal values, since these types of
features differentiate user behavior, which we intuitively believe belongs grouped together.

Then, we excluded features unfit for modeling sparse count time series (i.e., our activity-based
time series), such as continuous wavelet transformations, auto-regressive models, and other de-
scriptive statistics inadequate in a high sparseness context. Instead, we focused on descriptive
statistics which capture activity bursts, such as peak-related features (such as peak height or the
number of peaks) or unique value counts. These two filtering steps left us with a set of 15 features.

We then empirically evaluated this set of 15 features with respect to parsimony, their de-
scriptiveness of sparse and bursty user activity along the dimensions frequency and amplitude,
and their contribution in a clustering experiment. After this final feature selection step, we chose
three activity-based time series features, which capture exactly these kinds of behavior: the ratio
of unique non-zero values to time series length, a Boolean feature describing if the activity time
series has more than five peaks, and another Boolean feature measuring if the time series has
maximum peaks of equal height.

Feature computation. We compute activity peaks as values that are larger than other values in
their direct neighborhood of the previous and next observations of the activity time series (cf.
Figure 1(b)). Note that, with this definition of a peak, we do not impose a minimum peak height,
both in absolute terms, as well as relative to the peak’s neighboring values. For example, assume
a user posts a question once in January, responds twice to some other question in February, and
then asks one other question in March. The activity-based time series corresponding to this user
would thus feature one peak in February. For the binary feature related to the number of peaks,
we settled on the threshold five (i.e., the feature measures if an activity-based time series has (or
not) more than five peaks). The reason for the threshold five is that this threshold corresponds to
the average 90th quantile of the number of peaks per activity-based time series. Thus, this feature
separates a minority of users with high volumes of contributions (as measured by peaks in activity)
from the majority of other users.

The other binary feature, checking if a user’s activity-based time series has a duplicate max-
imum peak, captures regularity in behavior pattern, both of sparsely active users posting just
two questions (or answers) in separate occasions or of regularly and frequently active users with
consistently regular activity patterns. Hence, this binary feature combines with the other one to
separate users along the dimensions of activity volume over time and activity regularity.

Finally, the third feature, ratio of unique non-zero values to time series length, allows for finer
shades of distinction between highly and regularly active from less and irregularly active users,
as this continuous feature encompasses both sides of this spectrum. On the one hand, frequently
highly (sporadically less) active users will tend to have a low (high) such ratio, but variations of
these two extremes are possible (e.g., regular and highly active users) and interesting for later anal-
ysis. We use a ratio (and not the absolute count of unique non-zero values) to ensure all our features
are defined over the interval [0, 1], which allows for better comparison in Euclidean distance-based
clustering methods.

Alternative feature extraction methods for clustering. We note here that other authors, namely
Witten and Tibshirani [53] and Fulcher et al. [19], propose a couple of alternatives to our feature
selection approaches for clustering and, respectively, time series analysis in general (with appli-
cations to time series comparison and clustering). Although the former authors do not focus on
time series explicitly and the latter do not specifically address count time series and value sparse-
ness, we believe those approaches could be used with sparse count time series and, in particular,
to the activity time series we observe. Hence, we applied Witten and Tibshirani’s K-Means and
hierarchical-based sparse clustering approaches to our activity-based count time series, thereby
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taking care to adjust the hyperparameters to our data. We report the results of the application of
their method in comparison to our own later on. Fulcher et al.’s approach, however, would result
in the same feature filtering approach we outlined above, as their proposed features include much
of the information-theoretic, model-based, and locality-focused features we explicitly excluded
from our analysis. To sum up, the features we find lead to clearly separated, interpretable clusters,
as we see in the upcoming section.

3.3 Clustering Process
The combination of these three features we propose allows us to derive cohesive, well-separated
and interpretable clusters. Each one of the binary features partitions the space of activity-based
time series in two sets. Those two features thus yield, when combined, four clusters, since they
do not capture the same properties of activity-based time series. The third feature, ratio of unique
non-zero values, is continuous and takes values in the interval [0, 1]. This continuous feature mea-
sures more granular variations in activity frequency than those afforded by having just the two
binary features. Using this continuous feature by itself, however, does not separate the space in
clusters.

We employ the commonly-used unsupervised clustering algorithm K-Means [35], with k-
means++ cluster center initialization [5], to group similarly active users. We measure time series
similarity with the Euclidean distance on the extracted features. We briefly explain K-Means: The
algorithm begins with a random initialization of K cluster centers, so-called centroids, as K ran-
domly chosen vectors from an input space. The algorithm labels input vectors with the centroid
most similar to each of them. Then, it reassigns all K cluster centroids to each cluster’s mean
vector. These two steps are repeated until convergence [35]. We also experimented with both vari-
ations of K-Means such as bisecting K-Means [47] as well as with other clustering algorithms such
as Ward hierarchical clustering [52] and Density-Based Spatial Clustering of Applications with
Noise (DBSCAN [15]), but those efforts yielded similar results, as we see below.

Selecting the number of clusters. The main hyperparameter of K-Means is K , representing
the number of clusters, which is often a function of expert knowledge or other external factors.
However, we aim to learn a suitable number of clusters directly from the data. Therefore, we
automate the estimation of K. The elbow method [29] executes K-Means clustering for a range of
values of K and stores the mean distance of centroids to the clustered input, which is termed the
cost function, for each K. With the elbow method, one then graphically identifies the optimal K as
the valueK∗ where the cost function, plotted as a function of K, results in the best tradeoff between
low cost and maximum cost reduction with respect to K∗ − 1’s cost. Intuitively, this description of
K* matches the point where the cost function forms an “elbow,” hence the method’s name.

We employ a purely numeric method to choose the value for K, since we aim to automatize
the search for K∗ for a large number of time series. Similarly to the elbow method, we estimate
a statistic on the quality of the clustering for a range of values of K. Thus, we pick the value K∗
that maximizes the silhouette coefficient [26, 40], which combines statistics on the cluster cohesion
(intra-cluster) and separation (inter-cluster) into a single value. Cluster cohesion, represented by
ai , captures the mean distance of an element i in a cluster to other elements in the same cluster.
Cluster separation, represented bybi , denotes the mean distance of an element i in a cluster to other
elements in the closest neighboring cluster. These two factors form the equation for the silhouette
coefficient si = (bi − ai )/max (ai ,bi ), where −1 ≤ si ≤ 1. A high silhouette coefficient implies that
the cluster distance of i to other elements in its cluster is low, relative to the mean distance to
elements in the next nearest cluster, suggesting the correct assignment of i . The opposite holds for
low silhouette coefficient values.
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With the application of K-Means for K = 2, . . . , 10 on the extracted features, we look for K∗.
We validate separation and cohesion of the K∗ clusters graphically with Principal Component
Analysis (PCA) projections into a two-dimensional space (cf. Figure 1(c)). To check the validity
of the clustering obtained with K-Means, we compare its performance with a random clustering
baseline, which randomly assigns each input vector to one ofK clusters. Furthermore, as previously
mentioned, we compared K-Means with other clustering algorithms: bisecting K-Means, Ward
hierarchical clustering, and DBSCAN.
Measuring clustering performance. To measure the clustering performance, we first perform
random clustering as a baseline. The random clustering yieldsK∗ = 2 with average silhouette coef-
ficient values in the interval [−0.05, 0.02]. We then cluster activity-based time series of our datasets
and obtain significantly better results. For all 50 Stack Exchange instances, we obtain average sil-
houette coefficient values of at least 0.9 for K∗. K∗ = 4 for 39 of our 50 Stack Exchange instances.
The remaining 11 Stack Exchange instances feature a strictly higher optimal number of clusters
between 6 and 10.

Our experiments with other clustering approaches yielded very similar results: Bisecting K-
Means and Ward hierarchical clustering return the same average silhouette coefficient values up to
a factor of 10−3 and agree onK∗ for all 50 datasets. DBSCAN, however, had lower average silhouette
coefficient values of at least 0.89, but also yielded K∗ = 4 for the same 39 datasets as before. How-
ever, on those 11 Stack Exchange instances with K∗ > 4, disagreement in both average silhouette
coefficient values as well asK∗ was highest in the comparison with the other clustering algorithms.

We attribute the similarity of results for different clustering algorithms to the two binary fea-
tures strongly influencing the distribution of user activity-based time series features in the three-
dimensional feature space. We observe lower silhouette values and disagreement in K∗ between
the clustering algorithms in cases where the continuous feature plays a larger role in the distribu-
tion of a Stack Exchange instance’s user activity-based time series features. DBSCAN seems most
sensitive to these feature distributional changes, as its density region-based clustering approach
consistently groups points with different binary feature values but similar continuous feature val-
ues in one cluster. This clustering behavior, in turn, leads to lower silhouette and lower K∗ than
other clustering algorithms agree upon. We stress that other binary features might have led to the
same high silhouette coefficient results, but they led to ultimately different results and interpreta-
tion of user behavior.

The best results we achieved with the K-Means and hierarchical sparse clustering approaches
by Witten and Tibshirani yielded K∗ = 2 and silhouette coefficient values of a maximum of 0.88
and significantly lower for all K > 2. We believe tailoring these algorithms to find more granular
structure in sparse count time series data such as ours to be an interesting avenue of future work.

Finally, in two-dimensional projections of the clusters with PCA, we observe clear graphical
separation for the K∗ clusters in most Stack Exchange instances.

3.4 Analyzing Cluster Properties
We analyze the clusters we obtain to better understand the activity composition captured by K-
Means. To that end, we start by computing basic descriptive statistics on the clusters, such as
their size, as measured by the number of users per cluster. Further, we plot the activity-based time
series closest to each centroid and thereby visualize typical activity profiles for each cluster. We
then visually inspect the sum of the activities in each of the clusters to discern overall cluster group
dynamics. We corroborate this visual inspection with a quantification of the relative sizes of the
clusters as the fraction of a cluster’s activity in total activity. Finally, we look for commonalities in
these patterns between Stack Exchange instances, and assess and discuss their practical relevance
in Q&A community building efforts.
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Fig. 2. Activity Archetypes. We illustrate typical profiles of the activity-based time series nearest to K-
Means centroid forK∗ = 4. Users of the Non-Recurring Activity Archetype (a) often feature one single, isolated
peak of activity. Users of the Sporadic Activity Archetype (b) typically exhibit a few isolated activity peaks of
equal height. Users of the Frequent Activity Archetype (c) show varying but regular activity over time. Finally,
repeatedly high levels of activity over time characterize users of the Permanent Activity Archetype (d). In
short, we observe that user activity can be grouped into these four activity profiles, which mainly capture
different degrees of frequency in user activity.

4 RESULTS
4.1 Activity Archetypes
For all Stack Exchange instances with K∗ = 4, we observe four commonly occurring types of tem-
poral user activity patterns, which we term Activity Archetypes (see Figure 2). The patterns of these
time series are representative of the four Activity Archetypes, which we describe in ascending order
of activity frequency and volume.

In general, users of the Non-Recurring Activity Archetype (see Figure 2(a)) exhibit one promi-
nent peak of activity. Taking the median value over all Stack Exchange instances, we find typical
users of the Non-Recurring Activity Archetype post 1 question and write 1.27 answers or comments
in a median of 1 active month (i.e., the number of months in which a user posted at least one ques-
tion or answer in a given Stack Exchange instance). Furthermore, their median tenure length, as
measured by the difference between their first and last dates of activity (i.e., writing a question or
answer), is less than 1 month. Users of the Non-Recurring Activity Archetype comprise on average
88.4% of total user count of a Stack Exchange instance. This majority of users thus typically posts a
question, follows up on it with discussion with the rest of the community in a short, concentrated
period of time, and does not return. This suggests users of the Non-Recurring Activity Archetype
type have one or two concrete asking needs, which, after some discussion, are satisfied, complet-
ing the user’s participation in the community. User “Amit Kumar Gupta”9 of the Stack Exchange
instance cogsci10 and his question on types of memory and ensuing discussion exemplifies this be-
havior by users of the Non-Recurring Activity Archetype. For better comparison with other Activity
Archetypes, we use the Stack Exchange instance cogsci for further user examples.

The Sporadic Activity Archetype (see Figure 2(b)) features higher activity levels than the Non-
Recurring Activity Archetype. Users of the Sporadic Activity Archetype write a median of 2.09 ques-
tions and 2.26 answers or comments in a median of 2.06 active months. In contrast to the Non-
Recurring Activity Archetype, the median tenure length of the Sporadic Activity Archetype is 6.08
months and they comprise on average 10.1% of total user count of a Stack Exchange instance.
Hence, in comparison with the Non-Recurring Activity Archetype, not only do users of the Sporadic
Activity Archetype pose more questions (and answer and discuss them slightly more), but they also

9https://psychology.stackexchange.com/users/7338/amit-kumar-gupta.
10In December 2017, cogsci was renamed to psychology (source: https://biology.meta.stackexchange.com/questions/3779/
cogsci-has-changed-its-name), but we refer to it by its old name for the sake of consistency with our dataset, which includes
data up to February 2017.
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do so throughout a remarkably longer period of time. This suggests they lurk and engage more
with the Stack Exchange instance community as a whole. For an example of such user behavior,
refer to user “201044”11 of cogsci.

We observe significantly more activity from users of the Frequent Activity Archetype (see
Figure 2(c)). Such users have a median of 19.26 questions and 28.23 answers or comments and are
active in a median of 12.09 months out of median tenures of 32.31 months. The Frequent Activity
Archetype is notably less numerous, as it accounts for an average 1.3% of total user count of a Stack
Exchange instance. We observe a large gap in the activity profile of the Frequent Activity Archetype
and the previous two, as users of the Frequent Activity Archetype participate in Stack Exchange
instance communities with greater quantity and higher frequency. Their remarkably long tenures
suggest they accompany community development, despite not being active every month. Average
users of the Frequent Activity Archetype behave like user “Greg McNulty”12 of cogsci.

The most active group of users we identified belongs to the Permanent Activity Archetype (see
Figure 2(d)). As such, this group of users posts a median of 26.12 questions and 56.68 answers or
comments. They are active in a median of 13.99 months and their median tenure is 32.86 months.
On average, users of the Permanent Activity Archetype represent just 0.2% of the total user count of
a Stack Exchange instance. Although users of this archetype feature tenures comparable to those
of the Frequent Activity Archetype, the fact they are the most active overall, combined with the fact
there are very few of them, could indicate users of the Permanent Activity Archetype lead activity
in the community. Users such as “Alex Stone”13 of cogsci exemplify and could cement our reading
of the role users of the Permanent Activity Archetype play in Stack Exchange instances.

Feature importance analysis. To support these descriptions with a quantitative assessment of
the four Activity Archetypes in terms of our three features, we evaluated, separately on the ques-
tions and answers of all 50 Stack Exchange instances, the power of the features in explaining the
four Activity Archetypes with ANOVA [17] and the distribution of the feature’s values over the
Activity Archetypes with random forests [6] and, in particular, also decision trees [7].

For the ANOVA approach, we fitted a generalized linear model of the three features per user
as independent variables and the Activity Archetypes resulting from the clustering as dependent
variables. As the Activity Archetypes represent a discrete dependent variable, we assume it is bino-
mially distributed and we use a logit link function. The ANOVA measure of each feature’s effect in
such a regression model suggests every feature is significant in explaining the Activity Archetypes,
as the corresponding p-values (for H0: dependent variable’s coefficient is 0 tested with an F-test)
are all smaller than 8.47 · 10−6. These results hold for both questions and answers datasets of each
of the 50 Stack Exchange instances.

In a similar experiment, we fitted random forests on the three user features over all 50 Stack Ex-
change instances (again, separately for questions and for replies) to explain the Activity Archetypes.
One of the outputs of random forests is estimated feature importance. In that regard, the ran-
dom forests’ output agrees with ANOVA’s: All three features are important to classify Activity
Archetypes in both their questions and answers activity. Moreover, random forests output a nu-
meric estimation of feature importance for classification on a scale from zero to one: for questions-
based (answers-based) activity, 0.695 (0.187) is the feature importance of the ratio of unique non-
zero values to time series length, 0.271 (0.614) the one of the feature capturing if the time series
has more than five peaks, and 0.034 (0.199) the one of the feature regarding duplicate maxima.

11https://psychology.stackexchange.com/users/7340/201044.
12https://psychology.stackexchange.com/users/849/greg-mcnulty.
13https://psychology.stackexchange.com/users/953/alex-stone.
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Fig. 3. Decision trees fitted to user activity-based time series features. We depict the result of applying
decision trees to fit the extracted user answer activity-based time series clusters as a function of the three
features we propose. The pictures show the number of users (samples) per decision tree node out of all clus-
ters, i.e., Activity Archetypes. The decision tree for the English Stack Exchange instance (a) shows the defining
feature values per Activity Archetypes, which are dominated by the two binary features, “duplicate maxima”
and “more than 5 peaks.” The Sustainability Stack Exchange instance (b) features the Activity Archetypes as
a function of all three features we presented, as there is enough user behavior variability in Sustainability
for the continuous feature to offset the dominance by the two binary features. Hence, all three features are
important to characterize user behavior, but their importance varies with the Stack Exchange instance.

Breaking down this high-level view of all 50 Stack Exchange instances by instance allows us
to visualize the feature values composing each of the Activity Archetypes and clusters we find. To
that end, we visualize, in Figure 3, a decision tree fitted to answers-based activity of the English
(Figure 3(a)) and Sustainability (Figure 3(b)) Stack Exchange instances. Furthermore, we show the
number of users at each node (in total, as given by “samples;” and per class, as given by “values”) in
the decision tree’s path, and the resulting class, i.e., Activity Archetype. We observe English clearly
distinguishes the four Activity Archetypes along the values of the two Boolean features “duplicate
maxima” and “more than 5 peaks.” The decision tree for the Stack Exchange instance Sustainability
makes use of the two Boolean features, as well as the continuous feature “ratio of unique non-zero
values,” to classify the four Activity Archetypes. We relate this fact to this Stack Exchange instance
already including Activity Archetypes, but with slightly more variability in them (as captured by
the continuous feature).

Note, however, that not all Stack Exchange instances feature such temporal user activity patterns
as given by the four Activity Archetypes. The structure of the decision trees of such instances
included more levels and a number of nodes on the feature “ratio of non-zero unique values.”
When K∗ > 4, the temporal user activity patterns we observe represent more granular variations
of the four Activity Archetypes we highlight, as exemplified in the legend of Figure 5(a). As we find
more than 10 different variations of this kind, we do not characterize them in more detail.

4.2 Composition of Stack Exchange Instances
A total of 39 Stack Exchange instances exhibit K∗ = 4, i.e., the four Activity Archetypes, in our
clustering experiment. First, we categorize these Stack Exchange instances with a breakdown of
their total question and answer-based activity by Activity Archetypes. We call this breakdown of
activity by Activity Archetypes the activity composition of a Stack Exchange instance and we find
two types of activity composition. Then, we analyze how the activity composition changes over time.
Derivation and analysis of the activity composition of Stack Exchange instances. Among
those 39 instances, we observe two distinct activity compositions with respect to the contribution
to total answer activity by users of the Non-Recurring Activity Archetype. Recall users of the Non-
Recurring Activity Archetype represent the majority at an average fraction of 88.4% of total user
count. Interestingly, in some instances, they do not account for the majority fraction of total answer
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Fig. 4. Distinction between Transitioning and Sustainable Stack Exchange instances. For all Stack
Exchange instances of the types Transitioning and Sustainable, we depict the fractions of total answers-based
(Figure 4(a)) and questions-based (Figure 4(b)) activity generated per Activity Archetype. In Transitioning
(Sustainable) instances, the answer-based activity is dominated by Non-Recurring Activity Archetype (Frequent
Activity Archetype) users, which contribute a median fraction of 0.63 (0.52) of total answer activity. Overall,
we observe stark contrasts in contributions of Activity Archetypes to total activity of different Stack Exchange
instances.

activity and play a less prominent role in total question activity. However, as might be expected,
users of the Non-Recurring Activity Archetype dominate the activity composition in other instances.

Therefore, we derive two distinct groups of Stack Exchange instances by setting the follow-
ing threshold: In a given Stack Exchange instance, if users of all Activity Archetypes except for
the Non-Recurring Activity Archetype account for 90% or more of answer-based activity by the
Non-Recurring Activity Archetype, we categorize the instance as Sustainable, otherwise as Tran-
sitioning. We experimented with variations of the 90% threshold in the range [85%, 95%], but we
did not arrive at remarkably different results and conclusions. Recall our dataset includes, besides
the 39 Stack Exchange instances with K∗ = 4, a total of 11 instances with K∗ > 4. We name this
group of instances Emerging, but, for now, we focus on Sustainable and Transitioning instances. As
we discuss later, this naming choice correlates with key developmental characteristics of the two
types of Stack Exchange instances. Using this criterion, we identify 26 Sustainable Stack Exchange
instances (of which 5 still are in the Area 51 incubator)14 and 13 Transitioning Stack Exchange
instances (with 8 of them still in the Area 51 incubator).15

We compare the activity composition of the Transitioning and Sustainable Stack Exchange in-
stance types in more detail in Figure 4. We observe the highest proportion of answers-based
activity in Sustainable Stack Exchange instances comes from the Frequent Activity Archetype,
whereas the Non-Recurring Activity Archetype generates most (questions and) answers-based ac-
tivity in Transitioning Stack Exchange instances. We draw these conclusions from the relatively

14The 26 Sustainable Stack Exchange instances are english, unix, softwareengineering, gaming, tex, stats, wordpress, physics,
mathoverflow, sharepoint, scifi, ux, webmasters, graphicdesign, workplace, salesforce, cs, bicycles, skeptics, christianity, sound,
history, gardening, linguistics, outdoors, and tridion, with history, gardening, linguistics, outdoors, and tridion still being in
the Area 51 incubator as of 02/13/2017.
15The Transitioning group of Stack Exchange instances consists of bitcoin, chemistry, chess, codereview, cogsci, music, open-
data, philosophy, poker, reverseengineering, space, sports, and sustainability. As of 02/13/2017, chemistry, codereview, music,
and philosophy have left the Area 51 incubator.
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Fig. 5. Temporal dynamics of the three types of activity composition of Stack Exchange instances:
Emerging, Transitioning, and Sustainable. We plot the total count of questions-based (top) and answers-
based (bottom) activity of three Stack Exchange instances over time, and break these activity totals down
by Activity Archetype. A high value of K∗, indicating the four user archetypes do not prevail, characterizes
Emerging instances like tor (Figure 5(a)). Notably, we observe similarly low levels of activity in tor and Tran-
sitioning instances like cogsci (Figure 5(b)), with tor having overall declining activity and cogsci oscillating
around positive growth. The Sustainable instance English (Figure 5(c)), however, exhibits high activity levels,
and pronounced growth in activity. These aspects hint at a link between activity composition and overall
activity development.

higher (lower) median total activity fraction values for users in the Frequent Activity Archetype
(Non-Recurring Activity Archetype) in Sustainable instances compared to Transitioning instances
(Figure 4(a)). Furthermore, we highlight the relative importance of the Non-Recurring Activity
Archetype and the Sporadic Activity Archetype in questions-based activity (see Figure 4(b)): Al-
though more so in Transitioning Stack Exchange instances, both still play a significant role in the
Sustainable instance type. Differences between instance types in the role of the Permanent Activity
Archetype are qualitatively the same as in the Frequent Activity Archetype but to a lesser degree, as
the Permanent Activity Archetype accounts for a median fraction of only 0.014 (respectively, 0.018)
of total questions and 0.02 (0.037) of total answers in the Transitioning (Sustainable) instance types.
Contextualization of the activity composition of Stack Exchange instances. We feature a
graphical comparison of total activity volume and the activity composition in instances representa-
tive of the three instance types in Figure 5. We draw a connection between the activity composition
and key developmental statistics of the instances as summarized in Table 2.

We address the Emerging group of Stack Exchange instances16 first. Emerging Stack Exchange
instances do not exhibit the Activity Archetypes defined in Section 4.1, but instead feature more
variations thereof. In general, Emerging instances are among the newest, least active, and smallest
out of the 50 instances we consider: three out of five smallest instances listed in Table 2 belong

16The Emerging group of Stack Exchange instances consists of arduino, buddhism, earthscience, ebooks, freelancing, ham,
joomla, lifehacks, puzzling, startups, and tor. Only puzzling has left the Area 51 incubator as of February 13, 2017.
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Table 2. Statistics on Largest and Smallest Stack Exchange Instances

Instance name Instance type Users Activity Months Trend slope
english Sustainable 37, 125 522, 128 70 0.013
unix Sustainable 36, 397 390, 930 80 0.012
softwareengineering Sustainable 35, 816 467, 234 80 0.006
gaming Sustainable 34, 641 321, 857 68 0.007
tex Sustainable 31, 039 624, 166 80 0.014
poker Transitioning 594 5, 185 39 −0.002
earthscience Emerging 578 5, 981 12 −0.040
sustainability Transitioning 555 5, 274 27 −0.015
ebooks Emerging 501 3, 094 16 −0.041
ham Emerging 473 5, 023 18 −0.037
For the top and bottom five Stack Exchange instances with most and respectively least users, we list a number
of statistics, sorted by the number of users: Instance type, number of users, total activity (i.e. sum of questions
and answers), age in months and the slope of the trend of total activity (dependent variable) per month and
year (independent variables). The top five Stack Exchange instances are all of the Sustainable type, and feature
a positive growth trend. In contrast to those instances, the bottom five Stack Exchange instances are either
Emerging or Transitioning and have dwindling growths (negative trend slope).

to the Emerging group. Moreover, these instances feature an overall negative activity growth,17

i.e., these instances’ activity levels drop on average. Furthermore, 10 out of 11 Emerging Stack
Exchange instances are still in the Area 51 incubator. Figure 5(a) illustrates a typical activity profile
of Emerging instances, as exemplified by the Stack Exchange instance tor.

As previously discussed, in Transitioning Stack Exchange instances, users of the Non-Recurring
and Sporadic Activity Archetypes generate the most activity, with the Sporadic Activity Archetype
acting more prominently in questions-based than answers-based activity. The activity dynamics
of Transitioning Stack Exchange instances exhibit strong oscillations over time, as exemplified by
the Stack Exchange instance cogsci in Figure 5(b). We note that some of the Transitioning Stack
Exchange instances are among the five smallest datasets in our analysis, as Table 2 indicates. Other
Transitioning instances vary considerably in numbers of users and age, and the Stack Exchange
instance codereview has one of the largest user bases with 19, 140 users and features very high
activity levels at a total of 157, 593 questions and answers. Overall, however, the average activity
growth of all Transitioning instances is about 0. In other words, these instances’ activity levels
oscillate (and stagnate) over the course of their existence.

On the other hand, in Sustainable Stack Exchange instances such as english, users of the Fre-
quent Activity Archetype generate the most answers-based activity, despite, again, representing a
reduced percentage of total user base. In general, Sustainable Stack Exchange instances are among
the oldest, most active ones, feature with the highest number of users (cf. Table 2), and exhibit
high activity levels and a steady growth of activity (cf. Figure 5(c)). Furthermore, average activity
growth of all Sustainable instances is positive.

Instance type evolution over time. Now, we analyze how a Stack Exchange instance’s type (i.e.,
its activity composition in terms of Activity Archetypes) changes over time. To do so, we count the
number of instances per type at different points of their existence in Figure 6. Specifically, starting
with the first 6 months after inception, we categorize each instance over the course of its existence

17Note that we estimate activity growth as the slope of a linear regression on total activity (dependent variable) per month
and year (independent variable) fitted with ordinary-least-squares and normalized with a min-max transformation for
comparing instances (see Table 2).
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Fig. 6. Temporal evolution of Stack Exchange instance types. We count the number of Stack Exchange
instances per type (with “E” standing for Emerging (in green), “T” for Transitioning (in blue), and “S” for
Sustainable (in pink)) every 6 months until the first 3 years of the instances’ existence. We highlight that
Sustainable instances take at least a couple of years to develop, and Emerging instances typically grow to
the Transitioning type in less than 2 years. This temporal process suggests activity compositions of Stack
Exchange instances shift and mature with time.

(in increments of 6 months until 3 years) as Emerging (or “E” in Figure 6), Transitioning (“T”), or
Sustainable (“S”). Note that 49 out of 50 Stack Exchange instances are at least 6 months old, but
only 32 are at least 3 years old.

We note that, after the first 6 months, almost all instances are of the Emerging type. We observe
that there is no Stack Exchange instance that immediately transitions from the Emerging to the
Sustainable type. Most instances need at least 18 to 24 months before moving from the Emerging
type to the Transitioning type. Roughly 47% or 15 out of 32 Stack Exchange instances evolve to the
Sustainable type by their third year.

This developmental process suggests the activity compositions we propose correspond to matu-
rity stages of Stack Exchange instances.

5 DISCUSSION
We discuss the Activity Archetypes with respect to their impact, comparable user behavior iden-
tified in related literature, and their role in Stack Exchange instance development. Basing on that
discussion, we derive practical implications for Q&A community managers to optimize their com-
munity development efforts.

Impact of Activity Archetypes in the context of user characterizations in related work. We
first discuss similarities and key differences in Activity Archetypes and the two or three types of
temporal user activity patterns other authors typically mention in their studies of online Q&A in-
stances [20, 36, 42]. The main difference between our Activity Archetypes of user behavior and oth-
ers lies in the Non-Recurring Activity Archetype. When describing least active users, namely low-
profile [36], low activity [20], and less participatory [42] ones, these authors group users with both
short- and long-term lurking behavior. By splitting such lurking behavior into the Non-Recurring
Activity Archetype and the Sporadic Activity Archetype, we uncover a distinction in lurking be-
havior with respect to a fundamental aspect of users’ participatory interest in a Q&A community.
Specifically, users of the Non-Recurring Activity Archetype seem to join a Q&A community with a
specific question or purpose and leave after it is fulfilled. This behavior poses a contrast to users
of other Activity Archetypes as well as of the low activity types found by other authors: These
other users participate in a Q&A community for longer periods of time, suggesting a higher in-
terest in the Q&A community itself or at least in more of its topics. We argue for our granular
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characterization of low profile user behavior due to the high impact users of the Non-Recurring
Activity Archetype have: (i) They represent the majority of total user base and (ii) their role re-
mains important throughout the development of Q&A communities’ activity dynamics. We be-
lieve other Activity Archetypes could correspond more directly to user behavior described by these
other authors: The Sporadic Activity Archetype could correspond to the occasional [20] and par-
tially shooting star [36] user profiles, the Frequent Activity Archetype to the answer activist [20]
and the more participatory users [42], and the Permanent Activity Archetype to the community
activist [36] and hyperactivist [20]. In agreement with descriptions by these other authors, we see
a prominent role by users of the Sporadic Activity Archetype as the least active type of users that at
least engages with the community and thereby provides questions and, to a lesser extent, answers,
spread out over time. A large gap in the activity profiles of the Sporadic Activity Archetype and the
Frequent Activity Archetype makes the difference between them obvious. We argue for a distinc-
tion between Frequent Activity Archetype and Permanent Activity Archetype due to the former’s
high activity profile and non-negligible user count as a backbone of the community, effectively
balancing the workload with the relatively few users of the Permanent Activity Archetype. Inter-
estingly, Furtado et al. [20] describe users with the hyperactivist role as those that even participate
in community moderation, supporting our view that users of the Permanent Activity Archetype act
as community leaders. Note, however, that we do not claim any of these correspondences are a
perfect match, as each of those authors and ourselves focus on different facets of user activity and
behavior in online Q&A communities.

Regarding our feature choice to describe Activity Archetypes, our analysis reveals that a simple,
small set of features is sufficient for separating temporal user activity patterns. We see these facts
as a promising result for future Q&A activity dynamics modeling efforts—by using only a small
number of parameters, models can be kept simple and interpretable (e.g., we may model user ac-
tivity as a simple Poisson process), but still effective and accurate. Moreover, empirical estimation
of parameters for simple models is typically easy and efficient.
Dynamics of activity compositions. Having reiterated the significance of our Activity
Archetypes characterization, we discuss the importance of their roles at different stages of a Stack
Exchange instance’s development.

We observed that Stack Exchange instances of the Transitioning and Sustainable type exhibit
an oscillating and respectively growing flow of question activity coming mostly from the Non-
Recurring and Sporadic Activity Archetypes. We thus believe initially setting low entrance barriers
and providing incentives for one-time and infrequent external impulses, in the form of participa-
tion by the users of the Non-Recurring Activity Archetype and the Sporadic Activity Archetype, as
they form the basis for successful activity development of Q&A communities. Research [30, 43, 48]
on the roles played by novice users and their activity dynamics in online collaborative communi-
ties such as Wikipedia supports our reading regarding the importance of these less active users. We
believe the second ingredient for successful activity development lies in the community’s reaction
to activity by both less active user archetypes, since both expect answers and comments from the
communities they engage with. We observe, in Sustainable instances, that users of the Frequent
and Permanent Activity Archetypes bear the bulk of this workload, whereas in Transitioning it’s
the users of the Non-Recurring and Sporadic Activity Archetypes themselves. We note that publicly
available statistics from Area 51 datasets [46] and previously mentioned work [20, 36] stress the
importance of this core community from the Frequent and Permanent Activity Archetypes. Other
studies focusing on knowledge sharing dynamics of other online Q&A communities [1, 37] even
correlate higher activity levels with question answering performance, thus reinforcing the key role
the most active users play. To summarize, our results suggest activity growth-inducing structures
prominently feature a core of recurring users, experts, and community leaders of the Frequent

ACM Transactions on Social Computing, Vol. 2, No. 1, Article 4. Publication date: February 2019.

64



Activity Archetypes in Question-and-Answer (Q&A) Websites 4:19

Activity Archetype and Permanent Activity Archetype, and a steady, numerous stream of users of
the Non-Recurring and Sporadic Activity Archetypes.

In Emerging Stack Exchange instances, the dynamics of the four main Activity Archetypes have
not formed yet, so other clusters of activity types, not belonging to any of the four archetypes,
dominate. We reason that this is a direct consequence of Emerging instances simply lacking users
and time required to establish structures to support these user activity dynamics.

Practical implications for growing Q&A communities. Based on our analysis, we propose
a series of measures for operators of Q&A instances to focus on as they grow and foster their
communities.

For an operator starting a Q&A community, our analysis indicates her first priority should be to
gather users interested in the community she oversees, possibly via integration with other topic
related online communities [37]. To do so, we suggest the community operator initializes the com-
munity in a controlled beta phase, as previously proposed ([36], [46]), with the intent of establish-
ing simple sets of rules, which ease the load on operators and moderators and ensures newcomers
feel welcome. Newbie corners and close monitoring of this initial phase, to, e.g., continuously im-
prove ease-of-access and not introduce counterproductive overregulation [48], should help the
community improve activity levels beyond beta status. Although Kittur et al. [30] suggest experts
were crucial to bring content and utility to the early days of Wikipedia, our results indicate young
Q&A instances, i.e., those less than 2 years old (cf. Figure 6), also benefit strongly from bursty
activity by users of the Non-Recurring Activity Archetype and Sporadic Activity Archetype.

This does not imply, however, that the Frequent Activity Archetype and Permanent Activity
Archetype should be neglected, as developing and rewarding recurrent participation in a Q&A
becomes more important over the mid-term of 18 to 36 months (again, cf. Figure 6). In this phase,
community operators could invest in a badge and gamification system to elicit more participa-
tion and community spirit by users of the Frequent Activity Archetype and Permanent Activity
Archetype, as these badges and gamification elements have been shown to enhance participation
by these types of users [4, 14, 24, 37, 60]. Furthermore, community question routing systems, such
as the one proposed by Srba et al. [45], should help matching questions to answerers, thus ensuring
the needs of the users of the Non-Recurring Activity Archetype and Sporadic Activity Archetype are
met. Finally, operators should gather feedback from their user base continuously [36] and engage
leaders, potentially such as those of the Permanent Activity Archetype, to help with community
moderation [20].

6 CONCLUSIONS
In this article, we uncover temporal activity patterns in 50 Stack Exchange Q&A instances at both
the user and instance levels. To achieve this, we start by representing user activity in those in-
stances as time series, which comprise the total count of users’ questions and answers over time.
We extract representative features from these time series to better cluster them and to derive an
optimal numbers of clusters. These clusters represent a set of four Activity Archetypes, which char-
acterize users mainly according to the frequency of participation in a Q&A community. Then, we
break down activity in Stack Exchange instances by the different Activity Archetypes, which al-
lows us to recognize three instance types: Sustainable, Transitioning, and Emerging. Sustainable
instances have the highest levels of activity and the largest number of active users. Their suc-
cess correlates with a small but strong backbone of users of the Frequent and Permanent Activ-
ity Archetypes, reacting to a steady flow of users from the Non-Recurring and Sporadic Activity
Archetypes. We find that Emerging and Transitioning Stack Exchange instances either completely
lack or are in the process of establishing such activity profiles. Our Activity Archetypes and Stack
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Exchange instance characterization allow us to measure online Q&A instance health and success.
We provide a methodology for community managers of Q&A instances to detect the maturity stage
of their communities, and we recommend activity composition structures for them to aim for, as
well as concrete steps to take to help their communities mature from one stage to the next.

Besides the aforementioned limitation regarding feature selection and corresponding clustering
quality and interpretation (as other binary features might yield equally good clustering quality but
other interpretations), we reflect on the generalization and practical implications of our approach
with respect to other Q&A datasets. Although our proposed features are suitable for capturing
general bursty types of activity found in Q&A instances, these features might need tailoring in the
application to Q&A communities besides Stack Exchange instances. In particular, the threshold for
the feature based on the number of activity peaks will vary depending on the Q&A platform, which
is why we defined it as a data-dependent percentile value. Moreover, the choice of granularity of
time series aggregation, in our case monthly, must be taken with care, since too coarse a temporal
resolution will hide burstiness and activity peaks, and too granular a resolution will lead to time
series with longer periods of inactivity and thus a less distinguishable “ratio of unique non-zero
values” feature. However, once time series granularity and our proposed features have been ad-
justed for a potentially new dataset, we expect the clustering to yield comparable results, since our
proposed features yield clear-cut separated clusters. Therefore, we expect practitioners working
with our proposed approach to be able to gauge their extension to their datasets, in particular,
in case of modifications to our proposed features, by evaluating the resulting clustering quality
and checking if it is comparable to the one we report. One last noteworthy limitation regards the
fact the Stack Exchange instances we analyzed do not become completely inactive. As such, we
refrain from discussing the generalization of our proposed approach in the case of “death” of Stack
Exchange instances.

Naturally, empirically verifying the generalization of our method to other Q&A platforms would
be of great interest. Moreover, conducting small-scale real experiments would further cement our
argumentation on this work’s practical implications. Other future work includes mathematical
modeling of activity in online Q&A communities based on the Activity Archetypes and their ac-
tivity compositions with the aim of deriving further recommendations for operators to assess and
optimize their online presence. Finally, enhancing our analysis to include quality-related aspects
of activity in Q&A communities would be of great interest.
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3.4 Self- and Cross-Excitation in Stack Exchange Question &
Answer Communities

This article proposes a partial answer to both the second and the third research questions.
The second research question concerns models for user excitation, which this article
addresses via Hawkes process models. In particular, this work outlines a method to
cope with technical difficulties when applying Hawkes processes in practice: To ensure
stationarity in activity dynamics even in the presence of exponential growth, I proposed
a changepoint detection model supported by constant linear regressions, and to estimate
decay parameter values, I employ a Bayesian hyperparameter optimization approach.
These technical advances facilitate addressing the third research question, which concerns
the link between user excitation and temporal patterns to the evolution of peer production
systems. To measure this link, this work fits Hawkes processes to activity dynamics of
prominent user types in Stack Exchange Q&A communities with growing and declining
activity levels and with different topical focuses. Further, I also validate any differences
in user excitation via statistical (permutation) tests as well as prediction experiments.

Summarizing the results, this article uncovers differences in user excitation at different
developmental stages in the Q&A communities, and underscores excitation differences
between communities with similar growth trajectories but different topical focus. In
particular, excitation in the early stages of growing communities appears to be more
power-user centric than in declining ones, and the reliance by growing communities on
power user excitation gives way to a higher dependency on casual user excitation in
the long-run. For communities with comparable growth trajectories but different top-
ics, I find higher casual user excitation in communities devoted to STEM-related topics
than in those dedicated to the humanities, where excitations between power and casual
users dominate. As the excitation effects I uncovered with respect to the comparison of
growing-vs.-declining communities are also predictive of future activity dynamics, these
results ascribe an important role of timing the user mix correctly and of promoting cer-
tains kinds of user interactions, in order to optimize growth in activity dynamics.
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ABSTRACT
In this paper, we quantify the impact of self- and cross-excitation
on the temporal development of user activity in Stack Exchange
Question & Answer (Q&A) communities. We study differences in
user excitation between growing and declining Stack Exchange
communities, and between those dedicated to STEM and humani-
ties topics by leveraging Hawkes processes. We find that growing
communities exhibit early stage, high cross-excitation by a small
core of power users reacting to the community as a whole, and
strong long-term self-excitation in general and cross-excitation by
casual users in particular, suggesting community openness towards
less active users. Further, we observe that communities in the hu-
manities exhibit long-term power user cross-excitation, whereas
in STEM communities activity is more evenly distributed towards
casual user self-excitation. We validate our findings via permuta-
tion tests and quantify the impact of these excitation effects with a
range of prediction experiments. Our work enables researchers to
quantitatively assess the evolution and activity potential of Q&A
communities.
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1 INTRODUCTION
Why and how some Question & Answer (Q&A) communities
gain traction and attract activity from large numbers of users—
while others do not—are questions of theoretical and practical rel-
evance [31, 38]. Understanding how users become active in such
systems, and how user activity evolves over time, can be considered
an important stepping stone towards better modeling and shap-
ing of online Q&A communities. This will allow to devise novel
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approaches to guide and encourage activity [12] and to support
community managers in their community building efforts [2, 20].
User excitation. In this paper, we investigate self-excitation and
cross-excitation of users in Q&A communities. Self-excitation re-
flects how a user’s own past activity shapes her future activity, while
cross-excitation reflects how other users’ past activity influences
future activity of a given user. Modeling temporal traces of user
activity informs the inference of excitation effects and thus provides
a first step towards deeper causal analysis of user excitation.

In the present work, we adopt point processes [7–9]—in partic-
ular Hawkes processes [14]—to leverage temporal traces of user
activity as latent indicators of self- and cross-excitation. We em-
pirically analyze 69 Stack Exchange Q&A instances where we fit
a multivariate Hawkes process model1. With that, we are able to
analyze self- and cross-excitation of users across: (i) communities
with growing and declining activities, (ii) the topics of the conver-
sations, (iii) activity types (e.g., question, answers), and (iv) activity
source (e.g., power user, casual users). Subsequently, we charac-
terize self- and cross-excitation as a function of community age.
We then validate, with a range of statistical tests, the excitation
effects we uncover, and we quantify their relative importance in
the evolution of Q&A communities with a prediction experiment.
We illustrate various types of excitation and how they generate
user activity in Figure 1.
Findings. Our empirical findings emphasize the need for Q&A com-
munities to maintain a steady core of highly cross-excited power
users (i.e. very active users) reacting, particularly in a community’s
early stages, to the community as a whole. In thriving communities,
casual users (less active users) shape each others’ activity levels
via cross-excitation. This suggests that growing communities are,
in general, facilitating and embracing less active and casual users,
thereby offering low barriers of entry. Additionally, we observe late-
stage domination of self-excitation over cross-excitation, meaning
that self-driven activity becomes a crucial factor in successful com-
munities. This effect may serve as a long-term growth indicator,
as this self-excitation dominance is most prominent in growing
communities. Finally, we observe differences in user participation
across distinct topics: Q&A communities dedicated to topics in the
humanities (such as languages) are more driven by cross-excitation
of power users, whereas those in STEM-related fields are not.

With our work we make the following contributions. First, we
model self- and cross-excitation effects in successful and unsuc-
cessful Q&A communities. Second, we empirically show how self-
and cross-excitation manifests in communities defined by different
levels of success and different topics. Third, our validation provides
a foundation for building further predictive models of user activity
in Q&A communities. Finally, we provide and illustrate an approach
1We make our code available at https://github.com/tfts/Excitation_in_QA.

71



(a) Baseline (b) Self-Excitation (c) Cross-Excitation (d) Empirical Excitation

●● ●

Time

E
ve

nt
 r

at
e

● ●● ● ●

Time

E
ve

nt
 r

at
e

● ● ●● ● ●

Time

E
ve

nt
 r

at
e

● ● ● ●● ● ● ●

Time

E
ve

nt
 r

at
e

● ●●

Time

E
ve

nt
 r

at
e

(a) Baseline

● ● ●● ●

Time

E
ve

nt
 r

at
e

(b) Self-Excitation

● ● ●● ● ●

Time
E

ve
nt

 r
at

e
(c) Cross-Excitation

● ● ● ●● ● ● ●

Time

E
ve

nt
 r

at
e

(d) Empirical Excitation

Figure 1: Excitation types. We distinguish between three drivers of user activity excitation: (a) Baseline, a constant base event rate level, (b)
Self-Excitation, a proxy for increased propensity by a user to be active in the future following her past activity, and (c) Cross-Excitation, a
boost to event rate triggered by activity of other users. The upper row of this Figure depicts the links between users A and B per excitation
type, and the two lower rows the corresponding event rate as it reacts to the user’s own and others’ activity events, marked by the trees below
each event rate line and colored by the corresponding user. The first three excitation types cover excitation components which combine to
form (d) empirical excitation. This work characterizes and quantifies how each type of excitation manifests itself in Q&A communities and
how excitation strength changes over time as a Q&A community develops.

that allows community managers to quantitatively compare long-
term dynamics of their online Q&A communities—in terms of user
excitation—to well-established ones.

2 HAWKES PROCESSES
A point process can be broadly defined as a collection of points
randomly located in some mathematical space. Temporal point
processes employ the real line, representing time, as the underlying
mathematical space. For the interested reader, the work by Daley
and Vere-Jones [8, 9] and by Cox and Isham [7] are comprehensive
references on point process theory.

In practice, temporal point processes model the arrival of discrete
events over time with the help of a conditional intensity function λ∗,
a stochastic model for the arrival of the next event given the event
history. Hawkes processes [14] are a particular class of temporal
point processes, which assume a particular functional form for the
intensity function. Specifically, the intensity function of Hawkes
processes is in itself a stochastic process and it explicitly encodes
self-excitation, the increase in intensity caused by past events:

λ∗(t) = µ +
∑
ti<t

αe−β (t−ti ), (1)

where µ > 0 is the baseline intensity independent on the event
history, and α, β > 0 establish the dependence on previous events.
In particular, each previous event at time ti increases the inten-
sity by α , the self-excitation factor. We choose to let the intensity
jumps exponentially decay at the rate β , which is a commonly used
functional form of intensity decay called an exponential kernel.

Equation 1 describes univariate Hawkes processes, as they con-
sider only the effect of past events in future event times of the
same event stream. The multivariate generalization of univariate

Hawkes processes includes not only self-excitation but also cross-
excitation. Cross-excitation is the intensity increase that an event in
one event stream implies in another event stream. More formally,
let N (t) = (N 1(t),N 2(t), . . . ,NM (t)) be a simple multivariate point
process, where each of the N i (t) is a counting process in the i-th di-
mension. An M-variate Hawkes process with an exponential kernel
is defined by the following intensity function:

λ∗m (t) = µm +

M∑
n=1

∑
tni <t

αmne
−βmn (t−tni ). (2)

We write µm as the baseline intensity in dimensionm, αmn as the
cross-excitation on dimensionm caused by an event in dimension
n and the corresponding decay rate as βmn . In matrix notation, we
write µ ∈ RM , α ∈ RM×M and β ∈ RM×M . Linniger [23] provides
a more detailed treatment of multivariate Hawkes process theory.

Samples from multivariate Hawkes processes, which can be ob-
tained via Ogata’s thinning algorithm [27], generate self-excitation
and cross-excitation effects of the kind depicted in Figure 1, where
users A and B correspond to two dimensions of a Hawkes process
and their event rate to the Hawkes process intensity. We observe,
in both dimensions, intensity peaks corresponding to the sampled
events, and we note the intensity decays exponentially until con-
verging to the baseline intensity level µ.
Fitting Hawkes processes. Given an observed sequence of events
{ti }, we fit the parameters of Hawkes processes by maximizing its
log-likelihood. Closed form expressions for the log-likelihood can
be derived for many different types of intensity function kernels,
including the exponential kernel that we assume. For a given β , all
other parameters of the process may be estimated by maximizing
the log-likelihood via well-known convex optimization methods
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such as Levenberg-Marquardt [21]. However, fitting β-s is a chal-
lenging task, since the likelihood functions of Hawkes processes
with exponential kernels are either flat around the optimal β (see,
for example, Upadhyay et al. [36]) or, in some other formulations of
the kernel function, even non-convex in β . In this paper, we propose
an effective Bayesian hyperparameter optimization step, which al-
lows fitting the decay-related and then the remaining parameters of
a Hawkes process. Assuming βm,n = β,∀1≤m,n≤M [12, 35], we ap-
ply the Tree of Parzen Estimators approach, as described by Bergstra
et al. [4], on the convex optimization routine of log-likelihood for
a given set of event sequences to estimate β . We perform 15 runs
of the Bergstra et al. algorithm and keep the β yielding highest
likelihood, since this effectively allows for convergence even in the
presence of flat plateaus around local maxima of Hawkes likelihood
as a function of β . Finally, using the learned β , we fit µ and α .

Furthermore, practical fitting of Hawkes processes requires the
fits to be done on stationary [23] periods of the corresponding
count time series. Stationarity, in this context, refers to translation-
invariance in the Hawkes process distribution, which implies a
linear growth in the associated time series of event counts over
time. However, in the time series representing activity in the Q&A
communities we work with, we observe a range of non-stationary
phenomena: exponential growth and decline and other sudden
structural changes, such as level jumps. Therefore, we need to
restrict the fitting procedure to stationary subsequences of an ob-
served event stream. To that end, we use the time series structural
change detection algorithm devised by Zeilis et al. [45]. Given a
linear regression model, this algorithm returns optimal points in
time for structural change in the regression model’s fit to a given
input time series. Using a constant regression model allows us to
detect level changes in an input event count time series, and thus
to segment it into stationary subsequences.

3 EXPERIMENTAL SETUP
We study user self- and cross excitation by empirically analyzing
Stack Exchange instances. We distinguish activity in these datasets
by two aspects: (i) activity content, which we define as questions
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Figure 2: Exemplary growing (left) and declining (right) Stack Ex-
change instances. These two curves exemplify the monthly total ac-
tivity time series of a growing (declining) instance, electronics (cs-
theory). Following Zeilis et al., we indicate stationarity in subse-
quences of both time series with the green lines. Note that growth
(decline) in electronics (cstheory) was, at 757.62% (−61.63%), one of
the highest (lowest) among Stack Exchange instances we analysed.

and answers (with the latter including answers and comments),
and (ii) activity source, meaning whether it originated from highly
active (power) or less active (casual) users. Further, we explore
the differences in excitation across communities, which we group
according to two criteria: (i) growth pattern, and (ii) topical focus.
Datasets. Stack Exchange encompasses several Q&A communities,
termed Stack Exchange instances, with each dedicated to Q&A on
a single topic, such as computer science, the English language or
movies. We extract user activity in all 159 Stack Exchange instances2

(as of June 2017) as the timestamps of users’ activity events: posts
(i.e. questions) and replies (i.e. answers and comments). In a first
step, we consider these instances’ complete history, which spans
the period from August 2008 to June 2017 and comprises a total of
22 million events. However, our analysis is independent from the
calendar date a Stack Exchange instance originated, as we map the
inception of each instance to a time scale starting at zero.
2The Stack Exchange dataset is available at https://archive.org/details/stackexchange.

Table 1: Dataset characteristics. We show the datasets per group sorted by activity growth (top and bottom three growth percentages per
group shown in parenthesis), the total number of datasets per group (#), as well as ranges for a number of descriptive statistics: the activity
total as the sum of all questions and answers, the age in years and the total growth as a percentage of the level of the first subsequence found
by Zeilis et al.’s algorithm. We observe a clear separation in strongly positive and negative growths (and thus also total activity) in the major
distinction we draw between datasets, growing vs. declining. This distinction is remarkably less pronounced in STEM vs. humanities instances,
which both feature positive and negative growths.

Dataset Group Datasets # Activity total Age (years) Growth (%)

Stack Exchange Growing
electronics (757.62%), ru (736.42%), codegolf (510.06%),

22 [7987, 1489384] [3.08, 7.83] [169.29, 757.62]chemistry, sharepoint, academia, puzzling, tex, codereview,
blender, unix, money, gis, ux, crypto, security, stats, salesforce, dba,
wordpress (182.28%), opendata (174.69%), askubuntu (169.29%)

Stack Exchange Declining
boardgames (−28.53%), fitness (−34.56%), sound (−35.01%),

22 [3301, 117474] [3, 7.75] [−82.7, −28.53]productivity, tridion, parenting, pets, craftcms, webapps, spanish, cooking,
ham, bricks, gardening, cstheory, expressionengine, pm, skeptics, sustainability,
genealogy (−80.26%), ebooks (−81.52%), stackapps (−82.7%)

Stack Exchange STEM
electronics (757.62%), chemistry (473.48%), stats (199.18%), biology,

15 [15759, 745674] [2.41, 8.75] [−35.01, 757.61]datascience, physics, astronomy, cs, space, cogsci, earthscience, engineering,
reverseengineering (0.00%), softwareengineering (−21.28%), sound (−35.01%)

Stack Exchange Humanities
philosophy (122.45%), english (117.76%), chinese (23.17%), music, german,

15 [87, 896631] [0.17, 6.83] [−50.10, 127.47]mythology, portuguese, christianity, esperanto, arabic, russian, writers,
buddhism (−26.62%), french (−27.91%), spanish (−50.10%)
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Figure 3: Low baseline excitation in growing and declining communities. Given the Hawkes process dimensions questions and answers
per power and casual users, we depict the baseline parameters µ of the Hawkes processes fitted every three months over three years of
growing (orange lines) and declining (blue lines) Stack Exchange instances. Error bars in this Figure and Figures 4 and 5 show bootstrapped
95% confidence intervals, many of which are too small to be visible. Note our use of the same scale in Figures (a)-(d) and throughout Figure 4:
The relatively low baseline intensities in comparison to the effects depicted in Figure 4 stress that overall activity is driven by self- or cross-
excitation rather than baseline intensity.

Before we group Stack Exchange instances according to our two
criteria, growth patterns and topical focus, we discard all datasets
with less than ten events in any period of three months, which
ensures that we have enough events for the fitting procedure.
Growth pattern. In our first comparison by growth pattern, we
analyze the first three years of existence of Stack Exchange in-
stances, so we exclude datasets with durations shorter than three
years. To better distinguish excitation effects driving overall ac-
tivity increase or decrease in these communities, we then extract,
from the remaining datasets, two groups of strongly growing and
strongly declining datasets. The extraction criterion stems from
our application of Zeilis et al.’s algorithm to find level structural
changes in the time series of total activity count per month: We
define a dataset as strongly growing (declining), if the percentage
change in structural level from the first fitted window to the last
fitted window is in the 80th (20th) percentile over all datasets. The
grouping of Stack Exchange instances into growing and declining
yields two groups of 22 datasets each, of which we provide descrip-
tive statistics in Table 1. Note that the growing (declining) group
only includes instances with strongly positive (negative) growth.
We plot the total monthly event counts for a selected dataset from
each dataset group in Figure 2 to exemplify their activity curves and
the detected structural level changes. Often, there are prolonged
periods of stagnancy in one structural level, both in growing as well
as declining datasets. Typically, such periods vary in length.
Topical focus. For the topical comparison, we study Stack Ex-
change instances dedicated to STEM (i.e. science, technology, engi-
neering and mathematics) and humanities topics. To that end, we
randomly picked a set of 15 Stack Exchange instances we manu-
ally classified as STEM topics, and another 15 as humanities. The
instances in these two groups vary in size and age, and feature no
distinctive growth patterns, although some humanities instances
are smaller and have shorter overall durations than STEM instances
(cf. Table 1). In this comparison, we also analyze instances’ first
three years, but we do not impose a minimum duration, which leads
to fewer than 15 instances per group later in time. However, the
number of instances per group remains comparable over time and
reaches a minimum of nine instances per group by the third year.
Hawkes process application. In the Stack Exchange instances,
we distinguish between more active and less active users, which

we term power users and casual users. This definition mainly distin-
guishes a core of remarkably engaged power users typically found
in Q&A communities [13, 24, 41] from casual users. Thus, for each
dataset individually, we count the total activity per month per user,
and per activity type (question or answer) and postulate that power
users are those in the 90th percentile of most active users for that
month. This implies that this monthly group of power users is ever-
changing, as users join and leave the communities or as the users’
intrinsic motivation to contribute content rises and falls over time.
Note that our results changed only minimally with different per-
centile thresholds (i.e., 85th and 95th) for power user classification.
To measure self- and cross-excitation per user and activity event
type, we map the event stream of question and answer activity to
four Hawkes process dimensions: questions by power users, ques-
tions by casual users, answers by power users and answers by casual
users. For each such dimension, we work with the corresponding
event timestamps at the resolution of a second.

We then follow the procedure outlined in Section 2 to fit four-
dimensional Hawkes processes to each dataset group (Stack Ex-
change instances in the groups declining vs. growing and STEM
vs. humanities). For each dataset group comparison, we begin by
fitting overall β for all datasets over the first three years of their
existence. Then, we perform structural level change fits on the total
monthly event count, and observe a minimal window length of five
months. According to our experimentation with different window
lengths, specifically two to six months, we find a window length
of three months is long enough to ensure we have enough events
per window and do not overfit a particular window, while also
short enough to capture granular changes in the evolution of the
underlying Hawkes process distribution. Hence, we set the constant
window length to three months (a quarter).

To measure variability in the evolution of the fitted models, we
bootstrap, with 100 repetitions, the fitting procedure of all Stack
Exchange instances per dataset group per window. From the result-
ing bootstrap distribution, we compute 95% confidence intervals
for the mean value of each fitted Hawkes process parameter. We
display the confidence intervals as error bars in Figures 3, 4 and 5.
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Figure 4: Excitation in growing vs. declining communities. Given the Hawkes process dimensions questions (Q) and answers (A) per power
(P) and casual (C) users, we depict the α matrix of self-excitation (diagonal plots) and cross-excitation (off-diagonal plots) parameters of the
Hawkes processes fitted every three months over three years of growing (orange lines) and declining (blue lines) Stack Exchange instances.
The first and second row, respectively, show how answer and question intensities by power users are self- and cross-excited, and the third
and fourth the influence on answer and question intensity by casual users as a result of self-excitation and cross-excitation. The yellow
highlighted regions ( ) of Figures (b) and (d) depict the effects of questions by power and casual users on answers by power users and thus
the crucial importance of power user cross-excitation in driving early stage dynamics of growing instances. In Figure (l) we observe another
difference between the groups: growing communities also thrive off interaction between casual users, as shown by long-term cross-excitation
of questions by casual users on answers by casual users (cf. green region of Figure (l)). In the long-term, self-excitation (pink highlighted
regions of diagonal entries, i.e. Figures (a), (f), (k), and (p)) is the most dominant form of excitation in all four Hawkes process dimensions.

4 EXCITATION EFFECTS
4.1 Comparison by growth pattern
The β value, fitted over 44 datasets in the growing vs. declining
comparison and the whole three year period, is 2.288, correspond-
ing to an intensity half-life of about 0.3 hours (meaning that the
intensity jump of magnitude α caused by either self-excitation or
cross-excitation decays to α/2 after about 18 minutes). With a single
constant β , we restrict our model to capture distributional changes
in terms of baseline, self- and cross-excitation intensities, allowing
us to focus on these factors as direct proxies for the role of different
user groups in overall activity intensity over time.

We visualize the evolution of all baseline parameter values for
questions and answers by power users and casual users in grow-
ing (orange) and declining (blue) instances in Figure 3. We depict
the corresponding self- and cross-excitation parameter values in
Figure 4. Note that we employ the same scales throughout both
Figures for better comparison.
Low baseline intensities. The Figures 3a through 3d show the
baseline intensities (µ) fitted over time. We observe roughly con-
stant baseline intensities throughout the whole period, for both
growing and declining instances. Furthermore, the baseline intensi-
ties are rather low, especially in comparison with the self-excitation
and cross-excitation effects (α ) depicted in Figure 4.
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Finding: Constant and low baseline intensities suggest Q&A commu-
nities thrive off self- and cross-excitation, representing interaction
between different user (power and casual) and activity types (ques-
tions & answers), rather than featuring constant levels of activity
over time, independent from other activity dimensions.
Early Power User Cross-Excitation ( ). We continue our anal-
ysis with the Hawkes process dimension with the highest intensity
values: intensity in answer activity by power users (first row in
Figure 4, i.e. Figures 4a through 4d). We observe, in the early stages
of growing instances, high impact of questions by both power as
well as casual users on answer activity by power users (see yellow
region highlighted in Figures 4b and 4d). In contrast, in declining
instances, especially in the yellow highlighted region, questions by
both types of users elicit declining numbers of answers by power
users over time, and self-excitation in answers by power users dom-
inates over all temporal windows. Regarding question activity by
power users (second row in Figure 4, i.e. Figures 4e through 4h),
there is a clear prevalence of self-excitation intensity with respect
to other cross-excitation intensities. However, we observe, albeit
minor, differences in the short and medium terms between growing
and declining instances, as power users in growing instances are
more encouraged to participate with new questions as a response
to questions by casual users and answers by both (see inlines of
Figures 4e, 4g, 4h).
Finding: These observations suggest strong activity by power users,
as a response to questions by both power users as well as, crucially,
casual users, is related to increased growth in the early stages of
Q&A communities. This finding suggests the importance of an
active core of users to jumpstart Q&A community development.
Late Casual User Cross-Excitation ( ). In Figure 4’s third row
(Figures 4i through 4l), we highlight another type of effect: Answers
and discussion by casual users is driven strongly by questions also
from casual users, especially in the long-term as highlighted by the
green region of Figure 4l. The main difference between growing and
declining instances in this dimension is, besides the intensity mag-
nitude difference, that this cross-excitation effect loses importance
in the long-term in the declining instances, while overall it does
not in growing instances. We point out one interesting effect in the
fourth row (Figures 4m through 4p), which depicts the question
intensity dimensions of casual users: In the long term, there is a
small increase in questions by casual users after answers also by
casual users in growing Stack Exchange instances (cf. quarters eight
through twelve of Figure 4o).
Finding: Long-term cross-excitation from questions on answers
by casual users is a key factor present in growing Stack Exchange
instances and lacking in declining ones. We find contributions by
casual users thus attract more participation by casual users, likely
helping to sustain and even enhance activity levels. Hence, we
identify openness from the community towards casual users in the
form of healthy interaction between them as a sign of enduring
community growth.
Late Stage Self-Excitation ( ). In the diagonal of Figure 4, con-
sisting of Figures 4a, 4f, 4k and 4p, we observe strong and growing
self-excitation effects, which dominate over cross-excitation effects
in the long-term. We indicate long-term with the pink region mark-
ing quarters 8 to 12, the last five quarters we fit. We note this effect

is most predominant in growing communities. Further, for grow-
ing instances, notice that, for a given dimension (e.g. answers by
power users, Figures 4a through 4d), the timing of the surge in self-
excitation coincides in general with a decline in cross-excitation.
Finding: In growing Stack Exchange instances, we attribute the
phenomenon of higher long-term self-excitation to steadily growing
arrivals of questions and answers from power and casual users. As
users react to a constantly and regularly growing pool of questions
and answers, this makes distinction of direct interaction between
single questions and corresponding answers harder over time. The
timing of this self-excitation surge may be of particular interest for
Q&A community managers, who may be concerned about growth
should they not observe this effect by the community’s third year.

4.2 Comparison by topic
The comparison between STEM and humanities instances of Fig-
ure 5 shares a few commonalities with our previous findings on
the growing and declining instance comparison: roughly constant
and relatively low baseline intensities (not depicted due to limita-
tions in space) and comparatively high long-term self-excitation.
In this comparison, we obtained β = 2.067, which corresponds to
an intensity half-life of 0.33 hours. These values are comparable to
the ones we obtained previously, which may indicate a universal
pattern of user activity decline across Stack Exchange instances.
Power User Cross-Excitation ( ) vs. Casual User Self-
Excitation ( ). In the light blue highlighted region of Figure 5d, we
stress the notable role of answer activity by power users in human-
ities instances. We observe answers by power users after questions
from casual users is notably higher in humanities instances than
in STEM instances (see Figure 5d). With the light orange region
of Figure 5k, we underline the counterpart in casual user activity:
There are higher long-term intensities in self-excitation of answers
by casual users in STEM instances as compared to humanities.
Finding: In comparison with STEM Stack Exchange instances,
humanities Stack Exchange instances are more reliant on cross-
excitation by power users to address questions by both types of
users. We observe more power user centric interactions in Stack
Exchange instances in the humanities, while activity in STEM Stack
Exchange appears more focused on casual users. Higher long-term
self-excitation by casual users in STEM instances indicates stronger
interactions between casual users. In turn, casual user activity is
less dependent on power users in these instances. Overall, this find-
ing suggests the existence of topic-dependent user type structures,
which can be cast as measurable goals for community managers.

5 EVALUATION
In this section, we assess whether differences in excitation effects
we observe in the evolution of growing vs. declining (STEM vs.
humanities) instances result by chance or if there is some causal
link between excitation, as measured with the Hawkes processes,
and community growth (topical focus). Moreover, we evaluate the
sizes of the observed effects by quantifying their impact on the
future user activity.
Comparison of activity distributions. While the comparison of
growing vs. declining instances aims to distinguish excitation effects
in instances of increasing vs. decreasing and thus different total
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Figure 5: Excitation in humanities vs. STEM. Using the same notation and format as Figure 4, we depict the parameters of the Hawkes
processes fitted every three months over three years of Stack Exchange instances dedicated to STEM (purple lines) and humanities (yellow
lines) topics. We observe a more prominent role by power users in humanities, as indicated by by the more important role of power user
cross-excitation originating from power users answering questions by casual users (cf. blue highlighted region of Figure (d)). Furthermore,
regarding casual user activity in STEM vs. humanities instances, we note the former’s casual users feature more prominently in the long-term
in the form of higher answer self-excitation (cf. orange highlighted region of Figure (k)).

activity volumes, the STEM vs. humanities comparison is intended
towards providing decoupled effects, which ideally should not be
confounded with the excitation effects of growing vs. declining in-
stances. However, in the STEM vs. humanities instance comparison,
we highlight long-term self-excitation in answers by casual users,
an effect which could be similar to the late stage self-excitation
of growing vs. declining instances. Furthermore, if humanities in-
stances simply featured overall higher answer-based activity levels
by power users than in STEM instances, power users would also
likely react stronger to questions by casual users, as opposed to
them being an inherently more important backbone to questions
by casual users.

Hence, we verify if the total answer-based activity distributions
of both user types are similar in STEM and humanities instances.
We compare the sample distributions of answers-based activity

by power (and separately casual) users in STEM vs. humanities
instances with the Kolmogorov-Smirnov two-sample test for their
equality. As this test results in a p-value of 0.3855 (0.2305) for
power (casual) users’ activity distributions, we conclude there is
not enough evidence to reject the null hypotheses of the probability
distributions being equal at all usual significance levels. In turn,
this test result indicates that the power and casual users’ activity
distributions are comparable, which supports our finding regarding
the importance of the role power (casual) users play in humanities
(STEM) Stack Exchange instances.
Permutation tests. To assess the significance of the excitation ef-
fects we conduct the following permutation test. First, we randomly
permute the association of event types (questions by power users,
questions by casual users, answers by power users and answers by
casual users) to the corresponding time stamps per time window.
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(d) Permuted Cross-Excitation of Questions
by Casual Users on Answers by Power Users

Figure 6: Permuting event sources destroys observed excitation effects. We illustrate the temporal evolution of selected cross-excitation
effects of multivariate Hawkes process models fitted to both the original (solid lines) as well as the permuted event streams (dashed lines)
of the growing vs. declining and STEM vs. humanities comparisons of Stack Exchange instances. The permuted event streams in the colored
regions of this Figure feature only few of the differences of the original event streams, and, for differences that remain (e.g. of Figure (c)), they
are of perceptibly lower magnitude. Hence, the absence of effects in permuted event streams strengthen the significance of our main findings.

This procedure keeps the amount of events per event type constant,
but destroys the temporal connection between event types. Then,
we refit the multivariate Hawkes processes over windows of these
permuted event streams, and we repeat these two steps 100 times.
Finally, we compare the difference in mean Hawkes process param-
eter values fitted on the permuted event streams to the original
ones. If there is a notable difference between them, then this indi-
cates that growth (or the evolution of the topical instances) does
not come about by chance, but that differences in self-excitation
and cross-excitation between growing vs. declining (STEM vs. hu-
manities) communities play an important role in their temporal
evolution. We depict the result of these permutation tests in Fig-
ure 6, in which previously described differences between growing
vs. declining and STEM vs. humanities Stack Exchange instances are
all either remarkably weaker or non-existent. We arrive at similar
results with the permutation tests on the other effect not included
in Figure 6 (namely casual user self-excitation, in the STEM vs.
humanities comparison). Inspired by Chandrasekharan et al.’s [6]
quantification of differences in permutation test distributions, we
numerically summarize our permutation tests with a comparison of

the absolute difference of growing vs. declining (STEM vs. humani-
ties) Hawkes process parameter values fitted on the original event
streams with the distribution of absolute differences in parameter
values obtained on permuted event streams. If the difference in orig-
inal values is extreme in relation to the distribution of permuted
values in the effects’ time spans, then this is further evidence the
effects we observe are unlikely to arise by chance. We quantify “ex-
treme” with the p-value, in this case the proportion of values from
the permuted difference distribution greater than the original dif-
ference. Over the quarters per effect time span, almost all p-values
are smaller than or equal to 0.013. Thus, we find the existence of
a weak causal link between excitation effects in Stack Exchange
instances and their temporal evolution in terms of activity volume.
Prediction experiment. To quantify the impact of the observed
excitation effects on future activity, we design the following pre-
diction experiment. For each three-month time window (quarter)
and for each growing and declining Stack Exchange instance, we fit
three variants of the Hawkes process, with the same four dimen-
sions as previously: answers by power users, questions by power
3Single exception: Early Power User Cross-Excitation in quarter one (p-value 0.04).

Table 2: Kolmogorov-Smirnov (K-S) distance between predicted and real interevent times, per predicted quarter, effect type, Hawkes process
dimension and model variant. Lower K-S values are better. Distance values marked with an asterisk correspond to not rejecting equality of
simulated and real interevent times. The Full model produces forecasts with lowest K-S distances and highest number of non-significant
distances. Thus, as the Excitation Effects Removed model features higher K-S distances than the Full model, we find all excitation effects
are important for prediction. To quantify the importance of each excitation effect, we observe removing Late Stage Self-Excitation ( ) in the
Excitation Effects Removed model is most detrimental for prediction performance (cf. high values in mid-section of four rightmost columns).
Hence, Late Stage Self-Excitation is most important for prediction, followed by Early Power User ( ) and Late Casual User ( ) Cross-Excitation.

Early Power User Cross-Excitation Late Casual User Cross-Excitation Late Stage Self-Excitation
Prediction Quarter 2 3 4 5 6 9 10 11 12 9 10 11 12

Baseline
Answers by Power 0.26 0.26 0.29 0.27 0.24 0.24 0.25 0.23 0.24 0.24 0.25 0.23 0.24
Questions by Power 0.3 0.28 0.25 0.25 0.24 0.23 0.24 0.23 0.24 0.23 0.24 0.23 0.24
Answers by Casual 0.24 0.22 0.25 0.21 0.21 0.2 0.18 0.17 0.18 0.2 0.18 0.17 0.18
Questions by Casual 0.23 0.16 0.18 0.13 0.12 0.12 0.14 0.13 0.12 0.12 0.14 0.13 0.12

Excitation
Effects
Removed

Answers by Power 0.15 0.13 0.14 0.12 0.13 0.1∗ 0.11∗ 0.11∗ 0.12 0.43 0.42 0.41 0.42
Questions by Power 0.28 0.27 0.27 0.26 0.25 0.22 0.24 0.23 0.25 0.3 0.33 0.3 0.31
Answers by Casual 0.22 0.12 0.16 0.15 0.16 0.15 0.14 0.13 0.14 0.42 0.4 0.39 0.4
Questions by Casual 0.24 0.19 0.21 0.17 0.17 0.15 0.16 0.16 0.16 0.190 0.19 0.19 0.19

Full
Answers by Power 0.16 0.12 0.12 0.11∗ 0.11∗ 0.1∗ 0.1∗ 0.1∗ 0.11∗ 0.1∗ 0.1∗ 0.1∗ 0.11∗
Questions by Power 0.28 0.24 0.23 0.23 0.22 0.22 0.24 0.22 0.24 0.22 0.24 0.22 0.24
Answers by Casual 0.23 0.11∗ 0.15 0.14 0.15 0.12 0.11∗ 0.11∗ 0.11∗ 0.12 0.11∗ 0.11∗ 0.11∗
Questions by Casual 0.25 0.16 0.18 0.13 0.13 0.12 0.13 0.13 0.12 0.12 0.13 0.13 0.12
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users, answers by casual users and questions by casual users. The
Hawkes process variants we consider are (i) a multivariate base-
line model (i.e., a multivariate Poisson process), consisting of only
baseline excitation µ (Baseline in Table 2), (ii) a reduced model
where we fit a full Hawkes process model but set the model param-
eters corresponding to the observed excitation effect to zero for
quarters in which we observe a given excitation effect (i.e., we set
cross-excitation of power users to zero for quarters one to five to
remove the effects of Early Power User Cross-Excitation effect, then
we set cross-excitation of casual users to zero for quarters eight
to eleven to remove Late Casual User Cross-Excitation effect, and
finally we set self-excitation of all users to zero also for quarters
eight to eleven to remove the effects of Late Stage Self-Excitation
effect) (Excitation Effects Removed), and (iii) a full Hawkes process
model as defined in Equation 2 (Full), which we fit in the same
manner as when uncovering excitation effects.

Overall, Hawkes process-based models such as ours are suited
to forecast event timings, as classical machine learning approaches
cannot make such time predictions (cf. e.g. Kurashima et al. [19]).
Hence, for each variant of the Hawkes process, each Stack Exchange
instance, and for each quarter that we fit, we predict the next quar-
ter’s event times by simulating the fitted process 100 times. To
assess the model’s performance we first compute the distribution
of interevent times as well as event counts in all dimensions for
each simulated and for given observed event sequences. Then, for
each simulated quarter, we compute the mean of the Kolmogorov-
Smirnov (K-S) test statistic to compare distributions of interevent
times (and the root mean squared error (RMSE) to compare the
event counts) between simulated and real events. We list the K-
S test distance values for each predicted quarter in Table 2. We
highlight, with an asterisk, values of the K-S test distance which
correspond to not rejecting the hypothesis of equality of simulated
and real interevent times at all usual significance levels.

We observe best K-S distance values overall for the Full model,
indicating the overall importance of observed excitation effects at
every developmental stage of a Stack Exchange instance for pre-
diction experiments. Moreover, the very poor performance of the
Excitation Effects Removed model, at times worse than the Baseline
model, reinforces the importance of the effects we found for model-
ing and prediction. However, there seems to be a difference in the
impact of different observed effects on the prediction performance.
In particular, removing two cross-excitation effects (i.e., Early Power
User Cross-Excitation and Late Casual User Cross-Excitation effect)
from the models does not impair the performance of those models
as strongly as the removal of Late Stage Self-Excitation effect. In Ta-
ble 2’s columns corresponding to the two Cross-Excitation effects,
a comparison of predictions by the Excitation Effects Removed
model with the corresponding predictions by the Full model reveals
their differences in K-S distances lie in the interval [−0.01, 0.04]. In
these cases, the Full model has only slightly better performance. On
the other hand, the impact of the Late Stage Self-Excitation effect
dramatically impairs the performance of the Excitation Effects Re-
moved model. The differences between K-S distances in this case (cf.
predictions by the Full model and the Excitation Effects Removed
model in the Late Stage Self-Excitation columns of Table 2) range
from 0.06 to 0.32, indicating a larger effect size of self-excitation
than that of cross-excitation.

To further validate these results we perform another predic-
tion experiment with a fourth variant of Hawkes processes. In
this variant, we fit self-excitation only models by setting all cross-
excitation parameters to zero. These additional experiments with
a self-excitation model confirm previous observations: A model
with only self-excitation achieves performances (as measured by
the K-S distance and by the event count RMSE) in general on par
with those of the Full model and, in the Late Stage Self-Excitation
effect, even surpassing its performance slightly.

For all model variants we come to comparable conclusions when
measuring the RMSE between simulated and real event counts.
Limited by space, we summarize these results: The average RMSE of
the Full model is 638.17 events, an improvement of 59.91% (43.09%)
upon the Excitation Effects Removed (Baseline) model.

6 LIMITATIONS
Although we experimented with slightly different percentiles in
the user type distinction and the instance characterization and ob-
tained qualitatively similar results, we recognize those are arbitrary
thresholds, which impact the results if changed significantly. Our
results are more robust to changes in window size of the activity
event stream of the Q&A communities (e.g. to two, four or five
months), since this hyperparameter controls for the granularity of
our results. Nevertheless, the Hawkes process model itself could
include time-varying parameters, as an alternative to this repeated
fitting procedure we apply over fixed time windows.

The effect time spans we propose, namely a one-and-a-half-year-
long early stage and a late stage starting in the last quarter of the
second year of a Q&A community, stem from our empirical observa-
tions of large differences in excitation in specific temporal segments
in the community comparisons. Pinpointing exact transition dates
is beyond the scope of this work, as we focus on learning temporal
user excitation effects.

We acknowledge that mapping each user’s questions and an-
swers event streams to a Hawkes process dimension may be a more
realistic model. However, we argue that such a model would suf-
fer from sparsity, high dimensionality and higher computational
cost. Further, such a model might also not improve the excitation
effect characterization, as it would also struggle with distinguishing
sources of self- and cross-excitation in high-activity regimes.

Note that we avoid a discussion of how casual users become
power users with our characterization of power users as the most
active each month, regardless of their histories. We believe engage-
ment reward systems such as badges play an important role in
casual user’s development in particular and user excitation in gen-
eral [20], but we leave a detailed investigation of the role of reward
systems on excitation effects for future work.

We also caution that our work indicates a temporal link between
(i) specific community structures in terms of user types and their
excitation and (ii) the overall development of activity volume in a
Stack Exchange community. This work does not establish causality.

7 RELATED WORK
Research on Q&A communities. There is a considerable amount
of authors [1, 10, 13, 24, 33, 41] analyzing the roles different types of
users play in Web communities such as Q&A websites. In addition,
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several authors surveyed the motivation and behaviour of individ-
ual users [17, 26] of Q&A communities. While Mamykina et al. [24]
and Furtado et al. [13] concentrate on uncovering and studying the
roles of user types present in thriving Q&A communities, Danescu-
Niculescu-Mizil et al. [10] and Yang et al. [41] explicitly focus on
specific user types in Web communities and the user types’ static
and temporal characteristics. More broadly, Yang et al.’s work is
part of a larger body of literature [28, 30, 46] on identifying experts
in Q&A websites and characterizing their behavior. Our work lever-
ages a comparable user type characterization to infer properties
about the temporal evolution of communities themselves.

In approaches methodologically related to Zhang et al.’s [46],
multiple authors [3, 25, 31, 38, 39, 43] study evolution dynamics of
Web communities by relying on an explicit description of networks
underlying a given Web community, and these networks often serve
as a basis for dynamical systems models of the communities. In their
study of Quora, another Q&A website, Wang et al. [39] analyze the
role different social network structures play in Quora’s community
growth. Ribeiro [31] and Walk et al. [38] model users and activity
in diverse Web communities including Q&A communities, with
the former focusing on growth and decline of communities and
the latter on the model’s implications for self-sustainability in a
community’s activity. Matsubara et al. [25] and Zang et al. [43] study
information diffusion and growth dynamics of Web communities.

Similarly to Matsubara et al.’s, Walk et al.’s and Zang et al.’s
work, in this paper we also model growth and interaction dynam-
ics of Q&A communities, but we do not assume an underlying
network. We focus rather on excitation between groups of users,
which we distinguish not on their expertise but on their overall
activity levels. Furthermore, by encoding community lifecycles in
Hawkes processes fitted to sequences of time windows, we extend
the empirical discussion of Web community lifecycles [15, 42] and
the critical mass literature [29, 32] to the Q&A community domain
with measurable results.
Applications of Hawkes processes. Hawkes processes and their
variations, as models for event streams with unequally spaced
events in time, have found wide application in literature on dif-
ferent aspects of Web phenomena [12, 16, 36, 37, 44, 47, 48]. One
such topic regards content popularity dynamics, in particular how
to predict the influence of internal and external aspects of activ-
ity in social networks [12] and reshare popularity of items on the
Web [47]. To infer causal links between users and user influence
from user activity in social networks, Ver Steeg and Galstyan [37],
Iwata et al. [16] and Zhou et al. [48] propose point process-related
approaches, which cope with high dimensionality in number of
users. Further, Upadhyay et al. [36] model the crowdlearning pro-
cess of Stack Overflow users and characterize different user types
by their expertise and learning curves. The work by Zang et al. [44]
models and predicts the growth dynamics of individuals’ ties in
social networks and predicts its evolution.

Our work draws inspiration and methodological know-how from
all above mentioned papers to expand on a topic closely related to
Zang et al.’s: the development of not just the relatively small circle
of an individual’s social ties, but of excitation and interaction of
user groups in Q&A communities. Furthermore, we contribute, to
the growing body of work on fitting Hawkes process kernels [5,
22, 40, 49], a parsimonious Bayesian hyperparameter optimization

method for fitting the decay parameter of exponential kernels in
Hawkes processes. Finally, our extension of this fitting method to
non-stationary multivariate event streams enables the extraction
of temporal excitation effects from Q&A communities.

8 CONCLUSIONS
Summary. In this work, we modeled self- and cross-excitation in
Q&A communities along several dimensions, including activity
type, user engagement level, growth path and topical focus of a
given community. We approached this task by fitting multivariate
Hawkes processes to stationary temporal segments of Q&A com-
munities’ activity volumes. We found stronger cross-excitation of
power (casual) users in early (late) stages of growing communi-
ties when compared to communities with declining total activity.
Further, in growing communities, we observed self-excitation dom-
inates in the long-term. Moreover, we uncovered strong long-term
cross-excitation by power (casual) users in Q&A communities dedi-
cated to topics in the fields of the humanities (STEM). We validated
the presence of these excitation effects with statistical and permu-
tation tests and we quantified their strength via prediction tasks.
Implications. Our work can support Q&A community managers
in their ambition to promote sustainable community structures. To
jumpstart community growth in its first six months, engaging a
core of power users, for example in community building efforts,
appears to be of crucial importance. In the medium- to long-term,
we find community developers should carefully monitor and foster
participation rather by casual users. While literature on critical
mass in Web communities [29, 32] and studies on the user mix in
Wikipedia [18, 34] also support this recommendation, we can afford
further advice, as our casual cross-excitation analysis specifically
underlines the importance of interaction between casual users. In
practice, we believe adjusting reward or badge systems to encourage
contributions by casual users, perhaps by welcoming newcomers
or by easing their adjustment to community rules, would be of
value to community development. Furthermore, community man-
agers, which have not observed a surge in self-excitation by the
third year of their communities, may have reason to concern over
growth. Such excitation effects should be carefully monitored, as
Q&A community growth may come at the cost of other commu-
nity parameters [11]. Furthermore, our results indicate concrete
implementations of these suggestions should depend on commu-
nity topic, as it impacts excitation effects. Overall, our findings thus
highlight the impact of timing in the user mix development.
Future work. Comparing other Q&A communities would allow to
further generalize the results we obtained on Stack Exchange com-
munities. Our work can be extended to uncover excitation effects
in other domains, such as of Q&A instances in other languages or
of other contribution types (e.g. open-ended vs. focused question),
as our proposed approach is generic and can be readily extended.
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3.5 Estimating the Decay Parameter of Hawkes Processes with
Exponential Kernels

Expanding upon the previous article’s answer to the second research question, this
manuscript presents a study of the properties of the Hawkes process with exponential
kernels as a function of its decay parameter. Specifically, given the fact that point es-
timates of decay parameter values by many different methods still yield significantly
worse excitation estimates, I inspect reasons for this result and proposes an approach to
mitigate this problem. This work pinpoints the noisy, non-convex log-likelihood of the
Hawkes process as a function of the decay parameter as a motivation to not rely on point
estimates of the decay but to rather quantify its uncertainty, and to surface and empir-
ically validate any (perhaps implicit) hypotheses on the decay parameter value and on
the Hawkes process itself. To do so, I develop a classical Bayesian framework to address
these issues while estimating decay parameter values. Across a range of experiments
with synthetic and real-world data, this approach provides uncertainty estimates, helps
surface and diagnose hypotheses on the decay parameter value, and is also applicable
even in the presence of non-stationary phenomena such as exogenous shocks to a system.
The empirical insights and the framework may be useful for practitioners and researchers
aiming to apply Hawkes processes to learn about not only the activity dynamics of peer
production systems, but also other application contexts.
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Estimating the Decay Parameter of Hawkes
Processes with Exponential Kernels

Anonymous

Abstract—Hawkes processes with exponential kernels are a
ubiquitous tool for modeling and predicting event times. However,
estimating their decay parameter is challenging, and there is
no consensus in previous work for this estimation task. In this
work, we formulate, empirically characterize and mitigate the
problem of estimating the decay parameter of Hawkes processes
with an exponential kernel. In particular, we find that many
common decay fitting approaches perform similarly well, but
do not exactly recover true parameter values. These estimation
difficulties relate to the noisy, non-convex shape of the Hawkes
process’ log-likelihood as a function of the decay. To learn more
about likely decay values, we propose a Bayesian framework.
We demonstrate that our Bayesian framework alleviates the
decay estimation problem across a range of experiments with
synthetic and real-world data. Our work supports researchers
and practitioners in their applications of Hawkes processes.

Index Terms—Hawkes process, decay rate, Bayesian inference

I. INTRODUCTION

As a method for modeling and predicting temporal event
sequences (henceforth event streams), Hawkes processes have
seen broad application, ranging from modeling earthquakes [1],
through measuring financial market movements [2] to estimat-
ing social dynamics in online communities [3]. Researchers and
practitioners derive utility from Hawkes processes due to their
flexibility in capturing history-dependent event streams. Hawkes
processes model event streams via the conditional intensity
function, the infinitesimal event rate given the event history.
Events cause jumps in the conditional intensity function, which
decays to a baseline level following a pre-defined functional
form, the so-called kernel. Frequently, this kernel is chosen
to be an exponential function. The reasons for this choice are
manifold, as Hawkes processes with an exponential kernel are
(i) efficient to simulate and estimate [4], [5], (ii) parsimonious,
and (iii) realistic in many practical applications [6].

Hawkes processes are usually fitted via convex optimization.
However, their likelihood is convex only in the baseline and
jump parameters, leaving estimating the decay parameter of
the exponential kernel an open problem. We observe this is
of practical consequence, as there is a need to interpret exact
Hawkes process parameter values [1], [6]–[8] and directions
of temporal dependency [9]–[11], which may be incorrect for
(remarkably) wrong values of the decay parameter. Previous
work and frameworks simply assumed the decay parameters are
given constants [5], [12], [13], cross-validated decay parameter
values [3], [14], [15], or estimated them with a range of different
optimization approaches [6], [16]–[21]. Qualitatively, such
point estimates are sufficient for simulating and predicting event

streams. However, there is a research gap in quantifying the
uncertainty of decay parameter estimates, as well as diagnosing
mis-estimation. Further, there are only initial studies [21], [22]
on how exponential growth and exogenous shocks to a system
under study may compromise key stationarity assumptions and
aggravate estimation errors.
This Work. We empirically characterize, formulate and miti-
gate the problem of estimating the decay parameter of Hawkes
processes with an exponential kernel. To that end, we first
uncover that common decay fitting approaches all perform
comparably well, but do not very accurately recover true
decay values. We explain this difficulty in obtaining accurate
estimations with the non-convex and noisy shape of the Hawkes
process log-likelihood as a function of the decay parameter.
Here, we identify an opportunity to address uncertainty in
the estimation of the decay. In particular, we call for an
approach to (i) quantify the consequences of that uncertainty,
(ii) diagnose estimation errors, and (iii) address breaks of the
crucial stationarity assumption. We propose to fulfill those three
conditions by integrating the estimation of the decay parameter
in a Bayesian framework. In this framework, we formulate and
evaluate closed-form and intractable hypotheses on the value
of the decay parameter. Specifically, we encode hypotheses for
the decay as parameters of a prior distribution, and we consider
estimations of the decay across Hawkes process realizations
as samples from a likelihood. These likelihood samples form
the data that we combine with the prior to perform Bayesian
inference of posterior decay values.

We demonstrate that our Bayesian inference procedure
for fitting the decay parameter fulfills the three previously
mentioned conditions in synthetic and real-world settings. In
particular, the diversity of the real-world domains that we study
demonstrates the broad applicability of our approach. In our first
application, a study of earthquakes in Japanese regions [1], we
uncover low uncertainty in certain geographical relationships.
Second, we validate Settles and Meeder’s [23] supposition that
vocabulary learning effort correlates to the estimated difficulty
of the learned words [24]. Further, we diagnose difficulties
in numerically capturing learning progress. Our final real-
world study concerns a stationarity-breaking exogenous shock:
Leveraging a dataset of Tweets before and after the Paris terror
attacks of November 2015, we find evidence for the hypothesis
advanced by Garcia and Rimé [25] that Tweet timings reflect
collective effervescence.

Overall, our work sheds light on fitting a widely used class
of Hawkes processes, i.e., Hawkes processes with exponential
kernels. Better understanding these models and explicitly
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surfacing uncertainty in their fitted values facilitates their use
by practitioners and researchers. We expect the impact of our
study to be broad1, as our results influence the application of a
key analysis approach for studying time-dependent phenomena
across most diverse domains.

II. BACKGROUND ON HAWKES PROCESSES

We briefly discuss temporal point processes, a set of
mathematical models for discrete events randomly arriving
over time. Temporal point processes capture the time of an
upcoming event given the times of all previous events via the
so-called conditional intensity function (or simply intensity)
λ∗(t). Mathematically,

λ∗(t)dt = P(event in [t, t+ dt)|Ht), (1)

whereHt represents the event history up to (but excluding) time
t. Dividing Equation 1 by dt (in the Leibniz notational sense),
we see λ∗(t) equals the conditional probability of an event
in an interval of (infinitesimal) length dt per such interval dt.
In other words, λ∗(t) models the probability or, in frequentist
terms, relative frequency of an event per time interval, and
we interpret λ∗(t) as a history-dependent event rate. Such
temporal point processes are often termed doubly-stochastic,
as events occur randomly over time, and the model for these
events λ∗(t) is a random process too. We also note λ∗(t)
characterizes temporal point processes as counting processes
N(t) for the number of events up to time t.

Hawkes processes [26] assume λ∗(t) follows a certain func-
tional form. Specifically, given a Hawkes process realization,
i.e., a set of n events occurring at times ti ∈ R+, the conditional
intensity of a Hawkes process is

λ∗(t) = µ+ α
∑

ti∈H(t)

κβ(t− ti), (2)

where µ ∈ R+ is the baseline intensity and α ∈ R+ the
self-excitation, i.e., magnitude of an increase in λ∗(t) at each
event time ti. Immediately after each ti, the intensity decreases
according to the kernel κβ . A common choice [3], [5], [6], [10],
[21], [27] for the kernel is an exponential function parametrized
by the decay rate β, i.e., κβ(t) = e−βt, β ∈ R+. Plugging this
kernel in Equation 2 we obtain the Hawkes process intensity

λ∗(t) = µ+ α
∑

ti∈H(t)

e−β(t−ti), (3)

which we illustrate in Figure 1.
Multivariate Hawkes processes with an exponential kernel

generalize univariate ones by introducing parameters for self-
excitation and for the decay per dimension. Beyond self-
excitation, they also capture cross-excitation, the intensity jump
an event in one dimension causes in another. Formally, the
intensity of dimension p of an M -variate Hawkes process is

λ∗p(t) = µp +
M∑

q=1

∑

tqi<t

αpqe
−βpq(t−tqi ). (4)

1We make our code available at URL anonymized.
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Fig. 1: Illustration of Hawkes Process Intensity λ∗. This
two event sample from a Hawkes process exemplifies how its
intensity λ∗ changes over time. Starting with a minimal level
of intensity µ, λ∗ jumps by a constant α at each event time
ti, and then decays exponentially at rate β over time.

Notice that we index each dimension’s intensity function with
λ∗p, and its baseline with µp. This generalization also includes
an excitation matrix with self-excitation and cross-excitation
entries αpp and respectively αpq, as well as, analogously, a
matrix of decay rates βpq . Note that αpq captures the increase
in intensity in dimension p following an event in dimension
q. In matrix notation, we write µ ∈ RM , α ∈ RM×M and
β ∈ RM×M . We point to the work by Linniger [4] for more
on multivariate Hawkes process theory.

We now introduce the notions of stationarity and causality
in the multi-dimensional Hawkes process context. Stationarity
implies translation-invariance in the Hawkes process distribu-
tion, and, in particular, it also implies that the intensity does
not increase indefinitely over time and therefore stays within
bounds. More formally, a Hawkes process with an exponential
kernel is stationary if the spectral radius ρ, i.e., the largest
eigenvalue of the L1-norm of α/β, satisfies ρ < 1. Note that
assessing stationarity of a one-dimensional Hawkes process
with an exponential kernel reduces to evaluating α/β < 1.

Recent work [28] established a connection between Granger
causality and the excitation matrix: In the particular case of
our exponential kernel, dimension q Granger-causes dimension
p if and only if αpq > 0. Beyond this result, we interpret
the magnitude of excitations αpq as the strength and direction
of temporal dependency between dimensions p and q: For
example, we say dimension q influences dimension p more
strongly if αpq > αqp.

Finally, we define the Hawkes process likelihood function.
We work with the log-likelihood function due to its mathemati-
cal manipulability and to avoid computational underflows. The
equation for the one-dimensional log-likelihood of the Hawkes
process with an exponential kernel is as follows [16]:

log L({ti}ni=1) = −µtn −
α

β

n∑

i=1

(1− e−β(t−ti))

+
n∑

i=1

log(µ+ αA(i)), (5)

with A(1) = 0 and, for i > 1, A(i) =
∑

tj<ti

e−β(ti−tj).
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Ozaki [16] also proposes a (computationally less intensive)
recursive formulation for Eq. 5. We refer to Daley and Vere-
Jones [29] for a general formulation of the log-likelihood of
multivariate temporal point processes.

Henceforth, as we focus on Hawkes processes with expo-
nential kernels, we refer to them simply as Hawkes processes.

III. DECAY ESTIMATION PROBLEM

To learn from streams of events, practical applications start
by fitting Hawkes processes, i.e., optimizing the log-likelihood
given in Equation 5 to a set of event timestamps. Practitioners
then inspect fitted parameters to understand inherent temporal
dependencies, and perform downstream tasks such as prediction
via simulation of the fitted processes [19], [21].

As inferring and interpreting (all) fitted Hawkes process
parameter values is crucial in many real-world applications [1],
[6]–[9], [11], [21], we turn our attention to the challenges in
fitting Hawkes process parameters, and especially, in estimating
the decay parameter. In the following, we first observe that
previous work proposes a wide range of approaches to fit the
decay parameter. We then empirically study the performance
of commonly used decay parameter fitting methods, and we
highlight their limitations. Inspecting the reasons for such
limitations inspires our formulation of the decay fitting problem.

A. Theoretical & Empirical Observations

To fit a Hawkes process, we typically maximize its log-
likelihood (cf. Eq. 5). Previous research has shown that the
baseline µ and excitation jump α can be efficiently computed
since the log-likelihood is amenable for convex optimization
of these parameters (cf. Bacry et al. [7] as well as a proof
of a more general case in Farajtabar et al.’s [5] Theorem 3).
However, that is not the case with the decay β, in neither the
univariate nor the multivariate case.

Therefore, previous work suggested a wide range of methods
to address the decay estimation problem with approaches
which provide point estimates. These approaches include
setting β to a given constant value [5], [12], [13], cross-
validation over a range of values [3], [14], [15], or one
of different optimization methods. Those methods comprise
non-linear optimization [16], [17], Bayesian hyperparameter
optimization [20], [21], expectation-maximization [19], [30] or
visual inspection of the log-likelihood function [6], [18]. This
variety of decay fitting approaches motivates the following
empirical comparison of their performance with respect to
recovering a given decay parameter β.
Common β Fitting Approaches Perform Comparably Well,
But Do Not Exactly Recover True Parameter Values. Given
the previously mentioned heterogeneity in β fitting approaches,
we first compare their performance on synthetic data across a
range of configurations and metrics. For that, we generate 100
realizations from a univariate Hawkes process with random
parameters. To generate these random parameters, we start
by randomly sampling µ ∼ U(0.02, 0.05), α ∼ U(0.1, 0.3)
and β ∼ U(0.7, 1.5), a set of values which clearly satisfies
the stationarity constraint. As we also aim to fit a reasonable

number of events, which we define as 10 ≤ n ≤ 1000, we
then increase the α and β parameter values closer to the
stationarity constraint. Specifically, we keep increasing α and
respectively β by a randomly chosen percentage between 1%
and 20% until ρ is neither too small nor too large (0.7 ≤ ρ ≤
0.9). While these bounds are conservative, we find that this
setup produces enough events and alleviates unnecessarily long
simulations of processes with ρ (very) close to 1. We simulate
each such Hawkes process for a total of 1000 time units. This
simulation horizon satisfies the constraint we place on the
number of events n often, but, if it does not, we perform
another random initialization of µ, α and β and repeat the
previously described process of increasing α and β values.
Changes to the aforementioned thresholds do not qualitatively
alter our results.

For each such set of simulated Hawkes process realizations,
we perform alternating maximization of the log-likelihood2

with respect to µ, α and then β. To optimize β, we employ
the methods L-BFGS-B [31] as a non-linear optimization
routine, Bayesian hyperparameter optimization (Hyperopt) [32],
Expectation-Maximization (Exp. Max.) [30], Cross-Validation
(Grid Search) across 10 evenly distributed values on a log
scale in [−1, 2] (similarly to Salehi et al. [15]), as well as a
range of constant values. These constant values include β∗,
i.e., for reference, the true β value used in simulation, β̇, a
constant value which, like previous work [5], [15], we set to 1
as a (probably) “wrong” value in the same order of magnitude
of β∗, as well as other wrong β values: β̇10 and β̇100, 1 and
respectively 2 orders of magnitude greater than the true value,
and finally β values “close” to the stationarity constraint, i.e.,
β̇1.1ρ and β̇ρ, which are 1.1α∗ and respectively α∗, i.e., the
true α used in simulation.

We measure each method’s performance with the following
metrics: negative log-likelihood (Negative Log-Likelihood; cf.
Eq. 5), root mean squared error (RMSE) of all fitted Hawkes
process parameters, mean Kolmogorov-Smirnov distance be-
tween 100 realizations of the fitted process and 100 realizations
from the true process (K-S Distance) and mean run-time of the
fitting procedure using commodity hardware (Time (s)). We
repeat this whole process 1000 times to derive bootstrapped
95% confidence intervals for each metric’s mean per method.

We depict the results of this comparison in Figure 2. We
observe all approaches perform comparably well along most
metrics, except for the β̇ variations (and especially β̇10 and
β̇100). In particular, most optimization approaches attain log-
likelihood (cf. Figs. 2a and 2e) and K-S distance values (cf.
Figs. 2b and 2f) statistically indistinguishable from those of
β∗. Note that log-likelihood is not always minimal at β∗ due
to noise, as we illustrate later in Figure 3. Figures 2d and 2h
may indicate a trade-off between RMSE and runtime, as all
fitting approaches are slower than simply setting a constant.

2For computational reasons, we utilize the µ, α optimization routine and
the log-likelihood implemented in the tick library [12] (version 0.6). The
log-likelihood shown in Eq. 5 differs from that implemented in tick in essence
by constant factors. Both log-likelihoods have the same qualitative properties.
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(a) Negative Log-Likelihood (Full) (b) K-S Distance (Full) (c) RMSE (Full) (d) Time (Full)

(e) Negative Log-Likelihood (Excerpt) (f) K-S Distance (Excerpt) (g) RMSE (Excerpt) (h) Time (Excerpt)

Fig. 2: Most Approaches for Fitting the Decay Perform Comparably Well, Except in the RMSE Metric. We simulate
one-dimensional Hawkes processes with random parameter values, and we compare several beta estimation approaches with
constant baselines (the true value β∗ ∈ [0.7, 1.5], and values far and close to the stationarity constraint, β̇, β̇10 and β̇100 and
respectively β̇1.1ρ and β̇ρ). The upper row of Figures depicts all approaches and the lower row selected ones for visualization
purposes. We measure performance along a series of metrics, where lower values are better. Error bars throughout this paper
indicate 95% confidence intervals (often too small to be visible). The orange color highlights metric values which are significantly
worse in comparison to those obtained with β∗. Most approaches perform comparably well across metrics, with the notable
exception of RMSE (cf. blue region in Fig. 2g). Note that log-likelihood is not always minimal at β∗ due to noise (cf. Figure 3).

More importantly, however, we stress that there are remark-
able differences in RMSE values (as highlighted in blue in
Fig. 2g): L-BFGS-B and Hyperopt attain the lowest values, and
both still perform significantly worse than the β∗ optimum3

(orange points in Fig. 2 indicate significant differences at the
Bonferroni-corrected bootstrapped p < 0.01). In Figure 2c, we
report even higher RMSE values with all other approaches.

Generalizing to multivariate Hawkes processes, we qualita-
tively confirm the previous observations. The main difference
to the univariate case lies in the magnitude of estimation errors,
as e.g. RMSE values of all methods become remarkably larger.
A Noisy, Non-Convex Log-Likelihood in β Explains Op-
timization Difficulties. To understand why most approaches
appear to optimize log likelihood but still underperform in
terms of parameter RMSE, we turn our attention to the shape
of the log-likelihood as a function of β.

In the following illustration, we consider a univariate Hawkes
process with µ = 0.1, α = 0.5 and β∗ = 1.2, and we then
compute the negative log-likelihood for different values of β.
We generate three sets of 100 realizations from that Hawkes
process. In Fig. 3, we evaluate the negative log-likelihood with
one set of realizations per each of three ranges of β around
β∗, namely a large (cf. Fig. 3a), a medium (cf. Fig. 3b) and a
small (cf. Fig. 3c) range. In the large range, it appears there
is a convex basin around β∗ (which we annotate with a pink
dashed line), but this function’s shape shifts to a concave curve

3Note that the RMSE of the β∗ method does not equal 0 due to RMSE in
the estimation of µ and α.

with increasing decay values. The function then converges on
the right, as limβ→+∞ log L = −µtn + nlog(µ). Inspecting
the “convex” region more closely uncovers a wide and noisy
basin around β∗, where β∗ does not always feature minimal
negative log-likelihood (cf. Fig. 3b). This explains difficulties
in obtaining correct estimations (regardless of the optimization
strategy). We note that these observations are robust to choosing
other parameter values corresponding to stationary processes,
and they generalize to multivariate Hawkes processes as well.

B. Problem Statement

As previously mentioned, the inherent properties of the
Hawkes process’ log-likelihood as a function of β hinder the
estimation of (very) accurate values for β, and, consequently,
for the other Hawkes process parameters as well. Also,
recall that there are numerous applications which rely on
interpretation of Hawkes process parameter values [1], [6]–
[11]. Therefore, we believe there is a currently unmet need
to surface β estimation uncertainty and the magnitude of
potential estimation errors, across β fitting approaches (i.e.,
point estimates). Given that previous work [1] also calls for
encoding and validating hypotheses on the decay value, we
anticipate that diagnosing not only estimation errors but also
misaligned hypotheses is of practical interest too. Further,
current methods return only decay values which fulfill the
stationarity constraint ρ < 1. However, previous work [21],
[22] studied applications with non-stationary changes such as
exponential growth and exogenous shocks. Hence, we see an
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(a) Large Range (b) Medium Range (c) Small Range

Fig. 3: The Negative Log-Likelihood of Hawkes Processes as a Function of β Is Non-Convex And Noisy. We simulate
three separate sets of 100 realizations from a one-dimensional Hawkes process with β∗ = 1.2 (marked with a pink dashed line),
and we evaluate the process’ log-likelihood with one set of realizations per each of three ranges of β around β∗: a large (cf.
Fig. 3a), a medium (cf. Fig. 3b) and a small (cf. Fig. 3c) range. In Fig. 3a, it is apparent the negative log-likelihood is neither
concave nor convex in β. Zooming in around β∗ reveals a wide and noisy basin and, in Fig. 3b, the negative log-likelihood is
not minimal at β∗. Both observations explain difficulties in optimizing the log-likelihood for the decay parameter.

opportunity for an extension of current decay fitting methods
to address uncertainty surrounding the stationarity assumption.

More formally, given a set of event timestamps {ti}ni=1

which we model as a stationary Hawkes process, we call for a
principled approach to extend current β estimation approaches
while fulfilling the following conditions:

1) Quantify the uncertainty of estimates and potential conse-
quences of estimation uncertainty,

2) Diagnose mis-estimation and misaligned hypotheses,
3) Address potential estimation errors due to unmet assump-

tions, such as, notably, breaks in stationarity.

IV. DECAY ESTIMATION APPROACH

We propose a parsimonious Bayesian inference procedure
for encoding and validating hypotheses on likely values for β.
In our Bayesian framework, we sequentially collect a series
of univariate Hawkes process realizations, one by one. With
each realization that arrives, we fit β with a given optimization
method and obtain an ever-increasing set of estimated decay
values that we denote as {β̂}Kk=1

4. After this collection of β̂,
we apply Bayes’ theorem to make inferences about the true β.

Before formalizing our Bayesian inference approach, we
intuitively explain one key difference between our approach
and typical applications of Bayesian inference. The classical
Bayesian inference setup typically places a prior distribution for
an unknown parameter of interest in a probability distribution
which captures the likelihood of given data. Then, applying
Bayes’ theorem allows for inferring likely values of the
unknown parameter given the data. In our Bayesian framework,
we assume the unknown parameter of interest, i.e., the decay
parameter, is also the data, which consists of the aforementioned

4Note that the set {β̂} does not contain independent observations (as e.g.
the realizations used to obtain {β̂}2k=1 are also in {β̂}3k=1). Anticipating that
practitioners use as much data as available, we consider {β̂} as previously
defined. However, repeating all our experiments using only iid β̂k (i.e., each
fitted only on a single realization), we obtain similar though noisier results.

sequence of decay parameter estimations. This setup enables
the freedom to choose between computing posterior (i.e., in
parameter space) or posterior predictive (i.e., in data space)
distributions to learn about the decay. We find that this flexibility
is useful and can improve performance in applications.

More formally, given data {β̂}Kk=1 and a model MH

parametrized by hypothesis H for the parameter of interest β,
we propose computing the Bayesian posterior

P (β|{β̂}Kk=1,MH) ∝ P ({β̂}Kk=1|β,MH)P (β|MH), (6)

where P ({β̂}Kk=1|β,MH) is the likelihood and P (β|MH)
the prior encoding a hypothesis. Again, note the accordance
between the model parameter and the data in our Bayesian
framework: β is the model parameter and, at the same time,
our data {β̂}Kk=1 contains the estimates of that same parameter.
Having derived or estimated a posterior distribution density,
we have multiple inference possibilities for β. In particular ,
we can –as introduced above– (i) obtain a point estimate for β
directly from the posterior (e.g., mean, median, or maximum),
or (ii) compute a new estimate β̃ or a statistic (e.g., mean)
from the posterior predictive distribution, which is given by
(omitting for simplicity MH ):

P (β̃|{β̂}Kk=1) =

∫
P (β̃|β, {β̂}Kk=1)P (β|{β̂}Kk=1)dβ. (7)

Thus, this setup leaves us with the task of deciding on
appropriate distributions for the prior and the likelihood, as well
as mapping hypotheses to specific parametrizations of the prior.
While practitioners are free to exhaust the broad spectrum of
available techniques for Bayesian inference, we propose simply
assuming the likelihood P ({β̂}Kk=1|β) ∼ Exponential(λ) and
a conjugate prior, namely P (β) ∼ Gamma(a0, b0). These
assumptions lead to the following practical advantages: (i) there
is a closed form solution to the posterior predictive density
mean, β′ = E[β̃|{β̂}Kk=1] = (b0 +

∑K
k=1 β̂k)/(a0 − 1), and

(ii) users of this framework only have to encode hypotheses on
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β as the prior’s b0 parameter, as they can set a0 simply to K.
We note that assuming other distributions of the exponential
family such as Pareto for the log-likelihood and the conjugate
prior is also a valid choice, for which we experimentally
obtain equivalent results. Note another advantage to our choice
of Bayesian over frequentist inference: We show, in our
experiments, that complex inference setups, which require the
application of e.g. Markov chain Monte Carlo (MCMC), are of
practical interest, in particular to address breaks in stationarity.
Finally, in our approach, we restrict Bayesian inference to the
decay and estimate confidence intervals for other parameters
via (frequentist) bootstrap. This enables the estimation of other
parameters via more efficient convex optimization routines.

We focused the exposition of our approach on univariate
Hawkes processes. To generalize to the multivariate case, we set
βpq = β ∀p,q , a common simplification of the decay estimation
problem [3], [8], [15], [21], and we then proceed as previously.

V. EXPERIMENTS

We proposed to address the decay fitting problem via a
Bayesian estimation approach, where we aim to learn more
about plausible values for β through encoding and evaluating
hypotheses. We illustrate that our Bayesian approach fulfills
the three conditions we outlined in Section III-B, as it allows
for estimating the uncertainty in the decay and other Hawkes
process parameter values, diagnose mis-estimation and address
breaks in stationarity. For each of those three conditions, we (i)
illustrate the condition with a synthetic dataset and (ii) present
a real-world application in which the condition arises. Hence,
we demonstrate that, besides fulfilling the required conditions,
our approach is broadly applicable across practical scenarios.

A. Quantifying the Uncertainty of Decay Estimates

We begin by addressing the problem of estimating the
uncertainty of fitted decay values β̂, as well as potential
consequences of mis-estimation. In particular, note that one
prominent application of multi-dimensional Hawkes processes
consists in the estimation of directions of temporal dependency,
e.g., when studying influence in online communities [9], [21],
or in approximating complex geographical [1] or cortical [10]
relationships. Recall that inferring such relations between a pair
of Hawkes process dimensions may be framed as a problem of
estimating which cross-excitation between the two dimensions
is higher. Using synthetic and real-world data, we demonstrate
how our Bayesian procedure helps in estimating the uncertainty
in such inferred relationships, and how to quantify the impact of
potential errors. In this setting, we remark that uncertainty may
also be estimated via bootstrap. Thus, we view our approach
as a Bayesian alternative to such frequentist techniques.

1) Synthetic Data: We consider a two dimensional Hawkes
process with parameters µ = ( 0.1

0.5 ), α =
(

0.1 α12
α21 0.2

)
, and

βpq = β ∀1≤p,q≤2. We assume β = 1.2. For the cross-
excitation parameters, we set α21 = 0.7 and, successively,
α12 = α21 ∗ c for a range of 10 linearly spaced values of
c ∈ [0.75, 1.25]. This implies that each configuration encodes a
different direction and strength of influence, where dimension 2

Fig. 4: Estimating Uncertainty When Inferring Direc-
tions of Influence. We first fit β on realizations from two-
dimensional Hawkes processes with cross-excitation α12 vary-
ing from 75% to 125% of α21. We apply closed-form Bayesian
inference to estimate the uncertainty in fitted decay values as
the posterior predictive 95% credible interval. For a set of decay
values in that interval, we estimate the other parameters, and
we measure the accuracy in recovering the encoded direction
of influence between dimension 1 and 2. The accuracy is low
and features larger error bars when α12 is close to α21, where
many decay values in the 95% credible intervals lead to wrong
estimations of the direction of influence.

dominates dimension 1 for c < 1, and vice-versa for c > 1. For
each such configuration, we simulate K = 100 realizations with
a stopping time of T = 1000. We apply the decay estimation
approach L-BFGS-B after the arrival of each such realization
to obtain {β̂}100k=1 per configuration. Using our closed-form
Bayesian inference framework, we hypothesize that β equals
1.5 by setting b0 = 1.5 in the previously described Gamma
prior. We then perform the aforementioned Bayesian inference
on each set of {β̂}100k=1 to derive β′0.025 and β′0.975, the lower
and upper bounds of the 95% credible interval of the posterior
predictive density. For 100 linearly spaced values of the decay
in [β′0.025, β

′
0.975], we then fit the remaining Hawkes process

parameters and check the accuracy of the inferred direction of
influence between dimensions. This accuracy measure captures
how many of the 100 decay values lead to correct recovery of
the encoded relation between α12 and α21. We bootstrap 95%
confidence intervals for this accuracy measure directly from
that distribution of 100 decay values. This procedure provides
(i) an estimate of the uncertainty surrounding the fitted decay
value via the 95% credible interval, (ii) an estimation of the
robustness of the temporal dependency between dimension
1 and 2, and (iii) empirical evidence for the consequences
of fitting Hakwes processes with misaligned β. We note that
similar parametrizations of the Hawkes process and using
alternative decay fitting approaches like Hyperopt do not
qualitatively alter our results.
Results. Figure 4 summarizes the outcome of this experiment.
As expected, we observe lower accuracies in inferring the
direction of influence between dimension 1 and dimension 2
for α12 close to α21. This implies that many decay values
in the 95% credible interval of such configurations lead
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to mis-estimations of the direction of influence, and the
large error bars reflect this as well. Overall, we believe
practitioners may leverage this approach to check the robustness
of inferred directions of influence with respect to hypothesized
(or estimated) decay values.

2) Earthquakes and Aftershocks: We illustrate the outlined
uncertainty estimation procedure with a dataset of earthquakes
in the Japanese regions of Hida and Kwanto, as originally
studied by Ogata et. al [1]. We consider the data listed in Table
6 of that manuscript, i.e., a dataset of 77 earthquakes from
1924 to 1974. We employ the decay value listed in Table 5
of that manuscript as the prior’s parameter in our closed-form
Bayesian framework5. We assume a two-dimensional Hawkes
process with a single β value, where the dimensions represent
earthquakes in the Japanese regions of Hida and Kwanto. As
pre-processing, we split earthquake occurrences into K = 4
equally sized segments which we treat as process realizations,
and we convert the event timescale to decades.
Results. We replicate the seismological relationship that
earthquakes in the Japanese Hida region precede those in
Kwanto, as we obtain αKwanto Hida > αHida Kwanto = 0. Our
Bayesian estimation procedure yields the posterior predictive
density mean of β′ ≈ 31.71, which corresponds to an intensity
half-life of about log(2)/31.71 ≈ 0.02 decades. The inferred
relationship between Hida and Kwanto is present for all but one
value of the 95% credible interval for β′, the lower extremity
β′0.025. This result underscores the low uncertainty and high
robustness of the inferred direction of influence.

B. Diagnosing Mis-Estimation & Misaligned Hypotheses

Having derived estimates for the uncertainty in estimated
decay values, we now focus on diagnosing errors in point
estimates. Specifically, we demonstrate that our Bayesian
framework facilitates diagnosing (inevitable) estimation errors
and misaligned hypotheses as over- or under-estimates, as well
as the magnitude of that error. Hence, we address a need, which
previous work [1], [6], [18] implies, to encode, validate and
diagnose estimations and hypotheses on the decay parameter
value. Again, we illustrate how our approach meets that need
with synthetic and real-world data.

1) Synthetic Data: We consider a univariate Hawkes process
with parameters µ = 1.2, α = 0.6 and β = 0.8. Comparable
choices of parameters lead to the same qualitative results.
Using this parametrization, we successively generate K =
100 realizations with 100 events each. We apply the decay
estimation approaches L-BFGS-B, Grid Search and Hyperopt
after the arrival of each such realization and obtain {β̂}100k=1

per approach. Again using our closed-form Bayesian inference
framework, we leverage a Gamma prior with b0 = 1. We then
perform the aforementioned Bayesian inference on each set
of {β̂}100k=1 and compare the RMSE between the resulting β′

estimates and β. We estimate uncertainty per fitting method via
95% credible intervals and via bootstrapped 95% confidence
intervals, which in this case are essentially the same.

5We choose that prior for demonstration purposes, as that decay value was
estimated with a different Hawkes process from the one we study in this work.

Fig. 5: Closed-Form Bayesian Inference Helps Diagnose
Estimation Errors, Such As Those Caused by Mis-Specified
Hypotheses. We simulate from a univariate Hawkes process, fit
β with the L-BFGS-B, Grid Search and Hyperopt approaches,
and apply closed-form Bayesian inference to the fitted values
of each approach. We depict the hypothesized prior parameter
value b0 minus the posterior predictive density mean β′, and
we observe mostly positive differences. This discrepancy stems
from a b0 prior parameter value which is larger than true β,
thus validating our Bayesian framework as a diagnosis tool.

Results. Overall, this experiment’s estimation results agree
with those of Figure 2g, as L-BFGS-B and Hyperopt return the
best estimates. However, the RMSE values are above what we
expect from that Figure, despite the very similar experimental
setup. Looking into β̂k reveals that they are consistently below
our hypothesized b0. We suspect this discrepancy arises due to
our prior parameter value b0 = 1, which is an over-estimate.
Therefore, we look into the difference between that b0 and the
posterior predictive density mean β′ per fitting approach, and
we depict this comparison in Figure 5. Except for Grid Search
(which also has high RMSE), the approaches boast positive
differences, which imply the prior parameter is larger than
the posterior predictive density mean. These inspections of
the direction and magnitude of posterior shifts away from the
prior suggest the use of our Bayesian framework as a diagnosis
tool, which in this case correctly signals our hypothesis likely
over-estimates true β.

2) Vocabulary Learning Intensity: We address future work
proposed in Settles and Meeder’s [23] study of user behavior
on the Duolingo language learning app: The authors speculate
that vocabulary learning intensity in Duolingo correlates with
word difficulty as defined by the CEFR language learning
framework [24]. We complement the Duolingo data with a
dataset of English-language vocabulary and its corresponding
CEFR level6, and we build two groups of words: those from
the easiest CEFR levels, A1 and A2 (A-level group), and those
from the hardest ones, C1 and C2 (C-level group). We observe
that there are 28 users with 10 vocabulary learning events in
the C-level. To control for total learning events per user, we
randomly sample a set of 28 users with 10 learning events
in the A-level. Increasing the number of events to 11 or 12
leads to qualitatively similar results, but decreased statistical

6http://www.englishprofile.org/american-english
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Fig. 6: In the Duolingo App, Users Learning C-level Words
Have Longer Learning Bursts Than Those Learning A-
level Words. We fit two Hawkes processes to users with 10
word learning events on Duolingo: one for users studying
“hard” (C-level) words, and the other for users learning “easy”
(A-level) words. We posit that the decay value of the C-level
process is half as large as the A-level one, and we depict
the ratio of the former to the latter. The ratio of fitted values
(“Fitted Decay Ratio”) is lower than that of posterior predictive
density means (“Bayesian Decay Ratio”), due to a conservative
prior parametrization. Lower decay values for the same number
of events imply longer learning bursts, and this suggests that
learning C-level words requires more sustained effort.

power due to smaller sample size. We repeat this random
sampling for a total of 100 times to compute bootstrapped
95% confidence intervals (as a straightforward alternative to
deriving a more complex Bayesian statistic to compare the two
user groups). We posit that each Duolingo user learning the
A-level set of words represents a realization of a univariate
Hawkes process, and users learning the C-level words represent
realizations of another univariate Hawkes process. Mapping
the six CEFR levels (A1, A2, B1, B2, C1 and C2) to a scale
from 1 to 6, we naively assume, for illustration purposes, that
the C-levels may be more than twice as hard as A-levels. If
the data reflects that hypothesis, then we expect that a short
learning burst suffices for grasping A-level words, in contrast
to the C-level words, which may require perhaps more than
two times as much effort over time. We encode this hypothesis
in our closed-form Bayesian framework (with L-BFGS-B) as
bC-level = 1 and bA-level = 2, since, after controlling for the total
event count, we interpret the former as corresponding to longer
periods of higher intensity, when compared with the latter.
Results. In Figure 6, we depict the ratio of posterior predictive
density means β′C-level/β

′
A-level (“Bayesian Decay Ratio”), as

well the analogue ratio computed on the basis of the mean
of actual L-BFGS-B estimations for both levels (“Fitted
Decay Ratio”), i.e., {β̂C-level/β̂A-level}28k=1. Overall, we confirm
Settles and Meeder’s hypothesis that word difficulty correlates
positively with the effort required to learn them: The posterior
(and fitted) decay values of the C-level words are lower
than those of the A-level words, resulting in more prolonged
learning bursts in the former vs. the latter. Moreover, we
underscore that this practical example illustrates the usefulness
of our framework as a diagnosis tool: We observe a moderate

(a) RMSE (b) Accuracy

Fig. 7: Bayesian Inference of the Decay in the Presence of
Exogenous Shocks. Here, the synthetic data setup is similar
to that behind Fig. 5, but we now simulate half of the
realizations with a Hawkes process with incremented β value.
Capturing such a changepoint with Bayesian inference requires
an intractable model. We encode a contrary hypothesis (i.e.,
that β decreases after a certain number of realizations), and we
measure not only parameter RMSE (cf. Fig. 7a), but also the
accuracy in correctly estimating that β increased (cf. Fig. 7b).
We obtain higher RMSE values than in previous experiments,
which reflect the misaligned hypothesis. Nevertheless, we
almost always recover the correct direction of the change
in β, as accuracy is close to 1.

shift away from the hypothesized 1 : 2 difficulty ratio and
towards a posterior predictive density mean value slightly below
3 : 10. This finding indicates that the CEFR language levels
may not directly translate to numerical scales for quantifying
learning progress. Further, the relatively small size of the user
sample highlights the importance of using Bayesian inference
to not only diagnose a-priori estimates, but also to quantify
estimation uncertainty. Therefore, although we suggest caution
in extrapolating our results, we believe that our observations
may contribute to ongoing research on the challenges of
quantifying language learning progress [33].

C. Addressing Breaks in Stationarity

We turn our attention to the assumption of stationarity
and its effect on fitting the decay parameter of Hawkes
processes. Recall that stationarity implies that the intensity of a
Hawkes process is translation-invariant. In practical applications
such as the study of virality of online content [22] or the
growth of online communities [21], exogenous shocks or
exponential growth break the stationarity assumption. With
synthetic data and a real-world example, we show how our
Bayesian framework allows for assessing and capturing breaks
in stationarity caused by exogenous shocks.

1) Synthetic Data: We start with the same experimental
setup as in section V-B1, but we introduce two key differences.
First, we assume that there was an underlying change in β
at some point during the K = 100 realizations. We set the
index of that change to k∗ = 50, but our conclusions also
hold for other choices of k∗ (such as k∗ ∈ [30, 70]). For
k < k∗, we simulate the Hawkes process as previously, but,
for k ≥ k∗, we increment β by 1 while keeping the other
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parameters unchanged, and we simulate from that updated
process instead. With β1 we denote β before the change, and
with β2 = β1+1 the β afterwards. Second, we build a Bayesian
inference setup to reflect the hypothesis that the β value
changed at some point in the set of realizations. Such models
are termed changepoint models. We propose the following

intractable setup: A prior with b0 =

{
b1, k < κ
b2, k ≥ κ , where

we set b1 ∼ Exponential(1), b2 ∼ Exponential(0.7) and
κ ∼ U{1, 100}, and an exponentially distributed likelihood.
Note that the hypothesis b1 > b2 contradicts the true second part
of simulated realizations. As the metrics for this experiment,
we first measure the RMSE between the mean (respectively
median) of samples from the posterior, β̄1 and β̄2 (resp. κ/K),
and both true β (resp. k∗/K). Beyond RMSE, we also assess
the estimation accuracy as the relative frequency of a correctly
inferred ordering β̄1 < β̄2. We again repeat this whole process
100 times to derive bootstrapped 95% confidence intervals for
the mean RMSE per fitting method.
Results. Figure 7 illustrates that the approaches’ performance
on RMSE (cf. Fig. 7a) is qualitatively, but not quantitatively,
as in previous experiments. Specifically, the RMSE values
of L-BFGS-B and Hyperopt are slightly below 0.5, which is
one order of magnitude higher than previous RMSE values
of below 0.05 (cf. Fig. 2g), despite the comparable range of
Hawkes process parameter values in both experiments. This
result reflects the higher complexity of the inference problem
and the misaligned hypothesis. Further, we report accuracy
values close to 1 (cf. Fig. 7b). Although we encoded prior
parameter values which contradict the data, we still almost
always recover the correct relationship β̄1 < β̄2 with the L-
BFGS-B and Hyperopt methods. Qualitatively, this suggests
identifying the direction of distributional changes in the decay
is feasible. Quantitatively, we expect this procedure to yield
conservative estimates of the magnitude and timing of the
change: Bayesian inference features an inherent “inertia” of a
few realizations when updating the posterior after the shock.

2) Strength of Collective Effervescence: Our third real-world
scenario concerns the manifestation of collective effervescence
on Twitter in response to the 13. November 2015 terrorist
attacks in Paris, as studied by Garcia and Rimé [25]. They
proposed future work could analyze how tweet timings reflect
collective emotions surrounding the attacks. We address this
suggestion by fitting the intractable Bayesian framework pre-
sented in section V-C1 with the L-BFGS-B method. Specifically,
we begin by extracting the timestamps of tweets by users in a
two week period centered on the day of the attacks. We model
each user’s behavior per week as a realization of a univariate
Hawkes process, and we also control for tweeting activity per
user: We extract all 205 users who tweeted between 20 and
25 times in the week before and in the week after7. Lowering
the activity bounds yields more users each with less events
to fit, while increasing those bounds has the opposite effect.
However, by setting the activity bounds to different ranges of 5

7Note that this extraction process results in a total of 410 realizations, i.e.,
205 realizations before the shock and another 205 afterwards.

Fig. 8: Tweet Timing Reflects Collective Emotions. We
depict the result of fitting an MCMC-based changepoint
detection model to users’ Tweet timings in the two weeks
surrounding the November 2015 Paris attacks: The estimated
posterior density for the Hawkes process intensity decay assigns
more probability mass to higher decay regions before the shock
in comparison to afterwards. This suggests that collective
effervescence manifests on Tweet timings, as lower decay
values after the shock reflect more sustained bursts of activity.

tweets (specifically, 10 to 15, 15 to 20, . . . , or 45 to 50 tweets),
we qualitatively observe the same outcomes. We hypothesize
that Twitter users, who partake in the collective emotion as
a reaction to the shock, feature a sustained burst of activity.
We expect such a burst of activity to translate into a decrease
of the decay value after the shock. To numerically capture
this hypothesis, we simply set b1 = 1.5, b2 = 1. However,
repeating this experiment with an opposing hypothesis (e.g.,
b1 = 1, b2 = 1.5), again leads to the same results.
Results. Figure 8 depicts the density of the distribution of the
inferred decay posterior before and after the shock. As expected,
we confirm the decay value goes down in the week after the
attacks, suggesting more sustained bursts of Tweeting activity
in response to the attacks. This, in turn, supports the hypothesis
that Garcia and Rimé advanced: Reaction timings, in the form
of longer bursts of tweets afforded by a 15% lower mean
posterior decay after the shock, reflect this collective emotion.
We note that this is a conservative estimate of the decrease
in the parameter, since activity levels quickly revert back to a
baseline within the week after the attacks themselves, as Garcia
and Rimé report. Further, this changepoint detection approach
also over-estimates the time of the change at realization number
235, i.e., 7.1% later than the first Hawkes process realization
after the shock, corresponding to realization number 206.

VI. FURTHER RELATED WORK

One of the first fields to leverage the seminal work by
Hawkes [26] includes seismology [1], [29]. Since then, Hawkes
process theory and practice emerged in the realm of finance [7],
[18], as well as, more recently, in modeling user activity
online [6], [8], [9], [11], [19], [21], [22], [27], [34]. More
specifically, the latter body of work extended Hawkes pro-
cesses to predict diffusion and popularity dynamics of online
media [22], [27], [35], model online learning [6], capture the
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spread of misinformation [8], and understand user behavior in
online communities [9], [21], in online markets [11] and in
the context of the offline world [19]. As all of those previous
references interpreted the parameter values of Hawkes processes
(and variations thereof), they may benefit from our study of the
decay parameter, especially as we uncover its properties and
assess and mitigate estimation issues with Bayesian inference.

Perhaps closest to our work is Bacry et al.’s [18] study of
mean field inference of Hawkes process values. In particular,
those authors inspected the effect of varying the decay parame-
ter across a range of values: With increasing decay, fitted self-
and cross-excitations decrease while baseline intensity increases.
We go beyond their study by deepening our understanding of the
(noisy) properties of the Hawkes log-likelihood as a function of
the decay. Methodologically, our Bayesian framework relates to
Hosseini et al.’s [35]. Those authors infer the decay parameter
by assuming a Gamma prior and computing the mean of
samples from the posterior (as part of a larger inference
problem). In our work, we instead focus on the Bayesian
framework as a means to quantify estimation uncertainty.
Further, as our Bayesian changepoint model captures breaks in
stationarity, we simplify previous work [21], [22] which relies
on additional assumptions, such as estimating stationarity via
the time series of event counts.

VII. CONCLUSION

In this work, we formalized, empirically characterized and
mitigated the problem of fitting the decay parameter of Hawkes
processes with exponential kernels. The inherent difficulties
we found in accurately estimating the decay value, regardless
of the fitting method, relate to the noisy, non-convex shape
of the Hawkes log-likelihood as a function of the decay.
Further, we identified problems in estimating uncertainty and
diagnosing fitted decay values, as well as in addressing breaks
of the stationarity assumption. As a solution, we proposed a
parsimonious Bayesian framework. We believe our extensive
evaluation of that framework across a range of synthetic and
real-world examples demonstrates its broad practical use.

Optimization techniques such as constructing convex en-
velopes or disciplined convex-concave programming may, in
the future, help to optimize the Hawkes process likelihood as a
function of the decay. We also believe exploring the potential
of the vast Bayesian statistics toolbox for learning more from
fitted (decay) parameter values is promising future work.
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3.6 Can Badges Foster a More Welcoming Culture on Q&A
Boards?

This manuscript targets research question three, which aims at uncovering empirical links
between the excitation and temporal patterns of users of peer production systems and
the evolution of the system itself. In this article, I examine short- and long-term effects of
one tool community managers typically employ to steer user behavior: the introduction
of a badge. The badge this work studies aimed at improving the onboarding experience
of newcomers to Stack Exchange Q&A communities. To measure the outcomes of that
badge, I propose measuring newcomer retention and the sentiment of reactions by the
community with the VADER sentiment analysis tool [HG14]. This manuscript presents
a difference-in-difference regression to control for temporal trends in measurements of
the proposed metrics in the short- and long-term before and after the introduction of the
badge.

I find that the badge had an ephemeral effect on the sentiment-based metric and did
not counter long-term trends in the retention metric, a result which holds for communities
dedicated to a wide range of topics. This result may indicate (further) limitations to the
power of badges. Also, as the effects appear to not depend on the community topic,
this warrants further research into the conditions under which community managers may
deploy wide-ranging (rather than tailored) welcoming interventions.
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Abstract
Thriving online communities rely on a steady stream of new-
comers to contribute new content. However, retaining new-
comers has proven challenging. In this paper, we measure the
success of an intervention used by Stack Exchange question-
answering communities to create a more welcoming environ-
ment for newcomers. That intervention consisted in highlight-
ing contributions by new users with a special indicator. We
hypothesize that Stack Exchange’s new policy would reduce
negative reactions to new users and, ultimately, increase new
user retention. We leverage causal modeling to assess the in-
troduction of the so-called “new contributor indicator”, and
we find it did not counter user retention decline in the short-
and long-terms. However, our results indicate it did reduce
unwelcoming reactions towards newcomers in the short-term.
Our work has practical implications for online community
managers aiming to improve their onboarding processes.

Introduction
Online communities rely on a steady stream of newcom-
ers to contribute new content in order to thrive. Retaining
newcomers, however, is a challenge for many communi-
ties (Kraut and Resnick 2012). Better onboarding methods
can lower barriers to entry for new users (Yazdanian et al.
2019) and improve their integration in the community (Allen
2006). Both effects serve to mitigate user churn (Yang et al.
2010; Slag, de Waard, and Bacchelli 2015) and allow com-
munities to grow.

However, which onboarding methods are most suitable
for a given community and which methods are the most ef-
fective in retaining new members? Previous work has shown
that user badges can effectively steer individual behavior
and incentivize participation in the Stack Exchange online
question-answering (Q&A) communities (Anderson et al.
2013; Kusmierczyk and Gomez-Rodriguez 2018; Yanovsky
et al. 2019). However, the effect of badges on new users, and
their community-wide effect has not been fully investigated.

This work extends the line of inquiry from previous re-
search by studying the impact of a “new contributor” indi-

∗Research done during an internship at the Information Sci-
ences Institute, University of Southern California.
Copyright c© 2020, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

cator. On August 22, 2018, as part of an initiative to fos-
ter a more welcoming community culture (Hanlon 2019),
Stack Exchange introduced this badge-like indicator, which
appears in all questions and answers a user posts in the first
week (and only in the first week) after her first question or
answer (cf. Fig. 1). We hypothesize the introduction of this
indicator would lead to:

Hn: higher retention of new users, and

Hc: fewer unwelcoming reactions by the Stack Exchange
community to their contributions.

Note our hypotheses assess the new contributor indicator in
terms of its impact on new users (do they churn less?) and
on the community (does it become more welcoming?). We
focus on unwelcoming reactions, as Stack Exchange identi-
fies those as one of the main contributors to an unfriendly
community culture (Hanlon 2019).

We measure the effects of the indicator in the short-
term (within one month of the introduction) and long-term
(within five months of the introduction). We control for
long-term temporal trends in the community behavior by us-
ing a difference-in-difference regression.

In our experiments, we do not find evidence for Hn in the
short-tern, nor in the long-term, but we do confirm Hc in the
short-term. Our work thus sheds light on the causal effects
of a new user indicator in counter-acting strong community
trends. We conclude by reflecting on how community man-
agers can capitalize on the short-term impact of badges for
newcomers and thereby improve user onboarding.

Methodology
Data. We study the Stack Exchange network of commu-
nity question-answering websites1, a total of 168 communi-
ties with millions of users asking and answering questions
on topics ranging from astronomy to writing. Stack Over-
flow, the largest (with eleven million users) and oldest com-
munity (online since 2008), is dedicated to questions related
to programming. Although we focus on Stack Overflow, we
also analyze all other Stack Exchange communities. We ob-
tained a snapshot of the complete Stack Exchange network

1https://stackexchange.com/sites
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Figure 1: New contributor indicator example. In the first
week after a user’s first question or answer, the new con-
tributor indicator highlighted in orange below her username
encourages other users to mind their interactions with her.

as of May 20192.

Hypothesis Measurement. In this work, we study the ef-
fect of the introduction of a measure aimed at improving the
onboarding process in Q&A communities, namely an indi-
cator marking contributions by new users (see Fig. 1). We
assess the effect of this new indicator by testing the hypothe-
ses (Hn) new user retention increases, and (Hc) unwelcom-
ing reactions by the community to new users decrease.

To test Hn, we define Pn as the proportion of new users
who contribute a question or answer at least once within
a fixed time period that extends from three days to three
months after the first question. The range of the time pe-
riod starts at three days to avoid including one-time users,
who only return to the site to ask and follow-up on a single
question. These users will not become active contributors to
the community. Similarly, we set the range of the time pe-
riod to end at three months to exclude users who are rarely
active and are not significant contributors to the community.
Our findings are robust to variations of this time window.

To test Hc, we define Pc as the proportion of first ques-
tions asked by new users which receive at least one comment
with negative sentiment, based on the sentiment analysis tool
VADER (Hutto and Gilbert 2014). We concentrate on the
language of comments, as they provide a platform known
for unwelcoming reactions (Silge and Punyon 2019). Fol-
lowing VADER’s recommendation3, we consider sentiment
≤ −0.05 to be negative.

Preprocessing. For both hypotheses, we focus on the first
question (rather than first answer) asked by newcomers,
since close to 80% of new users start by first asking ques-
tions rather than answering others’ questions.

In our analysis of Hc, we consider only comments writ-
ten within the one-week period after a user’s first question,
as that is time-frame of the “new contributor” indicator. We

2Data source: https://archive.org/download/stackexchange/.
3https://github.com/cjhutto/vaderSentiment#about-the-scoring

also separate first questions by the number of comments they
obtained, test each of them separately, and report individual
and aggregate results. This is because the probability of a
negative comment naturally rises with more comments. We
focus on first questions which receive between one and ten
comments (97.5% of all first questions).

Experimental Setup. We assess whether our hypotheses
hold in the short-term—a two-month window centered on
August 22, 2018—and in the long-term—a ten-month win-
dow centered on August 22, 2018. Changing the short-term
window to one (resp. four) months slightly reduces (resp. in-
creases) the magnitude but not the statistical significance of
our results and interpretations. The long-term window cor-
responds to the longest time-frame our data affords. In total,
our short-term analysis of Hn comprises 60 222 new users,
and the long-term one 562 357, whereas the short- and long-
term analysis of Hc contains 36 047 and 364 128 first ques-
tions, respectively.

For the short-term window effects, we report the 95%
bootstrapped confidence intervals (CI) for the weighted per-
cent change in the levels of Pn and Pc. However, sea-
sonal and other temporal trends could potentially distort
the measurements of the long-term effects (Oktay, Taylor,
and Jensen 2010). To control for such trends, we perform
a difference-in-difference analysis (Abadie 2005). Specifi-
cally, we compare changes around August 22, 2018 to the
same period in 2017, since there was no new contributor in-
dicator then. We fit a linear model to the weekly time series
of the metric values Pn and Pc:

Pi ∼ I2017 + IIntervention +Week (1)

where I2017 is an indicator for the year 2017, IIntervention is
an indicator for before or after August 22, 2018, and Week
stores the week of the year. Borrowing terminology from the
causal inference literature, we name the year 2017 the con-
trol and 2018 the treatment. We inspect the magnitude and
significance of the model’s coefficients to assess the indica-
tor’s effects.

We also experimented fitting a logistic regression with the
same regressors but a variation of Pi without temporal ag-
gregation. In this alternative model, we let Pi be 1 for each
user (resp. first question) which churns (resp. receives an un-
welcoming reaction) as previously defined, and 0 otherwise.
Although this model has a higher granularity, we obtain very
similar quantitative results at a comparable statistical signif-
icance. For visualization purposes, we report on the weekly
time series model only.

Finally, we extend both short- and long-term analyses of
Stack Overflow to the other 168 communities of the Stack
Exchange network. In this process, we exclude Stack Ex-
change communities too young to have the two years of data
our long-term analysis requires, as well as those with fewer
than an average of 100 new users and new first questions to
analyze. That threshold corresponds to excluding communi-
ties with less than 0.2% of the newcomer activity we observe
in Stack Overflow in the short-term. This leaves us with 50
communities (≈ 30% of all communities) to analyze Hn and
34 communities (≈ 20% of all communities) for Hc. We
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Figure 2: No significant long-term change in user reten-
tion. Controlling for temporal trends via a difference-in-
difference regression on a user retention measure, we ob-
serve an overall downwards trend, which the introduction of
the indicator (marked with a pink dashed line) did not curb.

conservatively correct for repeated testing of our hypothe-
ses by considering statistical significance at the Bonferroni-
corrected p-value of 0.05/168 = 0.000298.

Results
We first describe short- and long-term measurements of Hn

and Hc on Stack Overflow, and then both time horizons of
both hypotheses on other Stack Exchange communities.

Short-Term Effects. We observe small but statistically
significant changes. Both user retention (Pn) and unwelcom-
ing reactions (Pc) appear to decrease slightly. Specifically:

Hn: Pn changed by −0.91% (CI: [−1.28%,−0.55%],
bootstrapped p < 0.0001).

Hc: Pc changed by −1.13% (CI: [−1.63%,−0.64%],
bootstrapped p < 0.0001). Testing this hypothesis sepa-
rately for first questions with different numbers of com-
ments also resulted in significant changes with mostly
the same magnitude and direction: In questions with be-
tween one and four comments (78% of all first ques-
tions), the weighted change is −1.65% and significantly
different from zero (all four bootstrapped p < 0.002 <
Bonferroni-corrected p = 0.05/10 = 0.005). In questions
with between five and ten comments (remaining 22%), the
weighted change is 0.0075% and non-significant (all six
bootstrapped p > 0.13).

When repeating this analysis for data in the year 2017, we
find a statistically significant difference of similar magnitude
in Pn, but no significant difference in Pc.

Long-Term Effects. We do not observe statistically sig-
nificant changes as measured by the magnitude and signif-
icance of the IIntervention regressor. In the regression for

Figure 3: Few significant long-term changes in unwel-
coming reactions. We control for temporal trends via a
difference-in-difference regression on a measure for unwel-
coming reactions. In almost all regressions studied, the inter-
vention coefficient IIntervention is not significantly different
from zero.

Hn, the statistically significant downward trend of the re-
gression persists in both years, potentially confounding the
short-term estimates. On the contrary, the regression for Hc

does not feature such a long-term trend. Specifically:

Hn: The coefficient of IIntervention is 0.13% and it is
not statistically significant (t-test p = 0.72), in contrast
to all other regressors (t-test p < 0.0006). We depict this
regression in Figure 2.
Hc: Fitting separate regressions for first questions with
different numbers of comments yielded mostly no sig-
nificant coefficients (cf. Fig. 3; almost all t-test p >
0.35). The sole exception is the intervention coefficient
of IIntervention in the regression for questions with one
comment (t-test p = 0.00499 < the Bonferroni-corrected
p-value 0.005 = 0.05/10). In particular, none of the sepa-
rate regressions has a significant coefficient Week for the
temporal trend (all t-test p > 0.11 or remarkably larger),
as exemplified in Figure 4.

Effects in Other Communities. In the few communities
with enough data to analyze Hn, we find evidence sup-
porting the hypothesis (after Bonferroni correction) of the
short-term effect in only one of the communities, Software
Engineering. The magnitude of the change is 5.36% (CI:
[1.79%, 8.93%], bootstrapped p < 0.0001), and there is no
significant short-term change in 2017. However, in Software
Engineering, both the effect and trends are absent in the
long-term (in contrast to Stack Overflow), as none of the
regression coefficients of our difference-in-difference anal-
ysis are significant. Regarding Hc, we find five communities
(English, Mechanics, Travel, Android, and Worldbuilding)
which benefit from the introduction of the new user indicator
in the short-term (again, changes are statistically significant
after Bonferroni correction and not present in 2017). The
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Figure 4: Example of temporally stable community re-
actions to newcomers. This difference-in-difference regres-
sion with only first questions which attracted four comments
exemplifies the non-significant trend (Week) and interven-
tion (IIntervention) coefficients we observe across questions
with varying numbers of comments.

change magnitudes range from −10.86% to −5.1% (boot-
strapped p < 0.0001). Here, we again find no significant
Week or IIntervention coefficients for all Hc long-term re-
gressions, similarly to our Hc results with respect to Stack
Overflow.

Discussion
We inspected the effect of the introduction of an indicator
to mark contributions by new users of Q&A communities.
We do not find evidence for Hn (the indicator increased re-
tention of new users) in the short- and long-terms, but our
results support Hc (the indicator reduced unwelcoming re-
actions to new users) in the short-term.

On Stack Overflow, there is an ephemeral effect in the
community’s response to the new contributor indicator, but
it does little to stem the long-term decline in new user re-
tention. In particular, notice that Pn declines slightly in the
short-term, but, in the long-term (see Fig. 2), there is a small
but statistically non-significant positive change associated
with the intervention. We reason this discrepancy arises from
contextualizing fluctuations of the short-term estimate in the
long-term: The decrease in August 2018 is not as strong as
the overall long-term decline, and hence we observe a non-
significant upwards jump slightly countering the significant
downwards trend in new user retention. This result contrasts
with our measurements for Hc, where none of the long-term
trends are statistically significant. This, in turn, substantiates
our finding that there is a reduction in unwelcoming reac-
tions to first questions in the short-term, and that this change
subsides in the long-term. This may indicate veteran users
become habituated to the new indicator. Therefore, although
our results indicate positive short-term changes, enacting
long-term changes may require further involvement from all
community members. For example, in addition to highlight-

ing the newcomers, community managers may want to also
reward veteran users for being particularly welcoming, as
well as for mentoring new users (Ford et al. 2018).

Although the smaller volume of data in other communi-
ties limits our ability to generalize our findings, our results
show heterogeneous effects arising from the introduction of
the indicator: While almost all communities do not regis-
ter an increase in user retention resulting from the indicator,
a non-negligible number of them feature significant short-
term decreases in unwelcoming reactions. We also note that
the topics of the communities where we measured such sig-
nificant changes span a broad spectrum, indicating reactions
to the new indicator may be independent of the topic. This
is a surprising finding, given recent work (Dev et al. 2018;
Santos et al. 2019) identified topic as a key component of
other community development parameters. Thus, although
this calls for further research on reactions to new badges, this
finding may also encourage practitioners to deploy site-wide
(as opposed to community-specific) welcoming initiatives.

Although we believe the metrics we propose to measure
user retention and welcoming attitudes capture our hypothe-
ses well, future work may leverage many other metrics. In
particular, using VADER to measure comment sentiment re-
flects only one facet of how comments may be perceived as
unwelcoming; future research efforts could aim to charac-
terize other aspects of unwelcoming reactions to newcom-
ers (Silge and Punyon 2019).

As in all causal inference, we cannot rule out that exoge-
nous variables and unmeasured confounders could affect our
results. For example, in Hc, the number of comments a ques-
tion attracts may relate to its quality and need for comment-
ing: Do poor first questions receive more comments? And
how does answer quality change and potentially affect this
intervention? It would be interesting to study how such fac-
tors and other confounding community characteristics, such
as age, user mix or strength of norms (Chandrasekharan et
al. 2018), may impact our findings.

Finally, extending our approach to measure the impact of
badges in welcoming initiatives of websites beyond Stack
Exchange would help characterize the potential and limits
of badges in steering community culture.
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3.7 What’s in a Review: Discrepancies Between Expert and
Amateur Reviews of Video Games on Metacritic

The last article of this thesis also addresses the third research question, which aims at
understanding how user excitation and temporal patterns shape the evolution of peer
production systems. This article tackles that research question with a comparison of
the wisdom of the few vs. the crowds, to grasp which activity dynamics may support
the potential of the wisdom of the crowds. Specifically, this work addresses the research
gap in comparing the wisdom of the few to that of the crowd in a peer production sys-
tem dedicated to reviews and opinions on an experience good, video games. Leveraging
descriptive statistical methods to quantify temporal activity dynamics of the few (ex-
perts) and the crowds (amateurs), as well as natural language processing and the Latent
Dirichlet Allocation topic model to grasp the content of the reviews, this work distills
significant discrepancies between experts and amateurs with respect to temporal review-
ing dynamics and textual appraisal of video games. These discrepancies lie at the heart
of one of this paper’s core results, which is: In prediction experiments for the reception
of video games among amateurs, leveraging both expert and amateur opinion yields the
best prediction performance. These results may help to guide peer production system
managers aiming to support and optimize work and collaboration by the crowds and the
few.
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As video game press (“experts”) and casual gamers (“amateurs”) have different motivations when writing video
game reviews, discrepancies in their reviews may arise. To study such potential discrepancies, we conduct
a large-scale investigation of more than 1 million reviews on the Metacritic review platform. In particular,
we assess the existence and nature of discrepancies in video game appraisal by experts and amateurs, and
how they manifest in ratings, over time, and in review language. Leveraging these insights, we explore the
predictive power of early expert vs. amateur reviews in forecasting video game reputation in the short- and
long-term. We find that amateurs, in contrast to experts, give more polarized ratings of video games, rate
games surprisingly long after game release, and are positively biased towards older games. On a textual level,
we observe that experts write rather complex, less readable texts than amateurs, whose reviews are more
emotionally charged. While in the short-term amateur reviews are remarkably predictive of game reputation
among other amateurs (achieving 91% ROC AUC in a binary classification), both expert and amateur reviews
are equally well suited for long-term predictions. Overall, our work is the first large-scale comparative study
of video game reviewing behavior, with practical implications for amateurs when deciding which games to
play, and for game developers when planning which games to design, develop, or continuously support. More
broadly, our work contributes to the discussion of wisdom of the few vs. wisdom of the crowds, as we uncover
the limits of experts in capturing the views of amateurs in the particular context of video game reviews.
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1 INTRODUCTION
Understanding the many facets of how expert knowledge compares to the wisdom of the crowds is
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(a) Expert-amateur discrepancies (b) Expert-amateur agreement

Fig. 1. These sample Metacritic webpages display stark contrasts (Fig. 1a) as well as noteworthy
agreement (Fig. 1b) in the appraisal of video games by experts and amateurs. This work analyzes
differences and similarities in the review ratings and text depicted in the lower part of the Figures,
namely the “critic (or expert) reviews” (orange) and “user (or amateur) reviews” (blue) section.

A prominent example of frequent clashes between expert and crowdsourced views on experience
goods are video game reviews. As the video game press (henceforth experts) and the crowd of
gamers (henceforth amateurs) produce video game reviews separately while following different
motivations, remarkable evaluative discrepancies in their reviews may arise (e.g., see Figure 1a).
Such discrepancies influence reputation and ultimately sales of a video game, frequently resulting
in controversy surrounding experts and game developers, and occasionally even causing amateur-
called boycotts1. However, as depicted in Figure 1b, there are examples highlighting the opposite
may also occur, as experts and amateurs also express agreeing views on a video game’s reputation.

Recently, only a few initial studies [31, 57] analyzed this phenomenon by investigating differences
and similarities in video game rating and review language of experts and amateurs, and we still
lack a large-scale analysis of video game reviews. The facts that video game reviews impact (i) sales
as estimated via numerous regression models [11, 21, 74, 75], (ii) player experience as surveyed
by multiple authors [28, 42, 43] and potentially even (iii) developer plans as implicated by the
game piracy study of Drachen et al. [17] further support our view that video game reviews pose a
relevant and fertile testbed for comparing expert with crowdsourced inputs.
Research Questions. Hence, in this work, we address the following research questions:

RQ1 (Existence): Is there substantial disparity between experts and amateurs in their video
game appraisal?
RQ2 (Characterization): How can we characterize potential disparities, in particular along
temporal and textual dimensions?
RQ3 (Impact): What are predictive strengths and weaknesses of expert and amateur reviews
for short-term and long-term video game reputation?

1The video game “Star Wars Battlefront II” is a prominent example of a severe disagreement between experts and amateurs,
as indicated by mixed press coverage and overwhelmingly negative amateur reactions, in particular calling for a game
boycott (e.g. https://www.metacritic.com/game/pc/star-wars-battlefront-ii/user-reviews#user_review_7754293).
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Approach. To address our research questions, we build a large-scale dataset of more than a million
video game reviews from the video game portion of Metacritic, a popular online review aggregator.
Within the frame our research questions provide, we operationalize video game reputation as
amateur review ratings. We empirically analyze reviewing behavior of experts and amateurs, in
particular along temporal and textual dimensions. Leveraging this analysis, we predict future
short-term and long-term reputation of video games.
Findings. We find a more balanced rating behavior by experts in comparison to amateurs, whose
ratings are more polarized and often indicate disagreement with experts. Experts review games
shortly after release, on the contrary to amateurs, who still review games years after release and
tend to give increasingly positive ratings in those cases. On the textual level, experts write more
complex texts and strike a rather detached tone, whereas amateur review language is easier to
understand and more emotional. Interestingly, the topic nostalgia arises in reviews by both. Based
on these insights, we show video game reputation among amateurs can be accurately predicted with
up to 91% and 80% ROC AUC based on amateur and respectively expert reviews in the short-term,
and 72% and respectively 71% ROC AUC in the long-term. Prediction models based on reviews from
both yield even better performances, suggesting experts and amateurs complement each other.
Contributions. Our extensive investigation of ratings and language in video game reviews by
experts and amateurs is of unprecedentedly large scale, and offers actionable insights into similarities
and discrepancies between expert and amateur video game appraisal. In particular, by bridging
reviews of experts to those of amateurs and vice-versa, we help unify views on overall video
game reputation, thereby supporting other video game industry stakeholders (and in particular
producers and developers) attain a clearer grasp of the market. Further, we derive suggestions for
online commerce platforms to weigh expert and amateur opinions in e.g. recommender systems.
For example, video game recommender systems could, when computing recommendations, more
appropriately quantify the impact of ratings awarded long ago or more recently, and provide higher
weights for expert ratings of older games.

Overall, our work thus contributes to the overarching discussion on wisdom of the few vs.
wisdom of the crowds from the particular, nuanced viewpoint of video game reviews.

2 RELATED WORK
Online Reviews. Previous work on online reviews focused on their rating and textual valence,
as well as economical impact in sales of books [9, 12, 26], movies [18, 24, 26, 29, 33, 61, 70],
restaurants [30, 45] and video games [11, 21, 74, 75]. As these works establish the existence and
strength of a relationship between review characteristics and market performance of experience
goods [54], we turn our attention to another indicator of public reception of video games in
particular: the interplay between expert and amateur review ratings and texts. Multiple authors [9,
12, 26, 70] found that amateur review ratings of books and movies have a bimodal distribution,
which may be indicative of a selection bias in items that amateurs review [35]. In the review
helpfulness study of Danescu-Niculescu-Mizil et al. [12], the authors discuss how increasingly
large variance of amateur ratings translates into a bimodal distribution of review helpfulness as
evaluated by amateurs. We replicate these findings in our analysis of the amateur review rating
distribution, and extend them via our comparison with the expert review rating distribution.

More closely related to our work are comparative studies of expert and amateur reviews of
movies [14, 59, 70] and books [16]. In a survey of 169 college students with varying degrees of
exposure to movies, Plucker et al. [59] find a continuum of rating behavior, where more experienced
students rate movies more like experts. De Jong et al. [14] perform a textual comparison of 72
expert and amateur reviews of movies, which reveals amateurs evaluate movies from a personal
standpoint and experts employ a more informative, contextualizing style. Estimating revenue and
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sales of 136 movies and 179 digital cameras via expert and amateur reviews, Wang et al. [70] uncover
significant interaction effects between expert and amateur reviews when product ratings have high
variances. In their study of 100 book reviews, Dobrescu et al. [16] assess which book characteristics
experts and amateurs appreciate more strongly. We go beyond these previous analyses by studying
a large-scale dataset of video game reviews, and by exploring temporal rating behavior by experts
and amateurs and how both textually manifest (dis-)appreciation for games.

On the topic of video game reviews, previous studies surveyed how players experience playing a
game, and how this experience depends on their past exposure to video games [10] and relates to
Metacritic critic and user scores [28]. In particular, Johnson et al. [28] call for a textual analysis of
amateur reviews to explore further dimensions of player experience. This is a research gap which (i)
Thominet [68] explores in a manual study of 180 amateur reviews on the online game shop Steam2,
(ii) Lin et al. [40] inspect in reviews of over 6224 games also on Steam, and (iii) we also address.
Past correlational [57] and textual [31] studies of expert and amateur reviews on Metacritic cover
the most similar kind of dataset to the one we handle, but those studies do not go beyond a static,
small-scale analysis. Again, we expand on these studies with temporal and textual insights from
a large-scale dataset of expert and amateur video game reviews on Metacritic. Also, we leverage
these insights for short- and long-term prediction of game reputation among amateurs.

In research directions orthogonal to our work, multiple authors [12, 39, 46, 52, 53, 55] focus on fake
review detection in a plethora of online marketplaces and review websites. Other authors uncovered
the existence of herding effects in the language [20, 51] and rating [35, 36] of online reviews. In
this work, we estimate the potential impact of fake reviews as rather negligible. Furthermore, we
alleviate the short-term impact herding effects might have by focusing on the long-term horizon as
well, as herding effects weaken over time [35].
Recommender Systems. In the literature on recommender systems, multiple authors [1, 7, 8, 15,
37, 41, 48, 49, 62, 73] leverage review text to predict user ratings per item and thereby improve item
recommendations in various settings. Previous work [1, 8, 15, 41] utilizes reviews to address, in
collaborative filtering and related approaches, common problems such as cold start, data sparsity
and noise. Beyond addressing such data issues, Cheng et al. [8] and other authors [7, 37, 48, 49,
62, 73] extract topics [7, 8, 48], user sentiment [37, 73] and viewpoints [62], and categories and
attributes [8, 49] of product reviews to provide interpretable recommendations and improve upon
baseline recommender systems. Notably, Lei et al. [37] show jointly estimating item reputation and
review sentiment of a user and her friends leads to improved recommender system performance.
Note we predict game reception among a group of users (amateurs), while the previously mentioned
recommender system and other natural language processing [60] and deep learning [67] methods
predict ratings by single users. In particular, Tang et al. [67] extract user-specific word sentiment from
movie and restaurant reviews to predict ratings, whereas we contextualize review text sentiment
by user group. Overall, as our results advance temporal and textual understanding of video game
reviews, our work may contribute to improve recommender systems leveraging review text.
Wisdom of the Few vs. Wisdom of the Crowds. Our work also contributes to the overarching
discussion on the wisdom of individual experts vs. that of the crowds. Previous work [6, 19, 66]
identified numerous instances of the performance of crowds surpassing that of experts. However,
there is also evidence [5, 44, 69] for the deterioration and (e.g. cognitive) biases of crowds as well.
With our comparison of video game review production by experts and amateurs, we extend the
experts vs. crowds literature to the setting of experience goods [54]. In this setting, subjective views
dominate discussion and opinion discrepancies may thus arise. Interestingly, recent work [64]
suggests disagreements of the kind we uncover may positively influence (discussion) outcomes.

2store.steampowered.com
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3 MATERIALS AND METHODS
Background on Metacritic. In this work, we study a dataset covering the video game reviews on
the Metacritic platform. Metacritic is a popular online review aggregator which provides review
ratings and text snippets by critics of many different experience goods [54], such as movies, TV
shows, music records and in particular also video games. Beyond the review information provided
by external critics we term experts, Metacritic also offers a platform for website users, which we
term amateurs, to rate and review aforementioned experience goods. As illustrated in Figure 1, a
Metacritic video game review website consists of (i) an upper part with aggregated review ratings
by experts (“Metascore”) and amateurs (“User Score”), and (ii) a lower part with individual expert
and amateur reviews. In this work, we focus on this lower part of Metacritic video game review
webpages, i.e. on expert and amateur reviews. These reviews consist of a rating on differently
graded scales and a review text. We convert all expert ratings, originally mapped by Metacritic
from diverse scales to a 0 − 100 scale [50], to the amateurs’ 0 − 10 scale by dividing expert ratings
by ten and odd-even rounding the result. Note that the expert review text provided by Metacritic is
a brief summary of the actual review written by the expert. Metacritic typically provides a link to
the expert’s external website (if it exists, which is not always the case).
Data Collection. We collected all Metacritic video game reviews by experts and amateurs as of
December 2018. Each video game review comprises, besides text and a rating, a review date, the
name of the review author and, for amateur reviews only, the number of up- and downvotes. Note
that Metacritic does not allow voting on reviews of experts. Besides reviewing data, we gathered
video game metadata also available at Metacritic, namely the game platform, genre, developer and
release date. In this work, we study rating and reviewing behavior on Metacritic; we thus do not
parse experts’ full reviews from their external websites.
Pre-Processing and Resulting Dataset. Game release dates in Metacritic may consist only of a
quarter and a year. We accommodate such cases (less than 300 in total) by postulating the release
date as the first day of the first month in that quarter. Furthermore, we prune all reviews written
in languages other than English via Lui and Baldwin’s language identification tool [47]. We list
the descriptive statistics of our pre-processed dataset in Table 1. Our dataset features more than
400k games released over the course of 34 years and more than a million reviews. Despite the large
imbalance in the number of experts (in total 482) compared to the number of amateurs (234,853),
we observe a roughly 40-60% split of reviews authored by experts and amateurs.
Preliminary Descriptive Analysis. As expert reviews on Metacritic are only synopses of their
full review, their median review length (in words) is considerably shorter than the amateurs’ (c.f.

Table 1. Dataset statistics.

Dataset Statistics

# games 417,391
# game genres 174
# platforms 21
# developers 115,662
Game release years 1984—2018

# experts 482
# amateurs 234,853
# reviews 1,088,731
. . . thereof # expert reviews 457,228
. . . thereof # amateur reviews 631,503
Median length of expert reviews (in words) 32
Median length of amateur reviews (in words) 76
# helpful votes in amateur reviews 4,717,255
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(a) Review text length distribution (b) Game releases per year (c) Number of reviews

Fig. 2. Dataset overview. We visualize key characteristics of our dataset (from left to right) and
assess their impact on our empirical analyses: lengths of review texts, number of games released
per year and number of reviews produced. In Figure 2a, we show the distribution of review length
in words (amateur review length distribution truncated at the 90th percentile). Metacritic provides
only expert review summaries and allows amateurs to produce longer reviews. We thus control for
review length in our subsequent analyses. In Figure 2b, we depict the number of games released
per year with a minimum of three expert and three amateur reviews on Metacritic. This number
increases over time but stabilizes at an average of around 800 games since the year 2003. This period
thus allows for isolating rating and reviewing biases with respect to older games. We illustrate the
distribution of the number of reviews of experts and amateurs in Figure 2c. The number of reviews
by amateurs follows a heavy-tailed distribution, whereas experts have few commonalities in the
number of reviews they produce. We thus expect different levels of experience reviewing video
games to correspond to complementary (rather than overlapping) viewpoints.

Figure 2a for a summary of these distributional differences). Opposite to the experts, there is a
considerable amount of long and detailed amateur reviews, which are substantially different from
short, evaluative summaries. Hence, to ensure a fair comparison basis, we control for length in
our subsequent analyses of review text. Our control consists of an upper limit in the word count
by reviews of both experts and amateurs. To determine a threshold for the word count upper
limit, we compute the Standardized Mean Difference (SMD) on the following covariates of the text
length: counts of characters, syllables and sentences. SMD is the difference between the means of
a covariate in amateur and expert reviews divided by the standard deviation of that covariate in
amateur reviews. We set the word count upper limit to the 95th percentile (i.e. 72 words) of the
word count distribution of expert reviews, as this value minimizes the median absolute SMD of the
three covariates. Changing the word count upper limit to values in the range of balanced covariates
(i.e. those with absolute SMD smaller than 0.25 [65]) did not significantly alter our results.

Further, any trends in amateur rating over the years could be confounded by the fact Metacritic
features fewer older games (cf. Figure 2b), so the available ones are the more popular ones. However,
between 2003 and the end of 2018, the number of games released per year and reviewed at least
three times by both experts and amateurs on Metacritic stabilizes at around 800 games. Hence, in
our analyses of long-term rating behavior, we focus on this time period, where trends in amateur
rating over the years should not be (strongly) confounded by growing numbers of games available.

Finally, we inspect how many experts and amateurs produce how many reviews in Figure 2c. We
find a heavy-tailed curve of amateur review counts, as most amateurs write a few reviews only and
few of them write more than 1000 reviews. Experts, however, have much less commonalities in the
amount of reviews they write. Interpreting review counts per reviewer as an experience indicator,
we expect this discrepancy may result in opinion divergences between experts and amateurs.
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Fig. 3. Rating distribution. The review rating density of amateur and expert reviews differs in the
number of peaks and their locations, as amateurs rate games notably often a zero or a ten, while
experts an eight. This indicates higher polarization of ratings by amateurs in contrast to experts.

Methodology. To address our research questions, we first resort to a descriptive statistical analysis
of rating by experts and amateurs. Specifically, to address our first research question, we examine
the probability distribution of ratings by experts and amateurs.

For our second research question, we first perform descriptive statistical, comparative analyses
of ratings by experts and amateurs along multiple dimensions, such as game metadata, helpfulness
voting behavior by amateurs, and time (in the short- and long-term). Following this numerical
study, we inspect the linguistic characteristics of the reviews themselves. To that end, we focus
on textual form and style via analyses of textual complexity, readability and part of speech, and
we assess review text content via sentiment analysis, subgroup discovery and Latent Dirichlet
Allocation [4], an unsupervised topic model.

This empirical analysis underlies our answer to the third research question, i.e. our design of
prediction experiments to forecast game reputation among amateurs from expert and amateur rating
and reviewing data. We present the standard machine learning techniques we employ alongside
our exposition of these prediction tasks.

4 EMPIRICAL RESULTS
We structure our analyses of expert and amateur video game reviewing discrepancies in two
components corresponding to research questions RQ1 (Section 4.1) and RQ2 (Section 4.2). In the
former, we inspect review rating distributions, and, in the latter, we characterize them across game
metadata, temporal, and textual dimensions. Then, we leverage those insights to address RQ3 via
prediction models for video game reputation among amateurs (Section 4.3).

4.1 RQ1 (Existence): Is there substantial disparity between experts and amateurs in
their video game appraisal?

We answer RQ1 positively, i.e. we find substantial disparity in video game appraisal by experts
and amateurs. Operationalizing video game appraisal as review rating, we observe, in Figure 3, the
rating distribution of expert ratings is unimodal and right-skewed, as experts most often award the
grade eight. In contrast, reviews by amateurs form a bimodal rating distribution, with a peak at
grade zero and another at grade ten. Distributional differences are significant at p < 0.001 according
to a Kolmogorov-Smirnov two-sample test. Further, although the median rating of both experts
and amateurs is equal to eight, the top quartile of expert ratings is eight and the bottom quartile
six, and respectively ten and five in amateur ratings. Differences in mean and standard deviation of
ratings underscore the rating discrepancies: The mean and respectively standard deviation of expert
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(a) Mean Rating per Genre (b) Mean Rating per Developer (c) Mean Rating per Platform

Fig. 4. Mean rating of genres, developers and platforms of games with most reviews by both
experts and amateurs. In this and all subsequent Figures (where applicable), error bars indicate
bootstrapped 95% confidence intervals, many of which are too small to be visible. Although genre
preferences appear more universal than platform and especially developer ones, we observe sig-
nificant differences in all of them, signaling further discrepancies in expert and amateur tastes.

ratings is 7.34 and 1.62, whereas that of amateur ratings is 6.97 and 3.4 (bootstrapped differences
in mean and in standard deviation are both significant at p < 0.001). To frame these results, out of
14,111 games with at least three expert and three amateur reviews, expert rating differs in absolute
values from amateurs’ by two or more grades in 4,945 games, i.e. in more than 35% of cases.

Combined, these findings indicate a strong disparity between expert and amateur video game
ratings, and thus their appraisal. Moreover, we observe a more balanced rating behavior by experts,
when compared to rather polarized ratings given by amateurs.

4.2 RQ2 (Characterization): How can we characterize potential disparities, in
particular along temporal and textual dimensions?

In our answer of RQ2, we uncover rating discrepancies related to game metadata, amateur review
helpfulness, time, and review text. Specifically, amateurs signal clearly different appreciation for top
game developers, genres and platforms, when compared to experts. By upvoting critical amateur
reviews more highly when disagreeing with experts than when both agree on a rating, amateurs
appear to signal the strength of expert-vs.-amateur discrepancies in video game appraisal. Experts
award comparable ratings over the years and review games shortly after release. On the other hand,
amateurs give lower and more polarized ratings over time, and not only react more slowly to a
game release, but also review games years after it and under an increasingly positive light. Finally,
experts write rather formal, complex and detached reviews in comparison to amateurs, who exhibit
more emotions in their reviews. We also find evidence of nostalgic reminiscence in reviews by both.
Experts Are More Attuned to Game Meta-Properties. We turn our attention to relationships
between expert and amateur ratings of game meta properties. Figure 4 highlights differences in
mean rating associated with genres, developers and platforms of most reviewed games by both
experts and amateurs. Specifically, we plot top ten genres, developers and platforms which gathered
the highest number of reviews by both experts and amateurs. All differences between expert and
amateur mean ratings across genres, developers and platforms are statistically significant (p < 0.001,
Welch t-test, except for the Sci-Fi genre (p = 28.44)). We see experts rate on average almost all
genres, developers and newer platforms notably higher than amateurs. This indicates experts are
more attuned to and amateurs more critical of certain meta-properties of games they review.
Amateur Review Helpfulness Signals Discrepancy. Next, we investigate how helpfulness
ratios (i.e., the number of “helpful” votes divided by total votes) of amateur reviews relate to
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(a) Distribution of helpfulness ra-
tio per absolute deviation of rating
from the mean

(b) Distribution of helpfulness ratio
per signed deviation from the mean
rating of games on which experts
and amateurs agree

(c) Distribution of helpfulness ratio
per signed deviation from the mean
rating of games on which experts
and amateurs disagree

Fig. 5. Helpfulness of amateur review rating relates to its deviation from mean game rating. In Fig-
ure 5a, we see helpfulness of amateur reviews declines with higher absolute deviations of review
rating from mean game rating. In Figures 5b and 5c, negative x-axis values indicate when a review
awards grades lower than a game’s average. Median review helpfulness is higher for reviews with
above-average ratings when amateurs agree with experts (Fig. 5b), and notably higher for below-
average ratings in the case of disagreement (Fig. 5c). This suggests the use of review helpfulness as
a metric for the strength of expert-amateur discrepancies in rating, and it also indicates amateurs
coordinate to signal distaste for games experts and other amateurs did not sufficiently condone.

discrepancies between expert and amateur reviews. In that direction, Figure 5a shows boxplots with
the distribution of helpfulness ratios conditioned on the absolute deviation of the review rating
from the overall mean rating of a game. We observe that helpfulness ratios of reviews are in general
considerably lower if their rating differs from the overall mean (see [12] for comparable results
in another domain). For a more detailed analysis, Figure 5b and 5c show distributions of signed
deviations restricted to the 500 games with the lowest and respectively highest differences between
expert and amateur ratings3. For these two groups, we observe opposite effects. For games where
experts and amateurs agree, more positive reviews are generally considered more helpful: Note
median helpfulness is overall higher for positive deviations from mean rating than for negative
deviations (cf. Fig. 5b). In contrast, when experts and amateurs disagree, moderately more critical
reviews are seen as decisively more helpful: The median helpfulness of reviews with ratings one to
three grades below the mean is higher than those of reviews with above-average grades (see Fig. 5c).
Recalling from Figure 3 that rating discrepancies often occur when experts award a high grade and
amateurs a low one, we deduce amateurs give more helpfulness votes to more punishing reviews.
The analogous holds for reviews with high grades, as amateurs upvote slightly more positive
reviews. Overall, we thus find review helpfulness signals expert-amateur rating disagreement.
Experts Review Games Swiftly After Release; Amateurs (Still Review) Years After. We
illustrate the reaction times of experts and amateurs to game release4, in a time scale of days in
Figure 6a and months in Figure 6b. Overall, experts swiftly review games upon their release, posting
their reviews in a median of nine days after game release (cf. Fig. 6a). Amateurs, on the other hand,
review games in a median of 65 days after release. Further, amateurs review games for remarkably
longer periods of time after release than experts, as signaled by the gap in the amount of games
amateurs, rather than experts, reviewed as late as ten to 100 months after release (cf. Fig. 6b).

3We consider only games with at least three reviews.
4Here, we include only reviews from after game release; experts and amateurs may also review beforehand (via e.g. previews).
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(a) Distribution of Days
Passed between Game Re-
lease Date and Reviews

(b) Count of Games With
Reviews per Month Since
Game Release

(c) Mean Daily Expert Rat-
ing Frequency Relative to
the Grade

(d) Mean Weekly Amateur
Rating Frequency Relative
to the Grade

Fig. 6. Timing and rating of reactions to game release. Fig. 6a depicts distributions of days passed
between game release dates and reviews produced by experts and amateurs; Fig. 6b the number of
games with reviews per month after game release date. Experts review games rather shortly after
release, while amateurs produce more reviews for extended periods of time. We illustrate, in Fig. 6c
and 6d, daily expert and respectively weekly amateur rating frequency relative to all reviews with
a given grade. We choose a daily resolution for expert ratings since experts review games earlier
than amateurs. Expert ratings converge faster, and are not as polarized as amateurs’: Most frequent
expert ratings early on are of rather similar colors (hence overall similar), while high frequencies
of grades zero and ten by amateurs reveal polarization shortly after game release.

Amateurs, Moreso Than Experts, Award Polarized Ratings Shortly After Release. We vi-
sualize expert rating behavior in the first two weeks after game release in Figure 6c, and amateur
ratings in first eight weeks in Figure 6d. Specifically, we plot, over time, the frequency of review
ratings relative to all reviews of a given grade. In the plot of expert ratings given shortly after game
release (cf. Fig. 6c), we observe not only rather balanced ratings (as grades of similar color are next
to each other even early on), but also a rapid convergence of rating frequencies after six days post
game release. As depicted in Figure 6d, the highest proportion of amateur grades are given in the
week of game release. In contrast to experts, grade zero and grade ten are among the top three
grades amateurs most frequently award in the release week. Further, more than 62% of reviews with
grade zero and more than 50% of those with grade ten are written in these first eight weeks after
release. By week four, grades awarded by amateurs all have roughly the same frequency. Overall,
this rating behavior may indicate rather polarized reactions of amateurs shortly after game release.
For Amateurs, Games Were “Better In the Good Old Days”. We observe, in Figures 7a and 7d,
that, for games released in or after 2003, mean rating of amateur reviews increases, while standard
deviation decreases, as the years pass after game release. We remark, again, this trend could be
confounded by a relative lack of older games to review in comparison to newer ones, but Figure 2b
dispels this concern for the time period spanning 2003 until 2018. Hence, we see this finding as
an indicator for a positive rating bias, by amateurs, towards older games. We do not replicate the
visualization for expert ratings, since experts review games shortly after release (cf. Fig. 6a).
Amateurs Become Stricter and More Polarized Over Time In Comparison to Experts. In
Figures 7b and 7e, we observe (i) constant mean and slightly declining standard deviation of ratings
by experts, in contrast to (ii) declining mean and strongly growing standard deviation of ratings by
amateurs. Recall expert reviews from before 2010 are not dated on Metacritic. However, as experts
review a game rather shortly after release (cf. Fig. 6 and discussion thereof), we estimate review
year as the year of game release, and we represent mean estimated expert rating for the years before
2010 as a dotted line, which is in line with the development after 2010. These findings indicate
experts seem to rate rather evenly over time, suggesting the existence of expert consensus. We
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(a) Mean Ratings per Year After
Game Release

(b) Mean Ratings per Calendar
Year

(c) Mean Ratings per Calendar
Month

(d) Standard Deviation of Ratings
per Year After Game Release

(e) Standard Deviation of Ratings
per Calendar Year

(f) Standard Deviation of Ratings
per Calendar Month

Fig. 7. Long-term temporal evolution of ratings by experts (solid lines) and amateurs (dashed
lines). The mean of review rating by amateurs increases, while the standard deviation decreases,
with time passed since game release (cf. Figs. 7a and 7d). This indicates a positive rating bias of
amateurs with respect to older games. Note, in Figs. 7b and 7e, the mean and standard deviation of
review rating of experts does not change much over the course of calendar years (expert reviews of
games from before 2010 are not dated — the dotted line segments indicate estimated expert review
years). Amateurs, however, give lower mean ratings over time, and the standard deviation of their
ratings increases. This may indicate amateurs are getting stricter and more polarized over time.
As far as monthly ratings are concerned (cf. Figs 7c, 7f), there is a noticeable peak in expert ratings
from August until November and a corresponding trough in amateur ratings around November,
potentially signaling strong reactions to a surge in game releases before the holiday season.

interpret the declining mean ratings by amateurs as a sign of increasing strictness with games they
review, rather than more recent games having lower quality (which expert reviews would have
also reflected). Growing standard deviation in amateur ratings suggests increasing polarization
among amateurs. Plotting mean and standard deviation of ratings per month (cf. Figs. 7c and 7f),
we also observe seasonal differences in mean ratings by experts and amateurs, in particular in the
months leading up to the holiday season.
Experts Write More Complex and Detached Reviews, While Amateurs More Accessible
and Emotional Ones. After controlling for review text word count (cf. Fig. 2a and discussion
thereof), we observe experts use longer words and sentences than amateurs, and the expert
reviews are less readable according to the Flesch and Flesch-Kincaid readability scores5 (differences
significant at p-values < 0.001, Welch t-test). The samples of reviews of highly rated games we list
in the upper part of Table 2 exemplify the more complex textual formulations employed by experts.
5We caution that reading ease scores may not be meaningful measures in this context of short texts and that pre-processing
may impact readability score [34, 56].
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A part of speech (POS) analysis of expert and amateur reviews reveals how experts and amateurs
structure their reviews. Experts use more nouns (POS tag NN) and adjectives (JJ), as well as more
conjunctions (IN and CC) and the 3rd person singular (VBZ): They write more like Academic
English [3] and employ a more well-structured and distanced style. In contrast, amateurs notably
use more personal pronouns like “me” and “myself” (PRP), suggesting they employ a more personally
involved narrative in their video game reviews (differences in mean POS tag frequency are significant
at p < 0.001, Welch t-test). The exemplary amateur review of a lowly rated game at the bottom of
Table 2 gives a personal account of the amateur’s experience with the game.

We further explore differences in emotional involvement via a sentiment analysis of review text.
First, we observe the Spearman-rank correlation between review rating and compound review
text sentiment, as estimated by VADER [27], values 0.31 for expert reviews and 0.55 for amateur
reviews (both significantly different from zero and from each other, bootstrapped p < 0.001).
Further, positive sentiment of expert reviews is on average 0.18 while that of amateurs 0.23, and
negative sentiment of expert reviews is also on average lower than that of amateurs, at 0.08 vs.
0.09 (all differences significant, bootstrapped p < 0.001). This supports our view amateurs write
more emotionally charged reviews than experts (cf. examples of Table 2).

Additionally, we employ a subgroup discovery technique with a binomial test interestingness
measure [2] to identify words that are characteristic for either expert or amateur reviews, i.e.,
words that appear significantly more often in one of the review sets6. Overall, experts address
certain game-related aspects more verbosely and less bombastically, as they mention “narrative” and
“presentation” and employ substantives such as “charm” while avoiding adjectives like “horrible”.
On the other hand, amateurs use simpler, more emotionally charged vocabulary (such as “love”
or “suck”) in their reviews, which thus appear more exaggerated. Further, both example review
comparisons we list in Table 2 support that review vocabulary is in line with our previous findings.
In Their Reviews, Experts Focus on Factual Descriptions of Gaming, While Amateurs
Describe Gameplay and Experiences. To assess topic-level differences in expert and amateur
reviews we apply a commonly used topic modeling technique, Latent Dirichlet Allocation (LDA) [4].
We adapt the setup outlined by Zhang et al. [72] and also use the Stanford Topic Modeling Tool-
box [22] in our LDA application. In Appendix Section A.1, we provide details on our pre-processing
procedure for LDA, a procedure which leads us to report on 15 topics. We list, in Table 3, the top ten

6As a result, the top 10 words most characteristic to expert reviews are “single player”, “likely”, “charm”, “fails”, “narrative”,
“offering”, “certainly”, “presentation”, “might” and “manages”. For amateur reviews, the most characteristic top 10 words are
“say”, “money”, “bad”, “think”, “love”, “people”, “bought”, “horrible”, “play” and “suck”.

Table 2. Exemplary reviews [sic] of highly and lowly rated games by experts and amateurs illus-
trate structural, lexical and emotional discrepancies between their review texts.

Game Author Grade Text

MLB The
Show 17

Expert 10
MLB The Show 17 builds on last year’s version, which many cited as the best in the series, by adding

some key features. [. . . ] All of these additions make the game feel more like real baseball. This
authenticity makes games more fun to play, as it’s easier than ever to become invested in every pitch.

Amateur 9 Freaking awesome. Any true ballplayer would appreciate the game they’ve put together
with The Show. Didn’t play another game for a full 7 months after it’s release... it’s THAT good.

Hannah
Montana:
The Movie

Expert 3
Hannah Montana: The Movie isn’t a total flop. There are some good points to the game

such as the array of songs, fairground games and the gorgeous Miley Cyrus,
while this game isn’t worth the price tag it’s definitely worth a rent.

Amateur 0
Worst game on the Wii ever. My little sister played this game and said loudly “I hate this game”.

So I took a look at the game to fin the reason why my lil’ sis hates it. I totally agree with her hating it.
The horrible graphic, tedious gameplay, and dumb minigames made this game suck BIG TIME. 0/10
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topics (i.e. with greatest weight) we extract from reviews by experts and separately amateurs. The
table includes a name for each topic, which we annotate manually, top ten most frequent words per
topic and average topic weight per review. We include, in Appendix Section A.2, the bottom five
LDA topics. Those topics reflect only video game genres, and we thus do not analyze them further.

These results indicate experts and amateurs discuss general game categories and their feelings
about games using different vocabulary registers. Beyond obvious similarities in words used to
describe common video game genres, this LDA topic analysis may also suggest game aspects
experts and amateurs rather focus on: Experts appear to describe game modalities (words “online”,
“single-player” in the topic “Shooter Games”) and context (topic “Sequels” which is not present
in amateurs’ topics), while amateurs seemingly rather discuss gameplay itself (words “mission”,
“combat” in the topic “Shooter Games”) and appealing gaming concepts (words “experience”, “art”
in the topic “Gaming Experience” which is not present in experts’ topics).

Finally, we highlight a clear-cut topic containing words related to gaming nostalgia (“Nostalgia”
topic) in reviews by both experts and amateurs. Inspecting less frequent words in that topic and
selecting those more closely related to nostalgia from the topic’s top ten words (by experts and
amateurs), we get a clearer picture of gaming nostalgia-related words, namely “old”, “classic”, “retro”,
“origin”, “collection”, “remastered” and the word “nostalgia” itself. As nostalgia appears inherently
related with time, we study the temporal dynamics of those nostalgia keywords, as depicted in
Fig. 8. Increasing usage of nostalgia-related vocabulary may point towards its growing influence
over time, which may be key to grasping the nature and timing of long-term gamer preferences.
Summary of RQ2 Findings. Discrepancies in video game reviews by experts and amateurs
manifest themselves on multiple levels. Experts are less critical of top game genres, developers

Table 3. We list, for experts and separately for amateurs, a label we propose for each of the top
ten LDA topics, their top ten most frequent words, and average topic weight per review. The LDA
analysis reveals not only how experts and amateurs evaluate games, but also which game aspects
they discuss about them, such as genre and in particular also nostalgia for older games.

Experts Amateurs

Topic Top Words Weight Topic Top Words Weight

Negative bad, graphic, lack, repetitive, isn’t, 0.1426 Mixed control, addictive, puzzle, worth, simple, 0.1462
Reviews frustrating, design, idea, problem, poor Reviews little, music, boring, challenge, nice

Positive puzzle, challenge, platform, unique, adven- 0.1011 Action fight, awesome, fan, mode, control, 0.1013
Reviews ture, level, design, charm, beautiful, visuals Games action, cool, boss, buy, hard

Multiplayer multiplayer, online, price, friend, arca- 0.0876 Racing race, car, mode, year, online, 0.1009
Games de, worth, party, simple, addictive, lack Games drive, buy, sport, control, awesome

Horror adventure, episode, character, horror, 0.0718 Negative buy, money, worst, bug, terrible, 0.1007
Games dark, end, atmosphere, narrow, survival, shadow Reviews review, release, horrible, boring, waste

Sequels improves, world, content, origin, expansion, 0.0685 Shooter shooter, repetition, mission, weapon, bore, 0.0824
franchise, predecessor, sequel, addition, change Games action, combat, nice, awesome, pretty

Movie movie, character, adventure, kid, humor, 0.0630 Nostalgia amazing, platform, control, origin, 0.0723
Games entertaining, gamer, ninja, repetitive, film music, version, fan, classic, adventure, perfect

Nostalgia platform, challenge, classic, level, 0.0606 Gaming end, amazing, beautiful, effects, experience, 0.0690
genre, design, man, old, legend, difficulty Experience episode, mass, series, choice, art

Strategy strategic, war, star, tactic, space, 0.0570 Strategy war, strategy, total, simulation, bug, 0.0527
Games battle, genre, combat, campaign, depth Games battle, campaign, unit, space, patch

Shooter shooter, multiplay, campaign, online, weapon, 0.0568 Adventure rpg, world, combat, quest, fallout, 0.0510
Games co-op, zombie, dead, solid, single-player Games amazing, dragon, mod, explore, fantasy

Sports sport, football, improvement, featuring, baseball, 0.0564 Positive amazing, perfect, year, awesome, life, think, 0.0503
Games soccer, graphics, simulation, online, basketball Reviews masterpiece, greatest, simply, excellent
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Fig. 8. Relative frequency of usage of nostalgia-related vocabulary in amateur reviews. The us-
age, by amateurs, of vocabulary related to nostalgia clearly increases over the years, hinting at its
importance long after games get released.

and platforms than amateurs, who upvote (very) critical reviews in cases of large disagreement
with experts. Experts swiftly review games after their release, whereas amateurs review games
years after release and are positively biased towards older games. We observe amateurs (in contrast
to experts) award lower, more polarized ratings over the years. Review language reflects a more
professional and detached tone by experts, while the amateurs’ tone is more casual and emotional.

4.3 RQ3 (Impact): What are predictive strengths and weaknesses of expert and
amateur reviews for short-term and long-term video game reputation?

To assess the extent to which early expert and amateur reviews capture amateur video game
reputation, we design two prediction experiments leveraging and validating our previous findings.
Our results show early amateur review data is very predictive of both short-term and long-term
video game reputation also among amateurs. Expert review data is on par with amateur review
data in long-term predictions, and both combine to produce best forecasts in both prediction tasks.

4.3.1 Task Description. We conduct two binary prediction tasks, where we forecast video game
reputation. We operationalize video game reputation as amateur review rating. For our binary
prediction tasks, we define class separating thresholds. We exhaustively experiment with variations
of these thresholds and while predictive performance of all prediction models decreases slightly
with a weaker contrast between classes7, our results and interpretations remain mostly the same.
Short-Term Prediction Task. Given all review data up to one week after release and video
game metadata, we predict if amateur ratings per game, starting one month after game release,
will be among the top quartile of amateur ratings (i.e. rating ten) or among the bottom quartile
(corresponding to rating five or lower). As the amateur rating distribution is bimodal, a two class
prediction target with well separated classes is in line with amateur rating behavior8. Figure 6d
motivates our choice of the first week after game release as the time window for training prediction
models. As amateur review ratings vary the most in this time window, prediction models with
good performance would be most useful during this time period.
Long-Term Prediction Task. Given all review data up to one week after release and video game
metadata, we predict if the number of reviews a game receives in the time period starting three

7We observe that the availability of more data for prediction partially offsets performance decreases due to less contrast
between two classes.
8Another reason why we do not predict rating grades directly is data sparsity: Amateur grades of e.g. two are very
underrepresented (cf. Fig. 3), and effectively predicting such grades would thus require over-sampling or merging into other
classes (which would be similar to our setup).
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years after release will be in the top or bottom quartile of the distribution of amateur review counts
per game. We focus on review counts rather than ratings in the long-term due to the fact most
review ratings per game are given in the first two months after game release, and thus average
rating per game does not change much in the time period after that (cf. Fig. 6d). Amateur review
counts of many games, however, still increase long after game release, as we observed in Figure 6b.

4.3.2 Experimental Setup. The pre-processing routines we use in our prediction tasks involve,
as motivated by our discussion of Figure 2a, placing an upper bound on review length in words
at 72 words. Further, we impose a minimum amount of reviews per game to include it in a train
set. We again set this minimum value at three reviews, to balance between the amount of training
instances (i.e. games) available for prediction, and unnecessary noise in the training dataset in the
form of games with only two often very disparate (expert or amateur) reviews.

For both of our prediction tasks, we employ standard machine learning configurations provided
by Pedregosa et al. [58], i.e., we do not perform hyperparameter search. We measure predictive
performance via the area under the receiver operating characteristic curve (ROC AUC), the proba-
bility a binary classifier ranks a randomly chosen instance of a given class higher than another
randomly chosen instance of the other class. We use a five-fold train-test split and we report on
ROC AUC averaged over the folds. For both prediction tasks, we evaluate the classifiers logistic
regression, support vector machines and gradient boosted trees. We present only the predictive
performance of the latter, as they give the best results.
Prediction Models. Our empirical analysis of rating and reviewing behavior of experts and
amateurs informs our choice of features for the two predictive tasks. We create a series of models
with these features to assess their individual importance per prediction task. We define the following
groups of features:

(i) Rating: Expert/amateur grade (Fig. 3), number of days elapsed between game release and
review dates (Fig. 6).

(ii) Metadata: Gaming platform, game genre and developers (Fig. 4). We encode these metadata
features as three binary variables indicating if a game’s platform, genre or developer is among
the top ten most frequently reviewed of its kind (or not).

(iii) Release Time: Year and month of game release date (Fig. 7).
(iv) Review Form: Number of syllables, number of words, number of sentences, readability features

(Flesch and Flesch-Kincaid) (Sec. 4.2 “Experts Write More Complex Reviews”).
(v) Review Content: Review sentiment, binary variables for the presence of words experts and

amateurs use in reviews of top and bottom quartile ratings9 and, for the long-term task, a
binary variable for the presence of nostalgia-related words10 (Sec. 4.2 “Experts Write More
Complex Reviews”, Table 3 and Fig. 8).

(vi) All: All the above mentioned features.
Furthermore, per prediction task, we devise two separate sets of models, with one using only

review data from experts and the other only from amateurs. With this choice, we assess not only
the extent to which expert ratings and reviews are predictive of amateurs’, but we also compare
their predictive performance with respect to an amateur data-only model. Also, we assess if both
models combined lead to better predictive performance, as this would indicate experts and amateurs
complement each other to form a fuller picture about future video game reputation. To further
contextualize results, we also compare ROC AUC values of our models with a simple rule-based
baseline: For a given game and its ratings in the first week, this baseline predicts the game belongs
9These word lists include the top ten most frequent words we uncovered in the subgroup discovery analysis and LDA topics.
We use separate word lists for words employed by experts and for those by amateurs, i.e. we keep a total of four word lists.
10This word list includes words of the LDA topic “nostalgia” of both experts and amateurs.
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(a) Short-Term — Experts (b) Short-Term — Amateurs (c) Short-Term — Both

(d) Long-Term — Experts (e) Long-Term — Amateurs (f) Long-Term — Both

Fig. 9. We predict game reputation among amateurs in the short-term (one month after game
release) and long-term (three years after). We distinguish our models by their training data: re-
views by experts (Figs. 9a, 9d), amateurs (Figs. 9b, 9e) and both (Figs. 9c, 9f). Vertical dashed lines
indicate baseline model performance. Our features capture the first week of review data (feature
groups “Review Content”, “Review Form” and “Rating”), as well as timing (“Release Time”) and
other metadata (“Metadata”) information available at game release. In both tasks, a combination
of all feature groups and reviews by both yields highest ROC AUC values. Review rating is among
the most predictive features, and the importance of other features varies with prediction horizon.

to the top rating quartile in the short-term (and, in the long-term prediction task, to the top review
count quartile) if it was in the top quartile in the first week (i.e. in the training dataset) already.

Recall that we include, in pre-processing for prediction experiments, only games with at least
three reviews. As the set of games with at least three expert reviews is different from the set of
games with at least three amateur reviews, the expert review-based and amateur review-based
models include different games and different quantities of games. However, the dataset sizes are
comparable: We have a total of 728 games for the expert review-based and 809 games for the
amateur review-based short-term prediction, and 904 games for the expert review-based and 1164
for the amateur review-based long-term prediction. Further, the prediction classes are roughly
evenly represented in all experiments, as the class splits range from 39% / 61% to 48% / 52%.

4.3.3 Results. Figure 9 summarizes our results in both prediction tasks. At 0.91 ROC AUC, the
model trained with all feature groups and on amateur review data achieves high classification
performance values in the short-term prediction task (cf. Fig. 9b). In the long-term and using the
amateur review-based models, we get 0.73 ROC AUC (Fig. 9e). The performance of the expert
review-based models is lower in the short-term (Fig. 9a; 0.8 ROC AUC) and slightly lower in the
long-term (Fig. 9d; 0.72 ROC AUC) prediction tasks. These ROC AUC values are significantly better
than random or stratified majority baselines, which reach values of only 0.5. The baseline rule-based
model (cf. dashed lines throughout Fig. 9) achieves only 0.57 ROC AUC in the expert review-based
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and 0.75 in the amateur review-based short-term prediction, and 0.51 in both variations of the
long-term prediction. Therefore, our models strongly outperform such a baseline as well.

We achieve maximal classification performance, at 0.92 ROC AUC in the short-term and 0.74
ROC AUC in the long-term prediction tasks, with models trained on both kinds of reviews (cf.
Figs. 9c and 9f).

We now analyze the influence of our feature groups on the prediction performance. In all
prediction settings, the combination of all features achieves the best performance. The “Rating”
feature group appears to be the most predictive set of features in both prediction tasks and with all
variants of the training data, with the exception of long-term prediction from amateur reviews.
There, a model using only the “Release Time” feature group attains the second highest performance.
However, review text feature groups also carry predictive importance, in particular “Review Content”
in the short-term prediction, and “Review Form” in the long-term11. Finally, models combining
expert with amateur reviews boast classification performance gains in the feature groups “Rating”
and “Review Content” ranging from 0.01 to 0.04 ROC AUC.

5 DISCUSSION
In our study of an online video game review aggregator, we uncovered remarkable discrepancies
(and few similarities) in video game appraisal by experts and amateurs along temporal and textual
dimensions. We leveraged these characteristics for a series of prediction experiments for video
game reputation among amateurs, which achieved high predictive accuracy. We now reflect on the
implications of these findings for video game market players and the experts vs. crowds discussion.
Existence of Video Game Appraisal Discrepancies. On the level of video game review rating,
we found substantial discrepancies, as the rating distribution of experts is unimodal and that of
amateurs bimodal. Extrapolating this finding suggests (very) different perspectives of the few
vs. those of the crowd on the same experience good may co-exist. Thus, we believe this poses
a significant challenge when consolidating expert and amateur opinions of experience goods in
general. Consensus finding in such settings requires appropriately understanding and weighing
expert and amateur views, a task which benefits recommender systems for online marketplaces.
Characterization of Video Game Appraisal Discrepancies. We observed experts, often video
game journalists12, employ a clinical, detached writing style, which reflects their experience and is
reflected in their unimodal rating distribution. Amateurs, on the other hand, often reviewing just
a few games, using emotionally charged language and awarding rather extreme ratings, appear
dedicated to either glorify games or express their grievances with them, and to at times signal their
disagreement with experts. We thus believe gauging overall public opinion of a video game requires
adequately discounting the emotion in often extreme video game ratings and reviews by amateurs
to distill actionable (or more detached) feedback. This could in turn help video game developers and
publishers with video game production. More broadly, our findings suggest reconciling subjective
views of the crowd with those of the few entails learning to interpret their signaling mechanisms.

Beyond short-term signals, we also observed how amateurs tend to give lower ratings over the
years and better ratings as time passes after game release, a development which may correlate
with nostalgia for older games. We believe these trends reflect growing competition between
developers in the video game market and increasingly stringent consumer demands, as well as a
positive bias towards older classic games and leniency towards their outdated technical prowess.
11Adding the nostalgia-based feature to the “Review Content” group in long-term predictions improves expert review-based
models by 0.02 (and amateur review-based ones by 0.01) ROC AUC in comparison to “Review Content” without that feature.
12The full list of expert publication venues, available at https://www.metacritic.com/faq#item20 as of December 2018,
includes many well-known websites in the video game milieu, such as gamespot.com or ign.com, for which teams of video
game professionals produce content.
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Specifically, our study advances current understanding of nostalgia effects [13, 25, 63, 71] in the
popular sense, i.e. as a kind of yearning for one’s childhood [13, 25, 63], rather than the clinical and
psychological sense [71]. With our large-scale empirical analysis, we show video game reviews can
be leveraged to quantify strength and timing of nostalgia-related evaluations of video games. We
believe these findings may potentially empower not only video game developers but also experience
good producers to assess how and when to recycle elements from older developments.
Prediction of Video Game Reputation. We begin by briefly discussing the “Release Time” feature
group: The fact this feature group does not perfectly predict long-term video game reputation
simply shows there are older games which fail (and respectively newer games which succeed) at
growing long-term reputation. This contradicts the assumption that, as older games have more time
to amass more interest and hence reviews, this feature group alone should have great predictive
accuracy. Not including this feature group impairs the prediction performance of the expert review-
based model by −0.01 and the amateur review-based model by −0.06 ROC AUC. This underscores
(i) the strength of expert reviews for assessing long term video game reputation and (ii) the growing
importance of the temporal dimension in long-term amateur evaluation of video games.

As experts typically react within a few days of game release, our prediction models facilitate
estimations of game reputation shortly after release date. Our prediction experiments also showed
early amateur reactions are highly indicative of future reputation. This underlines the potential for
game developers to engage with gamers early on and potentially address feedback with updates.
Moreover, experts may want to reflect on better capturing short-term concerns by amateurs, as
well as focus on their ability to write reviews that stand the test of time. Further, video game
recommender systems leveraging review text may obtain performance gains by assigning greater
weight to expert opinion of older games. We reason the wisdom of the few may lie herein: Their
greater experience, when compared to the crowd, translates into valuable long-term views.

Recall we assess, with models trained on both expert and amateur reviews, if expert reviews can
be regarded as complementary to amateur reviews. Using such models, we obtain performance
gains in both prediction tasks of 0.01 ROC AUC on the full model and up to 0.04 ROC AUC on the
feature groups related to review ratings and content. We find these performance improvements,
albeit minor, remarkable, as ROC AUC values were already high with amateur review data only.
Hence, we conclude experts (i.e. the few) provide value on their own and in addition to amateurs
(i.e. the crowd), as both combine to form a more comprehensive view.
Limitations. In this work, we exclude game ratings of amateurs that do not contribute an ac-
companying review to their rating. This data on amateur ratings represents, however, another
large user population, which silently provides feedback on games. We also expect the full reviews
by experts, as written on their own websites and publication venues, to provide further insights
into their rating and reviewing behavior. Furthermore, in this work, we characterize the group of
experts and amateurs as a whole. We know, however, from Figure 2c and previous work [10, 59],
that there are subpopulations of both experts and amateurs with varying degrees of expertise and
thus reviewing behavior. Hence, though beyond the scope of the present study, we believe tailoring
prediction models to individual amateurs is a promising direction for future work. We also stress
our aim in this work is comparing experts and amateurs, rather than optimizing prediction models.

Another issue in review datasets is fake and duplicate review production and identification [12, 39,
46, 52, 53, 55]. As Mukherjee et al. [53] found, behavioral cues, rather than linguistic ones, are most
effective in characterizing fake review production. As we do not investigate individual behavior, we
also do not control for such fake reviews. However, as noted by Danescu-Niculescu-Mizil et al. [12],
fake reviews often feature very similar text. In our dataset and using usual text similarity thresholds
of 70% [12, 32] and the Levenshtein distance [38] to match review text (excluding reviews of same
game releases in multiple platforms), we estimate a mere 0.1% of all expert reviews and 0.2% of all
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amateur reviews are near matches. Both values are well below the usual thresholds of 14% to 16%
other studies [46, 53] reported. Therefore, this facet of fake reviews is negligible in our dataset.

Finally, we remark our work is a large-scale study of the video game portion of the website
Metacritic. Thus, there is an opportunity to extend our work to other platforms for experts and
amateurs, such as MobyGames13 or even Steam, which recently introduced curators, an expert type
of user role. However, Metacritic is one of the largest websites of its kind, as it aggregates reviews
from well-known video game experts (which other websites such as Steam do not), and it attracts
activity from many amateurs (in particular more than the comparable website MobyGames).

6 CONCLUSION
Summary. In this work, we presented the first large-scale study of video game reviewing behavior
by experts and amateurs. We uncovered substantial differences (and some similarities) in short-
and long-term rating and reviewing by experts and amateurs. Amateur reviews and ratings are
highly polarized as they often rate video games as zero or ten, whereas expert behavior is more
balanced, both in rating and over time. The polarization of amateur reviews is corroborated by
amateurs often using emotionally charged vocabulary that exhibits stronger sentiment compared
to experts. We leveraged our empirical observations to design a series of prediction experiments
that demonstrate the feasibility of predicting video game reputation among amateurs in the short-
and long-term and that test the predictive qualities of expert reviews.
Implications. Our work thus highlights challenges in bridging subjective views from experts
(the few) vs. amateurs (the crowd) and how to overcome such challenges, as we exemplify in the
context of video game appraisal. Knowing which mechanisms experts and amateurs utilize to
signal (dis)approval and (dis)agreement facilitates the improvement of review aggregators and
recommender systems in online marketplaces. We believe combining such signals and capitalizing
on the strengths of both the few and the crowd, in particular the former’s experience and the
latter’s emotions, results in the most comprehensive view of experience goods in general.
Future Work. Extending our textual analyses to the temporal dimension [23] would complement
our understanding of rating trends. It would also be fruitful to assess, beyond studies of reviewer
experience, if there are influential reviewers whose ratings affect others’. We also believe inves-
tigating why there appears to be more consensus among experts than among amateurs, ideally
via surveys of their motivations, is promising future work. Finally, our approach can be applied to
other domains (e.g. book or movie reviews), as our methods are generic and can be easily extended.
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A APPENDIX
A.1 Pre-Processing for LDA
Before running LDA on expert and amateur reviews, we (i) concatenate all expert (and separately
amateur) length-controlled reviews per game (with a minimum of 3 reviews), (ii) tokenize the
review text, (iii) convert it to lower-case, (iv) remove common stop words, (v) apply the Porter
stemmer, and (vi) remove the 30 most common and very rare words (i.e. those occurring in less
than 10 reviews), as well as video game-specific words such as Nintendo, Zelda and others (to learn
about reviewing practices rather than specific video games). We sanity-check our pre-processing
routine for LDA by calculating perplexity scores for numbers of topics ranging from 5 to 50. As
expected, perplexity scores decline with more topics: They decrease from 1,960 at 5 topics to 1,722
at 15 topics, and stabilize between 1,722 and 1,640 for numbers of topics between 15 and 50. We also
inspect the word distribution of LDA topic models trained on 20 and 25 topics, and we conclude the
core topics we present are robust to increasing the number of topics, as they remain even in LDA
models with more topics. Manually inspecting LDA models trained with between 5 and 10 topics,
we find such models amalgamate many finer concepts. Hence, we set the number of topics at 15.

A.2 Remaining LDA Topics
We list the bottom five LDA topics with a label we manually annotate, their top 10 words, and
average weights, for expert and amateur reviews in Table 4.

Table 4. LDA topics eleven through fifteen.

Experts Amateurs

Topic Top Words Weight Topic Top Words Weight

Fighting fight, definite, console, fighter, port, 0.0563 Multiplayer multiplayer, campaign, map, single, 0.0453
Games graphics, edit, visual, evil, character Games mode, duty, online, shooter, battlefield, buy

Adventure rpg, combat, character, fantasy, 0.0552 Free2Play dlc, free, pay, community, content, 0.0386
Games quest, dragon, battle, final, warrior, dungeon Games update, friend, money, team, map

Racing race, racer, drive, car, speed, 0.0473 Horror horror, evil, zombie, survival, resident, 0.0346
Games track, arcade, graphic, need, simulation Games atmosphere, scary, dead, fan, scare

Mobile city, super, mobile, level, platform, 0.0430 Open World amazing, world, uncharted, batman, 0.0294
Games mission, app, run, world, iphone Games mission, city, open, awesome, gear, everything

Music hero, music, rock, song, guitar, 0.0242 Online server, online, city, mmo, drm, 0.0263
Games band, dance, rhythm, batman, park Games expansion, content, single, buy, money
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4 Conclusions

Peer production systems, as omnipresent venues for collaboration at large on the web,
crucially depend on contributions by their users to grow and thrive. Timely identification
of slowing growth or acceleration of decline in activity may allow to react to such dynam-
ics and design interventions to counter them. There are, however, remarkable differences
in user behavior and unobservable user properties and interactions, which combine to
form complex activity dynamics at the system-level activity dynamics of peer production
systems. Those characteristics of peer production systems pose a significant challenge
for practitioners as well as researchers aiming to understand how and why some systems
thrive, i.e. manage to attract sustained levels of activity from large numbers of users,
while others do not, and shut down as a consequence. Therefore, identifying and study-
ing factors which relate user patterns to system-level dynamics and which differentiate
thriving from declining peer production systems represents an important first step to-
wards supporting successful activity dynamics. Several articles in this thesis proposed a
series of tools to longitudinally study a few of those factors, most prominently nonlinear
dynamics, user types and user excitation. Beyond user excitation in peer production sys-
tems, this thesis also advanced current knowledge on using Hawkes processes, which may
be applied beyond the context of excitation in peer production systems. This work also
derives actionable insights for practitioners to optimize the systems they oversee, such
as, for example, what managers may expect when applying an intervention (e.g. intro-
ducing a badge) to steer activity dynamics, or how the crowds in their systems perform
in comparison to the few.

In the following, I summarize this thesis’ results and contributions in Section 4.1 and
implications in Section 4.2. Then, I discuss the limitations of this thesis in Section 4.3,
and I present future work in Section 4.4.

4.1 Results and Contributions

In this Section, I subsume the answers to the research questions formulated in Section 1.4.

RQ1: How can we characterize user activity dynamics in peer production
systems?

Previous research postulated a dynamical system description for activity in peer pro-
duction systems, which does not distinguish between nonlinear chaotic and stochastic
activity dynamics. The article [SWH17] addresses this research gap by characterizing
nonlinear dynamics in the activity of 16 Stack Exchange Q&A communities. I find that
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there are noteworthy differences in activity dynamics, which have practical impact as
knowing which communities feature more nonlinear dynamics helped improve the accu-
racy of activity forecasting experiments.

Shifting the focus to the role played by different user types in peer production systems,
I present a case study [San+19a] of 50 Stack Exchange Q&A communities where four user
types with different levels of activity and burstiness dominate. This analysis revealed that
varying proportions of the prevalence of each user type relate to the overall developmental
stage of Q&A communities, a finding which gives system managers a target user-base
structure to aim for at different points in time.

RQ2: How can we model users’ evolving excitation in peer production
systems?

I answered this research question in [San+19c; SLH20] by tailoring Hawkes process-based
methods to capture user excitation in Stack Exchange Q&A communities and beyond.
In particular, in [San+19c] I propose a first solution to the problem of fitting Hawkes
processes to non-stationary activity dynamics by leveraging time series structural change
models to identify sub-periods of stationarity. In that same article, to solve the issue
of estimating the decay parameter of the commonly used Hawkes processes with expo-
nential kernels, I resorted to a Bayesian hyperparameter optimization routine. However,
in [SLH20], I showed that that optimization method is only one of many which cannot
improve beyond a certain unavoidable estimation error (due to noisy, non-convex Hawkes
log-likelihood as a function of the decay). To alleviate this problem with point estimates,
I proposed a Bayesian framework to estimate uncertainty in fitted decay parameter val-
ues, and I illustrated how to apply this framework to fit Hawkes processes even in the
presence of temporal phenomena with stationarity-breaking exogenous shocks.

RQ3: How do users’ excitation and temporal patterns shape the evolution of
peer production systems?

The previously mentioned study [San+19c] provided an answer to this research question
in the form of excitation effects, which ascribed an important role to, e.g., power user
(and respectively casual user) excitation in the early (and respectively late) developmen-
tal stages of Stack Exchange Q&A communities which grow the most. I also observed
remarkable differences in the roles played by power and casual users depending on the
community topic, and a prediction experiment indicated that these excitation effects bear
predictive qualities with respect to the future development of the activity dynamics of
Q&A communities. Taken together, these results underscore the importance of timing
the user mix correctly, promoting certain kinds of user interactions and respecting com-
munity topical differences, in order to ensure growth-inducing user structures in peer
production systems.

Beyond user excitations, my study [San+20] of the effect of a badge-based intervention
to improve welcoming culture in Stack Exchange Q&A communities revealed that this
indicator did not curb a long-term decline in newcomer retention and, content-wise, it
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only enacted a temporary effect on the reactions of veterans to newcomers. Therefore,
while individual users’ activity dynamics shape system-level dynamics, community man-
agers may need to leverage more far-reaching strategies to more effectively steer their
communities and enact long(er)-term changes.

Finally, with a comparative empirical research [San+19d] of the wisdom of the crowds
juxtaposed with that of the few on peer production system for video game reviews, this
thesis contributes a first step towards understanding conditions under which, in peer
production systems, the wisdom of the crowds may reach and perhaps even surpasses
that of the few. This study revealed significant discrepancies in the temporal reviewing
dynamics of the crowds and the few, which indicates significant effort by peer production
system managers may be necessary to reconcile their different views and opinion signaling
mechanisms. However, doing so bears the possibility to fully tap the potential knowledge
of a peer production system, as a prediction experiment for video game reception among
the crowds suggested opinions of both are required to obtain best predictive performance.

4.2 Implications of this Work

The ramifications of this thesis’ findings are of consequence especially for practitioners.
I also discuss implications of theoretical and methodological nature.

Actionable insights. This thesis distilled a number of empirical findings regarding user
mix, user excitation and timing effects, and I strongly believe that these findings may
improve the understanding and shaping of activity dynamics on peer production systems.
For example, measuring excitation at large-scale poses a cost-effective alternative to sur-
vey or other kinds of qualitative research to understand users’ intrinsic motivation and
unobserved interactions with content and users. Saving resources there may mean they
may be allocated elsewhere, and leveraging fine-grained excitation estimations may im-
prove prediction models for both user-level and system-level activity dynamics. Further,
early warning systems may be devised to capitalize on such improved prediction models,
to maximize reaction time for system managers to devise interventions (which this thesis
also studies and whose potential and limitations this thesis also elucidates).

In the context of our assessment of the wisdom of the crowds compared with the
wisdom of the few, it is also conceivable that downstream applications leveraging peer
production systems based on matters of opinion may adjust according to our nuanced
results, and consider mixing crowdsourced knowledge with expert inputs to obtain more
holistic views on, e.g., an experience good to integrate in a recommender system.

Future models for activity dynamics, user excitation and beyond. First, it is
my hope that the illustration of pitfalls and how to overcome them in the application of
Hawkes processes to model and predict activity dynamics (cf. [San+19c; SLH20]) encour-
ages future work to employ these tools too. To support this endeavor and for replication
purposes, I share code along with the article [San+19c]. Further, in [SLH20], I hinted at
the generalizability of the tools proposed by this thesis to model temporal phenomena in
contexts beyond activity dynamics in peer production systems, as improving the appli-
cability of Hawkes processes benefits the study of all kinds of temporal dynamics where
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they may be applied (e.g., seismology or finance).

A concern for surfacing implicit assumptions and for parsimony (not unlike Occam’s
razor) guided my design of tools and methods for the research which forms this thesis.
I believe future methodological endeavors in the space of activity dynamics models may
benefit from my research’s implementation of those guiding principles: For example,
studying the assumptions behind dynamical systems descriptions of activity dynamics
lead to uncovering nonlinear properties of activity in Q&A communities and signifi-
cant improvements in forecasting performance. As another example, while employing
a Bayesian inference setup for fitting all Hawkes process parameters at once would be
complex but allow to stay within the realm of Bayesian inference, using the Bayesian
framework for only the decay parameter (as done in [SLH20]) enables a simple and ef-
ficient closed-form inference of the decay, while leaving the optimization of the rest of
the parameters to well-established convex optimization routines. Overall, I hope some
of these guiding principles in the body of work of this thesis may serve as inspiration for
future efforts to (parsimoniously) model and predict activity in peer production systems.

4.3 Limitations

First, note that this thesis established a temporal link between given excitation effects
and activity outcomes of Stack Exchange Q&A communities. Although these effects are
predictive of future activity outcomes, and despite the connection between Hawkes pro-
cesses with exponential kernels and Granger causality, this work does not claim causality
in the stricter (e.g. Pearlian) sense. To do so, a first step could be to incorporate propen-
sity score matching on features describing users and communities to control for observed
confounders, or, ideally, to devise some kind of natural experiment or quasi-experimental
setting to eliminate unobserved confounders too. A similar remark is also valid for both
the analysis of the introduction of the badge-like indicator to improve the welcoming
culture of Stack Exchange Q&A communities [San+20] and for the empirical comparison
of the wisdom of the crowds vs. the few with respect to video game reviews [San+19d].

While my decay estimation research [SLH20] employed a diverse set of datasets, much
of the research in this thesis focused on the Stack Exchange Q&A peer production sys-
tems. As such, there is an opportunity to extend this research to other peer production
systems in the knowledge community space (e.g. Wikipedia) or in the more informal
community space (e.g. Reddit). I believe the approaches presented and applied in the
context of the Stack Exchange communities may be generalized to those other systems as
well, especially since Hawkes processes only require knowledge of timestamps of activities,
a feature that is typically available across datasets of peer production systems. Doing
this generalization exercise would help to compare peer production system dynamics and
to minimize the role that idiosyncrasies of the Stack Exchange platform may play.

One third aspect to note is also the potential cost of parsimony e.g. in the user type
categorization: Although the user types aligned well with activity dynamics, clustering
users solely basing on their temporal signatures of activity bears the risk of overseeing
nuanced kinds of behavior which warrant a closer look. I see an opportunity to design
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future research in this space, and I address this aspect of future work in the following
section.

4.4 Future Work

I believe that inspecting other definitions of peer production system success beyond ac-
tivity (cf. e.g. Cunha et al.’s [Cun+19] definitions of success as community survival), and
relating those definitions back to user excitation is interesting future work. Analogously,
user roles may also be multi-faceted. Thus, extending the activity-based characteriza-
tion to one inspired by social roles, much like Yang et al. [Yan+19a] propose, is another
promising avenue for future work.

Further, future work might also aim at contextualizing peer production systems and
users in wider circles: Extending this work beyond Stack Exchange, one might adjust
community similarity models like Chandrasekharan et al.’s [Cha+17] to learn about peer
production systems with comparable activity dynamics across the web ecosystem. Com-
ing back again to the user context, previous work [TL15; HXL19] indicates users behave
in the online world much like in the offline world and also exhibit multi-community en-
gagement. Therefore, studying user excitations and activity dynamics across systems
may yield deeper insights into user excitation properties.

In general, this thesis focused on temporal and longitudinal rather than cross-sectional
analyses. In doing so, and especially in the case of temporal patterns of video game
reviewing behavior, this thesis uncovered interesting long-term effects such as leniency
towards older games and nostalgia, the effect of yearning for yesterday. This initial study
of such effects warrants a deeper study of which games (or, more generally, objects of
interest to users collaborating in peer production systems) attain this long-term interest
property. In other words, identifying, characterizing and predicting which such games or
more generally objects of interest pass “the test of time” poses an exciting prospect for
future work.

Overall, it is my hope this thesis serves as a stepping stone towards further analyses
of activity dynamics in peer production systems, and that this work may help advance
the future state-of-the-art in understanding and modeling such temporal phenomena.
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