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Abstract

The aim of this work is to implement a single channel speech enhancement algorithm
utilizing machine learning techniques, in particular deep neural networks (DNNs).
A large set of speech and noise data is collected to train a neural network model, which
predicts time-frequency masks from noisy speech signals. The algorithm is tested using
various additive noise sources and its performance is evaluated in terms of speech quality
and intelligibility. Furthermore, the results are compared to those of a state of the art
noise reduction system provided by HARMAN.
By using bidirectional long short-term memory (BLSTM) and a frequency weighted loss
function, an average improvement of up to 0.3 PESQ and 0.06 STOI compared to the
baseline algorithm is achieved. Moreover, a speech recognition benchmark showed an
improvement of 8% in terms of speech accuracy.

Zusammenfassung

Das Ziel dieser Arbeit ist die Entwicklung eines Algorithmus zur Reduktion von Störge-
räuschen einkanaliger Sprachsignale basierend auf Methoden des maschinellen Lernens,
insbesondere neuronale Netze und Deep Learning.
Eine groÿe Anzahl an Sprach- und Geräuschdaten wird gesammelt um ein neuronales
Netzwerk zur Schätzung von spektralen Masken zu trainieren. Der Algorithmus wird für
verschiedenste Arten additiver Störgeräusche getestet und im Hinblick auf Sprachqua-
lität und Sprachverständlichkeit evaluiert. Zusätzlich werden die Ergebnisse mit einem
bestehenden, von HARMAN zur Verfügung gestellten Algorithmus verglichen.
Mithilfe eines rekurrenten Netzerkes, im speziellen bidirectional long short-term memory
(BLSTM) und einer frequenzabhängigen Fehlerfunktion konnte der PESQ um durch-
schnittlich 0.3 und der STOI um 0.06, im Vergleich zum ursprünglichen Verfahren, ver-
bessert werden. Mithilfe eines vorgegebenen Testverfahrens wird ausserdem gezeigt, dass
sich die Erkennungsrate eines Spracherkenners um bis zu 8% verbessern lässt.
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1 | Introduction

Speech enhancement has been an important research topic in the �eld of signal process-
ing for the last few decades. It comprises a group of methods that aims to improve
the quality and intelligibility of speech signals. While in the early days of digital speech
communication research, the �eld of applications was dominated by military purposes,
the emergence of mobile communication at the end of the last century introduced it into
the every day life of many people. With the rise of mobile phones, telecommunication
systems had to cope with a variety of noise scenarios since phones were now extensively
used in situations such as automobile environments, public transportation, restaurants
or on busy streets, as opposed to a landline were the interfering noise is typically less
severe. While the suppression of unwanted background noise may be the most evident
goal of speech enhancement, it also includes tasks such as dereverberation, bandwidth
extension or packet loss concealment. However, this thesis is focused on the reduction of
additive noise and more precisely the application in smart speakers, wireless loudspeakers
with an integrated virtual assistant o�ering handsfree interaction via voice commands.
Speech enhancement for the use in smart speakers poses a special challenge since the
dialogue system is expected to function properly independent from the placement of the
device in relation to the location of the user. Since conventional algorithms are reaching
their limits when it comes to severe noise conditions and unstationary noise types such
as babble noise, the goal of this thesis is to make use of the recent advantages in the
�eld of machine learning and in particular deep learning and apply them to the problem
of speech enhancement and noise reduction.
The thesis is structured as follows. Chapter 2 gives a brief introduction to the key con-
cepts of arti�cial neural networks and deep learning. In chapter 3 basic signal processing
techniques for the spectral representation of speech signals are explained followed by an
overview of objective evaluation criteria used to assess the performance of speech en-
hancement algorithms in chapter 4. Chapter 5 describes di�erent time-frequency masks
as used in the �eld of computational auditory scene analysis (CASA) and their perfor-
mance in terms of noise reduction is evaluated and compared. The proposed speech
enhancement framework and the experimental setup is described in chapter 6 followed
by a detailed description of the experimental results in chapter 7. Finally chapter 8
concludes the thesis by summarizing the results as well as prospects for future potential
and limits of the proposed speech enhancement system.
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1 INTRODUCTION

1.1 Problem Formulation

The principal goal of speech enhancement or simply noise reduction is to improve per-
ceived quality and intelligibility of noisy speech signals. If solely monaural signals are
considered, the problem can be more precisely de�ned as Single-Channel Speech En-

hancement. In this context, noisy means that the desired speech signal is degraded by
additive noise and/or other e�ects such as nonlinear distortions or reverberation.
The focus of this work lies on additive noise sources which can be environmental sounds
such as wind, tra�c or additional speech, or noise induced by the transmission system
e.g. quantization noise.
Therefore, we de�ne the noisy signal x(t) as a sum of the clean speech signal s(t) and
a the noise signal n(t).

x(t) = s(t) + n(t) (1.1)

The goal in speech enhancement is then to predict an estimate ŝ(t) of the clean signal,
given an observation of the noisy signal (see �gure 1.1).

x(t) Speech Enhancement
Algorithm

ŝ(t)

Figure 1.1 � A speech enhancement algorithm outputs an estimate ŝ(t) of the clean speech
signal, given the noisy signal x(t) as an input

.

1.2 Related Work

At the present day most noise reduction and speech enhancement systems as used in
mobile communications, hearing aids or speech recognition technologies, are based on
signal processing techniques exploiting the statistical properties of the anticipated signals.
Generally this means that simpli�ed assumptions are made about the properties of the
speech and even more of the noise sources.
Basic spectral subtraction algorithms obtain a noise estimate from segments of the signal
where no speech is present. One critical assumption made here is that the properties of
the interfering signal will not change as much from one frame to another, so that the
knowledge obtained from the past few frames can be used to separate the speech and
the noise signal [1], [2], [3], [4], [5]. However, if the signal does change its properties this
leads to an perceptually unpleasant e�ect known as musical noise and of course if the
changes are particularly drastic the suppression mechanism will lose its e�ect completely.
While other adaptive methods such as wiener �ltering [6], minimum mean-square error
short-time spectral amplitude (MMSE-STSA) [7] or maximum-a-posteriori (MAP) esti-
mation [8] are able to reduce the e�ect of musical noise by incorporating assumptions
about the statistics of the speech signal, they still require complicated methods to esti-
mate the power spectral density (PDS) of the noise signal [9], [10].
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1.2 Related Work

So called model-based approaches incorporate a priori information about the spectro-
temporal properties of speech and noise signals. While hidden Markov models (HMMs)
[11], [12] can be used to include phonetic information to estimate the speech source,
typical supervised speech enhancement systems such as methods based on nonnegative
matrix factorization (NMF) [13], [14], [15], are trained on di�erent types of noise and
speech models.

In recent years there has been an increased interest in deep learning and several studies
have been investigating the use of purely data-driven approaches to speech enhancement
and source separation. In particular after the publications on Deep Belief Nets (DBN)
and greedy layer wise pre-training by Geo�rey Hinton [16] and Yoshua Bengio [17] several
authors have applied these concepts on speech enhancement and source separation.

Already in 1989 a neural network speech enhancement technique was proposed by
Shin'ichi Tamura [18]. In particular the author used a neural network with 60 hidden
units for each of the four layers, the input was a 60-point long noisy speech waveform
sampled at 12 kHz and the output was the corresponding clean waveform of the same
length. While the study focussed more on the analysis of the trained network and no
actual numbers on the performance of the system were published, the authors reported
that 'the noise reduction method using a neural network was comparable or better than
the conventional spectral subtraction method'.

A few years later Fei Xie and Dirk van Compernolle [19] proposed a family of nonlinear
spectral estimators implemented by a multilayer perceptron neural network. They used
parameters describing the speech and noise distributions as extra inputs to the network
and investigated the performance of a recognition system when using the nonlinear spec-
tral estimator as its front end. In terms of the recognition rate an average improvement
of around 10%, compared to the generalized spectral subtraction method, was reported.

However, during that time neural networks were considered unpractical due to their com-
putational complexity and advances were made in other �elds of machine learning which
led to a decline in popularity which lasted until 2007. At that time came a new wave
of neural network research on grounds of the above mentioned publication by Geo�rey
Hinton as well as the increase of computational power and dataset sizes [20, p.17-19].
After deep learning was successfully used for noise robust speech recognition [21], [22],
[23] as well as binary speech coding [24], several studies on neural network speech en-
hancement have followed.

Based on [25], Lu et al. [26] built a deep denoising autoencoder (DAE) using greedy layer-
wise pretraining plus �ne tuning for noise reduction and speech enhancement. Patches
of mel frequency power spectra using 40 bands were used as features and the e�ects
of the trainings data size, the number of hidden layers and the depth of the network
were investigated. An inverse transform was performed to synthesize the restored speech
and to compare the results with the clean reference signals and the results of a baseline
algorithm, they were resynthesized from mel sprectra in the same way. While the depth
of the DAE did not drastically e�ect the results, increasing the training data set size

11



1 INTRODUCTION

and hidden layer size showed general improvement in terms of noise reduction, distor-
tion as well as perceptual evaluation of speech quality (PESQ) measure. Furthermore,
an optimal patch size of 11 frames in terms of speech enhancement performance was
reported. In comparison to an MMSE based algorithm (IMCRA) the PESQ for the en-
hanced speech was up to 1.1 higher, but the e�ect on noise reduction in dB improved
only for some of the test scenarios. Moreover, the evaluation only employed noise that
was included in the training data and therefore the network's performance in terms of
generalization was not determined.

In [27] deep neural networks (DNN) were used as part of an algorithm to improve speech
recognition in noise for hearing-impared listeners. From a 65-channel gammatone �lter-
bank output features were extracted to train multiple subband DNNs. The features
included amplitude modulation spectrogram, perceptual linear prediction and mel fre-
quency cepstral coe�cients (MFCC) as well as additional delta features. Ideal binary
masks were used as training targets and the subband DNNs were used to classify the cor-
responding time-frequency points as either speech or non-speech. The authors reported
increased intelligibility for speech-shaped noise and babble noise scenarios. The results
were more distinct for hearing impared listeners, reaching up to 70% of improvement in
intelligibility.

A di�erent approach was used in [28]. Here a DAE is used to obtain the power spectrum
estimate of clean speech and the a priori signal-to-noise (SNR) ratio is estimated using
a posteriori SNR controlled recursive averaging (PCRA). Finally the enhanced speech
is obtained by frequency domain wiener �ltering. The autoencoder has one layer con-
sisting of 300 hidden units and uses a frequency dependend linear weighting function
to improve the perceptual quality. The training process was similar to [26], using unsu-
pervised pre-training and �ne-tuning. The method was compared to frequency domain
wiener �lter with Decision-Directed approach for SNR estimation and achieved similar
results in terms of SNR and distortion and slightly better results in terms of PESQ.

Huang et al. [29] studied deep learning for monaural speech separation and proposed
joint optimization of the deep learning models with an extra masking layer to enforce a
reconstruction constraint. They used DNN and recurrent neural network (RNN) models
with 2 layers of 150 hidden units and evaluated conventional as well as log-mel spectra.
The proposed models achieved about 3.8 to 4.9 dB Source to Interference Ratio (SIR)
gain compared to NMF models and maintained better source-to-distortion (SDR) and
source-to-artifact ratio (SAR).

Ding Liu, Paris Smaragdis and Minje Kim [30] presented various experiments using a
deep learning model for speech denoising. In contrast to earlier studies, they did not
apply any pretraining step and used backpropagation to estimate the model parame-
ters. Compared to an NMF model trained on the same dataset as the neural network
(NN) models, the proposed method achieved signi�cant improvements in terms of SDR,
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SIR, SAR and short-time objective intelligibility measure (STOI). Furthermore, the ex-
periments showed that this method is adequately robust to unseen mixing situations.
Comparison of network topologies showed that the number of hidden layers and units
was not crucial although the best results were achieved with a single layer of 2000 units.
Additionally, it was shown that recti�ed linear units (ReLu) were superior to other com-
mon activation functions.

In [31] the authors evaluated di�erent training targets for supervised speech enhance-
ment. A DNN with three hidden layers of 1024 recti�ed linear units was trained using
backpropagation without unsupervised pre-training. They compared di�erent spectral
masks, including ideal binary mask (IBM), target binary mask (TBM) and ideal ratio
mask (IRM) as well as the short-time Fourier transform spectral magnitude, its corre-
sponding mask (FFT-mask) and direct estimation of the gammatone frequency power
spectrum. It was reported that when testing with di�erent noise scenarios, softmasks
generally produce the best results in terms of STOI and PESQ.

Xu et. al [32], [33] have been further investingating the use of restricted boltzmann
machines (RBM) and DBNs in combination with large scale training to learn the map-
ping between noisy and clean log power spectral features. To build the model a stack
of multiple RBMs was pre-trained layer-by-layer with noisy speech and then �ne-tuned
with noisy and clean speech pairs. Sigmoid activation was used for the hidden units and
linear activation for the output layer. In addition global variance equalization was incor-
porated as a post-processing step. For the experiments in [33] a large training set was
built, which consisted of about 2500 hours of training data including 4620 clean speech
utterances and 104 di�erent noise types. Di�erent context sizes up to 13 frames were
compared in terms of SNR and the training set size was evaluated in terms of PESQ.
Furthermore, the generalization capabilities of the trained network were investigated us-
ing di�erent unseen noise types. Similar to the results in [26] no signi�cant improvement
for context sizes over 11 frames was reported and the best results were achieved using a
training set size of 625h although the di�erence to training with 100h was only marginal.
It was stated that the combination of pre-training, variance normalization and dropout
improved the performance for unseen noise types about 0.25 dB in average. Further-
more, in a subjective listening test 78% of the test candidates preferred the DNN-based
enhanced speech to that obtained using a conventional approach (LogMMSE).
In a later study [34] the use of multi-objective learning and IBM-based post-processing
was investigated. As a constraint in the objective function, MFCCs and IBM were used
as additional training targets and in combination with the post-processing step about
0.2 PESQ and 0.03 STOI improvements were obtained on average.

Several studies have investigated the use of deep learning in the context of speech sep-
aration, which we will mention here because of the similarities to mask-based methods
for noise reduction.
In [35] the authors studied discriminatively trained recurrent neural networks for single-
channel speech separation. They used ideal ratio masks as training targets and compared
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1 INTRODUCTION

DNNs and RNNs in particular long short-term memory (LSTM), using di�erent network
topologies. The best results were achieved using 2 layers of 256 LSTMs, which produced
an average SDR of 12.2 dB in comparison to 10.46 dB when using a 3-layer DNN with
1024 hidden units. Furthermore, DFT spectra and mel spectra with both 100 and 40
bands were compared as input features. It was reported that in the DFT power spectrum
domain, an 11.4 dB average SDR was obtained while in the mel magnitude domain with
100 bands 12.8 was achieved.

In an additional paper [36], the use of bidirectional LSTMs was investigated and the
framework was extended by an automatic speech recognition (ASR) system. It was
shown that phase sensitive �lters (PSF) generally produce better results than IBM and
IRM. Bidirectional LSTMs achieved an average SDR that was up to 0.5 dB higher com-
pared to the results obtained with LSTMs and furthermore a phase sensitive cost function
was used, which further improved the results by more than 1.5 dB.

Finally convolutional neural networks (CNNs), which are playing a big role in state of
the art image classi�cation results [37], have been used for speech enhancement as well.
In [38] the authors investigated the utilization of CNNs for the estimation of soft masks
and log power spectra, furthermore the generalization performance for di�erent languages
was examined. They used a network consisting of two convolutional layers followed by to
fully connected layers with 1024 hidden units. It was shown that when using log power
spectra as targets, CNNs produced results that outperformed conventional DNNs by up
to 0.14 PESQ and 0.6 least signi�cant di�erence (LSD). Additionally, it was reported
that the network trained with a multilingual dataset was in average 3% better in terms
of PESQ than the ones trained with monolingual data.

In summary there has been a growing interest in deep learning and its application to
speech enhancement in particular during the past few years. Di�erent neural network
architectures as well as signal analysis and synthesis methods have been studied which led
to promising results. In the context of this work we will compare some of the mentioned
ideas and built a framework which will combine the most promising approaches. The
following will give a short introduction to deep learning and its basic concepts.
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2 | Deep Learning

The term deep learning describes a category of machine learning algorithms based on
arti�cial neural networks (ANNs). In recent years, deep learning has been successfully
applied to many tasks in the �eld of arti�cial intelligence, such as automatic speech
recognition (ASR) [39] and dialogue systems [40], image classi�cation [37], handwriting
recognition [41] or machine translation [42].
ANNs are computational models which apply an arbitrary function on a given input x to
obtain a desired output y

y = f(x; Θ) (2.1)

The model has a set of parameters Θ, which are gradually adjusted during the training
phase so that the outputs y are as close as possible to the desired output values t of a
given training set {x, t}.

In the following, the basic concepts of deep learning will be coarsely described by �rst
introducing the arti�cial neuron model as the basic building block of arti�cial neural
networks in chapter 2.1. Then in chapter 2.2 the structure and the mathematical de-
scription of feed forward networks will be explained followed by an explanation of the
basic training process in chapter 2.3. Finally, in 2.4 three basic network topologies for
deep learning, namely autoencoders, convolutional networks and recurrent networks are
described.

2.1 Arti�cial Neurons

ANNs are inspired by the biological nervous system which processes information through
networks of neurons connected by synapses. Typically a neural cell consists of so called
dendrites, which are able to receive electrochemical stimuli from other neurons, a cell
body (soma) and an axon, which transfers a processed signal to the dendrites of other
neurons in the network [43, p.35].
An arti�cial neuron, is a signi�cantly simpli�ed mathematical model of the way neurons
receive, process and transmit information. In its general form, as depicted in �gure 2.1, it
is de�ned by a linear combination of N input values xi and a subsequent transformation
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2 DEEP LEARNING

of the resulting activation a

a =
N∑

i=1
wixi + b (2.2)

y = g(a) (2.3)

where g is an arbitrary transfer function also referred to as the activation function

and the parameters wi and b are known as weights and biases [43, p.72] [44, p.227].
Using vector notation equations 2.2 and 2.3 can be compactly expressed as

y = g(wx + b) (2.4)

x1

x2

...

xn

w1

w2

wn

b

∑
g(·) y

Figure 2.1 � Arti�cial neuron: The inputs xi are multiplied by the weights wi and the linear
combination is then transformed by an activation function g.

Commonly used activation functions are shown in �gure 2.2 and include logistic sig-

moid, hyperbolic tangent (tanh), recti�ed linear unit (ReLu) or the softmax

function, which is typically used for classi�cation.

Figure 2.2 � Common activation functions. Sigmoid (left), hyperbolic tangent (middle) and
recti�ed linear unit (right).

In the following it will be described how arti�cial neurons are used as building blocks for
neural network models.
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2.2 Feed-Forward Network

2.2 Feed-Forward Network

The most basic ANN structure is a feed forward network, sometimes also called
multilayer perceptron (MLP), and has been a common choice for classi�cation tasks.
Multiple arti�cial neurons are combined to form a network organized in so called layers.
Figure 2.3 shows a simple feed forward neural network consisting of one hidden layer and
an output layer. Each layer i is de�ned by a weight matrix W(i) and a bias vector b(i)

combining the parameters for each of the neurons inside the layer [20, p.193/194].

h(1) = g(1)
(
W(1)T x + b(1)

)
(2.5)

y = g(2)
(
W(2)T h(1) + b(2)

)
= g(2)

(
W(2)T

(
g(1)

(
W(1)T + b(1)

))
+ b(2)

)
(2.6)

where the weight matrix W is formed by the weight vectors corresponding to the neu-
rons inside the associated layer and the bias vector b by the corresponding bias values
accordingly.

W(i) = [w(i)
1 , w(i)

2 , ..., w(i)
Ni

] (2.7)

b(i) = [b(i)
1 , b

(i)
2 , ..., b

(i)
Ni

]T (2.8)

In general, the outputs from the current layer are treated as the input for the subsequent
layer

h(k) = g(k)
(
W(k)T h(k−1) + b(k)

)
(2.9)

x1

x2

x3

x4

y1

y2

y3

input
layer x

hidden
layer h(1)

output
layer y

Figure 2.3 � Simple feed forward neural network with one hidden layer. Each of the connec-
tions represents an arti�cial neuron consisting of a weight vector w a bias value
b and an activation function g.
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2 DEEP LEARNING

The number of hidden layers connotes the depth of the corresponding network, whereby
the term Deep Neural Network (DNN) implies an arti�cial neural network spanning
multiple hidden layers. Figure 2.4 shows a deep neural network with three hidden layers,
each consisting of n = 5 neurons or hidden units.

x1

x2

x3

x4

y1

y2

y3

Figure 2.4 � Deep feed forward neural network with three hidden layers.
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2.3 Training neural network models

In order to �nd the parameters of the model function fΘ, the network is presented with
data consisting of input and output pairs. This process is called learning or training. A
cost function which measures the divergence between the true output and the network's
prediction is used to evaluate the model. This will be brie�y described in 2.3.1. Then the
parameters are adjusted by a gradient based optimization algorithm as described in 2.3.2.
In chapter 2.3.3 the backpropagation algorithm is introduced, which is needed to compute
the gradient of the loss function with respect to the weights. Finally, regularization for
deep neural networks will be brie�y discussed in chapter 2.3.4.

2.3.1 Cost Function

During training, we try to minimize a loss function L(f(x; Θ), t) with respect to the
parameters Θ which is evaluated on a set of N training pairs {xi, ti} i = 1, .., N ,
consisting of feature and target vectors for a given observation i [44, 5.2].

Θ̂ = argmin
Θ
L(f(x; Θ), t) (2.10)

Note that the targets t can be vectors of class labels or probabilities for classi�cation as
well as any kind of vectors, matrices or tensors for regression problems. A common loss
function is the mean-squared error (MSE) [44, 1.5.5], but depending on the context
other objectives measures such as the Kullback-Leibler divergence or cross-entropy
losses are popular as well. All loss functions measure the divergence of the predicted
outputs y from the true outputs t. In case of the MSE we measure the squared distances
over all N observations, and take the mean value:

LMSE(f(x; Θ), t) = 1
N

N∑
i=1

(f(xi; Θ)− ti)2 = 1
N

N∑
i=1

(yi − ti)2 (2.11)

2.3.2 Parameter Optimization

To �nd a solution to equation 2.10 i.e. to �nd the optimum parameters Θ for a given
network an optimization algorithm is used. Typically optimization algorithms use infor-
mation from the gradient of the cost function to guide the weights into the direction of a
minimum. In the following two variants of the gradient descent algorithm are introduced
the stochastic gradient descend (SGD) and the Adam optimizer.

Stochastic Gradient Descent A common optimization method is SGD [20, p.290],
which is technically an approximation of the gradient descent optimizer. Gradient descent
�nds minima by taking steps in the direction of the negative gradient. The update rule
is given by:

Θ(t+1) = Θ(t) − η∇ΘL(f(x; Θ(t)), t) (2.12)
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where η is a step size also known as learning rate and L is the loss function evaluated
over all training samples

L(f(x; Θ), t) = 1
N

N∑
i=1
L(f(xi; Θ), ti) (2.13)

By contrast stochastic gradient descent performs the update rule only on one of the
training samples at a time

Θ(t+1) = Θ(t) − η∇ΘL(f(xi; Θ(t)), ti) (2.14)

however a lot of times a modi�ed version is used, which employs small subsets of the
training data, known as mini-batches. With Nb denoting the batch size, the update
rule of SGD becomes

Θ(t+1) = Θ(t) − η∇Θ

Nb∑
i=1
Li(f(xi; Θ(t)), ti) (2.15)

Adam Another variant of the gradient descent method is Adam [45], which we brie�y
describe here since it proved to be an e�cient optimizer and was used for most of the
experiments within the scope of this project. The name derives from adaptive moment
estimation. In the so called momentum method the previous step is remembered and
contributes to the current update. Usually it is multiplied by a forgetting factor β and
added to the current parameter. The ADAM method computes adaptive learning rates
for the �rst and second moments. It is described in the following algorithm 1:

Algorithm 1 The Adam algorithm

Require: Step size η
Require: Exponential decay rates for the moment estimates β1, β2 ∈ [0, 1) with β1 6= β2
Require: Initial parameters Θ0
Require: Small constant for numerical stabilization ε
Initialize 1st and 2nd moment vectors m0 = 0, v0 = 0
Initialize time step t = 0
while stopping criterion not met do

t← t + 1
g← ∇Θ

∑Nb
i=1 Li(f(xi; Θ), ti), Compute gradient on minibatch

m← β1m + (1− β1)g, Update biased �rst moment estimate
v← β2v + (1− β2)g2, Update biased second moment estimate
m̂← m

1−βt
1
, Compute bias-corrected �rst moment estimate

v̂← v
1−βt

2
, Compute bias-corrected second moment estimate

Θ← Θ− η m̂√
v̂+ε

, Update parameters
end while

return Θ, Resulting parameters
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2.3 Training neural network models

2.3.3 Backpropagation

To calculate the gradient ∇ΘL the so called backpropagation algorithm is used. In
the �rst step, the forward pass, the error is computed by propagating the input through
the network to calculate the output for the current parameters and a given training pair
or minibatch. Then, by using the chain-rule, the error is propagated back through the
network to obtain the contribution to the output value for each of the individual weights,
this step is known as the backward pass [46].
In the following we will use the symbol w

(k)
ij to denote a single weight of the parameter

set, where i describes the index for the weight vector, j the hidden unit, and k the num-
ber of the corresponding layer. For simpli�cation, the bias b

(k)
j will be omitted, which

could also be interpreted as adding a value w
(k)
0j to the weight vector and having an

additional output value h
(k−1)
0 of value 1 at the previous layer.

w(k)
j = [w(k)

0j , w
(k)
1j , .., w

(k)
Nk−1j]T

h(k) = [1, h
(k)
1 , .., h

(k)
Nk

]T

As already mentioned above, the activation a
(k)
j of the j-th hidden unit inside the k-th

layer is de�ned as

a
(k)
j =

Nk−1∑
i=0

w
(k)
ij h

(k−1)
i (2.16)

Where hi is the i-th output value after the nonlinear activation function g

hi = g(ai) (2.17)

In general, the derivation of the loss function L w.r.t the weight wij depends on the
activation aj of the corresponding layer before it is passed to the activation function.

∂L
∂w

(k)
ij

= ∂L
∂a

(k)
j

∂a
(k)
j

∂w
(k)
ij

(2.18)

We denote the left term, also referred to as errors, by

δ
(k)
j = ∂L

∂a
(k)
j

(2.19)

Using equation 2.16, the right term can be written as

∂a
(k)
j

∂w
(k)
ij

= ∂

∂w
(k)
ij

Nk−1∑
i=0

w
(k)
ij h

(k−1)
i = h

(k−1)
i (2.20)

Substituting equations 2.19 and 2.20 into equation 2.18, results in

∂L
∂w

(k)
ij

= δ
(k)
j h

(k−1)
i (2.21)
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This means, that the partial derivative of a weight w
(k)
ij is simply the product of the error

δ
(k)
j in the current layer and the output h

(k−1)
i at node i in the previous layer. With this

we can now derive the the partial derivatives for the output layer and any given hidden
layer. Assuming a single training sample the error function is

L = (yj − tj)2 = (g(m)(am
j )− tj)2 (2.22)

with m denoting the output layer. Using equation 2.19 we can write

δ
(m)
j = ∂L

∂a
(m)
j

= 2(g(m)(a(m)
j )− tj)g(m)′(a(m)

j ) = 2(yj − tj)g(m)′(a(m)
j ) (2.23)

Which gives us the gradient of the error function for a weight in the output layer:

∂L
∂w

(m)
ij

= δ
(m)
j h

(m−1)
i = 2(y − t)g(m)′(a(m)

j )h(m−1)
i (2.24)

As for a arbitrary hidden layer, we use again the chain rule to evaluate the error term

δ
(k)
j = ∂L

∂a
(k)
j

=
∑

l

∂L
∂a

(k+1)
l

∂a
(k+1)
l

∂a
(k)
j

(2.25)

where the sum runs over all nodes l in the subsequent layer k + 1. Using again equation
2.19, we can write

δ
(k)
j =

∑
l

δ
(k+1)
l

∂a
(k+1)
l

∂a
(k)
j

(2.26)

With equation 2.16 the right term becomes

∂a
(k+1)
l

∂a
(k)
j

= ∂

∂a
(k)
j

∑
j

w
(k+1)
jl g(k)(a(k)

j ) = w
(k+1)
jl g(k)′(a(k)

j ) (2.27)

Combining equations 2.26 and 2.27 leads to the backpropagation formula:

δ
(k)
j = g(k)′(a(k)

j )
∑

l

w
(k+1)
jl δ

(k+1)
l (2.28)

Which now can be used to compute the partial derivative of the loss function L for a
given weight w

(k)
ij

∂L
∂w

(k)
ij

= δk
j h

(k−1)
i = g(k)′(a(k)

j )h(k−1)
i

∑
l

w
(k+1)
jl δ

(k+1)
l (2.29)

The stated derivation of the backpropagation formulas are based on [44, 5.3] but as
in [46] the superscript notation for indicating the layer index was added.
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2.3 Training neural network models

2.3.4 Regularization

In machine learning an essential goal is to develop a model that performs well on unknown
test data and not only on the training data. This property is described by the term
generalization. If the training error is small but the model does not perform well on
the test data this means that the underlying function is not approximated well. This
case is called over�tting and is illustrated in the plot (c) of �gure 2.5. On the contrary,
when the true function is not approximated well enough so that both training and test
performance are low, the term under�tting is used. This case is illustrated in plot (a).

Figure 2.5 � Demonstration of under�tting and over�tting. In plot (a) the model is too simple
and the true function is not approximated well enough, only a few samples �t to
the estimated function. In plot (c) the model is too complicated, most of the
samples �t the function but the estimated curve is not a good approximation of
the true function. Plot (b) shows an accurate model of the true function.

To improve generalization and avoid over�tting there exist many strategies collectively
known as regularization.
In the following two di�erent regularization methods, namely early stopping and dropout
will be described. For further information refer to [20, ch.7].

Early Stopping During training, the loss represents the performance of the model
on the taining data. To observe the performance in terms of generalization, the model
is evaluated on a small validation set, usually after each epoch 1. Ideally training and
validation loss are decreasing steadily over time. However, in the case of over�tting,
an increase of the validation loss may be observed while the training loss is further
improving. One regularization strategy is to stop the training procedure if such a drift

1. The term epoch describes one complete pass over the training data. After one epoch the model
has been presented with every observation from the training set once.
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2 DEEP LEARNING

is observed and the validation loss starts to increase. This strategy is known as early
stopping and is illustrated in �gure 2.6. The model parameters are saved after each
epoch and if the validation loss is not further improving, the training stops and the
parameters corresponding to the best validation performance are returned. Usually the
validation set is a subset of the training data which is not fed to the model.

Figure 2.6 � Illustration of early stopping. The validation loss is monitored after each epoch
and if no improvements can be observed the training procedure is stopped.

Dropout A di�erent regularization approach is dropout training which was �rst pub-
lished in 2014 by Srivastava et al. [47].
The idea is to randomly set a certain percentage of the input and hidden units to zero
after each weight update. This can also be seen as randomly sampling a binary mask
which is applied to all the input and hidden units in the network. The probability of a
mask value to be zero is a parameter which has to be selected before training.
There are di�erent ways to implement dropout regularization. The keras framework [48]
applies regularization separately to each layer, making it possible to use dropout only for
selected layers with di�erent parameters.

2.4 Network Topologies

In addition to feed forward networks, deep learning involves numerous network structures,
as well as di�erent regularization and optimization proceedures. In the following three
common network topologies will be introduced, namely autoencoders, convolutional neu-
ral networks and recurrent neural networks. For a more detailed dicussion and further
information on practical deep networks, the reader is re�ered to part II of the Deep
Learning Book [20].

24



2.4 Network Topologies

2.4.1 Autoencoders

Autoencoders [20, ch.14] are a class of neural networks that attempt to output a copy
of the input data. They consist of two parts: an encoder h = f(x) that produces
a hidden representation of the input data and a decoder r = g(h) that outputs a
reconstruction of the input from the hidden representation. The learning process can be
described as minimizing a loss function over the input data and the estimated output

L(g(f(x)), x) (2.30)

x1

x2

x3

x4

x5

r1

r2

r3

r4

r5

input
hidden

representation reconstruction

Figure 2.7 � An autoencoder consists of an encoder h = f(x) that produces a hidden repre-
sentation of the input data and a decoder r = g(h) that outputs a reconstruction
of the input from the hidden representation.

The model often learns useful properties of the input data which can be used for dimen-
sionality reduction or feature learning.
A variant is the so called Denoising Autoencoder (DAE), which tries to reconstruct
the data x from the input x̃, which is corrupted by some form of noise

L(g(f(x̃)), x) (2.31)

Autoencoders are often regularized by adding some kind of penalty term to the loss
function, for example a sparsity constraint on the code layer or any kind of activity reg-
ularization [20, ch.14.2].
Deep autoencoders can be formed the same way as simple deep feedforward networks
by increasing the number of layers in the encoder and decoder.

As described in [16], unsupervised pre-training in combination with supervised �ne-tuning
can be used to build a deep belief net (DBN). Originally restricted boltzmann machines
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(RBM) and contrastive divergence were used to build the DBNs, but for practical reasons
the RBMs are sometimes substituted with autoencoder networks [25] [26]. Multiple
single autoencoders are trained seperately to reconstruct the previous autoencoder's
hidden layer. These mutiple autoencoders are then stacked on top of each other and can
be trained the same way as a conventional DNN. The bene�t of the pre-training stage
is that the layer weights are already guided into a useful direction rather than starting
with a random weight initialization for the �ne-tuning. This can avoid the weights to
get stuck at local minima and speeds up the training process.

2.4.2 Convolutional Neural Networks

A commonly used network topology, especially for problems involving image data are
Convolutional Neural Networks (CNNs) [20, ch.6]. The principal di�erence to con-
ventional neural networks is that they apply a convolution operation to the input rather
than a matrix multiplication.

y(t) = (w ∗ x)(t) =
∑

τ

w(τ)x(t− τ) (2.32)

Where w is referred to as the kernel and x as the input. The output is sometimes
referred to as the feature map. Often convolutional layers operate on multidimen-
sional input data so the convolution is carried out over multiple axis. In the case of
2-dimensional image data I and �lter kernels K the convolution becomes

S(i, j) = (K ∗ I)(i, j) =
∑

u

∑
v

K(u, v)I(i− u, j − v) (2.33)

Note that there are di�erent ways to handle the convolution near the edges of the input
image. Sometimes indices for which the kernel would be convolved with values outside
the range of the input image are excluded from the operation, which results in a smaller
output image. A di�erent option is to pad the input image outside the edges so that the
output is of the same size as the input. Figure 2.8 depicts an example of a convolutional
operation. The image on the left is convolved with the Kernel K in the middle and
results in the matrix shown on the right. In this example the input image is zero-padded
to ensure an output image of the same dimensions.
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1 0 0 0 0 1

1 0 0 0 1 0

1 0 0 1 0 0

1 0 1 0 0 0

1 1 0 0 0 0

1 1 1 1 1 1

0 1 0

0 1 0

0 1 0

2 0 0 0 1 1

3 0 0 1 1 1

3 0 1 1 1 0

3 1 1 1 0 0

3 2 2 1 1 1

2 2 1 1 1 1

K

Figure 2.8 � Demonstration of the convolution operation. The image on the left side is con-
volved with the kernel K (middle), which results in the modi�ed image on the
right. Since the kernel represents a vertical line, the resulting image shows in-
creasing values in areas where the input image has vertical lines. In this example,
values outside the edges of the input image are treated as zero.

In practice, images often have multiple channels, e.g. three channels j = 1, 2, 3 for the
colors red, blue and green (RGB). In this case the output of the input layer is summed
over all channels

Yi = σ

bi +
m∑

j=1
Ki ∗ Ij

 (2.34)

Here i is the index for the �lter kernel in the current layer and b is a bias value. In
general a layer k has a �xed number of �lter kernels m(k), which means that the output
of the layer will add up to m(k) feature maps.

Y(k)
i = σ

b
(k)
i +

m(k−1)∑
j=1

K(k)
i ∗Y(k−1)

j

 (2.35)

It should be noted that there are di�erent ways to implement a convolutional layer. The
above stated de�nitions are in accordance to the implentations used in the Keras API.

Typically a pooling operation takes place after the convolution and the subsequent non-
linear transformation of the input. Pooling, sometimes also referred to as subsampling,
replaces the output of the net at a certain position with a statistical value computed
over the nearby values. Max pooling for example, returns the maximum value over
a rectangular window of a speci�c size. Common is also average pooling where the
mean value within the window is reported. Pooling can reduce the size of the previously
computed feature maps. The so called stride de�nes the step size for the shifting of
the analysis window. If all strides are set to 1, the output of the pooling operation will
have the same size as its input data.

A typical CNN for image classi�cation is depicted in �gure 2.10. It usually consists of
multiple convolutional layers, each followed by a pooling layer. While this part can be
interpreted as a feature extraction step, the following feed-forward network, consisting of
multiple fully-connected layers can be seen as the actual classi�er. The values inside the
feature maps previous to the �rst fully connected layer are stacked to one large vector.
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0 6 5 7

1 3 0 1

2 6 9 1

4 3 1 2

6 7

6 9

max pooling

Figure 2.9 � Demonstration of the max pooling operation. The window size and stride in this
example is (2, 2), which results in reduced size of the image.

convolution 1

input image

subsampling 1 convolution 2 subsampling 2 �atten feed forward

Figure 2.10 � Typical CNN consisting of 2 convolutional layers, 2 pooling layers and 2 fully
connected layers. After the second pooling operation all resulting pixels are
stacked to one vector, which is the input to the �rst fully connected layer.

2.4.3 Recurrent Neural Networks and LSTMs

Recurrent Neural Networks (RNN) are a class of neural networks which operate on
sequential data and have been successfully applied to numerous tasks such as language
processing [49], automatic speech recognition [50] or handwriting recognition [51]. The
main di�erence to feed forward networks is that RNNs incorporate connections to values
from previous time-steps. There exist numerous patterns for RNNs, which di�er in the
way the recurrent connections are placed inside the network. For detailed information
about recurrent neural networks, it's design patterns and learning strategies refer to
the Deep Learning Book [20, ch.10]. Figure 2.11 shows three simple possibilities for
recurrent connections inside a RNN, in the left example the �rst hidden unit receives its
own output from the preceding timestep h(t−1)

1 in addition to the current input values
x(t). In the middle the recurrent connection is between the output of the second hidden
layer h(t−1)

2 and the �rst hidden layer and on the right hand side the �rst hidden unit
receives the net output from the preceding time-step y(t−1).
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y y y
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Figure 2.11

During training RNNs are unfolded to forward networks which can result in very deep
and complicated structures. The computation of the gradient for unfolded networks may
include many multiplications of a weight by itself which can cause the gradient to take
very small values, aggravating the training process of RNNs. This so called vanishing

gradient problem led to the design of long short-term memory cells or LSTMs.
LSTM recurrent networks are organized in cells that have an internal self-loop controlled
by a system of gating units. Each gate behaves similar to a single conventional hidden
unit, having a bias vector b, a weight matrix W as well as an additional weight matrix
U controlling the recurrent connection.
Such a LSTM structure is depicted in �gure 2.12 and is described in the following.
The current state s(t) is controlled by the input gate i(t) and the forget gate f (t), which
adjust the contribution of the current and the previous state.

i(t) = σ
(
Wix(t) + Uih(t−1) + bi

)
(2.36)

f (t) = σ
(
Wf x(t) + Uf h(t−1) + bf

)
(2.37)

With t denoting the timestep and x(t) and h(t−1) denoting the current input and the
previous output of the cell. The sigmoid activation denoted by σ sets the weights to
values between 0 and 1.
Introducing an intermediate state s̃(t)

s̃(t) = σ
(
Wcx(t) + Uch(t−1) + bc

)
(2.38)

the current state is obtained as follows

s(t) = i(t) � s̃(t) + f (t) � s(t−1) (2.39)

Where the operator � denotes the Hadamard product.
Finally, the output gate o(t) controls the contribution of the current state to the output
h(t).

o(t) = σ
(
Wox(t) + Uoh(t−1) + bo

)
(2.40)

h(t) = o(t) � tanh
(
s(t)
)

(2.41)
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There exist many variants of the internal structure of LSTMs as well as alternatives such
as gated recurrent units (GRUs). In GRUs the number of parameters is reduced by
simultaneously controlling the forgetting factor and the decision to update the weight.
For further information see chapter 10 of the Deep Learning Book [20]. The above
stated de�nitions are in accordance to the implementations used in the Keras API.

x(t) h(t−1)

Cell State
Wc, Uc, bc

× + • × • h(t)

Input Gate
Wi, Ui, bi

Forget Gate
Wf , Uf , bf

× s(t−1)

Output Gate
Wo, Uo, bo

s̃(t)

i(t)

s(t)

o(t)

f (t)

Figure 2.12 � Diagram of a single LSTM cell

To increase the amount of input information, recurrent neural networks are sometimes
extended to bidirectional recurrent neural networks (BRNNs) [52]. For this the network
is trained simultaneously in positive and negative time direction using separate forward
and backwards layers, whose outputs are merged and fed to the next layer.

x(t−1)

x(t)

x(t+1)

↓

forward layer

↑

backward layer

h(t)

Figure 2.13 � Bidirectional RNNs employ seperate forward and backwards layers to increase
the amount of input context.

Bidirectional RNNs have been successfully used for optical character recognition [51],
speech recognition [53] as well as speech separation [36].
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2.4 Network Topologies

After this short introduction to deep learning, the next chapter will discuss how to use
audio signals in the context of machine learning as well as signal analysis and synthesis
for speech processing algorithms.
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3 | Spectro-Temporal Signal Rep-
resentation

To exploit the time-frequency characteristics of the underlying signal components, many
speech enhancement algorithms operate in the spectral or even the cepstral or modulation
domain. Usually this is done by fourier transformation or �lterbank analysis. Most
algorithms can be divided into three coarse steps as depicted in �gure 3.1. In the
�rst stage the signal is analyzed by transformation into the frequency domain and in
the second step the signal is modi�ed by �ltering out unwanted components. Finally
the enhanced waveform is obtained by transforming the modi�ed signal back to the
time-domain [54, p.5].

x Analysis Modi�cation Synthesis ŝ
X Ŝ

Figure 3.1 � Analysis-modi�cation-synthesis framework as used in many speech enhancement
algorithms.

In the case of machine learning based systems the transformed signal X can also be seen
as the feature-space for the learning algorithm, this means that the signal representation
at this point should also meet speci�c requirements for e�cient learning, such as inde-
pendency, size and a certain value range.
Chapter 3.1 will give a short introduction to fourier analysis and the spectrogram rep-
resentation followed by a brief outline of its inversion. In chapter ?? the mel-weighted
spectrogram will be introduced.

3.1 Spectrogram

The Fourier Transform [TODO cite speechcom] decomposes a time-domain signal
into its spectral components. It is de�ned by the following formula:

X(ω) = F(x(t)) =
∫ ∞

−∞
x(t)e−jωtdt (3.1)
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3 SPECTRO-TEMPORAL SIGNAL REPRESENTATION

Where the t denotes the time index and ω = 2πf the frequency.
The corresponding inverse transform is most commonly de�ned as

x(t) = F−1(X(ω)) = 1
2π

∫ ∞

−∞
X(ω)ejωtdω (3.2)

The above mentioned Fourier Transform pair is only de�ned for continuous signals both
in time and frequency.
When working with time-discrete signals, as it is the case with most digital signals and
systems the Discrete Fourier Transform (DFT) is used. A �nite signal of length N ,
sampled at a rate of fs will result in a spectrum of frequency coe�cients equally spaced
by ∆f = fs

N
.

X(k) =
N−1∑
n=0

x(n)e−j 2πkn
N (3.3)

x(n) = 1
N

N−1∑
k=0

X(k)ej 2πkn
N (3.4)

Here n denotes the time index and k the frequency index. When the DFT is carried out
for consecutive frames the Short-Time Fourier Transform (STFT) can be computed.
The frames are weighted by a window function w(n) and shifted in time by a factor R,
this yields the complex spectrum depending on the frame index l

X(l, k) = STFT(x(n); w, R) =
lR+N−1∑

n=lR

x(n)w(n− lR)e−j
2πk(n−lR)

N (3.5)

A widely used signal representation is the spectrogram. It is obtained by considering
only the squared magnitude of the complex spectrum. Usually it is expressed in dB, in
which case representation is also referred referred to as log-power spectrum (LPS).

spectrogram(x(n); w, R) = 10 · log10(|X(l, k)|2) (3.6)

As shown in �gure 3.2 the spectrogram is commonly presented as a two dimensional plot
with time on the x-axis and frequency on the y-axis. The magnitude is shown in dB:

Spectrogram Inversion To obtain the signal waveform from the complex STFT, each
spectral frame is transformed back to the time domain via inverse DFT .The overlapping
time signal frames are then weighted by a synthesis window s and summed together
according to the frame shift.

x(n) = STFT−1(X(l, k); w, s, R) = 1
N

∑
l s(n− lR)∑N

k=0 X(l, k)ej
2πk(n−lR)

N∑
l w(n− lR) (3.7)

To reconstruct the time signal from a spectrogram representation it has to be combined
with the corresponding phase Φ.

X(l, k) = |X(l, k)| · ejΦ(l,k) (3.8)
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3.2 Mel-Spectrum

Figure 3.2 � Power spectrogram of a speech signal. The magnitude at a single time-frequency
point is given as a color value.

3.2 Mel-Spectrum

The mel scale describes the perceptual pitch of a tone. It is based on listening ex-
periments, which revealed that the intervals of equal pitch increments are increasing
with frequency. For lower frequency bands, roughly below 500 Hz, the pitch intervalls
are equally spaced while they increase gradually for higher frequencies. Since the mel
scale is based on listening experiments, there exist mutiple versions of the conversion
formula [55], [56].
Usually multiple frequency bins are combined by a wighting curve to form a single mel
band [57]. Figure 3.3 shows the weighting curves for M = 24 mel bands.

Figure 3.3 � Mel �lter as a function of frequency.

To transform a N -point spectrum into the mel domain it is multiplied by a weighting
matrix T of size M ×N , where M denotes the number of mel bands.

Xmel = 10 log10

(
T · |X|2

)
(3.9)
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Figure 3.4 � Mel-spectrogram of a speech signal. The magnitude at a single time-frequency
point is given as a color value.

36



4 | Evaluation Criteria

To objectively evaluate the performance of speech enhancement systems, the following
methods are used in the context of this work. The �rst two criteria, namely PESQ and
STOI are full reference (FR) algorithms, meaning that they need to be provided with a
reference signal for comparison. FR algorithms are considered to be more accurate than
no reference (NR) systems, which only use the enhanced output signal for evaluation.

4.1 PESQ

PESQ stands for Perceptual Evaluation of Speech Quality and was originally de-
veloped by the International Telecommunication Union (ITU) as an objective method for
speech quality assessment of telephone networks and speech codecs. Since it includes
measurements of environmental noise at the sending side when used as a full reference
algorithm, it is also a widely used tool for the evaluation of speech enhancement algo-
rithms. The PESQ compares a reference signal with a degraded signal, which in our
case is the noisy signal processed by the speech enhancement algorithm. First a series
of delays between the two signals are computed for time alignment. Then they are com-
pared by using a perceptual model which takes account of the perceptual frequency and
loudness in the human auditory system.
The basic structure is depicted in �gure 4.1. For our experiments, the implementation

original
input

Perceptual
model

Internal representation
of original signal

Time
alignment

Di�erence in internal
representation determines
the audible di�erence

Cognitive
model

quality

degraded
output

Perceptual
model

Internal representation
of degraded signal

Figure 4.1 � Overview of the basic philiosophy used in PESQ [58]
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4 EVALUATION CRITERIA

as described in the ITU-T recommendation P.862 (02/2012) [58] is used. The algorithm
reports the raw PESQ value ranging from -0.5 (worst) to 4.5 (best) as well as a mapping
onto MOS-LQO (Mean Opinion Score - Listening Quality Objective) scale ranging from
1 to 5. For the results reported in the following chapters the latter will be used, unless
otherwise stated.

4.2 STOI

Short-time objective intelligibility measure as described in [59] is an algorithm to
predict the intelligibility of noisy speech.
It ranges from 0 (no intelligibilty) to 1 (perfect intelligibilty). In general it analyses short
(approximately 400 ms) overlapping time segments and compares the clean and degraded
speech signals based on a correlation coe�cient between their temporal envelopes.
In a �rst step the signals are resampled to 10 kHz and framed into 50% overlapping
frames with a length of 256 samples. The frames are weighted by a Hann-window
and are zero-padded up to 512 samples. To exclude non-speech frames, silent regions
are removed by analyzing the energy content within the clean speech frames. After
transformation into the frequency domain, the DFT-bins are grouped to 15 one-third
octave bands ranging from 150 Hz to 4.3 kHz.

Xj(m) =

√√√√√k2(j)−1∑
k=k1(j)

|x̂(k, m)|2 (4.1)

Where x̂(k, m) denotes the k-th frequency bin of the m-th clean speech frame and j
denotes the band index. The band edges are denoted by k1 and k2. In the next step the
single frames are grouped to short-time regions spanning N = 30 frames.

xj,m = [Xj(m−N + 1), Xj(m−N + 2), ..., Xj(m)]T (4.2)

To componsate for global level di�erences, the degraded speech regions y(n) are nor-
malized and clipped.

ȳj,m(n) = min
(
‖xj,m‖
‖yj,m‖

yj,m(n), (1 + 10−β/20)xj,m(n)
)

(4.3)

where β = −15 dB and ‖ · ‖ represents the `2 norm.
The intermediate intelligibility measure for a time-frequency unit is then calculated as
the sample correlation coe�cient between the clean and the noisy vector.

dj,m =

(
xj,m − µxj,m

)T (
ȳj,m − µȳj,m

)
‖xj,m − µxj,m

‖‖ȳj,m − µȳj,m
‖

(4.4)

where µ refers to the mean value of the corresponding vector.
Finally the result is given as the average over all bands and time-segments.

d = 1
JM

∑
j,m

dj,m (4.5)
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4.3 Speech Accuracy Score

4.3 Speech Accuracy Score

Finally the score utility fromMicrosoft Speech Platform is used to assess the performance
of the presented algorithms in terms of speech intelligibility. The resulting score reports
the accuracy of Microsoft's speech recognition system and returns a percentage titled
'Speech Accuracy Score' and a text �le containing pairs of recognitions and transcriptions.
For this a noisy audio recording with a duration of 10 minutes, consisting of voice
commands by di�erent female, male and children speakers is provided. The raw audio
�le has a speech accuracy score of 41.9%.
The tool is used at Harman for benchmarking in the context of projects in cooperation
with Microsoft and further details on the technical background are kept con�dential.

4.4 Signal-to-Noise Ratio

The signal-to-noise ratio (SNR) compares to power of the wanted signal, in our case the
speech signal, to the power of the noise signal and is commonly expressed in decibels.

SNR = 10 log10

(
Psignal

Pnoise

)
(4.6)

It can be calculated using the summed squared magnitudes

SNR = 10 log10

(∑
t s2(t)∑
t n2(t)

)
(4.7)

Note that for this metric, the noise signal has to be known. Considering an additive
noise model (see eq. 1.1) the noise signal can be expressed by the di�erence between
the the noisy signal x(t) and the clean speech signal.

SNR = 10 log10

( ∑
t s2(t)∑

t(x(t)− s(t))2

)
(4.8)
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5 | Time-Frequency Masks

To use deep learning for speech enhancement there are two commonly employed strate-
gies. The �rst approach is to train the network directly on pairs of noisy and clean
amplitude spectra and to combine the estimated amplitude and the noisy phase in the
enhancement stage [32] [33]. The other approach is to use time-frequency masks as
learning targets, which are then used to segregate the speech and noise components in
the noisy spectrum [31] [60].
Time-frequency masks are widely used in computational auditory scene analysis (CASA)
[61]. CASA systems analyze the acoustic input such as a cochleagram or correlogram
by trying to segregate the di�erent sources. This is often done by computing a mask
weight for each time-frequency point, which emphasizes regions dominated by the target
source and supresses those dominated by other sources. In this case the estimated signal
is obtained by element-wise multiplication of the source signal and the time-frequency
mask.

Ŝ(t, f) = M(t, f)�X(t, f) (5.1)

Where � de�nes the hadamard-product or element-wise multiplication.

In the following three di�erent types of spectral masks, commonly used for source separa-
tion and speech enhancement will be presented. Namely Ideal Binary Mask (IBM), Ideal
Ratio Mask (IRM) and Phase Sensitive Filter (PSF). Finally the di�erent time-frequency
masks will be evaluated and compared in terms of their speech enhancement capabilities.

5.1 Ideal Binary Mask

The ideal binary mask or IBM introduced by Wang et al. [62], [63], classi�es a single
time-frequency bin of the mixture spectrum X as being associated with either the speech
or non-speech component. If the local SNR at a single point (i, j) is larger than a local
criterion ξ the corresponding mask-value is set to one otherwise it is considered as noise
and will be zero to suppress the spectral magnitude at this speci�c point.

M IBM(t, f) =

1, for SNR(t, f) > ξ

0, for SNR(t, f) < ξ
(5.2)
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5 TIME-FREQUENCY MASKS

The local criterion ξ depends on the overall SNR of the mixture and a parameter α.
Where 5 dB is a commonly used value for α [31].

ξ = SNRdB − α (5.3)

The IBM is considered globally optimal in terms of SNR if the window function is
rectangular and the time-frequency decomposition is orthogonal [64], [65]. Plot (c) in
�gure 5.2 shows the ideal binary mask for a speech signal (a) masked by babble noise
(b).

5.2 Ideal Ratio Mask

A commonly used spectral mask especially in the context of DNN based speech enhance-
ment is the ideal ratio mask (IRM) [66], [31], [37]. In contrast to the IBM, the IRM
belongs to the family of softmasks, meaning that its range is not constrained to binary
values. When the phase of the underlying signals s and n are equal, the IRM is consid-
ered to produce optimal results [36]. It is closely related to the wiener �lter, which is
the optimal �lter in the minimum mean-square error sense and is de�ned as follows

M IRM = |S|2

|S|2 + |N |2 (5.4)

If power spectral densities are used instead of spectral values and the speech and noise
signals are uncorrelated, the above mentioned relation would match the wiener �lter.
Several studies have found that the IRM generally performs better than the IBM in the
context of source separation [31] [65] [36]. Plot (d) in �gure 5.2 shows the ideal ratio
mask for a speech signal (a) masked by babble noise (b).

5.3 Phase Sensitive Filter

A di�erent type of soft mask is the phase sensitive �lter, which was introduced by
Hakan Erdogan et al. and obtained promising results in the context of deep learning based
speech separation [36]. The PSF is derived from the ideal complex mask M ICM = S

X
by

considering only the real part of the �lter.

Mpsf = <
(

S

X

)
= <

(
|S|
|X|

ej(φS−φX)
)

= |S|
|X|

cos (φS − φX) (5.5)

For the practical use as a learning target for neural networks the value range will be
constrained by clipping the values to [0, 1]. The resulting mask is also referred to as
truncated PSF 1 and is illustrated in plot (e) of �gure 5.2.

1. In the following, the acronym PSF stands exclusively for the truncated PSF.
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5.4 Comparison

5.4 Comparison

The described time-frequency masks are compared in an oracle scenario using a test set
of 360 utterances and the above mentioned evaluation criteria. The test set includes
four female and four male speakers and each of the utterances is superimposed with a
noise signal resulting in 360 noisy utterances divided into �ve di�erent signal to noise
ratios, namely -5, 0, 5, 10 and 15 dB 2. Using the noisy signal and the corresponding
clean speech signal the individual time-frequency masks are calculated. The resulting
enhanced signals are constructed by multiplying the noisy spectra and the corresponding
spectral masks and subsequently transforming the spectra back to the time domain by
inverse STFT.
Figure 5.1 shows the PESQ (a), SNR (b) and STOI (c) for IBM, IRM and PSF in com-
parison to the noisy signals of the test data. The respective results are averaged for each
of the four SNR levels in the test set.
Table 5.1 shows the delta values for the resulting PESQ, SNR and STOI for the indi-

Figure 5.1 � Comparison of di�erent spectral masks. For the metrics PESQ, SNR and STOI,
the mean values as well as the 95% con�dence intervals are indicated as measured
for a test sest of 360 sentences with di�erent SNRs

vidual mask approaches. For each of the resulting enhanced utterances the di�erence to
the original noisy signal is calculated and the delta values are given as the mean value
over all measurements.
It can be observed that in terms of speech quality and intelligibility, as measured by the
PESQ and STOI metrics, the softmasks clearly outperform the binary mask. As for the
SNR of the resulting signals the di�erence is only signi�cant for severe noise conditions
below 0 dB SNR. While the di�erences are clearly visible for the PESQ results, the perfor-
mance of the IBM in terms of the resulting SNR improves with better overall SNR of the
original noisy utterances. Additionally, the IRM and PSF results are more independent
from the SNR of the input signal than the IBM. When looking at the average results for
the STOI measurements in �gure 5.1 there is almost no visible di�erence between the

2. For a detailed description of test data, see chapter 6.2
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5 TIME-FREQUENCY MASKS

Mask ∆PESQ ∆SNR ∆STOI

IBM 0.4 5.2 0.14
IRM 1.0 6.5 0.17
PSF 1.1 7.0 0.17

Table 5.1 � PESQ results for di�erent oracle masks at various SNR levels.

performance of the two softmasks and a di�erence of about 0.4 to that of the binary
mask.
The delta values in table 5.1 show that the PSF performs best for all of the three evalu-
ation criteria closely followed by the IRM.
The mentioned results are consistent with the results presented in [31] and [36], which
also shows that the phase sensitive �lter may be superior to the ideal ratio mask not
only in terms of speech separation, but also for speech enhancement tasks.
Figure 5.2 additionally shows a clean speech signal (a) and the same signal superim-

posed with babble noise at 5 dB SNR (b) as well as the corresponding IBM (c), IRM
(d) and PSF (e).

In the next chapter it will be presented how deep neural networks can be used for speech
enhancement and the general framework for the �nal experiments will be introduced.
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5.4 Comparison

Figure 5.2 � Illustration of di�erent oracle masks. A clean speech signal (a) is superimposed
with babble noise at 5 dB SNR, which results in the noisy signal in (b). Plots
(c), (d) and (e) show the corresponding IBM, IRM and PSF respectively.
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6 | Experimental Setup

This chapter will give an overview about the general framework for the conducted ex-
periments. First the basic speech enhancement approach is introduced followed by a
description of the dataset and the generation of the training and test data. Furthermore,
an explanation of the feature extraction and training procedures will be given along with
a short description of the baseline algorithm used for comparison.

6.1 Proposed Framework

For the experiments conducted in the context of this work, the following framework is
used. The neural network models are trained to predict spectral masks from noisy speech
input. For that the model is fed with features extracted from noisy speech i.e. lps or mel
spectra. After training, the neural network model is used to predict the time-frequency
mask for the noisy input features frame by frame. Figure 6.1 shows the proposed speech
enhancement method. The upper half of the diagram depicts the training process of
the neural network model and the lower half shows the enhancement and the testing
framework respectively.
From the noisy time signal the spectrum is obtained by Fourier analysis. Then the input
features for the neural network are extracted and standardized using the global mean
and variance of the training data.

X = X − µtrain

σ2
train

(6.1)

A detailed explanation of the feature extraction process as well as the estimation of the
global mean and variance of the training data is given in chapter 6.3.
The enhanced complex spectrum is obtained by element-wise multiplication of the es-
timated spectral mask with the complex spectrum of the noisy signal. Finally, the
enhanced speech spectrum is obtained by inverse fourier transform.
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clean audio
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noisy audio
noisy

spectrum
• noisy

features
dnn model

mask com-
putation

test
data
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noisy

spectrum
noisy

features
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enhanced
spectrum
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audio
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Figure 6.1 � Proposed speech enhancement framework. Features are extracted from the noisy
spectrogram and then fed into the neural network model. Subsequently the pre-
dicted spectral mask is multiplied by the noisy spectrogram to attain an estimate
of the clean speech spectrogram. Finally the enhanced speech signal is obtained
by inverse FFT and overlap and add.

To provide the model with information about the temporal context, the input features
will span multiple time frames corresponding to exactly one frame of the respective spec-
tral mask. More speci�cally, a context size of 11 frames was chosen for the experiments
and, depending on the particular ANN model, the output will either correspond to the
6th (center) or 11th (end) input frame. It should be noted, that the target mask is
estimated frame by frame, which means that there is no temporal dependency between
successive target predictions.

6.2 Dataset

For training and testing of the neural network models a large quantity of speech and
noise data is needed. Since the goal is to estimate the clean speech signal from a
corresponding noisy speech signal, the collected speech data is combined with noise
signals to form a large number of noisy speech signals, which can be seen as the input
data to the model. In the following the composition of the speech and noise corpora as
well as the generation of the noisy speech data will be described.
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6.2 Dataset

Speech data The dataset is based on 360 hours of speech data from the LibriSpeech
corpus [67], which consists of read English speech derived from audiobooks from the
LibriVox [68] project. In particular 154 female and 154 male speakers are randomly
chosen from the clean training set (train-clean-360.tar.gz [68]). From each of the
speakers, �ve di�erent utterances each with a duration of 10s were chosen, resulting in
a total of 1500 clean utterances for the training data and 40 utterances for the test data.
The IDs of the used speakers and utterances are listed in the appendix.

Noise data A combination of the TUT database for acoustice scene classi�cation [69]
and background noises from the QUT-NOISE-TIMIT database [70] is used to form a
noise corpus with an overall duration of more than 29 hours. The corpus is divided into 7
categories namely: car, city, cocktail party, home, nature, o�ce and tra�c. Additionally,
an eighth category transient is formed by using multiple types of non-stationary noises
such as ring-tones, dial-tones, sirens etc. manually collected from http://freesound.
org.
The choice of noise categories is based on what we considered typical environments for
the use of a lifestyle audio product. Of course the structure of the available data also
played a role, since we wanted each noise category to consist of roughly the same amount
of data.
For testing additional noise data was collected from the NOISEX-92 database [71]. The
choice of noise data for the test set is based on the fact that the NOISEX-92 database is a
popular database for the evaluation of noise reduction algorithms and furthermore o�ers
noise scenarios that di�er greatly from those used for the training data, which makes it
possible to evaluate the respective deep learning models in terms of their generalization
capabilities. Table 6.1 lists the di�erent noise categories contained in the training and
test data.

Train Test

car babble∗
city buccaneer∗
cocktail party destroyerengine∗
home destroyerops∗
nature f16∗
o�ce factory∗
tra�c leopard ∗
transient machinegun ∗

workshop

Table 6.1 � Noise categories contained in the data set. The categories marked by ∗are taken
from the NOISEX-92 database.

Noisy speech data The clean utterances are overlayed by segments of the noise
sounds at a �xed set of SNR-levels. In particular the training set compromises SNR-levels
of 10, 5, 0 and -2 dB. It should be noted that since the noise database contains not only
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6 EXPERIMENTAL SETUP

stationary but also non-stationary and even short transient sounds, the momentary or
short-term SNR can di�er drastically from the above stated SNR-levels.
Clean and noisy speech were summed together using a scaling factor α

x[n] = s[n] + αn[n] (6.2)

which is determined by the desired SNR-level in dB SNRdB

α =
√√√√ ∑

n s2[n]∑
n n2[n]10

SNRdB
10

(6.3)

Five utterances, each with a duration of ten seconds, were chosen randomly from each
of the speakers and superimposed by the noise sounds. The procedure, in which the
training data was created is depicted in �gure 6.2. For every single noise category
four di�erent segments were selected to cover the di�erent SNR-levels. This results
in 32 di�erent noisy utterances for each clean utterance in the training set. Therefore
2× 150× 5 = 1500 clean utterances result in 1500× 8× 4 = 48000 noisy utterances,
which correspond to 133 hours of audio material.

1 clean utterance

-2 dB

0 dB

5 dB

10 dB

noisy utterances at -5 dB

noisy utterances at 0 dB

noisy utterances at 5 dB

noisy utterances at 10 dB

32 noisy utterances

Figure 6.2 � Creation of the noisy training data. A single utterance is superimposed with
noise data at four di�erent SNR levels. From each category, four di�erent noise
segments are chosen randomly to be superimposed with the clean utterance.

For the test data a slightly di�erent procedure was used to generate the noisy utter-
ances. To minimize the time required for evaluation of the models, only 40 di�erent
clean utterances are included in the test data and each one was used only 9 times for the
noisy test data resulting in 40× 9 = 360 noisy utterances. Instead of using one random
noise segment from each category for each SNR level, the single clean utterances are
combined with exactly one random segment from each category and the SNR level for
each noisy utterance was selected alternatingly between 15, 10, 5, 0 and -5 dB.
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6.3 Feature Extraction

6.3 Feature Extraction

The features and targets are extracted in multiple stages. At �rst the complex spectro-
grams are computed for each pair of noisy and clean audio, using a hann window of
32ms length and an overlap of 50%. Subsequently, the noisy spectral features as well as
the targets i.e. spectral masks are calculated. Both log power spectra and mel spectra
were implemented for later comparison. The feature frames are now combined to feature
matrices spanning M = 11 frames, each corresponding to exactly one target frame. The

noisy audio
10s

noisy
spectra

32ms frames,

16ms overlap

features
log/mel spectrum

11x257/11x128

clean audio
10s

clean
spectra

32ms frames,

16ms overlap

targets
spectral mask

257

Figure 6.3

choice of the input length is based on studies by Lu et al. [25] and Xu et al. [33], where
di�erent context sizes were evaluated. It was shown that the performance improved with
the number of input frames and that 'more acoustic context information could smooth
the enhanced speech to obtain better hearing sense'. Furthermore, it was observed that
the signi�cance of the context size was especially high for low SNR levels. On the down-
side, more input context also leads to higher complexity regarding the network structures
and a longer initial delay in the case of real time implementation and in terms of PESQ
and STOI, Xu et. al reported no signi�cant improvement for context sizes larger than
11 frames. However, the above mentioned studies evaluated the context size only for
the use with DAEs and feed forward networks and while a context of 11 frames was used
in combination with CNNs as well [38], there is no de�nitive coherence of the above
mentioned results with the optimum context size for RNN models. Hence, it would be
useful to further investigate the optimal sequence length for RNNs in the context of
speech enhancement.
For feature standardization during training and testing the mean and variance over the
complete training set is needed. To save computation time they are computed during
the feature extraction process using the algorithm described in [72] by Chan et al., which
makes it possible to compute the mean and variance in parallel by combining the statis-
tics of multiple subsets XA, XB of the complete set of data X. It is described below in
algorithm 2.
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6 EXPERIMENTAL SETUP

Algorithm 2 Pairwise mean and variance

Require: Mean values µA, µB

Require: Variance values σ2
A, σ2

B

Require: Sample sizes nA, nB

δ = µA − µB

mA = σ2
A(nA − 1)

mB = σ2
B(nB − 1)

M = mA + mB + δ2 nAnB

nA+nB

µ = µAnA+µBnB

nA+nB

σ2 = M
nA+nB−1

return µ, σ2, combined statistics

6.4 Training Stage

The training procedure was the same for all of the performed experiments as described
in chapter 7. A batch size of 128 was chosen empirically to e�ciently use the hardware
resources 1. As long as there is enough memory available, larger batch sizes lead to more
e�ciency and speed up the training process. Furthermore a larger batch represents a
more accurate estimate of the gradient. Smaller batch sizes on the other hand, can have
a regularization e�ect and lead to better generalization [20, ch.8].
For optimization, Adam was chosen since it converged faster than other optimization
algorithms in most of the initial experiments. Since the complete training set was too
large to �t into the memory, the data was divided into 100 smaller chunks, each holding
around 300.000 observations which corresponds to circa 4 GB. From these chunks the
minibatches were provided during training until each sample was seen once and the next
chunk was loaded into memory. Before dividing the whole dataset into chunks, the
observations were shu�ed, additionally the order of the chunks as well as the individual
content was permuted as well during each training epoch.
Unless otherwise stated, the mean squared error between the true and the predicted
mask output was used as the loss function.
All of the experiments were implemented in Python 3 and Keras with Tensor�ow [73]
as backend.

6.5 Baseline Algorithm

The baseline speech enhancement algorithm is used for comparison with the proposed
framework. It is based on a modi�ed wiener �lter approach and uses noise shaping to
achieve a time-frequency varying attenuation at lower frequencies [74]. Furthermore
a noise power spectral density estimation algorithm is used which is based on a mul-
tiplicative estimator utilizing multiple increment and decrement time-constants. The

1. For the experiments a pc with 128 mb memory and two TITAN Xp graphic cards was available.
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6.5 Baseline Algorithm

time-constants are chosen by observing the long-term trend of the noisy input spec-
trum [75]. The mentioned approaches, which are originally designed for the use in
automobile environments, are modi�ed to maximize the performance for the reference
�le needed for scoring the word accuracy. The algorithm is currently under development
by Harman, and further details on the design and implementation are kept con�dential.

This chapter gave an overview of the experimental setup and the proposed speech en-
hancement framework. The next chapter will give a description of the carried out ex-
periments as well as an evaluation of the proposed algorithm in terms of the mentioned
evaluation criteria.
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7 | Experiments and Results

In this chapter the speech enhancement method is tested with a number of di�erent
neural network models and the results are compared to those of the baseline method.
First a basic LSTM network is investigated followed by an evaluation of di�erent feature
target combinations as well as a comparison of di�erent layer sizes. The LSTM model is
then extended to employ bidirectional layers and the outcome is discussed and compared
to the previous results. After that a novel loss function is introduced and its impact
on the performance of the speech enhancement system is investigated. Furthermore, an
extended data set, tailored to match the Cortana reference �le, was used for training
and the resulting model was evaluated. Finally, the mentioned methods are compared
to a CNN based approach and the overall results are summarized.

7.1 LSTM Networks

For the experiments regarding LSTM units the general network structure is based on [35]
and [36], where the authors investigated recurrent neural networks for single-channel
speech separation. For all the experiments, the audio data is sampled at 16 kHz and for
DFT computations a hann window of 32 ms and an overlap of 50% is used. The basic
network is depicted in �gure 7.1 and consists of two LSTM layers with 512 hidden units
followed by an additional dense layer with 257 hidden units.

Input: 128 mel bins

LSTM layer 1: 512 units

LSTM layer 2: 512 units

Output layer: 257 units, sigmoid

Output: 257 IRM bins

Figure 7.1 � Structure of the investigated LSTM network.
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Sigmoid activation is used in the output layer since it ensures the output values to be
between 0 and 1, which matches the value range of the IRM. The input features are
128-point mel-spectra and as targets ideal ratio masks with 257 bins are used.
A time sequence of 11 time frames consisting of the current frame and the 10 previous
timesteps is used as the input to the model and the spectral mask of the current frame
is used as the corresponding output. Although it is theoretically possible to train RNNs
with time sequences of variable length, Keras expects the input shape to be constant.
Additionally a �xed size of the acoustic context allows the dataset to be used for training
of other network topologies as well.
To improve the generalization capabilities of the model, dropout of 0.2 is applied to
the �rst two recurrent layers. In an initial experiment it was observed that when using
Adam the validation loss did not improved after the �rst epoch (see �gure 7.2). This
led to decision to train the models exclusively for one epoch in order to minimize the
time required for the following experiments.

Figure 7.2 � Validation loss and training loss for 25 epochs of training of an LSTM network
using Adam.

Results The performance of the network is evaluated in terms of the speech accuracy
score, and the above mentioned evaluation criteria PESQ and STOI. Figure 7.3 shows
the results over the mismatched test set consisting of 360 utterances as the mean value
at �ve di�erent SNR levels. As comparison the metrics for the unprocessed noisy signals,
the signals enhanced using the oracle IRM and the results of the baseline algorithm are
shown as well. It can be observed that the proposed system outperforms the baseline
algorithm in terms of PESQ and STOI signi�cantly. The perceived quality improvement
measured by PESQ is relatively small at drastic noise scenarios with SNR levels lower
than 0 dB and gets more salient for higher SNR levels but with a distinct increase of
the con�dence interval. As for the perceived intelligibility the improvements are more
distinct at lower SNR levels with the results for the RNN model being 5% higher than
the unprocessed speech at -5 dB but with a larger variability. Interestingly, the baseline
algorithm seems to decrease intelligibility with an overall STOI lower than the original
noisy speech. These measurements indicate that the proposed algorithm performs better
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7.1 LSTM Networks

Figure 7.3 � Objective evaluation results for the proposed RNN model, baseline algorithm,
oracle IRM and unprocessed speech. PESQ (a) and STOI (b) were measured for
a test set of 360 utterances. The plot shows the mean values and con�dence
intervals for �ve di�erent SNR levels.

than the baseline algorithm both in terms of speech quality and speech intelligibility.
However, the baseline system achieved a higher speech accuracy score with 76% com-
pared to the proposed algorithm with 72%. When considering the fact that the baseline
algorithm was tuned using the reference �le for the speech accuracy tool, this can still be
seen as a satisfactory result. Furthermore, it has to be noted that the speech accuracy
score is evaluated using the reference �le, which is composed of only a speci�c kind
of babble noise and is therefore not necessarily suitable to measure the general speech
enhancement performance. Empirical observations of the resulting audio signals showed

method acc [%] ∆PESQ ∆STOI

baseline 76 0.2 -0.01
LSTM 2x512 72 0.4 0.04

Table 7.1 � Objective evaluation results for the proposed RNN model and the baseline algo-
rithm. PESQ and STOI are given as the delta values, calculated by averaging the
di�erence between the noisy and enhanced signals from the test set.

that the perceived speech quality is indeed higher for the RNN results compared to the
baseline results. Speech processed with the baseline algorithm exhibits high amounts of
musical noise especially for low SNR levels. The RNN system on the other hands shows
no musical noise even at severe noise conditions. Similar observations can be made when
looking at the spectrograms of the resulting signals. Figure 7.4 shows the resulting spec-
tra for the baseline algorithm, the mentioned LSTM model and the corresponding oracle
IBM for 3 seconds of speech degraded by babble noise at an overall SNR of 0dB. It
can be seen that, in contrast to the baseline algorithm, the result of the neural network
is fairly similar to that produced by the oracle mask and to the clean reference signal,
respectively.
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7 EXPERIMENTS AND RESULTS

Figure 7.4 � Result of the proposed LSTM network for a speech signal mixed with babble noise
at 0dB. Plots (a) and (b) show the clean and noisy signal respectively. Plot (c)
the shows the noisy signal processed by the baseline algorithm and plot (d) the
result of the proposed LSTM system. In (e) the noisy signal is multiplied by the
oracle IRM.
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7.1 LSTM Networks

In table 7.2 the PESQ and STOI improvements are indicated for each of the noise cate-
gories included in the test set. It can be seen that the biggest improvements compared
to the baseline system are achieved for noise categories, which involve transient signals
such as 'machine gun' and 'workshop'. Categories for which the di�erences between the
proposed model and the baseline algorithm are not signi�cant, e.g. the categories 'f16'
and 'leopard', typically consist of more stationary and narrow-band noise. The drop in
performance for these noise types could be explained by the fact that the predictions of
the proposed system are based on an acoustic context spanning 11 overlapping frames,
which in some cases may not be enough to distinguish between the harmonic structure
of a vowel and that of a sinusoidal masker. This issue could be addressed by applying a
recursive evaluation scheme for the mask weights similar to [3] [76], by which information
from the preceding mask predictions are taken into account.

noise type method ∆PESQ ∆STOI

babble LSTM 0.3 (±0.06) 0.02 (±0.005)
baseline 0.1 (±0.03) -0.03 (±0.005)

buccaneer LSTM 0.5 (±0.07) 0.04 (±0.005)
baseline 0.2 (±0.04) -0.01 (±0.003)

destroyer engine LSTM 0.4 (±0.06) 0.04 (±0.006)
baseline 0.3 (±0.05) 0.01 (±0.002)

destroyer ops LSTM 0.4 (±0.06) 0.03 (±0.004)
baseline 0.2 (±0.03) -0.02 (±0.002)

f16 LSTM 0.5 (±0.06) 0.05 (±0.006)
baseline 0.3 (±0.05) 0.01 (±0.003)

factory LSTM 0.5 (±0.07) 0.04 (±0.006)
baseline 0.2 (±0.04) -0.02 (±0.003)

leopard LSTM 0.4 (±0.06) 0.03 (±0.004)
baseline 0.4 (±0.05) -0.01 (±0.001)

machine gun LSTM 0.3 (±0.04) 0.03 (±0.006)
baseline -0.1 (±0.02) -0.01 (±0.001)

workshop LSTM 0.5 (±0.07) 0.05 (±0.007)
baseline -0.0 (±0.04) -0.01 (±0.003)

Table 7.2 � Comparison of the proposed LSTM network with the baseline algorithm. The
results of the measured evaluation criteria are shown individually for each of the
categories from the test. The 95% con�dence interval is given in brackets next
to the mean value.

59



7 EXPERIMENTS AND RESULTS

7.1.1 Comparison of Features

In this experiments di�erent feature target combinations for the described network were
implemented and evaluated. The phase sensitive �lter as described in chapter 5 was used
in [36] in the context of speaker seperation. The authors reported the PSF to perform
better than the IRM in terms of signal to distortion ratio. Similar to the experiments
in chapter 5 the spectral masks were compared in an oracle scenario, meaning that the
optimum masks calculated from the reference signal were used. However, it is not proven
that these results correlate with the suitability of the respective time-frequency masks
as learning targets for deep learning models.
Table 7.3 shows the result for four di�erent combinations. The column 'features' rep-
resents the input features to the neural network model, the column 'targets' represents
the type of spectral mask used as the output feature.

model features targets acc [%] ∆PESQ ∆STOI

LSTM 2x512 lps psf 64 0.3 0.04
LSTM 2x512 lps irm 70 0.3 0.04
LSTM 2x512 mel psf 67 0.3 0.05

LSTM 2x512 mel irm 72 0.4 0.04

Table 7.3 � Objective evaluation of di�erent feature-target combinations.

The results are fairly similar for all combinations in terms of PESQ and STOI and the
best word accuracy scores are obtained using IRM as output target. The observed su-
periority of the IRM over the PSF mask contradicts the oracle experiment in chapter 5,
where the PSF performed best in terms of PESQ and SNR. This leads to the assumption
that although the PSF is theoretically better in terms of the resulting speech quality, the
IRM is more suitable as a learning target since it only requires information about the
magnitude, which is more or less explicitly provided by the input features. In contrast,
the phase information included in the PSF is not explicitly given by the model input and
can only be estimated from the harmonic structure of the input spectrum. In table 7.3
it can also be seen that in general, mel spectra achieve better results than log power
spectra except for the STOI values, where PSF masks yield the best results. However,
from the best to the worst result for the STOI metric the di�erence is only 0.8%.
Figure 7.5 shows the PESQ measurements in detail. The results are averaged over each
of the four di�erent SNR levels.
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7.1 LSTM Networks

Figure 7.5 � PESQ measured for di�erent feature combinations averaged over four di�erent
SNR levels.

It can be observed that the relations between the di�erent feature combinations stay
fairly equal over all noise levels, since the tendencies are independent from the underlying
SNR level. However, since the results are more articulate for higher SNR levels, it can be
concluded that, the lower the SNR of the test signal, the lower the di�erences between
the feature combinations.
The results for the STOI metric is shown in �gure 7.6. As already observed in table 7.3,
the results are very similar for all four feature combinations, with the combination mel
spectra and phase sensitive �lter performing best for each of the four SNR levels.

Figure 7.6 � STOI measured for di�erent feature combinations averaged over four di�erent
SNR levels.
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7.1.2 Comparison of Layer Sizes

For this experiments the above mentioned network consisting of two LSTM layers and a
sigmoid output layer was used to evaluate the performance for di�erent layer sizes. Mel
spectra were used as input features and ideal ratio masks as output features, since this
con�guration showed the most promising results in the previous experiment. Table 7.5
shows the achieved speech accuracy score as well as the average results for PESQ and
STOI for di�erent numbers of hidden units in the �rst two layers.
When looking at the speech accuracy score it is clearly visible that the performance
improves with the increase in the number of hidden units per layer.

model features targets acc [%] ∆PESQ ∆STOI

LSTM 2x64 mel irm 69 0.2 0.03
LSTM 2x128 mel irm 69 0.3 0.03
LSTM 2x256 mel irm 71 0.3 0.04
LSTM 2x384 mel irm 70 0.4 0.05
LSTM 2x512 mel irm 72 0.4 0.04
LSTM 2x1024 mel irm 74 0.4 0.05

Table 7.4 � Objective evaluation of di�erent layer sizes

The other metrics, also shown in �gures 7.7 and 7.8, show a clear rise in performance
from 64 to 256 hidden units. Interestingely PESQ and STOI show a dip in performance
at 2x512 hidden units while the development stays linear for the speech accuracy score
at this con�guration.
However, above 384 hidden units a saturation can be observed, with only minor di�er-
ences in terms of PESQ and STOI. This is an important observation when considering
that total number of parameters increases exponentially in relation to the number of
hidden units (see �gure 7.9). As an example, an increase from 256 to 512 hidden
units per layer results in an increase from 985,601 to 3,543,809 total parameters for the
corresponding NN model.
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Figure 7.7 � PESQ measured for di�erent LSTM layer sizes averaged over four di�erent SNR
levels.

Figure 7.8 � STOI measured for di�erent LSTM layer sizes averaged over four di�erent SNR
levels.

Figure 7.9 � Number of parameters of an LSTM layer as a function of the layer size.

63



7 EXPERIMENTS AND RESULTS

7.2 Bidirectional LSTMs

The above stated network structure is now modi�ed to employ bidirectional LSTMs,
since they are considered to produce better results especially in the context of speech
processing [52], [36], [53]. Figure 7.10 shows the measurements for a bidirectional
LSTM network consisting of two layers with 512 hidden units each. Since each layer
incorporates a forward layer as well as a backward layer the number of hidden units
doubles, resulting in a total of 1024 trainable units. As a reference the measurements
are compared to that of a LSTM network with 1024 hidden units per layer. Again the
mismatched test set consisting of 360 utterances is used for evaluation and the results
are given as the mean value over each of the four di�erent SNR levels. It can be observed

Figure 7.10 � Objective evaluation results for an LSTM network with 1024 hidden units per
layer, BLSTM network with 512 hidden units per layer and unprocessed speech.
PESQ (a) and STOI (b) were measured for a test set of 360 utterances.

that the bidirectional network performs slightly better than the standard LSTM network.
In comparison to the noisy test signals, the BLSTM model achieved an improvement of
0.54 in terms of PESQ and 0.05 in terms of STOI. In comparison the LSTM improved
the PESQ by 0.46 and the STOI by 0.04. The measurements correlate with the speech
accuracy score where the BLSTM network obtains 74.1% compared to 73.7% for the
LSTM network. Furthermore it should be noted that the BLSTM network has a smaller
parameter space than the LSTM network with 9.4 million compared to around 13.4
million. This means that the use of bidirectional layers improves the performance while
reducing the total number of parameters of the NN model, which is especially important
in case the hardware resources are limited e.g. for FPGA implementations.
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7.2.1 Comparison of Layer Sizes

Di�erent feature combinations namely mel/psf and mel/irm as well as di�erent layer
sizes were investigated similar to the previous experiments. The results are shown in
table 7.5. Note that in the case of bidirectional LSTMs the number of hidden units
doubles since each layer consists of one forward and one backward layer. In table 7.5
the total number of hidden units per layer is given in brackets.

model features targets acc [%] ∆PESQ ∆STOI

BLSTM 2x192 (384) mel psf 63 0.3 0.06
BLSTM 2x256 (512) mel psf 67 0.4 0.06
BLSTM 2x512 (1024) mel psf 71 0.4 0.07
BLSTM 2x768 (1536) mel psf 68 0.4 0.06

BLSTM 2x32 (64) mel irm 64 0.2 0.03
BLSTM 2x64 (128) mel irm 69 0.3 0.04
BLSTM 2x128 (256) mel irm 71 0.4 0.06
BLSTM 2x192 (384) mel irm 72 0.4 0.06
BLSTM 2x256 (512) mel irm 74 0.4 0.06
BLSTM 2x512 (1024) mel irm 72 0.5 0.06
BLSTM 2x768 (1536) mel irm 71 0.5 0.06

Table 7.5 � Objective evaluation of di�erent layer sizes and feature combinations. Each
BLSTM layer consists of one forward and one backward layer which doubles the
number of hidden units. The total number of hidden units is given in brackets.

When considering only the speech accuracy score both con�gurations seem to have an
optimum layer sizes after which the performance starts to decrease. For the combina-
tion mel spectra/psf masks this is 2x512 hidden units and for mel spectra/irm masks the
optimal size is smaller with 2x256. This indicates that the phase sensitive �lter requires
more complicated networks to be estimated precisely than the ideal ratio mask, which
can be explained by the fact that psf masks incorporate additional phase information
which is not explicitely contained by the mel spectrum.
When looking at the PESQ and STOI measurements, the performance linearly increases
with the number of hidden units per layer, unlike the speech accuracy there is no observ-
able border indicating a decrease in performance.
As mentioned before, one should also consider the number of parameters of the resulting
network when choosing the layer size, since it increases exponentially with the number
of hidden units per layer.
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7.3 Weighted Loss Function

In this experiment a modi�ed loss function similar to the weighted reconstruction loss
in [28] is used. Instead of multiplying the reconstruction loss with a linear decreasing
weighting function, a slightly modi�ed weight Fw(k) is used which has a constant value
up until the frequency bin corresponding to 1000 Hz (see �gure 7.11).

Fw(k) =


K−γ

K
for k ≤ γ

K−k
K

for k > γ
(7.1)

where K denotes the number of frequency bins and γ the frequency bin corresponding
to 1000 Hz.
The modi�ed loss function is the mean squared error between target and prediction
multiplied by the weighting function.

Lw(y, t) = 1
N

N∑
i=1

Fw · (yi − ti)2 (7.2)

The break at 1000 Hz is justi�ed by the mel scale, which states that the perceived

Figure 7.11 � Loss weight as a function of frequency.

pitch increments correspond to equally spaced pitch intervals on the frequency scale
up to a point between 500 and 1000 Hz [55], [56]. The frequency weighting has the
consequence that the error of a single frequency bin corresponding to a low frequency
is more signi�cant than that of a single high frequency bin. This not only matches the
frequency resolution of the human auditory system, but also helps to increase the quality
of voiced speech which is mainly located between 100 and 4000 Hz.
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7.3 Weighted Loss Function

Figure 7.12 shows the PESQ and STOI measurements in comparison to the same BLSTM
model trained using a conventional MSE loss.
Additionally, in table 7.6 the Cortana speech accuracy as well as the average improve-

Figure 7.12 � PESQ and STOI measurements for a 2x512 BLSTM network trained with the
weighted cost function (wblstm) and the conventional MSE loss (blstm).

ments in terms of PESQ and STOI are compared for two di�erent BLSTM strtuctures
with and without the modi�ed MSE loss.
It can be observed that while the frequency weighting of the cost function results in an
increase of up to 3% in speech accuracy, the di�erences in terms of PESQ and STOI are
minimal and even indicate a slight decrease in performance in the case of the weighted
cost function.

model features targets acc [%] ∆PESQ ∆STOI

BLSTM 2x256 (512) mel irm 74 0.4 0.06
wBLSTM 2x256 (512) mel irm 76 0.4 0.06
BLSTM 2x512 (1024) mel irm 72 0.5 0.06
wBLSTM 2x512 (1024) mel irm 75 0.4 0.07

Table 7.6 � Objective evaluation of the weighted loss function. While BLSTM refers to a
bidirectional network trained using a conventional MSE loss, wBLSTM denotes
the same network structure trained using the above mentioned weighted MSE.
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7.4 Matched Training

To further improve the speech accuracy score, noise data extracted from the speech
platform test �le is used to form an extended training set. For this, hand labeled sec-
tions from the test �le, in which no speech is present are mixed with clean speech from
the dataset. This resulted in additional training data consisting of 6000 utterances (17
hours), increasing the total number of utterances included in the training data from
48,000 to 54,000.
Using the matched training data, the system improves by up to 8% in additional speech
accuraccy. Table 7.7 shows the detailed results with and without the extended training
set. It can be seen that the matched training set has no e�ect on the PESQ and STOI
measurements for the 360 utterances contained in the test set, this means that the
generalization capabilities are not e�ected by an extension of the training data while the
improvements are large in case of the particular test case.

model features targets train data acc [%] ∆PESQ ∆STOI

BLSTM 2x256 mel irm unmatched 74 0.4 0.06
BLSTM 2x256 mel irm matched 80 0.4 0.06
wBLSTM 2x256 mel irm unmatched 76 0.4 0.06
wBLSTM 2x256 mel irm matched 82 0.4 0.06
wBLSTM 2x512 mel irm unmatched 75 0.4 0.07
wBLSTM 2x512 mel irm matched 83 0.4 0.07

Table 7.7 � Objective evaluation for di�erent RNN models with and without the matched
training set.

Table 7.8 summarizes the results from the previous experiments, LSTM, BLSTM, BLSTM
with weighted MSE and the same model trained with the extended training data are com-
pared in terms of speech accuracy, PESQ and STOI improvement. It can be observed
that the adaption of the training data to match the Cortana reference �le brings the
largest improvement in terms of speech accuracy, which clearly shows that the con�gu-
ration of the training data is more e�ective and more important than �ne-tuning of the
network topology, hyper-parameters or training procedure.

model train data acc [%] ∆PESQ ∆STOI

LSTM 2x512 unmatched 72 0.4 0.04
BLSTM 2x256 unmatched 74 0.4 0.06
wBLSTM 2x256 unmatched 76 0.4 0.06
wBLSTM 2x256 matched 82 0.4 0.06

Table 7.8 � Comparison of di�erent optimization approaches. The matched training data
brings the biggest improvements in terms of speech accuracy.
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7.5 Convolutional Neural Networks

For this experiment a convolutional neural network based on the structure used in [38]
is implemented because promising results have been reported. Figure 7.13 shows the
basic structure of the model, which is made up of two 2D convolutional layers with a
max pooling operation in between. The stride of the convolutional layers is set to [1,1]
and that of the pooling layer to [2,2]. After the second convolutional layer the output is
�attened an fed into the �rst fully-connected layer of the feed-forward part. After two
layers with 1024 hidden units using ReLu activation follows the sigmoid output layer.
The training procedure is the same as in the previous experiments, except that the input
is given as matrices of size 128 x 11 instead of single time-step vectors, as it is the case
for the mentioned LSTM models.

Input: 128x11 mel bins

convolutional layer 1: 52 kernel [5x1]

max pooling: [4x4]

convolutional layer 2: 78 kernel [5x1]

dense layer: 1024 units, ReLu

dense layer: 1024 units, ReLu

output layer: 1024 units, sigmoid

Output: 257 IRM bins

Figure 7.13 � Structure of the investigated CNN.

Table ?? shows the results achieved with the CNN compared to the baseline method
and the 2x256 BLSTM network. It can be observed that, although the measurements
in terms of PESQ and STOI show a better performance of the CNN model compared
to the baseline system, the RNN performs signi�cantly better than the CNN. More sig-
ni�cantly, the resulting speech accuracy of 43% is only +1% higher than that of the
unprocessed cortana reference �le which scores at 42% accuracy. The poor performance
of the CNN is logical when considering the fact that they are inspired by the princi-
ples of visual perception and are mostly used for image processing tasks such as object
recognition. Furthermore, the employed �lter kernels are only able to represent patterns
along the frequency axis and not along the time axis, which means that the temporal
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Figure 7.14 � PESQ (a) and STOI (b) measurements for the proposed CNN model compared
to a BLSTM with 256 hidden units per layer, the baseline algorithm and the
corresponding unprocessed speech signals.

information can only be modeled by the two dense layers on top of the convolutional
layers. It should also be noted that the described structure employs a large number of

method acc [%] ∆PESQ ∆STOI

baseline 77 0.2 -0.01
BLSTM 2x256 74 0.5 0.05

CNN 2x[5,1] 43 0.4 0.04

Table 7.9 � Objective evaluation of the investigate CNN structure compared to a BLSTM with
256 hidden units per layer and the baseline algorithm.

parameters compared to the above mentioned RNNs. In sum the CNN has a total of
19,545,535 parameters compared to 3,543,809 parameters used for an LSTM network
with two layers of 512 hidden units. Although the number of parameters could be re-
duced by optimizing the network structure, e.g. the kernel sizes, stride size or number
of �lter kernels, it is unclear if the model will achieve results comparable to those by the
proposed RNN models. Nevertheless, the advantage of CNNs in comparison to RNNs is
that the computational e�ort needed for the prediction of a single mask frame is much
lower, since only a single forward pass through the network is necessary as opposed to
11 sequential passes needed by the proposed LSTM network.

In this chapter the experimental results for di�erent network topologies and training
procedures are presented and discussed. The next chapter concludes this thesis by
summarizing the results and giving an outlook on future potential of the �ndings.
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In this thesis the use of deep learning in the context of speech enhancement is inves-
tigated. This is motivated by the recent success of neural networks in other research
areas and the limitations of conventional speech enhancement algorithms in the case of
severe noise conditions. The focus is on RNNs and LSTM networks in particular, due to
their suitability to machine learning problems involving timeseries prediction. Di�erent
network topologies are compared and evaluated using conventional evaluation criteria as
well as a speech recognition tool provided by Microsoft.

The investigated RNN based algorithm outperforms the baseline method in terms of
objective evaluation criteria as well as subjectively observed speech quality. Using the
proposed algorithm, the amount of musical noise is reduced signi�cantly compared to the
results produced by the baseline system. In terms of speech accuracy, which is measured
using a speci�c Cortana ASR test case, the results are comparable to that of the baseline
algorithm. It is observed that the use of bidirectional LSTMs consistently improved the
model accuracy in comparison to conventional LSTM networks.
Additionally it is shown that RNNs are superior to CNN structures for the use within the
proposed speech enhancement scheme.

Although a perceptual frequency weighting of the cost function helps to improve the
performance of the speech enhancement system for certain test cases, in general no
signi�cant improvements in comparison to a conventional MSE loss are reported. As
a recommendation for future research, it would make sense to investigate an approach
where, instead of the estimated spectral mask, the reconstruction of the complex spec-
trum is used to compute the cost as in [36], to include phase information to the training
process.

The biggest boost in performance in terms of Cortana speech accuracy is achieved using
an extended training set, con�gured to match the background noise from the correspond-
ing reference �le. This means that for the use with a lifestyle audio product such as
a voice-controlled smart speaker, the possibility to adapt the model to the particular
acoustic environment has to be considered, in order to maximize the performance of
the speech enhancement algorithm. Therefore, future research may be carried out in
order to investigate the possibility of transfer learning [77] in combination with an initial
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calibration phase, and/or expert systems using multiple pre-trained models for di�erent
usecases and noise scenarios respectively.
Furthermore, taking into account the temporal trend of consecutive mask estimates, for
example by using a recursive evaluation scheme as introduced in [76], could help to
further improve the performance especially for stationary narrow-band noise.

As a �nal remark, the feasibility of a real-time implementation of the proposed algorithm
for the use within mobile devices such as smartphones or cloud speakers, has yet to be
explored. Most of the presented algorithms employ neural network models de�ned by a
large number of parameters, which would require too much memory to be implemented
on conventional DSP chips. But even if enough memory would be available, a real-time
implementation would still be challenging since the temporal context of the input data has
to be processed sequentially. However, with the growing interest in arti�cial intelligence
and deep learning, it can be expected that more and more research and development
will be done in terms of custom hardware for neural network inference and training.
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