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Abstract 
Today’s business environment is characterized by increasing volatility and uncertainty. Companies therefore seek 

for new concepts like agility to better cope with this volatile world. However, companies have growing difficulties 

to anticipate future changes. The age of analytics - driven by big data volumes, cheap data storage & processing, 

and advanced analytics – emerges at the same time. Companies consider big data analytics (BDA) as new source of 

competitive advantage. It provides the opportunity to gain a better understanding of the volatile business 

environment. Sales forecasting represents an important BDA application because many business functions benefit 

from an improved understanding of sales behavior. Therefore, the primary research objective of this work is to develop 

a methodology to decide where to use BDA in order to gain a better understanding of the volatile business 

environment (general part) and to develop an application for sales forecasting (specific part). A glance at existing 

literature on sales forecasting based on big data analytics reveals the early stage of this research area and that only 

a minor fraction considers cases in business-to-business industries. Consequently, the secondary research objective is a 

proof of concept that the BDA approach for sales forecasting works in industrial practice. 

The development of the new methodology follows a design science research approach. The applicable knowledge 

is built from a literature review of process models and methodologies (jointly referred to as processes) for 

development of (big data) analytics applications. The review comprises a total of 76 processes of which the 25 

most relevant ones are examined in detail. Furthermore, additional studies on success factors and issues from 

process implementation in practice are considered. A solid understanding of process steps, tasks, methods and 

lifecycles derives from this basis. The literature evaluation results in 27 improvement levers compared to existing 

processes that are aggregated into six design requirements. Furthermore, CRISP-DM (Cross Industry Standard Process 

for Data Mining) is identified as most appropriate candidate for the basic design of the new methodology. Based on 

the design requirements and basic design, the new methodology is built and evaluated during a case study with an 

European manufacturer of printed circuit boards. 

The resulting methodology consists of five consecutive steps comprising 17 major tasks and builds upon a specific 

team setup. The team setup covers all relevant skill areas by defined roles and assigns responsibilities based on a 

workflow model. The setup introduces the BDA manager as new role bridging the core skill areas and ensuring a 

collaborative process. The initial business understanding step combines the concept of agility with the idea of big data 

analytics. It enables identification and prioritization of use cases that are considered for development. The 

methodology introduces a completely new step dedicated to identification, assessment and selection of data 

sources. This big data sources step facilitates the deliberate selection of multiple internal and external data sources 

containing relevant structured and unstructured data. The remainder steps – data understanding, data preparation, and 

modeling & evaluation – are specifically designed towards the sales forecasting use case based on structured data. A 

major advancement regarding data understanding is the introduction of the BDA book. This tool is tailored to the 

BDA manager role and provides an integrated approach to management of metadata as well as sourcing and 

verification of the data. The data preparation step includes a novel set of methods that particularly aim for 

integration of domain knowledge into the generation and prioritization of time series while still considering a large 

volume of data. These time series are subsequently used for modeling the sales forecasting application. In total, the 

new methodology includes 26 methods in form of tools and techniques to answer the ‘how to do it’. 

In the case study, the BDA manager supported by the BDA book has proven to be effective for project 

management and coordination of the multidisciplinary project team. The role has also enabled content-related 

communication with stakeholders leading to support by key functions such as IT. The business understanding step 

has identified eleven BDA use cases for the volatile world and has prioritized sales forecasting as one of the two 

most relevant use cases. Based on the novel big data sources step, a long list of 28 sources has been identified and 

successively reduced to eight sources representing the desired data mix. In the data understanding step, a total of 



191 datasets have been selected, sourced, explored, and verified for the sales forecasting use case. The processed 

data volume on the Hadoop-based project cluster has added up to more than 320 gigabytes, therefore exceeding 

the typical data volume for sales forecasting in a business-to-business industry. Time-series generation has resulted 

in more than 4 million time series of which 1,360 have been prioritized as modeling input based on defined quality 

and relevance criteria. Both modeling approaches, classification and regression, show reasonable performance 

regarding medium-term forecasts of sales growth. Based on the big data input, support vector machines as best 

performing classifier achieve an accuracy of up to 85% and elastic net as selected regression model has 

outperformed the conventional forecasting approach. 

In conclusion, the new methodology fulfills the primary objective of the presented research with only minor 

limitations regarding implementation of the design requirements, such as a lack of use of visualization tools. 

Expanding the methodology with additional specific parts to address other use cases, for example, technology 

monitoring, and integration of unstructured data in the specific part represent key refinements to be addressed by 

future work. The observed forecasting performance provides a positive indication regarding the desired proof of 

concept. However, further research on generalization of the model performance is required due to the limited 

number of observations for model validation. Oversampling strategies and advanced feature selection are identified 

as adequate measures for this purpose. In addition, model parameter optimization and ensemble models provide 

key refinement options for future research aiming to further improve forecasting performance.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Kurzfassung 
Das heutige Geschäftsumfeld ist von zunehmender Volatilität und Unsicherheit geprägt. Unternehmen streben 

daher nach neuen Konzepten wie Agilität, um diese volatile Welt besser zu bewältigen. Unternehmen haben jedoch 

zunehmend Schwierigkeiten, künftige Veränderungen zu antizipieren. Das Zeitalter der Analytik - getrieben durch 

große Datenmengen, billige Datenspeicherung und -verarbeitung, sowie Advanced Analytics – entwickelt sich zur 

gleichen Zeit. Unternehmen sehen in Big Data Analytics (BDA) eine neue Chance für Wettbewerbsvorteile. BDA 

bietet insbesondere die Möglichkeit, das volatile Geschäftsumfeld besser zu verstehen. Die Absatzprognose stellt 

hierbei eine wichtige BDA-Anwendung dar, da viele Geschäftsfunktionen von einem besseren Verständnis des 

zukünftigen Absatzverhaltens profitieren. Das primäre Forschungsziel dieser Arbeit ist infolgedessen die Entwicklung 

einer Methodik zur Entscheidungsunterstützung, in welchen Anwendungsfällen BDA zum Zweck eines besseren 

Verständnisses des volatilen Geschäftsumfeldes eingesetzt werden soll (allgemeiner Teil), und zur Entwicklung einer 

Anwendung für den Fall der Absatzprognose (spezifischer Teil). Ein Blick in die vorhandene Literatur zur 

Absatzprognose auf Basis von Big Data Analytics offenbart das Anfangsstadium des Forschungsgebietes, und nur 

ein kleiner Teil beschäftigt sich mit Fällen in Business-to-Business-Branchen. Folglich ist das sekundäre Forschungsziel 

ein Proof of Concept um zu zeigen, dass der BDA-Ansatz für die Absatzprognose in der industriellen Praxis 

funktioniert. 

Die Entwicklung der neuen Methodik folgt dem Ansatz des Design Science Research. Das anwendbare Wissen 

basiert auf einer Literaturrecherche von Prozessmodellen und Methodiken (gemeinsam als Prozesse bezeichnet) für 

die Entwicklung von (Big Data) Analytics-Anwendungen. Der Literaturüberblick umfasst insgesamt 76 Prozesse, 

von denen die 25 relevantesten detailliert untersucht werden. Darüber hinaus werden zusätzliche Studien zu 

Erfolgsfaktoren und Problemstellungen bei der praktischen Implementierung dieser Prozesse betrachtet. Auf Basis 

dieser Grundlage ergibt sich ein solides Verständnis von Prozessschritten, Aufgaben und Methoden. Die 

Auswertung der Literatur führt zu 27 Verbesserungsansätzen im Vergleich zu bestehenden Prozessen, welche in 

sechs Designanforderungen zusammengefasst werden. Darüber hinaus wird CRISP-DM (Cross Industry Standard 

Process for Data Mining) als der am besten geeignete Prozess für das grundlegende Design der neuen Methodik 

identifiziert. Basierend auf den Designanforderungen und dem Basisdesign wird die neue Methodik im Rahmen 

einer Fallstudie mit einem europäischen Hersteller von Leiterplatten entwickelt und evaluiert. 

Die resultierende Methodik besteht aus fünf aufeinander folgenden Schritten, die 17 Hauptaufgaben umfassen und 

auf einem bestimmten Team Setup aufbauen. Das Team Setup deckt alle relevanten Kompetenzbereiche anhand 

definierter Rollen ab und ordnet über den gesamten Prozessverlauf allen Aufgaben Verantwortlichkeiten zu. Das 

Setup führt den BDA-Manager als neue Rolle ein, welche die kritsichen Kompetenzbereiche überbrückt und einen 

kollaborativen Prozess gewährleistet. Der erste Methodik-Schritt (Business Understanding) kombiniert das Konzept 

der Agilität mit der Idee der Big-Data-Analyse. Dies ermöglicht die Identifizierung und Priorisierung von 

Anwendungsfällen, die für eine Entwicklung in Betracht gezogen werden. Die Methodik führt darauffolgend einen 

vollständig neuen Schritt zur Identifizierung, Bewertung und Auswahl von Datenquellen ein. Dieser Schritt (Big 

Data Sources) erleichtert die gezielte Auswahl interner und externer Datenquellen, welche relevante strukturierte und 

unstrukturierte Daten enthalten. Die übrigen Schritte - Data Understanding, Data Preparation, und Modeling & 

Evaluation - sind speziell auf den Anwendungsfall der Absatzprognose, basierend auf strukturierten Daten, 

ausgerichtet. Ein wesentlicher Fortschritt hinsichtlich des Data Understanding ist die Einführung des BDA Books. 

Dieses Tool ist auf die BDA-Manager-Rolle zugeschnitten und bietet einen integrierten Ansatz für die Verwaltung 

von Metadaten, sowie die Beschaffung und Verifizierung der Daten. Data Preparation basiert auf einem neuartigen 

Methodenset, das insbesondere unter Beibehaltung der großen Datenmengen auf die Integration von 

Domänenwissen in die Generierung und Priorisierung von Zeitreihen abzielt. Diese Zeitreihen werden 

anschließend zur Modellierung der Absatzprognosemodelle verwendet. Insgesamt enthält die neue Methodik 26 

Tools und Techniken, sodass in jedem Prozessschritt die Frage „wie es zu tun ist“ beantwortet wird. 



In der Fallstudie hat sich der vom BDA-Buch unterstützte BDA-Manager für das Projektmanagement und die 

Koordination des multidisziplinären Projektteams als effektiv erwiesen. Die Rolle hat auch die inhaltliche 

Kommunikation mit verschiedenen Stakeholdern ermöglicht, so dass die Unterstützung von Schlüsselfunktionen 

wie der IT gesichert wurde. Im Business Understanding wurden elf BDA-Anwendungsfälle für die volatile Welt 

identifiziert und die Absatzprognose als einer der zwei relevantesten Anwendungsfälle priorisiert. Basierend auf 

dem neuen Big Data Sources-Schritt wurde eine Long List von 28 Datenquellen identifiziert und sukzessive auf 

acht Quellen mit dem gewünschten Datenmix reduziert. Während des Schritts für Data Understanding wurden 

insgesamt 191 Datensätze für den Anwendungsfall Absatzprognose ausgewählt, beschafft, untersucht und 

verifiziert. Das auf dem Hadoop-basierten Projekt-Cluster verarbeitete Datenvolumen überstieg 320 Gigabyte und 

somit auch das in einer Business-to-Business-Branche typischerweise für die Absatzprognose genutzte 

Datenvolumen. Die Zeitreihengenerierung resultierte in mehr als 4 Millionen Zeitreihen, von denen mit Hilfe von 

festgelegten Qualitäts- und Relevanzkriterien 1.360 als Input für die Modellierung priorisiert wurden. Beide 

Modellierungsansätze, Klassifizierung und Regression, zeigten eine annehmbare Performance für mittelfristige 

Prognosen des Absatzwachstums. Basierend auf dem Big-Data-Input erreichten Support-Vektor-Maschinen als 

bester Klassifikator eine Genauigkeit von bis zu 85% und das Elastic Net als ausgewähltes Regressionsmodell 

zeigte eine bessere Prognosegüte im Vergleich zu einem konventionellen Prognoseansatz. 

Zusammenfassend betrachtet erfüllt die neue Methodik das primäre Ziel der vorgestellten Forschung mit nur 

geringen Einschränkungen hinsichtlich der Implementierung der Designanforderungen, wie z. B. die fehlende 

Berücksichtigung von Visualisierungswerkzeugen. Die Erweiterung der Methodik um weitere spezifische Teile für 

andere Anwendungsfälle, z.B. ein Technologie-Monitoring, und die Integration von unstrukturierten Daten in den 

spezifischen Teil, stellen wesentliche Verbesserungspotenziale für die künftige Forschung dar. Die beobachtete 

Prognoseperformance ergibt eine positive Indikation für den anvisierten Proof of Concept. Aufgrund der 

begrenzten Anzahl von Beobachtungen zur Modellvalidierung sind jedoch weitere Untersuchungen zur 

Generalisierung der Performance erforderlich. Oversampling-Strategien und fortgeschrittene Ansätze von Feature 

Selection sind potentiell geeignete Maßnahmen für diesen Zweck. Darüber hinaus bieten Parameter-Optimierung 

der Analysemodelle sowie der Einsatz von Ensemble-Modellen vielversprechendes Optimierungspotenzial für 

weitere Forschung bezüglich der Prognosegenauigkeit. 
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1.1 Research motivation 

1.1.1 Situation: Volatile business environment 

The business environment today is characterized by increasing volatility and uncertainty in 

markets (Abele, Reinhart 2011, p. 175; Biedermann 2010, p. 23), as well as threats by major 

events such as economic slumps or trade embargos (Abele, Reinhart 2011, p. 19). The influence 

factors of permanent change therefore not only stem from the immediate market environment 

but also include the overall economy including the financial system, social as well as political 

factors, and the ecosystem (Westkämper 2007, pp. 3–4). Kremsmayr (2017) describes four key 

drivers behind this environment. The increasing global economic integration breaks down local 

barriers such that companies are exposed to changes in the business environment across 

geographic and industry borders. Furthermore, a higher level of disruption can be observed, 

especially in the form of accelerated innovation cycles and rapid technology shifts. Granularity 

describes the effect of ever higher customization of product and service offers that results in 

fragmented and complex market structures. Finally, digitization represents a mega trend with 

multiple effects on business models, business processes, and customer behavior (Kremsmayr 

2017, pp. 47–52). The effects of the volatile business environment are as diverse as its drivers. 

Demand and commodity price volatilities, supply chain risks, and capital cost uncertainty are a 

few examples (Manyika et al. 2012, p. 69). Welcome to the volatile world.1 

Comin, Mulani (2004) show a long-term trend of increasing volatility in company sales, and 

therefore indicate that the volatile world is not a short-term phenomenon. Furthermore, 

Aschenbrücker et al. (2014, p. 5) report results from a survey among Chief Financial Officers 

(CFOs) from 2012 where 88% of the respondents agreed on increasing volatilities in the business 

environment. As a consequence, adaptability is a basis for competitiveness and success (Spath 

et al. 2013, p. 21). Industrial companies require "[…] the ability to cope with unexpected 

changes, to survive unprecedented threats of [the] business environment, and to take advantage 

of changes as opportunities" (Sharifi, Zhang 1999, p. 9). Such an approach to cope with the 

volatile world is described by the concept of agility (Sharifi, Zhang 2001, p. 774). Studies indicate 

that companies with agile characteristics have a higher level of competitiveness (Ren et al. 2003) 

and that agile companies outperform lean companies in terms of business performance (Yusuf, 

Adeleye 2002). Furthermore, Williams et al. (2013) observe that most profitable companies 

share agility as common characteristic as they "[…] adapt to business change more quickly and 

reliably than their competitors […]". Quantitative studies described by Deubel (2017) confirm 

this observation. They show that agile companies characterized by a lower break-even level and 

                                            

1 Quote taken from the report "Welcome to the volatile world" (McKinsey & Company 2010). 
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high adaptability of costs are more profitable compared to their peer group (Deubel 2017, 

pp. 106–111). 

Growing difficulties of companies to anticipate or predict relevant changes in the future (Abele, 

Reinhart 2011, p. 19) are a major challenge in the volatile business environment. The multitude 

of influencing factors is one of the main causes for this (Möller et al. 2016, p. 509). In particular, 

it becomes increasingly harder to predict market trends (Friedli, Schuh 2012, p. 13), and more 

specifically to forecast demand (Chase 2013a, p. 32). For example, Wilson, Demers (2015, p. 5) 

present a survey result where "forecast accuracy and demand variability" is considered as the 

top obstacle to achieve supply chain goals.  

1.1.2 Opportunity: Big data and analytics 

At the same time, Henke et al. (2016) describe three trends as basis for the age of analytics: big 

data, greater computation and data storage capacities, and advances in analytics (Henke et al. 

2016, pp. 22–25). The most prominent characteristic of big data is the increasing data volume. 

The International Data Corporation (IDC) regularly estimates the Digital Universe as "[…] the 

amount of digital data created annually" (IDC 2014b). IDC (2014a) represents the seventh study 

and estimates the Digital Universe in 2013 with 4.4 zettabyte2. This represents a 36-fold increase 

compared to 2005 and a further 10-fold increase is expected by 2020. About two thirds of the 

Digital Universe is generated by consumers with the remainder originating from companies. 

However, companies get involved with 85% of the consumer data (IDC 2014a). The 

exponential data growth is driven by a wide range of data sources "[…] such as sensors, purchase 

transactions and social media networks" (Wang et al. 2016, p. 747). Companies across all 

industries generate and collect increasing volumes of data: more than 500 million tweets per day 

are published on the social media platform Twitter (internet live stats 2017), retail company 

Wal-Mart tracks more than 267 million transactions per day across all stores worldwide (Bryant 

et al. 2008), and industrial company General Electric collects terabytes of data from a single jet 

engine (GE Reports 2015). Another important dimension of big data is the variety of data types 

ranging from quantitative to text and audiovisual data (Hashem et al. 2015, p. 102). Dhar (2013, 

p. 66) reports that text and other unstructured data grows even faster than quantitative data and 

therefore represents about 90% of all archived data worldwide.  

In parallel, the global computation capacity to process data multiplied 22-fold from 2000 to 2007 

and the globally installed data storage capacity increased 6-fold in the same time period (Hilbert, 

López 2011, pp. 60–64). These trends continue and the increase in data processing speed is a 

key characteristic as it enables new applications for the data (Henke et al. 2016, p. 24). It is 

equally important that costs of data storage and processing exponentially dropped over the last 

15 years or so (Fogelman-Soulié, Lu 2016, p. 143). Moreover, "[the] increasing availability of 

                                            

2 A zettabyte equals one billion terabytes. 
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data has fueled advances in analytical techniques and technologies" (Henke et al. 2016, p. 23). 

Russom (2011, p. 9) describes the basic motivation to bring big data and advances in analytics 

together: "Most tools designed for data mining or statistical analysis tend to be optimized for 

large data sets. In fact, the general rule is that the larger the data sample, the more accurate are 

the statistics and other products of the analysis." Lavalle et al. (2010) performed a study with 

more than 3,000 managers and analysts. The study ascertains that "[top] performing 

organizations were twice as likely to use analytics to guide day-to-day operations and future 

strategies as lower performers" (Lavalle et al. 2010, p. 4). 

Big data in combination with analytics is a new source of competitive advantage as it is "[…] 

considered as a game changer enabling improved business efficiency and effectiveness because 

of its high operational and strategic potential" (Wamba et al. 2017, p. 357). Faster, better and 

proactive decision making is the key driver of the strategic value (Hagen et al. 2013, p. 4) while 

operational benefits are many and varied. They range from targeted marketing to fraud detection 

to manufacturing yield optimization (Russom 2011, p. 11). Based on a global cross-industry 

survey,  Russom (2011, p. 11) furthermore reports "recognition of sales and market 

opportunities", "quantification of risks", "trending for market sentiments", "understanding of 

business change", and "better planning and forecasting" as expected benefits from big data 

analytics. Bange et al. (2015, p. 15) additionally identify "better understanding of the market and 

competition" as one of the top realized benefits. These studies underline the opportunity to gain 

a better understanding of the volatile business environment based on big data and analytics. 

However, big data analytics is "[…] still in its infancy […]" (Shi‐Nash, Hardoon 2017, p. 337) 

and 86% of surveyed companies have not started a big data initiative or are still in the stage of 

pilot projects (Bange et al. 2015, p. 12). The research company Gartner furthermore predicted 

that more than 85% of the world's largest companies will fail to generate a competitive 

advantage based on big data (Gartner 2011). As a consequence, the outlined opportunity 

represents a challenge at the same time. 

1.1.3 Application: Sales forecasting 

Sales forecasting "[…] is a critical function that influences companies worldwide across all 

industries" (Chase 2013a, p. 31). Chase (2013b, p. 28) reports that improvements of sales 

forecasting is the top priority for supply chain executives, for instance. According to Rey et al. 

(2012), it is not only supply chain management that benefits from superior forecasts. Long-term 

forecasts build the basis for strategic planning, medium-term forecasts enable resource and asset 

management, and short-term forecasts support marketing decisions. Furthermore, sales 

forecasts facilitate a better understanding of the market for managers. Forecasting capabilities 

can be seen as source of competitive advantage because of this wide area of application (Rey et 

al. 2012, p. 2). For instance, "[f]orecasting sales and demand over 6-24 month horizon is crucial 

[…]" for production planning in industries with complex processes such as the electronics 

industry (Sa-ngasoongsong et al. 2012, 875). The benefits from quality forecasting range from 
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increased revenues and efficiency to decreased costs to higher customer satisfaction (Chang et 

al. 2009, p. 344). 

However, Chang, Lai (2005) observe that traditional forecasting approaches seem to be 

increasingly inadequate in the current business environment. It is more and more difficult to 

capture the relations between sales and its influencing factors. Furthermore, the constant change 

in the business environment poses a challenge to traditional approaches (Chang, Lai 2005, 

p. 948). As a consequence, the development of forecasting methods is seen as one of the top 

challenges to be addressed by big data (Bange et al. 2015, p. 13). Halper (2014, p. 7) reports 

survey results where companies state that predicting trends is the most important driver to 

employ big data analytics. Executives therefore plan to invest in new sales forecasting solutions 

because they "[…] believe big data to be a forecasting priority for the future" (Chase 2013b, 

p. 28). In summary, sales forecasting can be considered as important application of big data 

analytics for a better understanding of the volatile world. 
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1.2 Research design 

1.2.1 Research objectives 

Industrial companies face the challenges of the volatile world and need to react by concepts of 

adaptability, for instance, in the form of agility. The anticipation of changes is a specific 

challenge in the volatile business environment. At the same time, the age of analytics offers an 

opportunity to gain a better understanding of this environment. However, industrial companies 

are still at the beginning of utilizing big data and advances in analytics. In addition, sales 

forecasting is a diverse source of competitiveness for industrial companies. The anticipation of 

changes in sales is a specific challenge in the volatile world and traditional approaches are not 

adequate anymore. Companies seek for advances in forecasting capabilities and regard big data 

analytics as promising approach. Furthermore, the case study performed with an industrial 

company identifies sales forecasting as priority application of big data analytics in the volatile 

world. Situation, opportunity and application imply the research hypothesis of the present work: 

Big data analytics, especially as application for sales forecasting, is a novel approach to improve the 

understanding of the volatile business environment. 

The primary objective of this research is to provide a methodology to develop a big data 

analytics application for sales forecasting that enables a better understanding of the volatile 

world. However, the remarks on the current situation have shown that volatilities are not only 

relevant on the sales market. The methodology therefore should not assume sales forecasting 

as a given case of application, but rather provide support on linking the challenges of the volatile 

world with the opportunities of big data analytics. Furthermore, research on sales forecasting 

based on big data analytics is still at an early stage for industrial companies. For this reason, a 

proof of concept for this novel sales forecasting approach is the secondary objective of this 

research. The following research questions provide guidance for the research towards these 

objectives: 

• Research question 1: How can industrial companies decide where to use big data analytics 

in order to gain a better understanding of the volatile business environment? 

• Research question 2: How can industrial companies develop a big data analytics application 

for sales forecasting? 

• Research question 3: Does a big data analytics approach for sales forecasting work in 

industrial practice? 
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1.2.2 Research approach 

 Selection of research approach 

The research approach of this work follows the design science paradigm as introduced by Simon 

(1996). Design science "[…] supports a pragmatic research paradigm that calls for the creation 

of innovative artifacts to solve real-world problems" (Hevner, Chatterjee 2010, p. 9). The notion 

of design as "[…] act of creating an explicitly applicable solution to a problem […]" is a widely 

accepted research approach in engineering disciplines (Peffers et al. 2007, p. 47). This work is 

specifically based on the design science research framework for information systems proposed 

by Hevner et al. (2004). In general, information systems aim to improve the effectiveness and 

efficiency of an organization (Hevner et al. 2004, p. 76). Research in information sciences 

typically includes multiple disciplines in order to "[…] solve problems at the intersection of 

information technology (IT) and organizations" (Peffers et al. 2007, p. 46). Hevner, Chatterjee (2010) 

emphasize the difference towards computer science and software engineering. While these two 

disciplines rather focus on software code and development, respectively, information systems 

are "[…] closer to deployment of information technology in an organization" (Hevner, 

Chatterjee 2010, p. 7). Guarino (1998) describes information systems as a combination of 

application programs, information resources and user interfaces. The integration of these 

components serves a specific business purpose (Guarino 1998, p. 10). The implementation of 

analytics (application program) on the basis of big data (information resource) for a better 

understanding of the volatile business environment (business purpose) therefore represents a 

specific information system3 considered in the presented research. Such an information system 

is referred to as big data analytics application in this work. 

 Description of research approach 

The following describes the research framework based on the initial proposal by Hevner et al. 

(2004) whereof Figure 1 provides an overview. The environment describes the application domain 

including people, organizations, and technology. Objectives, issues, and opportunities that exist 

in the environment define business needs. Taking into consideration existing technologies, 

applications or capabilities, these needs provide the basis to determine a definite business need 

defining the research problem. "Design science addresses research through the building and 

evaluation of artifacts designed to meet the identified business need" (Hevner et al. 2004, 

pp. 79–80). Relevance is the key characteristic for the relation between the environment and 

research work. The focus on a business need underlines the emphasis on "[…] practical 

significance of the outputs of design science work" (Sharma 2008, p. 92). 

                                            

3 The user interface component plays a subordinate role in this work as the deployment of the application 

(information system) is not in focus. More details regarding this delimitation are discussed in Section 4.1. 
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Figure 1 - Design science research framework                                                                                     

[based on (Hevner et al. 2004, p. 80; Hevner 2007, p. 88)] 

Build and evaluate represent the core of the research process and they are performed in a design 

cycle that iterates "[…] between the construction of an artifact, its evaluation, and subsequent 

feedback to refine the design further" (Hevner 2007, p. 90). Refinements can be directly 

implemented in the design cycle, but generally are also described as future research directions 

(Hevner et al. 2004, p. 80). According to Hevner, Chatterjee (2010, pp. 17–18), the knowledge base 

comprises three types of applicable knowledge: (1) extensive fundamentals of existing scientific 

theories and methods, (2) existing artifacts in the research domain as well as (3) domain 

experience and expertise. Rigor describes the appropriate application of elements from the 

knowledge base during the research process (Hevner et al. 2004, p. 80). Additions to the knowledge 

base represent the result of design science research and includes advancements of theories and 

methods, new artifacts, and experiences from the research process itself (Hevner, Chatterjee 

2010, p. 18). The implementation of the research approach in this work furthermore considers 

deficiencies identified during the review of the knowledge base as scientific need. 

Hevner, Chatterjee (2010, p. 6) describe an artifact based on the work of Simon (1996) as "[…] 

something that is artificial, or constructed by humans, as opposed to something that occurs 

naturally." According to March, Smith (1995), four basic types of artifacts exist in design science 

research on information systems. Constructs establish specific vocabulary and shared knowledge 

in order to describe problems and solutions of a domain. Furthermore, a model provides a 

descriptive representation for relations between constructs. "A method is a set of steps (an 

algorithm or guideline) used to perform a task" (March, Smith 1995, p. 257). Finally, the 

realization of artifacts in the environment is called instantiation. It represents an operational 

implementation of a construct, model, or method (March, Smith 1995, pp. 256–258). In this 

work, the artifact type 'method' in form of a guideline is referred to as process model. Moreover, 
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a methodology rests on a process model and additionally operationalizes its steps.4 The artifact of 

the present research comprises an integrated methodology to decide on appropriate applications 

based on big data analytics for a better understanding of the volatile world and to develop a 

specific application for sales forecasting. The presented design science research approach has 

been previously applied for similar artifacts: an integrated analytics process model (Sharma 

2008), a model-based method for analytics on process data in production processes (Wieland, 

Fischer 2013), a methodology for analytics with big data from social media (Asamoah, Sharda 

2015), and a framework for integration of big data and analytics into the decision making process 

(Elgendy, Elragal 2016). 

March, Smith (1995, p. 254) define evaluation as "[…] the process of determining how well the 

artifact performs." This research follows the case study approach as design evaluation method. 

A case study represents an in-depth study of the artifact in the business environment (Hevner 

et al. 2004, p. 86). The case study was performed with a manufacturer of printed circuit boards 

where the methodology was gradually built and evaluated. It therefore builds the basis for 

answers to research questions 1 & 2. Furthermore, the evaluation of the methodology results in a 

realization of an application for sales forecasting. This provides the basis for a proof of concept 

regarding the big data analytics approach to sales forecasting and thus enables an answer to 

research question 3. In addition to the case study, a pre-study with different industrial companies 

was performed beforehand in order to validate the business need. The author was also part of a 

research group on the topic of agility for industrial companies. This Agility Research Group 

comprised researchers from the Institute of Innovation and Industrial Management (IIM) at the Graz 

University of Technology and practitioners from industry. The research work performed 

between 2014 and 2017 resulted in a novel concept of agility published in Ramsauer et al. (2017). 

Focus of the author's research contribution was monitoring of the volatile business environment 

and integration of big data into the agility concept. Research results from the Agility Research 

Group are incorporated as substantiation of the knowledge base. 

1.2.3 Research structure 

The structure of this work, as shown in Figure 2, reflects the implementation of the design 

science research approach of the presented research. Section 1.1 of this chapter provides the 

motivation of this research and determines the business need that can be split into two dimensions. 

The presented situation and opportunity define the general business need for a methodology to 

determine applications based on big data analytics that provide a better understanding of the 

volatile business environment. Sales forecasting represents a particular application in this 

context and therefore represents a specific business need. Chapter 2 provides the relevant 

fundamentals as first part of applicable knowledge for this research. The presented agility concept 

                                            

4 More details on the definition of process model and methodology are discussed in Section 3.2.1. 



INTRODUCTION 

10 

further substantiates the understanding of the situation of industrial companies in the volatile 

world and serves as design element of the new methodology. The remaining sections provide 

the required fundamentals from the big data and analytics domains. This also includes analytics 

for sales forecasting and general foundations for big data analytics with regard to technology, 

organization and culture. Chapter 3 discusses related work on existing artifacts in order to 

determine the second part of applicable knowledge. The interim conclusions of this chapter 

furthermore substantiate the scientific need related to the research questions addressed by this 

work. Section 3.1 examines research on sales forecasting related to this work. The section is 

divided into sales forecasting based on big data analytics and sales forecasting in the printed 

circuit board industry. Both sections provide an understanding of existing big data analytics 

applications and latest advancements in the industry of the case study, respectively. Section 3.2 

provides a comprehensive study on relevant process models and methodologies that are 

summarized under the term 'processes'. This study provides the basis for the methodology 

design and furthermore identifies design requirements to be addressed by the new methodology 

design. The design cycle as main part of this work is jointly represented by the subsequent two 

chapters. 

 

Figure 2 - Structure of the work 

Chapter 4 describes the built artifact of the research. The chapter introduces the design concept 

and discusses delimitations of the new methodology. A detailed description of the methodology 

design is organized by individual sections for each major design element. Chapter 5 begins with 

a brief summary of the pre-study including findings regarding the business need, followed by an 

introduction to the case study. The case study results evaluate the artifact in the same step-by-step 

Introduction

Motivation Research design

Fundamentals

Analytics

Related Work

Processes

▪ Knowledge discovery

▪ Data mining

▪ Big data analytics

Sales forecasting

Related research with 
focus on big data 
analytics and the case 
study industry 

New Methodology

Big data analytics for the 
volatile world

Evaluation

Pre-study

▪ Business need

Case study

▪ New methodology

▪ Proof of concept

Conclusion

Discussion Future work

Business 
need

Applicable knowledge II

Scientific need

Applicable knowledge I

Build

Evaluate

Additions to the 
knowledge base

I

II

III

IV V

VI

Chapter

Refinements

AnalyticsAgility Big data Analytics Foundations



RESEARCH DESIGN 

    11 

structure as the previous chapter. Besides this methodology evaluation, the case study results 

also include the proof of concept based on the realized big data application for sales forecasting. 

Chapter 6 concludes this work with a discussion of the additions to the knowledge base. The 

discussion rests on the results from the methodology evaluation including the proof of concept. 

Furthermore, an outlook on future work for refinements of the research results is provided. The 

thesis follows the guideline for communication of design science research proposed by Hevner 

et al. (2004, p. 90): 

"Design-science research must be presented both to technology-oriented as well as management-oriented 

audiences. Technology-oriented audiences need sufficient detail to enable the described artifact to be constructed 

(implemented) and used within an appropriate organizational context. […] Management-oriented audiences 

need sufficient detail to determine if the organizational resources should be committed to constructing (or 

purchasing) and using the artifact within their specific organizational context."





 

 

2 Fundamentals 
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2.1 Agility 

2.1.1 Definition 

Industrial companies need to handle the volatile business environment by some form of 

adaptability or changeability (Wiendahl et al. 2007, pp. 783–785). Flexibility, transformability5 

and agility are major concepts addressing this issue (Schurig et al. 2014, p. 957). For instance, 

Toni, Tonchia (1998, p. 1609) describe strategic flexibility as "[…] the firm’s ability to successfully 

vary the mix of its competitive priorities or businesses […]" and operational flexibility as "[…] the 

ability to positively react to the internal and external changes as these occur". Westkämper 

(1999) describes transformability in the context of manufacturing as variable structures and 

processes. Elements of the manufacturing system should be adaptable to a changing business 

environment in an anticipatory manner (Westkämper 1999, 131–133). In contrast to operational 

flexibility, transformability is not restricted to an a priori defined extent of necessary adaptions 

(Reinhart et al. 1999, p. 22) and therefore can be seen as a concept advancement. Agility is based 

on the concept of transformability with regard to manufacturing, however, it also includes a 

strategic component such that other business functions, for example, sales or purchasing, are 

also considered (Heinen et al. 2008, p. 25). These selected definitions illustrate that the concept 

of agility incorporates flexibility and transformability.6 Schurig (2016) and Rabitsch (2016) 

provide a comprehensive overview and comparison on existing concepts in scientific literature, 

and their research confirms this view. The following therefore presents a detailed definition of 

agility and an overview on one of the most recent agility concepts. 

Rabitsch, Ramsauer (2015) describe three key characteristics of agility based on the 

understanding that flexibility and transformability are included. Proactive preparation implies that 

companies think ahead what changes in the business environment could occur. It also includes 

the preparation of alternative options for action in the identified scenarios of change. Fast reaction 

rests on rapid implementation of company reactions which includes straightforward decision 

making and processes. In addition, optimized profitability underlines that agility is not an end in 

itself. Following the principle of agility needs to serve superior objectives in alignment with the 

company's strategy. Objectives can range from increased profits to more stable cash flow to 

higher market share, for example (Rabitsch, Ramsauer 2015, pp. 2–3). It is important to note 

that agility puts equal focus on risks as well as opportunities arising from the volatile world 

(Heldmann et al. 2015, p. 35). Schurig (2017, p. 79) adds the prerequisite that agility requires 

                                            

5 Transformability is mainly discussed in German-speaking literature and translates into "Wandlungsfähigkeit" 

(Rabitsch 2016, p. 23). 

6 More holistic approaches are also discussed in relation to transformability. For example, Baumgartner et al. (2006) 

describe a generic management approach including strategic and cultural components.  
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consideration of external organizations beyond the boundaries of a company, such as suppliers. 

The definition of agility used in this work is based on this previous research and is as follows: 

Agility describes proactive preparation for opportunities as well as risks in the volatile business 

environment and fast reaction to occurring changes. Agile companies strive to improve their long-term 

business success and consider all elements of their value chain while doing so. 

2.1.2 Corporate agility system 

The concept of agility requires a structured approach for implementation in business practice 

(Rabitsch et al. 2015, pp. 48–49). The Agility Research Group therefore developed the corporate 

agility system that is comprehensively described in Ramsauer et al. (2017). Heldmann et al. (2015) 

provide an overview on the corporate agility system based on its key building blocks: 

monitoring, control, and agility levers.  

Monitoring represents the interface to the volatile business environment and aims for early 

detection of relevant changes. Insights from monitoring build the basis for strategic and 

operational control of the company. Strategic control comprises adaptions of strategy, 

targets, and budgets. For example, an industrial company adapts its product offering due 

to an innovative manufacturing technology and consequently adjusts its targets for market 

development as well as accommodates the budget to account for the product line 

expansion. These steps require fast implementation which is ensured by activating agility 

levers. Agility levers represent measures that help to increase the agility of the company. 

To put it differently, agility levers enable fast reaction to changes. Dynamic budgeting, 

based on short-term budget contracts and synchronization with financial planning, is an 

exemplary lever in the given scenario. The time horizon of operational control is clearly 

shorter such that agility levers are directly activated where necessary. In case of a jump in 

product demand, modular production equipment and a temporary shift of workforces 

allow for a short-term adaption of production capacity. Straightforward processes how to 

react towards indicated changes are required. Control therefore defines rules and 

competencies for decision making. Furthermore, relevant agility levers need to be 

identified and prepared prior to changes.7 

Figure 3 provides an overview of the corporate agility system as described before. In addition, 

Rabitsch (2017) describes how companies can define an adequate level of agility based on its 

individual situation with regard to the volatile business environment. Wampula (2017) 

furthermore adds features of an agile organization and corporate culture, for instance, in the 

form of project-based resource management or an entrepreneurial mindset. 

                                            

7 This paragraph is a free translation of prior work of the author (Heldmann et al. 2015, p. 36). 
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Figure 3 - Corporate agility system [based on (Heldmann et al. 2015, p. 36; Luczak 2017, p. 21)] 
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2.2 Big data 

2.2.1 Definition 

The origin of big data can be established in various ways according to a discussion of historical 

reviews by Wu et al. (2016, pp. 4–5). For example, Press (2013) provides a list of milestones that 

describe the notion of big data as increasing data volume. The list starts with an estimation that 

the size of university libraries regularly redoubles over a time period of sixteen years (Rider 

1944). Another work in the discussion, places the start of big data at the U.S. Census in 1880 

characterized by an information overload that lead to a processing time of eight years 

(Winshuttle 2017). Furthermore, other works establish the origin of big data at the time where 

the term 'big data' was used for the first time, and the work of Cox, Ellsworth (1997) represents 

a potential candidate for the introduction of 'big data' in accordance with its modern meaning 

(Wu et al. 2016, p. 5). Cox, Ellsworth (1997, p. 235) formulate the following with regard to the 

challenge of data visualization: "[…] data sets are generally quite large, taxing the capacities of 

main memory, local disk, and even remote disk. We call this the problem of big data."  

While the exact determination of the origin of big data is difficult due to the generic nature of 

the term (Lohr 2013), multiple definitions for big data exist today. Overviews of definitions can 

be found in NIST Big Data Public Working Group (2015, pp. 10–11), Wamba et al. (2015, 

p. 236) or Wu et al. (2016, p. 10). They range from highlighting challenges for handling and 

processing data (Fisher et al. 2012, p. 53) to the notion of a cultural shift in decision making 

(Dutcher 2014). Baars, Kemper (2015) provide a categorization of perspectives towards big 

data. The practice-oriented understanding focuses on the strategic usage of big data and does 

not relate to specific issues or technologies. This perspective raises awareness but does not 

provide a clear definition. A technology-oriented understanding delineates novel technologies 

for big data from those that are not adequate anymore. Finally, the problem-oriented 

understanding puts challenges related to the utilization of big data into the focus (Baars, Kemper 

2015, pp. 223–224). A commonly used set of big data definitions stems from the problem-

oriented perspective, which has its origin in the work of Laney (2001) that structures "[…] 

challenges along three dimensions: volume, velocity, and variety". This so-called 3V definition 

of big data is formulated by Gartner (2017) as follows: 

"Big data is high-volume, high-velocity and/or high-variety information assets that demand cost-effective, 

innovative forms of information processing that enable enhanced insight, decision making, and process 

automation." 

McAfee, Brynjolfsson (2012) provide a description for each dimension from a business 

perspective. Volume describes the fact that data is created at an increasing rate today which gives 

companies the opportunity to collect and utilize large amounts of data. Furthermore, velocity 

refers to "[…] the speed of data creation […]" (McAfee, Brynjolfsson 2012, p. 64) that enables 

real-time applications for companies. Variety represents the use of heterogeneous data types 
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from different data sources (McAfee, Brynjolfsson 2012, pp. 63–64). The 3V definition has been 

extended by "[…] other dimensions of big data […]" (Gandomi, Haider 2015, p. 139). IBM 

(2017b) provides a 4V definition that additionally includes veracity referring to the "[…] quality 

or trustworthiness of the data." This dimension is typical for certain data sources, for example, 

"[…] customer sentiments in social media are uncertain in nature, since they entail human 

judgment" (Gandomi, Haider 2015, p. 139). Moreover, Oracle (2013) introduces value as 

additional dimension of big data which is motivated by varying economic value of diverse data. 

Oracle (2013, p. 4) additionally observes: 

"Typically there is good information hidden amongst a larger body of non-traditional data; the challenge is 

identifying what is valuable and then transforming and extracting that data for analysis." 

Demchenko et al. (2013) summarize the previously discussed dimensions as a 5V definition of 

big data. According to Wu et al. (2016), there exist further definitions including up to eleven 

dimensions. For example, visibility "[…] emphasizes that you need to have a full picture of data 

in order to make informative decision[s]" (Wu et al. 2016, p. 9) or variability describes "[…] the 

variation in the data flow rates" (Gandomi, Haider 2015, p. 139).  

The 3V definition is "[…] largely found in the literature […]" (Kacfah Emani et al. 2015, p. 71) 

and overviews on definitions often focus on the 5V definition (Shim et al. 2015, p. 799; Wang 

et al. 2016, p. 750) because it "[…] provides a straightforward and widely accepted definition 

related to what is (and what is not) a big-data-based problem, application, software, or 

framework" (Bello-Orgaz et al. 2016, p. 45). The 5V definition can also be expressed as "[…] 

dealing effectively with Big Data requires one to create value against the volume, variety and veracity 

of data while it is still in motion (velocity) […]" (Kacfah Emani et al. 2015, p. 72). This underlines 

the specific role of the value dimension, because it is typically understood as the primary 

objective of utilizing big data, which goes beyond the narrower definition by Oracle (2013). 

Kacfah Emani et al. (2015, p. 72) describe value in "[…] two categories: analytical use 

(replacing/supporting human decision, discovering needs, segmenting populations to 

customize actions) and enabling new business models, products and services." Based on this 

understanding, value is dependent of some form of utilization. The definition of big data in this 

work consequently includes the 4V dimensions only, because they represent "[…] the primary 

aspects of Big Data" (Ohlhorst 2013, p. 3) and they relate to direct challenges for the application 

of big data (Dorschel 2015, p. 7). Moreover, Manyika et al. (2011) argue that the definition of 

big should be subjective in order to account for technological advancement and differences 

among industries. With regard to the volume dimensions, big data therefore "[…] refers to 

datasets whose size is beyond the ability of typical database software tools to capture, store, 

manage, and analyze" (Manyika et al. 2011, p. 1).  
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In conclusion, the definition of big data used in this work extends the idea of subjectivity as 

follows:  

Big data represents data with any or all of the following characteristics: volume, velocity, variety, and 

veracity, whereby each characteristic exceeds typical capabilities for a particular application in a specific 

industry. 

2.2.2 Data types 

Big data can be "[…] classified into different categories to better understand their 

characteristics" (Hashem et al. 2015, p. 100) and data sources as well as data structures are two 

key classifications (Hashem et al. 2015, p. 101). Data sources generally divide into internal and 

external sources. Internal sources include "[…] private or proprietary data that is collected and 

owned by the business where you control access" (Marr 2015, p. 62). Transactions are one of 

the most important types of internal business data and includes customer interactions such as 

orders or payments, for example (Baesens 2014, p. 14). Machines and sensors are further 

examples for sources of internal data (Hashem et al. 2015, p. 102), in particular for 

manufacturing companies. The increasing datafication in manufacturing due to the advent of 

Industry 4.0 underlines the importance of machine-generated data for applications such as 

predictive maintenance (Ramsauer 2013, p. 11) that can also benefit from other internal sources 

such as systems for production planning or quality management (Biedermann 2016a, pp. 13–

14). Such smart maintenance systems can benefit from a big data approach to multiple data sources 

of a company (Biedermann 2016b, p. 134). External sources comprise "[…] the infinite array of 

information that exists outside your business" (Marr 2015, p. 63). Public and private are two 

subtypes of external sources (Ohlhorst 2013, p. 37) and Marr (2015, p. 63) describes them as 

follows: 

"Public data is data that anyone can obtain – either by collecting it for free, paying a third party for it or 

getting a third party to collect it for you. Private data is usually something you would need to source and pay for 

from another business or third party data supplier." 

Macroeconomic data represents commonly used public data, while financial data such as credit 

scores is typically sourced from specialized data suppliers (Baesens 2014, pp. 14–15). The 

internet is a vast source of external data including data from online searches, blogs, or forums 

(Chen et al. 2014, p. 179). Social media data from platforms such as Twitter is a special form of 

internet data (Baesens 2014, p. 15). Whether internet data is public or private depends on the 

individual terms of use for each source. Another nascent source of big data is the Internet of 

Things (IoT) (Chen et al. 2014, p. 179) that consists of a large number of various devices 

generating data as they "[…] sense, communicate, compute and potentially actuate" (Rao et al. 

2012, p. 374). 
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The extent of big data types is substantial ranging from clickstream or interaction data from 

social media platforms to machine data in the form of sensor readings further to billing records 

as transaction data and "[…] human-generated data, including vast quantities of […] data such 

as […] voice recordings, emails, paper documents, surveys, and electronic medical records" 

(Shim et al. 2015, p. 800). EMC Education Services (2015) describe four types of data structures 

that help to classify different data types. Structured data has a well-defined format and a 

spreadsheet represents the simplest form. A common example from business is transactional 

data in traditional databases. Semi-structured data describes text data with a self-descriptive format 

and can be found in markup languages with a rule schema, for instance, in the case of Extensible 

Markup Language (XML). The data type is called quasi-structured if additional effort is required to 

create a common format. For example, clickstream data from internet sources potentially have 

inconsistent formats. Finally, unstructured data provides no implicit structure and includes general 

text documents as well as audio, video, and image data (EMC Education Services 2015, pp. 5–

7). In this work, all three types that show a lack of structure are summarized as unstructured 

data. 
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2.3 Analytics 

2.3.1 Definition 

In accordance with the previous discussion regarding the value dimension of big data, Franks 

(2012, p. 6) states that "[n]either the fact that big data is big nor the fact that it is data adds any 

inherent value. The value is in how you analyze and act upon the data to improve your business." 

Based on the value definition of Kacfah Emani et al. (2015), the focus of this work lies on the 

analytical use of big data instead of creation of new business models or products based on big 

data. According to Davenport (2014), the idea to analyze data in order to achieve business 

improvements is not new, but has changed over time. It already started in the 1970s with the 

concept of decision support and recently entered the era of big data (Davenport 2014, p. 10). 

Table 1 summarizes this development. 

Table 1 - Analytical use of data in business [with minor adaptions from Davenport (2014, p. 10)] 

Although the concept of big data induces a shift in focus towards data, analytics are still required 

and earlier concepts such as business intelligence are not obsolete. Analytics can be generally 

defined as "[…] discovery of meaningful patterns in data […]" (NIST Big Data Public Working 

Group 2015, p. 8) or more specifically as "[…] the scientific process of transforming data into 

insights for making better decisions" (informs 2017). However, a clear definition for this work 

requires a systematic classification of different concepts that are discussed with regard to 

analytical use of data today. Dedic, Stanier (2017) provide a comprehensive framework shown 

in Figure 4, that describes the relationships between most common concepts. 

Concept Period Meaning  

Decision Support 1970-1985 Data analysis to support decision making 

Executive Support 1980-1990 Focus on data analysis for decisions by 

management 

Online Analytical 

Processing (OLAP) 

1990-2000 Software for analysis of multidimensional 

structured data 

Business Intelligence 1989-2005 Supportive systems for data-based decisions 

with focus on reporting 

Analytics 2005-2010 Focus on statistical and mathematical analysis 

of data for decision making 

Big Data 2010-today Focus on data with 4V characteristics 
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Figure 4 - Relationships between common concepts for analytical use of data                            

(Dedic, Stanier 2017, p. 115) 

Knowledge Discovery (KD) builds on the concepts of Knowledge Discovery in Databases (KDD) and 

Data Mining (DM). KDD describes the "[…] overall process of discovering useful knowledge 

from data" (Fayyad et al. 1996c, p. 28) whereby "[d]ata mining is a step in the KDD process 

that consists of applying data analysis and discovery algorithms […]" (Fayyad et al. 1996a, p. 40). 

Other steps in the KDD process range from data selection to interpretation of results that are 

all required to create value from the data (Fayyad et al. 1996c, p. 28). In contrast to this notion, 

DM is alternatively used as synonym for KDD (Chen et al. 1996, p. 866), which is also reflected 

by the definition of Knowledge Discovery and Data Mining (KDDM) as "[…] series of activities to 

discover or identify knowledge of domain(s) from databases" (Barclay, Osei-Bryson 2015, p. 2). 

Another concept closely related to DM is Data Science (DS) which can be defined as "[…] a set 

of fundamental principles that support and guide the principled extraction of information and 

knowledge from data" (Provost, Fawcett 2013a, p. 52). 

Data Analytics (DA) is defined as "[…] any activity that involves applying an analytical process to data to 

derive insight from the data" (Ridge 2015, p. 4). Runkler (2016, p. 2) describes DA in more detail: 

"Data analytics is defined as the application of computer systems to the analysis of large data sets for the 

support of decisions. Data analytics is a very interdisciplinary field that has adopted aspects from other scientific 

disciplines such as statistics, machine learning, pattern recognition, system theory, operations research, or 

artificial intelligence." 

In the business domain, DA is often referred to as business analytics (Chamoni, Gluchowski 2017, 

p. 9). KD is regarded "[…] as a higher entity encompassing DA, which is not exclusively related 

only to computer-based concepts" (Dedic, Stanier 2017, p. 118). Big Data Analytics (BDA) simply 

describes the application of specific DA techniques to big data (Elgendy, Elragal 2014, p. 215), 

and therefore builds a subset in the framework. The major difference of Business Intelligence (BI) 

is the focus on structured data from traditional data sources such as data warehouses or data 

marts (Dedic, Stanier 2017, p. 119), whereas BDA operates along the 4V dimensions and 
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leverages a variety of data sources. This work simply refers to DA and BDA as analytics 

independent from data characteristics and the domain. 

2.3.2 Types of analytics 

While a wide range of analytics approaches exists, they can be grouped by different types of 

analytics. As illustrated by Figure 5, Lanquillon, Mallow (2015a) provide a categorization based 

on the respective problem type. Descriptive analytics apply to problems addressing the question 

“What happened?” and reporting is a typical approach here. In case the question rather is “What 

happens now?”, real-time analytics can be employed for monitoring purposes. Diagnostic analytics 

provide answers to “Why did it happen?” in the form of root cause analysis where OLAP can be 

employed. Another type is predictive analytics and addresses the question “What will happen?”, for 

example, by predictions about possible future sales. At the highest level of decision making 

support, prescriptive analytics relates to the question “What should be done?”. This type of analytics 

is often based on optimization methods or simulations, in combination with descriptive and 

predictive analytics, to provide recommendations for action (Lanquillon, Mallow 2015a, pp. 56–

57).  

 

Figure 5 - Types of analytics                                                                                                                    

[based on Lanquillon, Mallow (2015a, p. 56) and Ereth, Kemper (2016, p. 459)] 

These categories also reflect the distinction between concepts for analytical use of data. 

Descriptive analytics builds the traditional core of BI and BDA focuses on predictive as well as 

prescriptive analytics (Ereth, Kemper 2016, 469-460). Furthermore, the value of analytics 

gradually increases in parallel to its complexity when moving from descriptive to prescriptive 

analytics. Lanquillon, Mallow (2015a) also describes auxiliary types of analytics. Exploratory 

Reporting

OLAP

Monitoring

Prediction

Prescription

high

low

Complexity

highValue

Descriptive analytics

Diagnostic analytics

Real-time analytics

Predictive analytics

Prescriptive analytics

What should be done?

What will happen?

What happens now?

Why did it happen?

What happened?

BDA

BI



FUNDAMENTALS 

24  

analytics build a better understanding of the data in order to support the formulation of a 

problem, for example. Visual analytics or visualization offer a straightforward and interactive 

access to the data or analytics results (Lanquillon, Mallow 2015a, p. 58).  

2.3.3 Analytics models 

In general terms, "[…] a model is a simplified representation of reality created to serve a 

purpose" (Provost, Fawcett 2013b, p. 44). Analytics techniques are therefore also referred to as 

analytics models. For example, "[…] a predictive model is a formula for estimating the unknown 

value of interest: the target. The formula could be mathematical, or it could be a logical 

statement such as a rule" (Provost, Fawcett 2013b, 45). According to Sheikh (2013), there exists 

a difference between models and algorithms, because the latter implement the technique of a 

model based on the given data. This process is called model learning or model building. The resulting 

model is always specific to the given problem or data, respectively, while an algorithm is "[…] a 

general-purpose piece of software that doesn’t change if the data set is changed […] (Sheikh 

2013, p. 8). In this work, general analytics techniques as well as specific analytics models are 

simply referred to as models. 

A vast number of different models exists (Finlay 2014, p. 104), however, most of them follow 

one of two basic approaches of model learning. On the one hand, unsupervised learning describes 

models without "[….] specific purpose or target […]" (Provost, Fawcett 2013b, p. 24). This 

approach generally searches for interesting patterns in the data that are not known a priori 

(Murphy 2012, p. 2). On the other hand, models aim to learn a relation between some input 

data and a specific target in supervised learning (Murphy 2012, p. 2), and therefore this approach 

necessarily requires "[…] data on the target" (Provost, Fawcett 2013b, p. 24). Building 

supervised models with historical data is often referred to as backtesting (Baesens 2014, p. 134). 

Other less prominent approaches include semi-supervised learning as combination of the presented 

approaches, active learning utilizing human input in the learning process (Han et al. 2012, p. 25), 

and reinforcement learning including a notion of reward for learning (Murphy 2012, p. 2). 

 

 

Figure 6 - Basic learning approaches and predominant model types 
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According to Murphy (2012, pp. 3–12), predominant model types for each basic learning 

approach exist: clustering for unsupervised learning and classification as well as regression for 

supervised learning. Clustering describes models that group "[…] data points into clusters based 

on their 'likeness' with one another" (Sheikh 2013, p. 11). Murphy (2012) further describes the 

use of unsupervised learning as a preprocessing step for other analytics. For instance, factor 

analysis aims to identify a reduced number of factors that describe the majority of variability in 

a large dataset. Furthermore, graph structures reveal the strength of correlation between variables 

and matrix completion is a technique to handle missing values in data (Murphy 2012, pp. 11–16). 

Regression provides quantitative targets as model output (Hastie et al. 2017, p. 10) while the 

output in the case of classification is represented in the form of distinguishable classes or concepts 

(Han et al. 2012, p. 18). Analytics models of the classification type are also referred to as classifiers. 

Figure 6 provides an overview of basic learning approaches and predominant model types. More 

details on specific models can be found in Mitchell (1997), Giudici (2003), Bishop (2006), 

Murphy (2012), Mohri et al. (2012), or Hastie et al. (2017). This work refers to models, that are 

difficult for lay people to understand due to their complexity and lack of transparency regarding 

relations between model input and output (Finlay 2014, p. 126; Biesdorf et al. 2013, p. 9), as 

black box models. 
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2.4 Analytics for sales forecasting 

2.4.1 Traditional approaches 

Sales forecasting can be defined as "[…] attempt to estimate the level of future sales through 

the use of previous and current information available about the phenomenon under study 

(sales)" (Belmokaddem et al. 2014, p. 21). A wide range of forecasting approaches exits in the 

business domain and Makridakis et al. (1980) provides a structured overview. Besides informal 

approaches such as ad-hoc or intuitive methods, formal approaches are grouped into qualitative and 

quantitative techniques. Technology-based forecasts represent one subgroup of qualitative 

techniques. They rest on studies of customers or competitors, exploration of current information, 

or future needs. In addition, subjective methods, as alternative subgroup of qualitative 

techniques, include assessments by the management team, aggregation of sales force estimates 

or techniques based on subjective probabilities for certain events. Quantitative techniques are 

divided into time series analysis and causal methods. The latter comprises simple and multiple 

regression as well as econometric models representing systems of multiple regressions. Time 

series analysis represents the largest subgroup of techniques. The naïve forecast follows simple 

rules such as 'forecast equals most recent sales volume'. Trend extrapolations utilize different 

continuous forms of past sales behavior and exponential smoothing rests on weighted averages 

of sales data. Furthermore, decomposition approaches consider time series features such as 

trend, seasonality, and random influences. Filtering builds forecasts by linear combination of 

past sales data and autoregressive techniques additionally incorporate occurred variances 

(Makridakis et al. 1980, pp. 42–52). Further overviews on forecasting approaches can be found 

in Armstrong (2002b), Brockwell, Davis (2002), Abraham, Ledolter (2005), Mertens, Rässler 

(2012), Kühnapfel (2013), or Gansser, Krol (2015). 

Auto-Regressive Integrated Moving Average (ARIMA) models are an advanced form of time series 

analysis that are successfully used for forecasting problems (Chase 2013a, p. 85). They are 

among the two most commonly applied techniques for forecasting time series, such as company 

sales, besides exponential smoothing (Hyndman, Athanasopoulos 2017). The target of an 

ARIMA model is to forecast a "[…] time series that is modeled as a linear combination of its 

own past values and past values of an error series […]" (SAS Institute 2017). According to 

Brockwell, Davis (2002), the AR(p) part represents an autoregressive model based on past values 

of the time series where p denotes the order of the autoregressive process. The order value 

describes how many past time periods are considered in the model. The MA(q) part is a weighted 

moving-average of past errors with q denoting the process order (Brockwell, Davis 2002, 

pp. 83–84). Abraham, Ledolter (2005) describe the need for the I(d) part of the model that 

accounts for nonstationary time series where characteristics such as mean and variance are time-

dependent. This behavior is commonly observed in economic and business time series. The 

integrated part transforms a nonstationary into a stationary time series by differencing 

(Abraham, Ledolter 2005, pp. 225–231) which "[…] compute[s] the differences between 
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consecutive observations" (Hyndman, Athanasopoulos 2017). The parameter d represents the 

order of differencing required to reach stationarity (Hyndman, Athanasopoulos 2017). 

Seasonality is as another key characteristic of time series where values of the same season show 

high correlations (Abraham, Ledolter 2005, p. 281). Seasonal ARIMA models for a specific 

seasonality m account for this characteristic by an adapted form of differencing (Brockwell, 

Davis 2002, p. 203). These models are described by a set of seven parameters where uppercase 

letters describe the seasonality-related parts (Hyndman, Athanasopoulos 2017), as shown in 

Figure 7.  

 

Figure 7 - Notation for seasonal ARIMA models (Hyndman, Athanasopoulos 2017) 

2.4.2 Big data analytics models 

Rey et al. (2012) discuss the conceptual difference between the traditional quantitative 

techniques and advanced analytics approaches to forecasting. The traditional approach develops 

a modeling of relations between the target and explanatory variables, especially based on 

statistical methods. The effect of individual variables is therefore mostly transparent. It generally 

follows the principle of causality. By contrast, an analytics approach starts with a large set of 

potentially explanatory variables. Strong dependencies among these variables can exist such that 

cause-and-effect relations are difficult to identify. The overall objective therefore is to find the 

variables that "[…] do the best job of forecasting […]" (Rey et al. 2012, p. 5). Correlations 

among variables play a dominant role particularly in the context of big data (Anderson 2008). 

The focus on correlations rather than causality is even seen as major advantage of big data 

(Mayer-Schönberger, Cukier 2013, pp. 50–72). Theobald, Föhl (2015) argue that analytics 

models help to identify relevant correlations and therefore also reveal relations that would have 

been otherwise been unknown. However, a strict focus on correlations also poses a risk and 

analytics users consequently need to carefully evaluate results (Theobald, Föhl 2015, p. 121). 

Traditional quantitative approaches are often not sufficient anymore due to the increasing 

complexity of the business environment (Chase 2013a, p. 32). On the other hand, it becomes 

increasingly straightforward to build analytics models today such that they should be deployed 

"[…] to provide the highest-quality forecasts possible" (Rey et al. 2012, p. 6), especially in 

combination with big data (Chase 2014). Models that are built on big data input are referred to 

as BDA models in this work. 

Seasonal ARIMA model
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Sales forecasting aims to answer a question of the type “What will happen?” and therefore falls 

into the category of predictive analytics. Sales represents the target variable and companies know 

their historic sales data such that models can be build following the approach of supervised 

learning. Baesens (2014), Dean (2014), or Finlay (2014) provide an overview of common 

predictive models, for example. The following introduction focuses on the most relevant 

models in this work including k-nearest neighbors, support vector machines and decision trees utilized as 

classification-type models as well as elastic net regression representing a regression model. 

According to Hastie et al. (2017), k-Nearest Neighbors (kNN) classifiers are memory-based and 

therefore do not require to train a set of equations as model representation, for example. For 

any new observation, the classifier identifies k closest historic observations based on a distance 

measure. The majority class of these k neighbors defines the class predicted for the new 

observation. It represents a simple approach that has been proven to be successful in a large 

variety of classification problems (Hastie et al. 2017, pp. 463–465). The number of neighbors is 

the key parameter of the kNN classifier, and the performance does improve with increasing k 

only to a certain level as more distant neighbors are more likely members of a different class 

(Kubat 2015, p. 53). In the extreme case of k equals the number of existing observations, the 

classifier always predicts the majority class of the full dataset (Murphy 2012, p. 22). 

 

Figure 8 - Basic principle of support vector machines [based on Kubat (2015, pp. 84–85)] 

Kubat (2015) describes the basic principle of Support Vector Machines (SVM) when used as a 

classifier. The left-hand side of Figure 8 illustrates a common issue of linear classification: the 

identification of the best classifier for predicting new observations among all possible classifiers 

for given observations. All three linear classifiers perfectly separate the two classes but it is 

unknown which classifier correctly predicts a new dot. In the given example, the dashed line 

classifiers are very close to the given observations of each class, that is to say their margin is 

small. However, "[…] the greater the margin, the higher the chances that the classifier will do 

well on future data" (Kubat 2015, p. 85). The margin can be defined by support vectors which 

are represented by the thin lines in the right-hand side of Figure 8. SVM determine those support 

vectors providing the maximum margin (Kubat 2015, pp. 84–85). The two classes of the 

Possible linear classifiers
Classifier with maximum 

margin and support vectors
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presented example are linearly separable. SVM can also handle cases that are not linearly 

separable8 by accounting for outliers, which lie on the wrong side of the separating line, in the 

definition of the margin (Mohri et al. 2012, pp. 71–72). Furthermore, SVM follow the same 

principle with large numbers of variables where the classes are separated by a multidimensional 

hyperplane (Hastie et al. 2017, pp. 417–419). This also holds true for multi-class problems where 

more than two classes need to be separated (Bishop 2006, pp. 338–339). Mohri et al. (2012) 

describe kernel methods as extension of models such as SVM, especially for non-linear 

classification. In that case the class-separating hyperplane is non-linear instead of linear. Kernel 

methods basically map the given input space of variables into "[…] a higher-dimensional space 

[…], where linear separation is possible" (Mohri et al. 2012, pp. 89–90). The radial basis function 

(rbf) kernel is a common method to handle non-linear relations in SVM classification (Hsu et al. 

2016, p. 4). A linear kernel does not provide non-linear mapping but is generally useful for 

problems with large numbers of variables (Hsu et al. 2016, p. 12). scikit-learn (2017c) describes 

the major model parameters in case of a SVM with rbf kernel: 

"The parameter C, common to all SVM kernels, trades off misclassification of training examples against 

simplicity of the decision surface. A low C makes the decision surface smooth, while a high C aims at 

classifying all training examples correctly. gamma defines how much influence a single training example has. 

The larger gamma is, the closer other examples must be to be affected." 

Decision trees follow a simple concept but have proven as powerful analytics models (Hastie et al. 

2017, p. 305). Mitchell (1997, pp. 52–53) illustratively describes the decision tree representation 

of an analytics problem: 

"Decision trees classify instances by sorting them down the tree from the root to some leaf node, which provides 

the classification of the instance. Each node in the tree specifies a test of some attribute of the instance, and 

each branch descending from that node corresponds to one of the possible values for this attribute. An instance is 

classified by starting at the root node of the tree, testing the attribute specified by this node, then moving down 

the tree branch corresponding to the value of the attribute in the given example. This process is then repeated for 

the subtree rooted at the new node." 

This concept is best understood by the simple example in Figure 9 provided by Mitchell (1997). 

The example represents the two-class classification problem whether to play tennis or not. The 

root node tests the attribute of the weather outlook and branches to the humidity level as next 

decision node in case the attribute value equals 'Sunny', for example. From here, the leaf nodes 

of the defined classes, 'No' and 'Yes', are determined or predicted based on the attribute values 

'High' and 'Normal', respectively (Mitchell 1997, p. 53). In contrast to parametric models that 

utilize the entire input dataset for learning, decision trees as nonparametric models do not 

assume class representations in form of mathematical functions and they do not rely on a 

                                            

8 This case is also described as overlapping classes (Hastie et al. 2017, p. 417). 
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predefined tree structure (Alpaydin 2010, pp. 185–186). Furthermore, "[…] the tree grows, 

branches and leaves are added, during learning depending on the complexity of the problem 

inherent in the data" (Alpaydin 2010, p. 186). Decision tree models require a large set of model 

parameters including the maximum level of nodes or the maximum number of attributes 

considered at an individual node, for example (scikit-learn 2017a). Instead of the graphical 

representation shown for the example, a decision tree model can also be represented by "[…] a 

set of IF-THEN rules that are easily understandable" (Alpaydin 2010, p. 187). Moreover, 

decision trees are also suitable for predictive analytics with a continuous target variable and large 

data input (Ahlemeyer-Stubbe, Coleman 2014, pp. 129–133) such as a sales forecast based on 

big data. 

 

Figure 9 - Decision tree example (Mitchell 1997, p. 53) 

Multiple linear regression is an alternative approach to predict continuous target variables and 

follows an easy to understand concept that generally provides high prediction accuracy 

(Ahlemeyer-Stubbe, Coleman 2014, p. 109). 'Multiple' refers to the fact that various explanatory 

variables are linearly combined with regression coefficients as weights in order to predict the 

target variable. Learning a multiple linear regression model requires to determine these 

coefficients, for example, using an Ordinary Least Squares (OLS) solution (Murphy 2012, pp. 219–

220). However, with a large number of explanatory variables the solution is not unique and 

typically all coefficients will be nonzero complicating the interpretation of the resulting model 

(Hastie et al. 2015, p. 2). Furthermore, a reduction of coefficients or even removal of 

explanatory variables by setting selected coefficients to zero can increase prediction accuracy 

(Hastie et al. 2015, p. 7). Different regularization methods address these issues of regression 

coefficient determination. Lasso is a common regularization method where the total sum of 

absolute values of coefficients is limited to a maximum value (Hastie et al. 2015, p. 8). "The key 

property of Lasso […] is that it leads to a sparse solution [for coefficients], that is one with few 

non-zero components" (Mohri et al. 2012, p. 257). Murphy (2012) describes ridge as an 

alternative regularization method. Ridge is motivated by the fact that solutions for regression 

coefficients aim to "[…] perfectly interpolate[s] the data" (Murphy 2012, p. 225) and therefore 

produce unstable models that are highly dependent on the given data. The method introduces 
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a complexity penalty for "[…] the sum of the magnitudes of the […]" (Murphy 2012, p. 226) 

coefficients and therefore promotes coefficients to be small (Murphy 2012, pp. 225–227). Zou, 

Hastie (2005) introduce a new regularization method called elastic net that combines lasso and 

ridge in order to address their shortcomings and to merge their advantages. The elastic net "[…] 

selects variables like the lasso, and shrinks together the coefficients of correlated predictors like 

ridge" (Hastie et al. 2017, p. 73). In this work, a multiple linear regression model with elastic net 

regularization is simply referred to as elastic net. The mix of lasso and ridge regularization is the 

main model parameter but the elastic net model also includes further parameters such as weights 

for variables, for example (Hastie, Qian 2014). 
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2.5 Big data analytics foundations 

The application of big data analytics requires fundamental prerequisites regarding technology, 

organization, and culture in order to gain a competitive advantage (Biesdorf et al. 2013, p. 1; 

Court 2015). The following provides a brief overview on these foundations with focus on 

relevant dimensions for this work. 

Technological foundations are required "[…] to aggregate, manipulate, manage, and analyze big data" 

(Manyika et al. 2011, p. 31). The main drivers for technology are the 4V characteristics of big 

data and intended analytics (Lanquillon, Mallow 2015b, p. 263). Loshin (2013a) describes the 

major dimensions of big data technology. Storage systems need to be scalable in order to handle 

large volume datasets. Data management potentially requires new concepts such as non-

relational schemes capable to handle unstructured data, for example. Furthermore, computing 

technology must enable parallel processing and fast access to the data storage. Finally, a 

development framework comprises a programming environment and access to analytics models 

providing support for the analytics process and model building (Loshin 2013a, pp. 49–50). Data 

security and privacy are two further dimensions that also need to be addressed by the 

technological foundations (Fogelman-Soulié, Lu 2016, p. 157). 

Hadoop is a key technological enabler for big data because the "[…] open-source platform for 

storage and processing of diverse data types […] enables data-driven enterprises to rapidly 

derive the complete value from all their data" (Minelli et al. 2013, p. 61). Minelli et al. (2013) 

describe the Hadoop Distributed File System (HDFS) and MapReduce as the two major components 

of Hadoop. HDFS is the current standard for distributed data storage without constraints on 

data types or volume. The basic idea is to distribute fractions of data across multiple servers 

whereby each fraction is replicated on more than one server. Hadoop typically "[…] runs on 

clusters of commodity servers and each of those servers has local CPUs and disk storage that 

can be leveraged by the system" (Minelli et al. 2013, p. 62).9 The cluster architecture represents 

a cost-effective way to store and process data. Processing includes calculations and manipulation 

of the data and is managed by MapReduce as standard for a "[...] fault-tolerant parallel 

programming framework that was designed to harness distributed processing capabilities" 

(Minelli et al. 2013, p. 90). MapReduce distributes processing tasks across the servers in the 

Hadoop cluster and collates the results (Minelli et al. 2013, 61–91). Spark provides a 

development framework for Hadoop cluster that enables "[…] a fast in-memory data processing 

system that achieves high performance for applications […]" (Tang et al. 2016, p. 165). 

Furthermore, Spark simplifies programming in the Hadoop environment and supports most of 

the programming languages for analytics (Wierse, Riedel 2017, pp. 316–318) including Python as 

one of the most common languages in this domain (Wierse, Riedel 2017, p. 345). 

                                            

9 CPU stands for central processing unit. 
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In companies, data warehouses store various datasets for different purposes or topics and data 

marts host smaller datasets for a specific application or department (Davenport 2014, p. 114). It 

is important to note that these traditional database types are also capable of housing big data 

(Minelli et al. 2013, p. 89) such that Hadoop clusters should be seen as a complement and not 

a replacement (Lanquillon, Mallow 2015b, p. 276). Moreover, traditional data management rests 

on relational database management systems where structured data is organized in tables with 

rows and columns (Ameri 2016, pp. 139–141). The big data characteristics sometimes demand 

non-relational data management. New approaches are typically summarized as NoSQL10 

solutions that provide new data models replacing the fixed tabular scheme and other 

advantageous features such as simplified interfaces (Ameri 2016, pp. 143–144). However, a 

"[…] proper database management type should be chosen dependent on the application 

requirements" (Ameri 2016, p. 144). The relational model is still a valid approach, especially for 

data stemming from traditional systems, and is also supported by most big data technologies 

(Loshin 2013a, p. 83).  

Organizational foundations have two major dimensions: talent and structure. BDA utilization requires 

professionals with capabilities for "[…] different analytics disciplines, different types of data, 

and different tools […]" (Franks 2014, pp. 209–216). Espinosa, Armour (2016, p. 1114) 

therefore describe big data analytics as "[…] a multi-discipline team-based activity that brings 

together various perspectives […]". Companies can build up these required capabilities 

internally by hiring relevant talent or by providing training to existing staff (Manyika et al. 2011, 

p. 114). As an alternative, a company can also outsource BDA work or complement internal 

teams with external experts in case of lacking capabilities (Wierse, Riedel 2017, pp. 236–240). 

The data scientist represents a prominent form of talent that has major capabilities in analytics 

and technological foundations (Ohlhorst 2013, pp. 29–30) but is also capable to connect data 

and analytics with the application domain (NIST Big Data Public Working Group 2015, pp. 8–

9). Internal capabilities require an organizational structure (Ohlhorst 2013, p. 34). According to 

Franks (2014), no standard structure exists and companies use many different forms. One 

possible structure is a center of excellence as centralized unit of internal BDA talent. Such a 

center is typically organized by different business areas or functions (Franks 2014, 218–220). 

Furthermore, the organizational structure should also include some form of governance to 

address security and privacy issues, for example, in the form of security clearances or privacy 

standards (Franks 2014, pp. 147–174). 

The cultural foundation is vividly described by the analytics culture in Franks (2014). It addresses 

various issues of making analytics work in a company. The main part is a new mindset that 

acknowledges the value of BDA professionals, for example, and this mindset must be supported 

by top management. Furthermore, company policies need to support the new culture. An 

                                            

10 NoSQL stands for "Not only SQL" (Structured Query Language) (Loshin 2013a, p. 83). 
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analytics culture facilitates success by promoting searches for unexpected value in data, for 

instance. It also makes room for experimentation and promotes acceptance of related failure 

(Franks 2014, pp. 237–262). Such a culture also urges employees "[…] to base decisions on hard 

facts" (Davenport 2006). The black box character of some BDA applications poses a challenge 

to this fact-based decision making. Examples show that solutions based on black box models 

can be rejected in practice (Biesdorf et al. 2013, p. 9). 

The presented foundations address multiple challenges related to big data analytics as described 

by Sivarajah et al. (2017). They address data challenges related to big data characteristics and 

management challenges such as security and privacy. However, process challenges describe "[…] the 

group of challenges encountered while processing and analyzing the data that is from capturing 

the data to interpreting and presenting the end results" (Sivarajah et al. 2017, pp. 269–275). 

Although these process challenges also benefit from the presented foundations, there is a 

general need for a process itself (Chamoni, Gluchowski 2017, p. 12). While BDA applications 

for sales forecasting are the focus of Section 3.1, processes to develop BDA applications are 

discussed in Section 3.2.
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3.1 Related research on sales forecasting 

3.1.1 Overview 

The research motivation reveals that sales forecasting is a key application for big data analytics. 

However, big data analytics is still a relatively new research area and many companies just start 

to make plans on future applications for sales forecasting (compare Section 1.1). This section 

examines the current state of research on sales forecasting based on big data analytics in order 

to gain an understanding of existing applications. The corresponding review rests on research 

that utilizes big data for sales forecasting in companies. In addition, a second review considers 

the industry of the case study company. The focus here is less restrictive because general 

research on sales forecasting in the printed circuit board industry is considered. This provides 

an understanding of the latest advancements of research regarding this industry. Finally, the 

interim conclusion summarizes findings as well as assesses the applicable knowledge and 

scientific need regarding the specific business need for BDA applications for sales forecasting. 

Figure 14 provides an overview of reviewed research and the structure of this section. 

 

Figure 10 - Overview of reviewed research 

3.1.2 Sales forecasting based on big data analytics 

The research motivation presented in Section 1.1 demonstrates that sales forecasting is crucial 

for industrial companies and that traditional forecasting methods are increasingly inadequate in 

today's business environment. In addition, big data analytics is considered to be a source of 

competitive advantage due to improved forecasting capabilities. Practitioners deem the 

development of predictive models based on big data as opportunity to reduce uncertainty about 

future developments. As a consequence, this subsection investigates the current state of research 

on big data-based approaches for sales forecasting. To put this discussion into perspective, 

Figure 11 provides an overview of the development of general big data-related research since 
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2000. The overview is based on similar search queries for 'big data' publications in any language 

and excluding patents. The queries were performed on the leading database for peer-reviewed 

literature Scopus11 and the search engine for scientific literature Google Scholar12. The results show 

that big data-related research is still a relatively young discipline. This becomes even clearer if 

one considers the share of most recent publications. Publications from the previous five years 

represent 99% and 94%, respectively, of all publications on this topic since 2000. Nevertheless, 

a sizeable body of big data-related literature exists due to the strong expansion in recent years.  

 

Figure 11 - Big data-related publications and hits since 2000 

A structured literature review assesses the role of sales forecasting within the current state of 

research. Systematic review of existing research is a valid approach to describe the background 

of newly developed research and to "[…] identify any gaps in current research in order to suggest 

areas for further investigation" (Kitchenham, pp. 1–2). The literature review is based on a search 

query performed on the Scopus database13 and aims to capture big data-related research on sales 

forecasting. The term analytics is omitted for less restrictive search results and because big data is 

the key BDA characteristic. In order to account for synonyms and alternative spellings 

(Kitchenham, p. 8), the query includes demand and revenues as alternatives to sales as well as 

                                            

11 https://www.scopus.com/ [last access date: 10/25/2017] 

12 https://scholar.google.com/ [last access date: 10/25/2017] 

13 The search query includes publications of any language as well as any source type and was performed on June 

27, 2017. 
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prediction and monitoring as alternatives to forecasting. The query considers any sensible combination 

of these search terms. Furthermore, each combination allows for appearance of the search terms 

within five words and uses the word stem of each term in order to be less restrictive. The search 

query considers title, abstract, and keywords of publications over a period of 20 years and is 

presented in Figure 12. 

 

Figure 12 - Search query for Scopus database 

The search query results in 161 publications of which 13 represent complete proceedings that 

are excluded from the review. In order to identify relevant literature, the remaining publications 

are reviewed based on their abstract and full text if necessary. In doing so, relevant literature is 

defined as scientific work that discusses an application for sales forecasting of a company 

considering the aforementioned synonyms. This review process identifies three different groups 

of irrelevant literature: 

1) Energy demand related research: A significant number of publications presents research 

related to energy demand. For example, Huang, Zhu (2016) propose a model for energy 

demand forecasting based on smart meter data, Coelho et al. (2016) introduce a deep 

learning forecasting model for household electricity demand, and Zhang, Grijalva (2015) 

apply big data analytics to smart meter data for electric vehicle charging demand. This 

group comprises 32 publications and thus demonstrates extensive research on big data 

in relation to energy demand.  

2) General demand forecasts: This group of publications deals with demand on the level of 

countries or cities rather than companies. For example, Li et al. (2017) and Yahya et al. 

(2017) discuss forecast models for tourist volumes in Beijing, Singapore, and Indonesia, 

respectively. A neural network model to forecast bus transportation demand in the Seoul 

metropolitan area (Baek And, Sohn 2016) and the use of search engine data to predict 

personal credit demand in Turkey (Zeybek, Ugurlu 2015) are further examples. 

3) Others: The remainder of identified literature represents scientific work that does not fit 

the focus on company-related sales forecasting for various reasons. The range of 

research goes from commodity price forecasting for mining companies (Ming et al. 

2016) to predictions on cloud computing demand for web traffic during sports events 

(Baughman et al. 2016) to improved forecasting of optimal nursing staff in patient care 

(McNair 2015). It furthermore includes forecasting of elections (Huberty 2015) or local 

weather for better planning of renewable energy generation (Corne et al. 2014). Other 
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examples of this group include systematic approaches to include BDA into supply chain 

processes (Fukui 2016; Banica, Hagiu 2016), the introduction of a new forecasting 

model for big data in form of time series (Singh 2015), and an approach to predict 

demand for files on a Hadoop cluster (Kousiouris et al. 2013). 

The review process, as shown in Figure 13, reveals 37 scientific works that describe BDA 

applications for sales forecasting of companies, of which 29 describe cases related to consumer 

goods and services. E-commerce and retail are the most common domains representing half of 

the consumer cases. For example, Chong et al. (2016) build a neural network model in order to 

identify the predictive power of consumer reviews and promotional activities such as discounts 

for product sales of a large online retailer. Watanabe et al. (2016) build linear regression and 

neural network models to forecast product demand of supermarkets based on daily weather and 

sales data including prices. Other consumer-related applications include global sales forecasting 

of an apparel and sports equipment company (Boldt et al. 2016), forecasting of food demand 

such as pizza sales (Lee, Kim 2015), predicting ratings of TV series with decision trees and linear 

regression based on Twitter data (Molteni, Ponce De Leon 2016). Further works include the 

utilization of data from online search traffic to forecast sales volumes of hybrid vehicles as case 

for new products (Jun et al. 2014), a study on predictability of taxi demand using a large set of 

spatio-temporal data (Zhao et al. 2016), and applications in the business domain of pharmacy 

products related to weather data (Lin, Tsai 2016) as well as short-term air passenger volumes at 

an airport based on data from online search engine queries (Kim, Shin 2016). 

 

Figure 13 - Results of review process 

Only eight publications14 represent BDA applications for Business-to-Business (B2B) companies, 

however, they are limited in terms of utilized data and applied analytics, respectively. 

Palanimalai, Paramasivam (2016) describe a simple heuristic that integrates historic sales data 

and the customer relationship management system of a pharmaceutical company in order to 

forecast sales of different product categories sold to various accounts, especially hospitals. The 

                                            

14 Ji et al. (2015) is not discussed in detail here as the full text is published in Chinese only. 
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goal of their approach is to provide a dashboard in order to track sales trends and reveal sales 

opportunities, for instance (Palanimalai, Paramasivam 2016, pp. 212–218). Nita (2015) discusses 

a demand forecasting application for food manufacturers where they deploy unspecified 

machine learning. Data input is solely described by examples such as shipment data, sales data 

from retailers, weather data, or information on advertisement activities. Automated forecasts 

after creating the models based on historic data and regular reviews of forecast performance are 

two additional features of the approach (Nita 2015, pp. 92–93). Otsuka et al. (2015) present a 

similar application for demand forecasting of IT-related spare parts. Forecasting models, again 

unspecified, are built for different categories of parts based on data for shipments, products in 

use and usage time. Models can also be dependent on specific events, such as different weather, 

but no further details are provided here. Inventory reduction at the spare part provider is 

identified as the major advantage of improved forecasting (Otsuka et al. 2015, pp. 80–82). Ji et 

al. (2017a) and Ji et al. (2017b) describe the use of big data from the food supply chain for 

improved demand forecasting in case of food companies. The data input is only defined by 

generic categories of data sources for data on food consumption, for example, retailers or third-

party brokers, and for data on food logistics such as transportation operators. A Bayesian 

network is proposed as forecast model because it represents causal relationships between 

variables. It therefore requires experts to identify influencing factors on demand before building 

the model (Ji et al. 2017a, pp. 2–8). The main goal of the application is to optimize the 

production setup with regard to identified demand (Ji et al. 2017b, p. 9). Qiu et al. (2016) 

propose a cloud manufacturing architecture for polymer material producers where cloud 

computing and big data technologies are utilized to integrate information along the entire supply 

chain. This architecture supports the key task of balancing production and market demands as 

it expands the scope of available data (Qiu et al. 2016, pp. 239–243). The work has a strong 

focus on technological foundations and therefore no details on specific data or models for 

demand forecasting are presented. Williams (2013) introduces a tool that combines data from 

enterprise resource planning systems with other sources of supply chain data in the electronics 

manufacturing industry. The purpose of the tool is to apply machine learning in order to increase 

accuracy of demand forecasting but also to optimize supply chains based on prescriptive 

analytics (Williams 2013, pp. 5–6). However, the brief conceptual introduction does not include 

any further details on big data or analytics. 

Although the presented literature review makes no claim to be exhaustive, several conclusions 

can be drawn from it. The earliest publication in the results list dates back to 2012. Identified 

applications for sales forecasting therefore represent 0.1% of all big data-related publications in 

the Scopus database during the period from 2012-2016. This indicates the limited scope of 

research in that area as of today. Taking a closer look at the applications reveals that current 

research focuses on consumer products and services. Furthermore, the few B2B cases generally 

provide a low level of detail on big data and analytics utilized. 
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3.1.3 Sales forecasting in the printed circuit board industry 

The company of the case study in this work is part of the Printed Circuit Board (PCB) industry 

which also represents a B2B industry. In order to gain a better understanding of the current 

research state on sales forecasting approaches for this industry, a review of relevant literature is 

presented here. Due to the limited research on big data-based sales forecasting, this review 

presents the latest research regardless of a big data characteristic. Chang et al. (2005b) initiated 

a series of research15 on sales forecasting in the PCB industry motivated by the emergence of 

new analytics models. These represent promising alternatives to traditional forecasting 

approaches in the industry such as statistic methods in the form of trend analysis or time series 

analysis (Chang et al. 2005b, pp. 83–84). The study is based on monthly PCB sales data from a 

Taiwanese electronics company over a period of five years and utilizes predefined data from 

three different sources as input (Chang et al. 2005b, pp. 84–85): 

1) Macroeconomic variables including gross national product, unemployment rate and indices 

for consumer prices as well as import and export trade 

2) Market demand variables for major PCB application areas including computers, notebooks, 

motherboards, monitors, televisions, and mobile phones 

3) Industry variables described by manufacturing production, manufacturing sales, 

manufacturing production value, semiconductor production and PCB production value 

indices 

Chang et al. (2005b) select one variable from each group as input for their analytics model by 

identifying the maximum influence on PCB sales based on a technique called grey relation 

analysis. Historic PCB sales data is also used as input, however, exponential smoothing is applied 

in order to capture seasonality and trend effects. An evolving neural network is selected as model 

which generates the weights between network nodes with a genetic algorithm. The reported 

results for monthly forecasts show that the new approach improves forecasting accuracy 

compared to a linear regression model utilizing the same variables as input (Chang et al. 2005b, 

pp. 85–91).  

Chang, Wang (2006) discuss an alternative sales forecasting approach based on the same data 

for PCB sales and input variables as in the previously discussed work. A hybrid model is 

proposed that includes expert opinions into a neural network. For this purpose, experts from 

sales and production departments are surveyed in order to define different weights for input 

variables. The results show a similar forecasting performance compared to the evolving neural 

                                            

15 The most recent and most cited (according to Scopus) publications are discussed here. Further research includes 

the following publications: Hicham et al. (2012a), Liu, Wang (2012), Hicham et al. (2012b), Wang et al. (2009), 

Chang et al. (2007a), Chang et al. (2006b), Chang et al. (2005a), and Chang, Lai (2005). 
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network (Chang, Wang 2006, pp. 717–725). Chang et al. (2006a) build upon the most influential 

variables and smoothed sales data as described by Chang et al. (2005b) and propose an 

alternative hybrid model that integrates neural networks, fuzzy rules, and genetic algorithms. 

The neural network serves as clustering for the input and sales data in order to generate 

homogeneous subsets. For each cluster, an individual set of fuzzy rules, that is more 

representative for this cluster as for the entire dataset, generates the forecast. Fuzzy rules 

represent a forecasting approach designed for nonlinear and ambiguous data whereby the hybrid 

model utilizes a genetic algorithm for optimizing these rules. This approach results in an 

improved forecasting performance in comparison to earlier models (Chang et al. 2006a, 

pp. 1258–1263). Chang et al. (2007b) present a similar approach that directly integrates a neural 

network and fuzzy theory as forecasting model. Again the same data as well as variable selection 

approach is employed and similar forecasting performance is reported (Chang et al. 2007b, 

pp. 88–95). Chang et al. (2009) also use a fuzzy neural network for sales forecasting and they 

integrate the clustering approach as discussed by Chang et al. (2006a). However, they use a k-

means algorithm instead of a neural network approach for clustering (Chang et al. 2009, 

pp. 345–354). Again building on the same selected data input, Chang et al. (2008) combine fuzzy 

theory and case-based reasoning as forecasting model. Case-based reasoning compares a new 

set of input variables to known cases of variables including PCB sales. A weighted average of 

the known cases defines the forecast for the sales variable of the new case, whereby a measure 

of similarity between new and known cases defines the weights of known cases. The approach 

has worse forecast accuracy compared to previously presented ones (Chang et al. 2008, 

pp. 2052–2055).  

Other researchers continued the research on sales forecasting for PCB manufacturers initiated 

by the Taiwanese research group. Hadavandi et al. (2011) present the first work that keeps the 

same PCB sales data and variables as described before. They introduce a new approach that 

combines k-means clustering of input data and a set of genetic fuzzy systems per cluster to 

forecast sales. The genetic fuzzy system is created by defining and tuning fuzzy rules based on 

unique genetic algorithms instead of plain definition of rules with a simple genetic algorithm as 

in the case of Chang et al. (2006a). The authors report improved forecasting accuracy in 

comparison to the results from the Taiwanese research group (Hadavandi et al. 2011, pp. 9394–

9399). Hichama et al. (2013) propose a further advancement for sales forecasting by 

implementing a novel way of data clustering. Fuzzy clustering allows that data elements are 

potentially assigned to more than one cluster, which increases "[…] the number of elements of 

each cluster and consequently improve[s] the accuracy of the proposed forecasting system" 

(Hichama et al. 2013, p. 949). Furthermore, a novel form of genetic fuzzy system is created 

based on clustered data and this system feeds into an adaptive neural network. That is to say, 

there exists a neural network for each identified cluster and these jointly determine the sales 

forecast value (Hichama et al. 2013, pp. 951–960). Finally, Tavakkoli et al. (2015) present the 

latest forecasting approach to the PCB sales case that is markedly different to previous work. A 
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support vector machine with linear or radial basis function kernel is proposed as analytics model. 

The optimal set of parameters describing the model is defined with the help of a bio inspired 

algorithm called bat algorithm (Tavakkoli et al. 2015, pp. 197–203). The normalized variables 

and PCB sales data directly serve as input to the model and the forecasting accuracy (Tavakkoli 

et al. 2015, pp. 205–208) is comparable to the early work of Chang et al. (2005b).  

This review reveals that the focus of current research lies on the advancement of forecasting 

models. There is a trend towards more complicated approaches in the form of hybrid models 

that integrate multiple types of analytics. Furthermore, there is a tendency to use more advanced 

models such as neural networks. Only the most recent work of Tavakkoli et al. (2015) returns 

to a simpler form based on a rather standard model. The big data dimension of BDA is not 

addressed in this research stream which builds on 15 variables from three data sources. The data 

sources solely provide structured economic data that is therefore not characterized by variety or 

veracity. Furthermore, the number of variables in combination with five years of historic data 

is not an extraordinary volume of data, and forecasting monthly sales at a monthly frequency 

does not represent a high velocity as well. The research discussed is 'data-driven' in a different 

way as data provided by a PCB manufacturer is the only relation to the company. In other 

words, research is performed following an 'outside-in' approach instead of an in-depth case 

study. 

3.1.4 Interim conclusion 

The key results from both reviews of related research on sales forecasting are summarized as 

follows: 

• Big data-based sales forecasting is generally at an early stage 

• Majority of big data-related research describes applications for consumer goods and 

services instead of B2B cases  

• B2B cases are characterized by a low level of detail regarding both big data and analytics 

• Research on sales forecasting in the PCB industry focuses on analytics in form of hybrid 

models rather than big data input 

• PCB cases are characterized by outside-in research where data is the only input from 

the company 

In summary, reviewed literature addresses the specific business need to leverage big data 

analytics for improved sales forecasting only to a limited extent. It is therefore a scientific need to 

add further evidence whether BDA sales forecasting works in industrial practice, especially in 

B2B cases. This scientific need relates to research question 3 and underlines the value of a proof 

of concept for a BDA application for sales forecasting in B2B industries. Moreover, the 
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restriction that the company involved in PCB-related research provided data as the only research 

input endorses the case study approach while addressing this need. 

The reviews furthermore reveal a lack of detail for BDA applications in industrial practice and 

a strong focus on specific analytics in case of the PCB industry. As a consequence, reviewed 

research does not provide substantial applicable knowledge for the objective of this work. The 

following Section 3.2 examines applicable knowledge for the intended methodology, but with a 

broader focus on processes to develop general BDA applications because sales forecasting 

represents only one possible application to provide a better understanding of the volatile 

business environment. 
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3.2 Processes for analytics applications 

3.2.1 Overview 

Starting in the late 1980s, research began to discover opportunities provided by Knowledge 

Discovery and Data Mining (KDDM) (Barclay, Osei-Bryson 2015, p. 2). KDDM initiated "[…] a 

rush to develop [data mining] algorithms that were capable of solving all problems of searching 

for knowledge in data" (Marban et al. 2007, p. 578). One of the first attempts to formalize the 

approach to KDDM is the work The process of knowledge discovery in databases: a first sketch by 

Brachman, Anand (1994) (Anand et al. 2007, p. 22). The KDD process for extracting useful knowledge 

from volumes of data by Fayyad et al. (1996c) is regarded as seminal work (Barclay, Osei-Bryson 

2015, p. 2). Process models for KDDM applications "[…] serve the purpose of a roadmap or 

guide, that provide prescriptive guidance towards how each task in the end-to-end process can 

be implemented" (Sharma et al. 2012, pp. 11335–11336). Cios et al. (2007) outline reasons why 

a process model is required. A structured approach ensures that results are practical and 

understandable from a user perspective. Moreover, it enables to explain the underlying KDDM 

mechanics to decision-makers and thus makes them comfortable to take responsibility for 

decisions based on KDDM insights. KDDM typically involves a project team such that a 

process model serves as framework for necessary project management. Finally, standardized 

methods and procedures lead to "[…] project performance that is faster, cheaper, more reliable, 

and more manageable" (Cios et al. 2007, pp. 9–10).  

Process model, methodology, and lifecycle represent different levels of structured approaches 

towards KDDM applications and are similar to projects in other engineering disciplines 

(Mariscal et al. 2010, pp. 140–141). A process model describes a structure of tasks (Pressman 2010, 

pp. 30–37) required to perform a KDDM project and aims to make a project manageable and 

repeatable (Mariscal et al. 2010, p. 140). On the other hand, a methodology "[…] can be defined as 

a process model instance, in which not only tasks, inputs and outputs must be specified but also 

the way in which the tasks must be carried out" (Mariscal et al. 2010, p. 140). Techniques or 

tools are therefore required in order to execute required tasks (Pressman 2010, p. 50). A lifecycle 

defines the sequence of project activities (Lester 2014, pp. 47–48) and determines required 

outcomes to move from one step to the next (Mariscal et al. 2010, p. 141). The approaches 

discussed in this section are generally referred to as processes as they include process models and 

methodologies. All presented processes generally include a definition of the lifecycle represented 

by successive steps that break down into multiple tasks. Methods generally describe the execution 

of a task whereby tools require technical implementation, for instance in form of software. 

Techniques represent general methods, for example, in the form of simple procedures such as 

workshop formats. In general, analytics are supported by two types of processes where one 

supports the development of analytics applications and the other the continued use in practice 

(Heath, Hull 2015, p. 175). The focus here lies on the former type, and includes processes that 

stem from academic research as well as industry (Singh et al. 2011, pp. 279–280).  
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Figure 14 - Overview of processes 

The following discussion on existing processes starts with approaches from traditional KDDM, 

and then moves on towards advanced KDDM processes as well as current approaches 

addressing the emergence of big data analytics. Figure 14 provides an overview of processes and 

the structure of this section. The review comprises 76 processes from which the 25 most 

relevant ones are discussed in detail. Each subsection includes an evaluation of the presented 

processes. These evaluations build the basis for the interim conclusion that summarizes findings 

as well as assesses applicable knowledge and scientific need regarding the new methodology. 

3.2.2 Traditional processes 

Existing literature provides various discussions of KDDM processes. Table 2 provides an 

overview of scientific works that discuss at least three different processes and collectively span 

a period of more than ten years into the past. This subsection starts with detailed descriptions 

of basic KDDM processes that consistently appear in academic discussions over time. Brief 

introductions to the other KDDM processes and approaches stemming from data mining 

literature follow. 
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Table 2 - Overview of KDDM processes 

 Basic KDDM processes 

KDD process  

Fayyad et al. (1996a) reason the development of a process for Knowledge Discovery in Databases 

(KDD) with the need for a structured overview of required activities and their interaction. This 

requirement was mainly driven by knowledge discovery changing substantially from a manual 

to a technology-enabled task with the emergence of the digital age. Increasing volumes of data 

require to assist or replace analysts with computers and software in order to gain valuable 

insights from this data. As this holds true across nearly all domains – ranging from science to 

healthcare to finance – a general approach to KDD was required (Fayyad et al. 1996a, pp. 37–

38). Moreover, a general approach also reflects the increasingly multidisciplinary character of 

KDD (Fayyad et al. 1996b, p. 82).  

Fayyad et al. (1996b, p. 83) define the KDD process as follows:  

"KDD Process is the process of using the database along with any required selection, preprocessing, 

subsampling, and transformations of it; to apply data mining methods (algorithms) to enumerate patterns from 

it; and to evaluate the products of data [mining] to identify the subset of the enumerated patterns deemed 

'knowledge'." 

It should be noted that pattern is used as collective expression for extracted knowledge from 

data (Fayyad et al. 1996b, p. 83), including predictive models, for example. Figure 15 provides 

an overview of the KDD process and Fayyad et al. (1996b) explain its nine successive steps in 

detail. (1) Starting point is an understanding of the domain for KDDM application. There are 

two major tasks related to this including the collection of relevant knowledge and setting the 

objective of the project. (2-4) The following three steps are concerned with data input to the 

knowledge discovery. After selecting relevant data, it must be cleaned and preprocessed before 

it is prepared for analytics by data reduction or transformation. (5) The next step determines 

appropriate analytics methods (e.g., regression or classification) before (6) specific models (e.g., 

elastic net or SVM) are selected. Step (7) constitutes analytics termed as data mining and leads 

into (8) results preparation (e.g., visualization) and interpretation. (9) Finally, discovered 

knowledge is transferred to related areas of the domain. The process is of iterative nature, 

Basic KDDM processes Other KDDM processes

Source
KDD 

process
CRISP-DM SEMMA Cios et al.

Cabena

et al.

Anand & 
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whereby unsatisfactory results are a key trigger for reconsideration in previous steps (Fayyad et 

al. 1996b, p. 84). 

 

Figure 15: KDD process (Fayyad et al. 1996c, p. 29) 

CRISP-DM  

The lack of a standard process made KDDM projects in practice strongly dependent from the 

talent involved which obstructed a sustainable dissemination of analytics (Wirth, Hipp 2000, 

pp. 29–30). The missing standard also hindered the introduction of new users to analytics and 

providing a process applicable across various industries as well as organizations further 

motivated the introduction of a new process (Shearer 2000, p. 13, 2000, p. 19). 

Chapman et al. (2000) provide a comprehensive documentation of the Cross Industry Standard 

Process for Data Mining (CRISP-DM). The process has a multi-level structure including process 

steps, tasks and process instances. Tasks are divided into generic and specialized tasks, where 

the former are universally applicable and the latter reflect circumstances that require a specific 

implementation of a task. Process instances include actions, decisions and results as they occur 

in an individual analytics project. The reference model describes the major two levels of CRISP-

DM and therefore provides its generic process design. In addition, a user guide provides more 

details on the implementation of this process (Chapman et al. 2000, pp. 9–10).  

The CRISP-DM reference model, as shown in Figure 16, consists of six process steps that break 

down into 24 generic tasks that are described in detail by Chapman et al. (2000). (1) Business 

understanding initiates the process with focus on the objective of the process, the translation from 

the business perspective into an analytics task in consideration of existing circumstances, and 

the implementation of a project plan. (2) Data understanding starts with the collection of relevant 

data and additional tasks to become acquainted with this data by means of description and 

exploration. From this basis, issues with data quality can be identified and preliminary insights 

concerning the defined objective can be revealed. (3) Data preparation transforms original raw 

data into data input for the models applied during analytics. For this purpose, data is selected 

with regard to its relevance and quality issues are cleaned. Data construction and integration 

enable generation of more meaningful data input before formatting applies necessary syntactic 

adjustments required by the models. (4) Modeling represents the analytics core of the process. 

After selecting a set of appropriate models, each model is built, tested and assessed in order to 

achieve optimal performance. (5) The purpose of the evaluation step is twofold. On the one hand, 

comprehensive evaluation and a review of the development process secure robustness of 

working models from an analytics perspective. On the other hand, analytics results are 
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transferred back to the business context as they are evaluated against the initial objectives. Both 

perspectives enable decisions on next steps including transition to deployment. (6) The final 

step of deployment ensures application of the analytics results in business practice. This requires 

preparation of deployment and subsequent monitoring in daily operations. A final report and 

review of the project enable documentation of results and dissemination of lessons learned 

which frequently initiate related projects (Chapman et al. 2000, pp. 13–34).16  

 

Figure 16 - CRISP-DM steps, tasks and outputs (Wirth, Hipp 2000, p. 34) 

SEMMA 

SAS Enterprise Miner is the analytics software for business users from SAS Institute. It provides 

access to various models and formalizes the analytics process in its user interface (SAS Institute 

Inc. 2017). SEMMA (Sample, Explore, Modify, Model, and Assess) represents the process integrated 

into the software solution with main emphasis on modeling (Mariscal et al. 2010, p. 144). The 

process is designed for ease of use and subdivides into five steps (Azevedo, Santos 2008, p. 183). 

Dean (2014) provides a description of the process that starts with (1) sample as an optional step. 

Taking a representative subset of available data enables exploration of interesting patterns with 

low processing time. Sample therefore enables idea generation for business-relevant analytics. 

(2) Explore aims to uncover unforeseen patterns in order to gain a better understanding of the 

                                            

16 Mendes et al. 2012) provide a detailed example for an application of CRISP-DM in practice.  
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data and to further substantiate the formulation of ideas. For this purpose, SEMMA utilizes 

visualization and statistical methods. (3) Modify prepares the data input for analytics models and 

includes methods for data selection and construction. (4) Model represents the selection of 

analytics models where the software subsequently optimizes models for best performance. The 

final step (5) assess evaluates built models with regard to their business value and robustness 

(Dean 2014, pp. 61–64). 

Cios et al. 

Cios et al. (2000) base their process on CRISP-DM as field-proven approach (Cios, Kurgan 

2005, pp. 5–6). Their advancement aims for a more generic process with stronger orientation 

towards research. Furthermore, they provide a higher level of detail for feedback loops and a 

modification of the final step enabling knowledge transfer across different domains (Cios et al. 

2007, pp. 14–15). Cios, Kurgan (2005) describe the six-step process as follows: (1) Understanding 

the problem domain details out the issue to be solved with KDDM and rests on close cooperation 

with domain experts. Problem understanding includes relevant terminology, existing solutions 

and relevant constraints. The initial step sets objectives for the project that are translated into 

data mining goals and includes a preselection of analytics models. (2) Understanding the data starts 

with the definition of required data based on a review of sample data. Data exploration verifies 

practicality of data and domain knowledge prioritizes data by importance before data quality is 

assessed. The critical step of the process is (3) preparation of the data as it ultimately selects data 

input for data mining. Furthermore, it includes data cleaning, construction and transformation. 

(4) Data mining takes this data input and builds models according to selected training, testing and 

assessment methods. In (5) evaluation of the discovered knowledge, domain experts help to make sense 

of results and evaluate their impact. Only models approved in this step are considered for 

application and a review of the conducted process reveals lessons learned for future 

improvements. (6) Using the discovered knowledge determines the approach to apply new knowledge 

and includes a plan for monitoring implementation as well as a report documenting results. The 

final step also evaluates potential extension of the application scope to other domains (Cios, 

Kurgan 2005, pp. 5–9).  

Cabena et al. 

Cabena et al. (1997) introduce a five-step process based upon their experience with KDDM 

projects at IBM. They refer to the KDD process but have a focus on applications in business 

(Mariscal et al. 2010, p. 145). Sharma (2015) provides a summary description of the process. (1) 

Determination of business objectives identifies business issues to be resolved with KDDM. This first 

step also aims to clarify expectations and to ensure management support. (2) Data preparation 

comprises identification, preprocessing and transformation of data in order to provide input to 

the analytics models. The process aims to select relevant data from multiple sources, to ensure 

high data quality and to provide data input in an appropriate format to models. (3) Data mining 

feeds this input into selected models in order to develop insights regarding the business 
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objective. (4) Analysis of results is strongly interrelated with the previous step as it aims to make 

sense of the analytics results and to evaluate model performance. In case actionable knowledge 

is perceived, the process concludes with (5) assimilation of knowledge. Application in business 

operations requires a knowledge representation that promotes its transfer into business context 

and the development of methods that optimally utilize discovered knowledge (Sharma 2015, 

pp. 14–15). 

Anand & Büchner 

Anand, Büchner (1998) introduce a generic KDDM process that was further developed as web 

mining process based on marketing and sales applications covering customer lifecycles (Mariscal 

et al. 2010, pp. 145–146). Anand et al. (1998) and Büchner et al. (1999) describe the generally 

applicable eight-step process which assumes a given business issue as activation. (1) Human 

resource identification secures essential experts on the underlying domain, data and analytics. The 

expert team starts with (2) problem specification in order to gain a better understanding of the 

business issue and breaking it down into specific data mining tasks. Each of these tasks is 

associated with a data mining approach (e.g., classification) and a specific objective for its 

application. (3) Data prospecting evaluates data required for the data mining tasks. From a technical 

perspective, this step considers data access and data storage, while it also includes identification 

of relevant subsets and integrity of available data. During (4) domain knowledge elicitation, data 

mining and domain experts jointly identify domain knowledge to be incorporated in analytics. 

(5) Methodology identification defines appropriate analytics models for the specified data mining 

tasks (e.g., SVM for a classification task). (6) Data preprocessing addresses data quality issues such 

as outliers and missing values. Furthermore, this step prepares data for the analytics models by 

transforming and constructing data input. (7) Pattern discovery takes the processed data input and 

builds selected models in order to reveal patterns. In the final step, (8) knowledge postprocessing, 

identified patterns are examined for relevant insights which are then presented to users in 

business operations. However, further validation of results is required in order to ensure 

robustness before actual application in practice. The process explicitly points to necessary 

refinement iterations between pattern discovery and knowledge postprocessing but refinement 

can be generally required in any of the process steps (Anand et al. 1998, pp. 449–461; Büchner 

et al. 1999, pp. 13–22).  

 Other KDDM and data mining processes 

Similar to SEMMA, there exist other KDDM processes connected to analytics software. 

According to Oprean (2011), the statistics software package SPSS introduced 5 A's as a five-

step process including assess, access, analyze, act and automate. The focus laid on automation 

of data mining tasks in order to enable novice users to perform analytics. However, the process 

did not include steps for business or data understanding and "[…] was abandoned in 1999" 

(Oprean 2011, pp. 8–9). Debuse et al. (2001) introduce a process with eight steps influenced by 

KDD process and CRISP-DM. Their KDD roadmap includes an inner feedback loop that 
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connects each step and also represents potential repetitions within the lifecycle, however, the 

major difference is an additional resourcing step after problem specification (Debuse et al. 2001, 

pp. 180–181). The process was used as blueprint for a KDDM software toolkit (Debuse et al. 

2001, p. 195). The statistics and analytics software provider StatSoft included a six sigma-based 

process in their STATISTICA Data Miner beneficial for industrial applications. It follows the 

five steps of the standard DMAIC concept: define, measure, analyze, improve, and control 

(StatSoft 2013). Kudyba, Hoptroff (2001) introduce a process with nine steps and clear focus 

on the analytics part of KDDM, whereby they emphasize its strong reference to six sigma as 

well (Kudyba, Hoptroff 2001, pp. 45–57). 

Two Crows Consulting describes a practitioner process with seven steps that includes building 

a project database as comprehensive step after definition of the business problem. The database 

builds the basis for all subsequent steps and the process also directs towards its maintenance 

(Two Crows Corporation 1999, pp. 22–33). The Two Crows process is otherwise very similar to 

the KDD process (Mariscal et al. 2010, p. 145). Solarte (2002) introduces a process called Data 

Mining for Industrial Engineering (DMIE) inspired by CRISP-DM. It leverages a systems analysis 

approach in order to provide a process suitable for the industrial engineering domain (Solarte 

2002, pp. 27–70). The major advancement of DMIE is an independent step "[…] involving data 

backups, data maintenance, data mining model updates and software updates when needed" 

(Mariscal et al. 2010, pp. 151–152). Castellano et al. (2007) provide another KDDM process 

based on CRISP-DM. It merges the business and data understanding steps and expands the 

process by an additional step dedicated to maintenance of discovered knowledge after its 

deployment (Castellano et al. 2007, pp. 479–483). 

Brachman, Anand (1996) refine the KDD process with a focus on essential process tasks and 

the introduction of a support environment based on their practical experience. In doing so, they 

emphasize the role of humans involved in the process. Their human-centered approach reflects 

complex interactions with the data and required support in order to better integrate humans in 

the process (Brachman, Anand 1994, pp. 2–10). As a consequence, the approach "[…] shows 

in a clearer way which decisions the user has to make" (Mariscal et al. 2010, p. 144). Gertosio, 

Dussauchoy (2004) build on this human-centered process for industrial applications. They 

further propose an economic evaluation for budget limitations and an industrial evaluation for 

assessment of analytics models during application (Gertosio, Dussauchoy 2004, p. 36). Haglin 

et al. (2005) also present a version of the KDD process with emphasis on the human role. They 

specifically focus on the role of a scientist as their focus lies on research work (Haglin et al. 

2005, pp. 41–42). 

According to Blockeel, Moyle (2002), the RApid collaborative data Mining SYStem (RAMSYS) 

extends CRISP-DM for collaborative work within dispersed teams. It rests on the idea that 

more data mining experts should promote better results of KDDM projects. RAMSYS builds 

on three pillars including the areas of communication, problem solving and knowledge sharing. 

The process requires every team involved to provide required skills and knowledge such that 
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process management focuses on information flow, workflows, and security instead of direct 

team control (Blockeel, Moyle 2002, p. 22). RAMSYS requires support by some groupware that 

manages project information such as metadata or code descriptions (Bohanec et al. 2001, p. 8). 

There also exist other proposals for collaborative KDDM processes that support involvement 

of multiple experts in the process (Horeis, Sick 2007; Diamantini et al. 2006).  

Data mining is often seen as the analytics step within a KDDM process. However, there exists 

comprehensive data mining literature that generally includes a description of the data mining 

process, but with largely differing levels of detail. For example, Runkler (2010) and Han et al. 

(2012) limit their processes to the core activities (Runkler 2010, pp. 1–3; Han et al. 2012, pp. 6–

8): 

• Data collection and integration 

• Data preprocessing (cleaning & transformation) 

• Data selection 

• Modeling 

• Evaluation, interpretation and presentation of results 

At an advanced level, elaboration of the underlying problem complements the process 

upstream. Domain-specific problem definitions in the form of initial hypotheses about 

knowledge in the data represent a typical approach here (Kantardzic 2011, pp. 6–9). Application 

of data mining results represents further downstream advancement of the process that feeds 

into decision making by its users (Vercellis 2009, pp. 84–90). Furthermore, processes ranging 

from problem definition to application add supplemental steps or tasks, for example, 

exploratory analysis for more directed data preprocessing (Giudici 2003, pp. 6–10) or capture 

of lessons learned for future improvements (Ahlemeyer-Stubbe, Coleman 2014, pp. 19–30). 

Moreover, some processes describe different roles in the team performing a data mining project 

(Hofmann, Tierney 2009, pp. 54–55). These advanced data mining processes become very 

similar to KDDM processes previously discussed and some directly reference to CRISP-DM 

(Nisbet et al. 2009, pp. 34–46). 

Berry & Linoff 

Berry, Linoff (2004) introduce a four-phase process with a detailed description on the analytics 

part. The first phase of their virtuous cycle of data mining aims to (1) identify the business opportunity in 

order to ensure that potential results will be useful and applied in the organization. Business 

experts need to assist this effort and specific data mining techniques should not be in focus yet. 

(2) Transforming data into information represents the analytics part of the process and (3) taking 

actions describes the transfer of analytics results into business operations. (4) Measuring the outcome 

closes the cycle and builds the basis for continuous improvement (Berry, Linoff 2004, pp. 26–

32). The second phase represents the core of the overall process addressing various challenges 
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such that Berry, Linoff (2004) provide a detailed description of ten steps that are shown in 

Figure 17. Identified business problems are translated into analytics problems by selecting 

appropriate analytics approaches. Availability and relevance guide the selection of appropriate 

data which is subsequently explored and reduced to data input for modeling. Data is cleaned 

and transformed in order to reveal most meaningful information before models are built and 

assessed. Deployment transfers performing models from the analytics to the operations 

environment where they can be assessed during application. Finally, new ideas or issues raised 

throughout the process initiate a new loop of data mining (Berry, Linoff 2004, pp. 54–86). 

 

Figure 17 - Data mining process (Berry, Linoff 2004, p. 55) 

 Comparison of basic KDDM processes 

Various comparative studies describe KDDM processes with regard to major characteristics 

and point towards advantages as well as disadvantages. Table 3 provides an overview for basic 

KDDM processes based on six different studies. Cios, Kurgan (2005) emphasize extensive 

practical application for CRISP-DM and Cios et al. They list model selection late in the process 

and the lack of a data understanding step as shortcomings of the KDD process and Cabena et 

al. (Cios, Kurgan 2005, pp. 9–10).  
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Kurgan, Musilek (2006) compare various characteristics in addition to an overall assessment. 

KDD process and CRISP-DM are the only processes with various application areas and 

software tool support. The latter is furthermore based on engagement by industry as is Cabena 

et al. as well. The study identifies CRISP-DM as the only process with high usability which 

builds on its straightforward language, comprehensive documentation, and hierarchical 

organization of steps and tasks. Cios et al. is the only process with comprehensive details on 

iterations and interactions throughout the process. Moreover, the study lists the lack of a step 

dedicated to application of analytics results as major shortcoming of Anand & Büchner (Kurgan, 

Musilek 2006, pp. 12–16). Francois (2008) includes SEMMA in the comparison and highlights 

its analytics focus that results in a lack for objective formulation and deployment of results. 

Furthermore, Cios et al. lacks tasks to reduce the scope of data for effective modeling (Francois 

2008, p. 242). Marban et al. (2009a) investigate similarities among the processes and determine 

Cios et al. as derivative of CRISP-DM. Cabena et al. and Anand & Büchner derive from KDD 

process and show high similarity among each other (Marban et al. 2009a, pp. 2–5). Mariscal et 

al. (2010) add the limited use outside of the underlying software as additional disadvantage of 

SEMMA while CRISP-DM is neutral in this respect. Cios et al. builds on specific technologies 

which represents an important limitation of the process. Moreover, a direct comparison with 

CRISP-DM reveals a lack of critical steps for SEMMA, inadequate explanations of these steps 

for KDD process, and the absence of documentation procedures for Cabena et al. (Mariscal et 

al. 2010, pp. 144–157). Rogalewicz, Sika (2016) highlight the strong interrelation of business 

understanding and data preprocessing steps in the case of CRISP-DM. They furthermore note 

that KDD process does not focus on analytics methods (Rogalewicz, Sika 2016, pp. 100–101). 

 

Table 4 - Comparison of process steps                                                                                                 

[based on (Mariscal et al. 2010, p. 159; Kurgan, Musilek 2006, p. 6; Oprean 2011, p. 12)] 

Data Mining

KDD process CRISP-DM SEMMA Cios et al. Cabena et al. Anand & Büchner Berry & Linoff*

9 steps 6 steps 5 steps 6 steps 5 steps 8 steps 10 steps

Domain Knowledge 

Elicitation

Human resource 

identification

Problem specification

Translate the business 

problem into a data 

mining problem

Data cleaning and 

preprocessing
Fix problems with data

Data reduction and 

projection
Modify Data preprocessing Transform data

Selecting analytics 

method

Selecting model

Interpretation Evaluation
Evaluation of the 

discovered knowledge
Analysis of results

Knowledge 

postprocessing
Assess models

Deploy models

Assess results

step not covered by process * based on Berry, Linoff (2004)

Basic KDDM processes

Pattern discovery

Data preparation

Preparation of the data

Data mining Data mining

Understanding the data

Data prospecting

Methodology 

identification

Learning the application 

domain
Business understanding

Application of 

discovered knowledge
Deployment

Using the discovered 

knowledge

Build models

Data mining

Modeling

Sample

Data preparation

Model

Assess

Creating a target 

dataset

Assimilation of 

knowledge

Data understanding

Understanding the 

problem domain

Explore

Select appropriate data

Get to know data

Create a model set

Determination of 

business objectives
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In order to assess the scope of basic KDDM processes, Table 4 provides a comparison of 

process steps taking into account associated tasks. The overview adapts the lifecycle of Anand 

& Büchner for better comparison and includes Berry & Linoff as an example for an advanced 

data mining process. The comparison clearly illustrates the disadvantages in form of lacking 

steps for SEMMA and Anand & Büchner. Furthermore, the remaining processes show a high 

level of consistency in terms of their scope. As representative example of data mining processes, 

Berry & Linoff confirm this conclusion because its scope is only partly reduced with regard to 

initial domain understanding. However, Berry & Linoff must be seen as part of the virtuous 

cycle of data mining whose first phase addresses this issue. 

As a conclusion of the comparisons presented, CRISP-DM stands out as universally applicable 

process with industry support and comprehensive documentation. It generally offers the most 

advantages compared to the other processes. CRISP-DM has become "[…] the de facto 

standard for developing data mining and knowledge discovery projects" (Mariscal et al. 2010, 

p. 146). Polls on the main processes used for "[…] analytics, data mining, or data science 

projects" (Piatetsky 2014) confirm this statement. As shown in Figure 18, CRISP-DM is the 

most widely used process by a large margin for more than a decade. The initiators of CRISP-

DM already noted that users of the process benefit from repeated application in project teams 

(Wirth, Hipp 2000, p. 38). Moreover, IBM recommends CRISP-DM when using its SPSS 

Modeler software for analytics (IBM 2017a, p. 25). The following discussion on evaluation and 

advancements of KDDM processes consequently puts CRISP-DM at its center. SEMMA as 

alternative process with a significant share in the poll has multiple shortcomings as explained 

before. Proprietary processes (My own or My Organizations') are typically tailored for specific 

applications or an existing software infrastructure (Li et al. 2016b, p. 2) and they are usually not 

accessible for detailed investigation. Nevertheless, the recent increase for own and other 

processes indicates a need that might not be served by CRISP-DM.   

 

Figure 18 - Poll on processes used in projects                                                                                        

[data taken from: Piatetsky (2014), KDnuggets (2004) and KDnuggets (2002)] 
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 Evaluation of basic KDDM processes 

Despite its prolonged success, there exist weak points indicating that "[…] a replacement for 

unmaintained CRISP-DM is long overdue" (Piatetsky 2014). Marban et al. (2009b) state that the 

process lacks tasks in comparison to established software engineering approaches, especially 

regarding project management and the post-development phase. They claim the need for these 

tasks in industry projects (Marban et al. 2009b, pp. 93–105). Sharma (2008) contributes a 

comprehensive study on limitations of KDDM processes with focus on CRISP-DM. The study 

identifies the checklist approach as major shortcoming because it hinders process 

implementation (Sharma 2008, p. 32). To be more precise, a specific method is only provided 

for less than 10% of all tasks and these might not even meet requirements for efficient 

implementation (Sharma 2008, pp. 23–24). The observation that CRISP-DM mainly "[…] 

defines what to do and not how to do" (Mariscal et al. 2010, p. 139) underlines this issue. Fischer et 

al. (2014, pp. 169–170) confirm the need to substantiate the abstract process. 

Sharma (2008) further reveals that the business understanding step is regularly implemented in 

provisional manner despite its key role in the process. Insufficient guidance by CRISP-DM for 

this step can potentially result in inefficient or unsuccessful projects (Sharma 2008, pp. 41–44). 

Interdependencies within the process are adequately covered only on step level while there is 

high fragmentation on the task level, therefore impeding automation of the process (Sharma 

2008, pp. 33–37). Especially in real-time applications, CRISP-DM hinders automation due to 

its "[…] manual process of steps […]" (Siriweera et al. 2015, p. 276), although availability of 

advanced technology for analytics in form of software and hardware indicate a shift towards 

automation of adequate tasks (Shahapurkar 2016, p. 36). 

Sharma, Osei-Bryson (2009) identify another deficiency of CRISP-DM. It does not explicitly 

describe the role of humans for tasks and also does not "[…] describe the manner in which 

human intelligence could be leveraged" (Sharma, Osei-Bryson 2009, p. 53). In particular, they 

describe various tasks that would benefit from domain expert participation, for example, 

preparation of the project plan, selection and preparation of data input, or formulation of 

objectives (Sharma, Osei-Bryson 2009, pp. 54–60). Domain expertise requires regular 

communication within the project team which is especially important in cases where data 

scientists have no domain background (Ahangama, Poo 2015a, 6–7). Insufficient consideration 

of project management (Marban et al. 2009b, p. 94) and ineffective project organization 

(Mariscal et al. 2010, pp. 162–163) are further shortcomings of CRISP-DM. 

Evaluation of KDDM processes in general confirm these findings. Users have to make various 

decisions based on multiple choices but existing processes show a "[…] lack of user guidance" 

(Oprean 2011, p. 7). Karunakaran (2013, p. 113) criticizes an inordinate focus on data-related 

tasks with technical focus that hinders adequate consideration of business aspects, in particular, 

a lack of business objectives adversely affects application of results. Furthermore, it requires 

domain experts in order to make sense of analytics results. Implementation of industrial 
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standards is a general request towards KDDM processes in order to facilitate automation 

(Kurgan, Musilek 2006, p. 19). As all KDDM processes involve different actors, there is "[…] 

a need for a collaborative process model that covers the full spectrum of actors and interactions 

involved" (Tuovinen 2016, p. 240). Anand (2012, pp. 14–16) points out that processes generally 

assume availability of relevant data that needs to be preprocessed for analytics and thus neglect 

data source issues in practice. 

A review of data mining literature reveals the same issues, amongst others, and thus further 

verifies previous findings. Charest et al. (2006) criticize the strong focus of data mining research 

on technology that leads to insufficient consideration of methodological aspects. Their 

assessment points to the abstract character of KDDM processes and particularly identifies a 

need for "[…] explanations, heuristics and recommendations on how to effectively carry out 

the particular steps of the methodology" (Charest et al. 2006, p. 593). Another observation is 

the limited use of domain expertise that has adverse effects on the results (Charest et al. 2006, 

p. 593). There is no question about the explorative character of data mining, but a lack of 

understanding on the intended results contributes to project uncertainty (Singh et al. 2011, 

p. 280). It underlines the need for a thorough business understanding including formulation of 

objectives at the beginning of the process. Lavrac et al. (2004) recommend senior management 

support for data mining projects and also highlight the requirement of clear objectives for a 

successful project. They furthermore recognize the need to perform data mining in a team 

setting with adequate project management. In particular, the team lead should not be held by a 

data scientist but someone with business background (Lavrac et al. 2004, pp. 20–21). 

Automation of data mining processes is also seen as key topic because it can help to avoid errors 

and to increase project efficiency (Yang, Wu 2006, p. 602). 

Another way to look at KDDM projects is to identify success factors. Barclay (2015) derives 

critical success factors from a project in practice. These factors include basic requirements 

regarding resources in form of personnel, software and budget. Moreover, many success factors 

relate to fundamentals of analytics including data access, data sourcing, data handling, data 

quality and use of an appropriate analytics model. Besides these basic factors, project team 

members need to possess capabilities with regard to KDDM processes and suitable technology. 

Business understanding including clear objectives is identified as success factor that benefits 

from domain expert input. Business objectives also need to be aligned with analytics objectives. 

In general, ongoing involvement of users is beneficial to project success. Commitment of key 

stakeholders represents a specific form of domain expert involvement and buy-in of data owners 

strongly builds on active consideration of confidentiality concerns. Finally, project leadership 

needs to be in charge of the KDDM process itself and must not limit itself to general project 

management activities (Barclay 2015, pp. 175–182). The study of Nemati, Barko (2003) reveals 

similar basics with regard to data, technology, capabilities, and general project management as 

success factors. KDDM proficiency of users is identified as critical success factor because it 

supports identification with the project. In addition, findings of the study propose outsourcing 



RELATED WORK 

62 

of KDDM projects in case the organization lacks required capabilities (Nemati, Barko 2003, 

pp. 285–291). Hilbert (2005) confirms the crucial role of basic factors with the addition of senior 

management commitment. Sim (2003, pp. 81–84) proposes to put more focus on data 

accessibility, quality, complexity and volume as success factor of data mining projects.  

The observations on process shortcomings and project success factors can be grouped into six 

improvement areas for KDDM processes. (I) Project team summarizes all improvement potentials 

with regard to an effective project organization which includes the team setup as well as the 

working mode. (II) Domain knowledge demands to involve domain experts and users along the 

entire lifecycle of a process. Furthermore, (III) business understanding refers to the need to build a 

thorough understanding of the domain, in particular for business applications. An increased 

focus on (IV) data input and provision of (V) methods that support implementation of a process 

are further improvement areas. Finally, (VI) automation is viewed as enabler for project efficiency 

and measure to avoid errors. Table 5 provides an overview on these improvement areas 

including specific dimensions from the previous discussion. 

 

Table 5 - Improvement areas for KDDM processes 

3.2.3 Advanced processes 

This subsection provides an overview of advanced KDDM processes grouped by different 

approaches. The first group includes direct derivatives of CRISP-DM followed by processes 

stemming from the engineering domain. The remainder of the subsection presents approaches 

that address specific dimensions of a KDDM process. 

 CRISP-DM 2.0 

In 2006, a working group was initiated in order to update CRISP-DM to CRISP-DM 2.0, 

however, the effort apparently discontinued as there is no more activity by this group (Wikipedia 

2017). There still exist various minor advancements of CRISP-DM. Asamoah, Sharda (2015) 

describe a substantiation of the process for the case of unstructured data analytics in the 

healthcare domain. Their approach offers guidelines that help to specify the steps of data 

understanding and data preparation in this context. For example, they propose a keyword 

(I) Project team (II) Domain knowledge (III) Business understanding (IV) Data input (V) Methods (VI) Automation

Main 

objective

Enable effective project 

organization

Extensive involvement of 

domain experts and users 

throughout the lifecycle

Avoid provisional 

implementation in order to 

ensure thorough 

understanding

Increased focus on data input Address the "how to do" and 

not only "what to do"

Enable automation to avoid 

errors and to increase project 

efficiency

Cover full spectrum of roles 

involved

Include domain experts in 

objective formulation, data 

selection, data preparation 

and evaluation of results

Formulation and use of clear 

business objectives

Explicitly consider data 

sourcing as task (do not 

assume relevant data to be 

directly available)

Provide explanations for 

proposed methods

Consider dependencies on 

task level (integrated process)

Provide required analytics 

capabilities

Alignment of business and 

analytics objectives

Identify relevant data sources 

and clarify access

Provide guidance on 

necessary choices

Leverage technology (esp. 

software tools)

Consider outsourcing in case 

of lacking internal capabilities

Consider quality, complexity 

and volume of data

Enable regular collaboration 

including domain experts

Implementation of standards

Secure stakeholder support, 

especially senior management 

and data owner

Team leader with business 

background

Team leader with 

responsibility for analytics 

process (not only general 

project management)

Dimensions
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approach and specific filtering methods for extraction and cleaning of social network data 

(Asamoah, Sharda 2015, 4–10). Wieland, Fischer (2013) substantiate CRISP-DM with focus on 

early steps in case of analytics in manufacturing processes. Their major advancement of CRISP-

DM rests on holistic modeling of the manufacturing process as input-output system. Based on 

this, they derive a target data structure that guides identification of relevant data sources. 

Moreover, the model-based approach enables integration of domain experts (Wieland, Fischer 

2013, 53–62). Mariscal et al. (2010) introduce a combination of CRISP-DM and KDD process 

including their derivatives as new process. This Refined Data Mining Process comprises 17 steps 

organized in three phases which mainly reduces inter-step dependencies. The increased level of 

detail aims for a better ease of use (Mariscal et al. 2010, pp. 159–162), but it remains unclear 

how to implement each step (Li et al. 2016b, p. 2). IBM Analytics Services proposes an 

advancement of CRISP-DM named Analytics Solutions Unified Method for Data Mining/Predictive 

Analytics (ASUM-DM) that generally maintains the analytics part but adds additional tasks and 

methods (Haffar 2015) as well as modernizes terminology in use (Jensen 2017). The Analytics 

Solution Unified Method (ASUM) is part of IBM solutions for analytics (Roman 2016) and is 

leveraged to extend CRISP-DM (Brethenoux 2016). IBM (2016) describes key features of 

ASUM including the following: integration of agile principles, project management system for 

multiple projects based on industry standards, and adoption of industry standards for validation. 

With the new approach, IBM also aims to further emphasize the step of deployment (see Figure 

19) as critical step for value capture in analytics projects and IBM integrates proprietary methods 

into the process (Brethenoux 2016). However, availability of the solution is basically limited to 

an IBM environment (IBM 2016, p. 3) and the main objective of ASUM-DM is to cover 

infrastructure and operational issues of a KDDM process which are both not covered in CRISP-

DM (Wierse, Riedel 2017, p. 234).  

 

Figure 19: Deployment and development cycles (Brethenoux 2016) 
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 Engineering approaches 

Another group of advanced KDDM processes builds upon existing engineering approaches. 

Marban et al. (2007) propose a Data Mining Engineering (DME) process to address the growing 

complexity of KDDM projects due to increasing volumes of data and expanding 

multidisciplinary teams. Their approach integrates CRISP-DM tasks into a framework of 

standardized software engineering processes while describing the core analytics tasks by the 

KDD process. This adds activities not covered by CRISP-DM including "[…] project management 

processes, integral processes and organizational processes" (Marban et al. 2007, pp. 586–587). 

Figure 20 provides an overview of the extended process. Marban et al. (2009a) describe the 

processes supplementing analytics development in more detail. Organizational processes enable 

distribution of existing methods across the organization, provision of required infrastructure 

and training for KDDM project teams. These processes aim for a better effectiveness of the 

organization as a whole rather than individual projects. Project management processes institute 

"[…] the project structure and also how to coordinate and manage project resources throughout 

the project life cycle" (Marban et al. 2009a, p. 9). Integral processes are required for successful 

completion of project activities and to ensure quality of development outcomes (Marban et al. 

2009a, pp. 9–13). However, DME is an incomplete process because it mainly describes the need 

for activities not covered by CRISP-DM (Marban et al. 2009b, p. 105).  

 

Figure 20: Data Mining Engineering (Marban et al. 2007, p. 586) 
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Martins et al. (2016b) propose MoProPEI17 that also augments the development process with an 

additional management process and aims to overcome the incomplete character of DME. An 

adapted version of CRISP-DM serves as development process and the management process 

represents a transversal layer to development resting on methods developed by the research 

group of the authors (Martins et al. 2016b, pp. 505–508). Figure 21 provides an overview of the 

comprehensive management process. 

 

Figure 21: Management Process of MoProPEI (Martins et al. 2016b, p. 507) 

Martins et al. (2016b) discuss various advantages of MoProPEI in comparison with CRISP-DM. 

A project feasibility analysis early in the process avoids initiation of projects with no prospect 

of success. Establishing metrics to plan project progress and outcome serves as basis for 

improvements of both. Monitoring of costs and timeliness of the project aims to keep them 

according to plan. Planning also covers personnel and material resources over the entire lifecycle 

                                            

17 Abbreviation for Modelo de Proceso de Proyectos de Explotación de Información (Spanish) which can be translated as 

information mining project development process model (Martins et al. 2016a, p. 4). 
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which ensures project progress. A documentation management technique helps to coordinate 

teamwork, to iterate to previous stages and to transfer results to future projects. MoProPEI 

identifies outsourcing options and includes tasks to manage outsourced project activities. In 

addition, legal commitments define responsibilities in case multiple parties are involved in the 

project. Furthermore, an analysis of project characteristics helps to select an optimal 

development process and limits its scope to necessary tasks such that duration and costs are 

optimized (Martins et al. 2016b, pp. 507–509). In summary, MoProPEI particularly addresses 

shortcomings of CRISP-DM "[…] associated with the maturity level and success rate of 

projects" (Martins et al. 2016b, p. 508). 

Rohanizadeha, Moghadama (2009) introduce an approach based on the engineering design 

process for application in industrial operations. Their process is referred to as Engineering Design 

Process for Data Mining (EDP-DM) and is organized into five steps including 15 tasks. EDP-DM 

proposes a framework of change factors, such as new materials or customers, as technique to 

formulate project objectives. Analytics tools are identified as a key resource and the process 

includes a comprehensive method to select an appropriate tool for the project. It takes price, 

performance, functionality, usability, support, and analytics to be performed into consideration. 

A decision matrix assesses tools along these dimensions in order to compare alternatives on the 

basis of an overall score. Another decision matrix serves as method for project valuation 

(Rohanizadeha, Moghadama 2009, pp. 43–49). Except for the three presented methods, EDP-

DM does not provide any further improvement compared to CRISP-DM. 

Shahapurkar (2016) describes the Design for Deployment (DFD) process by applying the systems 

engineering approach to CRISP-DM. The result is a lifecycle in form of the typical V-model 

comprising 15 steps with modeling at its center. DFD is motivated due to increasing importance 

of mission critical applications in analytics, for example, self-driving cars. While traditional 

KDDM processes primarily focus on creating performing models, DFD puts a major focus on 

reliability. The right branch (upwards) of the V-model therefore consists of validation steps that 

are coupled with steps on the same level of the downward branch. This structure represents the 

idea that each development step needs to think ahead of the validation (Shahapurkar 2016, 36–

46). Overall, DFD has a strong focus on deployment and especially demonstrates its main 

advantages in ongoing analytics efforts rather than individual projects (Shahapurkar 2016, 

p. 152).  

 Integrated Knowledge Discovery and Data Mining 

Sharma (2008) introduces the Integrated Knowledge Discovery and Data Mining (IKDDM) process. 

The design of the approach rests on a detailed study on dependencies of tasks within and across 

different steps. Furthermore, it follows the principle to support execution of tasks by "[…] semi-

automating the dependency relationships […] and through a set of [methods] […]" (Sharma 

2008, p. 385). Sharma, Osei-Bryson (2010) elucidate the motivation for IKDDM based on 

limitations of existing KDDM processes. They point towards the checklist character and 
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disregard of task dependencies, especially for CRISP-DM. The lack of explicating dependencies 

represents an impediment to semi-automation because execution of dependent tasks cannot 

benefit from previous results. For example, business objectives directly feed into analytics 

objectives and therefore determine the relevant scope of the latter. Furthermore, they state 

lacking methods, especially for the business understanding step, as motivation (Sharma, Osei-

Bryson 2010, pp. 51–52). According to the process overview by Sharma, Osei-Bryson (2015b), 

IKDDM proposes nine different methods to support the business understanding step while the 

provision of methods is limited to generic tools such as analytics or spreadsheet software for 

data understanding and preparation steps. However, the process consistently lists sources of 

valuable input to perform each task of these initial steps, whereby domain experts are also 

included across all steps (Sharma, Osei-Bryson 2015b, pp. 33–35). For modeling and evaluation 

steps, the how-to character of the process mainly stems from clearly defined tasks instead of 

methods (Sharma 2008, pp. 247–289). A comparative study of CRISP-DM and IKDDM based 

on a survey indicates higher efficiency and effectiveness of the advanced process (Sharma et al. 

2012, pp. 11341–11347). 

 Domain Driven Data Mining  

According to Cao (2009), Domain Driven Data Mining (DDDM) is motivated by the fundamental 

goal of KDDM processes to provide actionable knowledge. Hence, different forms of 

intelligence need to be jointly integrated in the process in order to achieve this. Data and 

network intelligences basically refer to patterns in structured and unstructured data. Human 

intelligence has two dimensions and includes explicit involvement of humans in the form of 

empirical knowledge or beliefs, for example. On the other hand, it also refers to implicit 

involvement such as emotional intelligence or inspiration. Social intelligence describes 

interactions of human actors. Finally, domain intelligence "[…] refers to domain resources that 

not only wrap a problem and its target data but also assist in the understanding and problem-

solving of the problem" (Cao 2009, p. 5). Cao (2010) provides more details on each intelligence 

type and related methods for implementation of DDDM. Domain intelligence builds upon 

formalization of domain knowledge and an interaction design enabling transfer of knowledge 

from domain experts into analytics. Semantic webs and ontological engineering are presented 

as exemplary methods hereto. Group decision making or adaptive interaction describe methods 

supporting the integration of human intelligence. Social intelligence comprises team interactions 

and swarm intelligence such that common project management does only address a small part 

of relevant  interactions (Cao 2010, 758–761). Kumari (2011) states an orientation towards 

problem-solving abilities and deliverables as major differences compared to KDDM processes 

that are more technically focused and aim for automated analytics (Kumari 2011, p. 66). 
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 Agile approaches 

The Manifesto for Agile Software Development laid down key principles of agile software development 

(Agile Alliance 2017) at about the same time as CRISP-DM was established (Shahapurkar 2016, 

p. 36). Alnoukari et al. (2009) introduce a process following the agile software development 

paradigm. It leverages the fact that intangible analytics can be adapted at low costs. They 

recommend their approach for cases with uncertain requirements and leverage Adaptive Software 

Development (ASD) in order to replace "[…] the static Plan-Design-Build lifecycle, with the 

dynamic Speculate-Collaborate-Learn life cycle" (Alnoukari et al. 2009, p. 154). Their Adaptive 

Software Development for Data Mining (ASD-DM) process, combines business and data 

understanding in the preparatory speculation step. It is followed by an iterative cycle of collaborative 

modeling and learning due to evaluation and deployment. Modeling is collaborative as it depends 

on strong stakeholder involvement. Deployment is implemented in the form of testing such 

that experimentation is encouraged (Alnoukari et al. 2009, p. 154).  

 

Figure 22: Adaptive Software Development for Business Intelligence (Alnoukari 2012, p. 189) 
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Alnoukari (2012) advances ASD-DM in various ways resulting in a new KDDM process 

referred to as Adaptive Software Development for Business Intelligence (ASD-BI).18 Firstly, metadata and 

existing knowledge enrich the data sources before entering the Speculate-Collaborate-Learn 

lifecycle. Secondly, it adds collaborative workshops held in an iterative cycle as methodology in 

the speculation phase. This phase results in a data mart or warehouse that is ready for analytics. 

Thirdly, ASD-BI incorporates roles and responsibilities into the process including "[…] business 

analyst, data analyst/engineer, data miner, domain expert, knowledge engineer, and strategic 

manager" (Alnoukari 2012, p. 192). For instance, domain experts play a key role in the 

speculation phase while data miners are responsible for the modeling. Lastly, agile 

methodologies like small releases or planning games are integrated for project management 

(Alnoukari 2012, pp. 187–194). Figure 22 provides an overview of ASD-BI. 

A further approach based on an alternative process for agile software development, called Open 

Unified Process, is presented by Nascimento, Oliveira (2012). It organizes the KDDM process 

into four phases with a total of 16 steps but is restricted to the description of this lifecycle 

(Nascimento, Oliveira 2012, pp. 61–63). Agile Analytics also proposes agile software principles 

for analytics work and related subjects such as data warehouse building (Collier 2012, p. 3). 

Despite providing a comprehensive overview of methods, Agile Analytics does not offer a 

holistic KDDM process.  

 Evaluation of advanced KDDM processes 

The Refined Data Mining Process represents one of the major derivatives of CRISP-DM. As it 

mainly represents a combination with other KDDM processes, it does not address identified 

improvement areas. ASUM-DM as an alternative derivative has a focus on foundational 

infrastructure, deployment and project management. It implements industry standards which 

represent a key dimension for automation. ASUM-DM also provides methods but they are 

proprietary and therefore restricted to the use within IBM software. Most engineering 

approaches have major limitations. DME must be seen as blueprint rather than an applicable 

approach. The process advancement by EDP-DM is limited to a small number of methods and 

DFD provides a process for the special case of analytics with strict requirements regarding 

validation. MoProPEI provides major improvements regarding an effective project organization 

due to comprehensive project management and also provides methods in this area. However, 

the process also comes with a high level of complexity. The major advantage of IKDDM is the 

thorough design of the business understanding step where the process also contributes most of 

its methods. Based on the integrated design, the process also enables automation but mainly by 

labelling candidate tasks instead of actual implementation. DDDM extends project management 

                                            

18 Although referring to business intelligence, the process aims to "[…] enhance the way of building business 

intelligence and data mining applications" (Alnoukari 2012, p. 183). 
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and emphasizes the role of humans in the project team. In doing so, the process emphasizes 

the key part domain knowledge plays in a project. Moreover, DDDM provides methods related 

to teamwork and inclusion of domain knowledge. ASD-BI as most advanced process among 

agile approaches substantiates the team setup with specific roles and responsibilities. It also 

includes selected methods for team collaboration and project management. In summary, none 

of the advanced KDDM processes exhaustively consider improvement areas because they 

typically focus on a specific area. They also do not match major advantages of CRISP-DM, 

especially its high usability and comprehensive documentation.  

3.2.4 Big data analytics processes 

The 4V characteristics cause new challenges with regard to big data projects (Grady et al. 2014, 

pp. 12–13). For instance, heterogeneous and unstructured data differentiates big data analytics 

even from closely related domains such as statistics (Dhar 2013, p. 64). Although technological 

foundations are imperative for successful BDA implementation, the innovative character of big 

data requires "[…] special attention to processes and people involved in Big Data projects" (Gao 

et al. 2015, p. 827). The specific requirements of BDA projects, especially based on its focus on 

data, underlines the need for different processes (Saltz et al. 2017b, p. 1015). Studies confirm 

that BDA capabilities of management and personnel (Wamba et al. 2017, pp. 362–363), 

organization and culture, and processes are at least as important as the underlying big data 

technology (Clark, Wiesenfeld 2017). However, there exists "[…] a distinct lack of established 

processes and methodologies […]" for BDA projects as of today (Das et al. 2015, p. 2072) and 

there are doubts as to whether KDDM processes, such as CRISP-DM, are applicable in the big 

data environment (Dutta, Bose 2015, p. 294). Development of KDDM processes took place 

prior to the major rise of big data such that they require an update to account for the new 

requirements (Li et al. 2016b, p. 1). More than half of all big data projects fail according to a 

2012 company survey (Kelly, Kaskade 2013). Although there exists a wide variety of reasons for 

project failure, it is to be expected that a solid process provides potential for improvement (Saltz 

et al. 2017a, pp. 183–184). This subsection studies success factors, current issues and surveys 

among practitioners for big data-related projects at first. This enhances the understanding of 

process design and builds the basis for evaluation of BDA processes of which the most relevant 

ones for this research are subsequently discussed. 

 Success factors and project issues  

In line with evaluation of KDDM processes, there also exist success factors for big data projects. 

Saltz, Shamshurin (2016) present a comprehensive overview of success factors based on seven 
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different studies19. They collect 33 success factors and categorize them into six categories: data, 

governance, process, objectives, team, and tools (Saltz, Shamshurin 2016, pp. 2876–2877) that 

are listed in Table 6. 

 

Table 6 - Big data project success factors 

The full list of success factors can be divided into two groups. On the one hand, there are 

success factors that need to be implemented in each individual project. On the other hand, some 

factors relate to BDA foundations that underlie all projects. Foundational factors include 

capability building, for example, in the form of skill training. Communication on BDA initiatives 

as well as change management are enablers for project initiations and practical application of 

project results, respectively. Furthermore, performance management ensures best allocation of 

BDA resources. Data integration and security represent specific technology dimensions that are 

typically addressed on an organizational level instead of individual projects. The success factors 

                                            

19 Following studies are considered: Ahangama, Poo (2015b), Gao et al. (2015), Muller, Hart (2016), Cato et al. 

(2015), Brooks et al. (2015), Cosic et al. (2012), and Sicular (2012). 

Category Success factor Focus Improvement area KDDM dimensions

Multidisciplinary team (i.e., across different departments) Cover full spectrum of roles involved

Stakeholder coordination / shared understanding Secure stakeholder support, especially senior 

management and data owner

Data science, technology, business & management skills

People skills & ability to self-organize when needed

Flexibility and agility, with freedom for experimentation

Close collaboration between IT and business

Clarity of project deliverables (clear or ambiguous) Formulation and use of clear business 

objectives

Project difficulty explored and communicated

Project management process defined Team leader with responsibility for analytics 

process (not only general project management)

Management priority / sponsorship / support Secure stakeholder support, especially senior 

management and data owner

Data protection and privacy by design

Big Data strategy alignment (with organization’s vision)

Well defined scope – that is understood by the team Formulation and use of clear business 

objectives

Measurable project outcome Formulation and use of clear business 

objectives

Focus on small projects and known questions

Specified business case

Feasibility study

Skill gap analysis
(I) Team setup

Consider outsourcing in case of lacking internal 

capabilities

Data & data quality management / ownership Consider quality, complexity and volume of data

Document collection/access to sources Identify relevant data sources and clarify 

access

Representativeness of data Identify relevant data sources and clarify 

access

Unstructured/structured data

Reporting and visualization technology

Discovery technology

Team Development of skills / training expansion or addition

Communication about the data and initiatives

Focus on change management

Performance management

Well defined organizational structure

Culture of being data-driven

Data Data integration & security

Investment in IT infrastructure, technology & tools

Investment in data sources & data storage

Saltz, Shamshurin (2016) Mapping (by the author)

ProjectTeam

Process

Governance

Objectives

Data

Tools

Process

Governance

Tools

(I) Team setup

(III) Business understanding

(I) Team setup

(III) Business understanding

(IV) Data input

(V) Methods

Foundations
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regarding organizational structure, culture and technology investments directly relate to the 

BDA foundations as described in Section 2.5.  

Success factors for individual projects can be mapped against identified improvement areas of 

KDDM processes. The comparison shows that many factors directly relate to dimensions 

identified within the scope of KDDM processes. However, the project-related success factors 

also reveal additional dimensions or substantiate existing ones. The project team should not 

only include skills in the area of analytics (data science) but also for technology, business, and 

management. Furthermore, the project team should be self-organized and able to promote an 

agile working mode that allows for experimentation. The study of Saltz, Shamshurin (2016) also 

points towards the role of IT as key stakeholder in BDA projects. Data protection and privacy 

are additional project requirements that need to be covered by the project team. With regard to 

the improvement area of business understanding, the success factors indicate a focus on small 

projects that are specified in the form of a business case. This approach is referred to as use cases 

in this work and includes the requirement for a well-defined scope. Furthermore, project 

objectives need to be feasible which relates to exploration and communication of potential 

difficulties for implementing the project. The alignment of big data utilization with the 

company's strategy also needs to be addressed at project level because a BDA application should 

be aligned with overall objectives. The company mission statement as representation of strategic 

objectives can serve as guidance here. Another success factor that leads to an addition to the 

data input improvement area, is the use of structured and unstructured data. The combination 

of different data types is referred to as data mix in this work. Finally, utilization of analytics 

technology, especially knowledge discovery and visualization tools, represents a new dimension 

of methods for improved BDA processes. 

While Saltz, Shamshurin (2016) derive their observations from a multitude of case studies, 

reports and literature from practice, Janssen et al. (2017) reveal success factors from one 

extensive big data project. Their findings confirm most success factors across all categories as 

discussed above, however, they also add further insights. Most interesting of all, they 

substantiate the project team requirements with the need of a team member that combines skills 

in big data, analytics, and business. Moreover, integration and standardization make the big data 

process less costly and thus the issue of automation is taken up. They also point towards the 

need of domain knowledge, at least during the analytics step (Janssen et al. 2017, pp. 341–343). 

A look at current issues in big data projects complements the relevant characteristics defined by 

the review of success factors. Similar to KDDM processes, research is focused on which tasks 

need to be done instead of providing specific methods that answer the question how to do it 

(Saltz, Shamshurin 2015, p. 2098). Driven by the hype around big data, many companies jump 

into the collection of data with no clear analytics objectives defined. As a result, these companies 

are set up for failure and would benefit from thorough business understanding (Priebe, Markus 

2015, p. 2063). Business understanding remains a key step of an analytics process in the era of 

big data, however, current approaches discussed in academia and practice remain focused on 
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data and analytics methods (Li et al. 2016a, p. 1248). Kelly, Kaskade (2013) confirm this issue 

as their survey identifies "'Lack of Business Context Around the Data' […] and 'Lack of 

Expertise to Connect the Dots' […] as the top reasons Big Data projects fail"(Kelly, Kaskade 

2013). The latter top reason indicates a lack of capabilities in project teams. Big data projects 

typically require a broader set of skills in comparison with traditional analytics (Saltz et al. 2017a, 

pp. 186–187). Furthermore, Saltz (2015, p. 2066) points out that big data projects depend on 

teamwork that requires coordination to be effective. KDDM processes already include data 

collection as task but big data poses new challenges that require a better understanding of data 

input (Li et al. 2016b, p. 4). This does not only refer to challenges due to data volume or data 

types, for example. Deliberate selection of multiple internal and external data sources is key to 

benefit from big data (Barton, Court 2012, pp. 80–81). 

Domain knowledge still plays a crucial role across various domains in times of big data. For 

instance, domain knowledge is used for big data analytics in areas as diverse as business retail 

(Bradlow et al. 2017), transportation (Anda et al. 2017), and medical diagnostics (Baechle et al. 

2017). Current research also focuses on new methods to incorporate domain knowledge into 

big data analytics, for example, via visualization systems (Ruan, Zhang 2017). In view of the 

enormous scope of big data, manual processing of tasks can be very resource-intensive such 

that automation of the process remains a valid goal for BDA processes (Siriweera et al. 2015). 

 

Table 7 - Improvement areas for BDA processes 

Surveys among practitioners across different industries and countries reinforce identified issues. 

Russom (2011, p. 12) and Lavalle et al. (2010, p. 7) list lacks of management sponsorship, 

compelling business cases and skills as barriers to BDA adoption. Further barriers identified by 

Russom (2011, p. 12) mainly concern BDA foundations. Lavalle et al. (2010) describe more 

hurdles that relate to the project level. Firstly, ambiguity about the use of analytics and lack of 

(I) Project team (II) Domain knowledge (III) Business understanding (IV) Data input (V) Methods (VI) Automation

Main 

objective

Enable effective project 

organization

Extensive involvement of 

domain experts and users 

throughout the lifecycle

Avoid provisional 

implementation in order to 

ensure thorough 

understanding

Increased focus on data input Address the "how to do" and 

not only "what to do"

Enable automation to avoid 

errors and to increase project 

efficiency

Cover full spectrum of roles 

involved

Include domain experts in 

objective formulation, data 

selection, data preparation 

and evaluation of results

Formulation and use of clear 

business objectives

Explicitly consider data 

sourcing as task (do not 

assume relevant data to be 

directly available)

Provide explanations for 

proposed methods

Consider dependencies on 

task level (integrated process)

Provide required analytics, 

technology, business and 

management capabilities

Alignment of business and 

analytics objectives; overall 

alignment with company 

strategy (guidance by 

company mission)

Identify relevant data sources 

and clarify access

Provide guidance on 

necessary choices

Leverage technology (esp. 

software tools)

Consider outsourcing in case 

of lacking internal capabilities

Use case approach (focus on 

small projects with specified 

business case and well-

defined scope)

Consider quality, complexity 

and volume of data

Enable regular collaboration 

including domain experts

Implementation of standards

Secure stakeholder support, 

especially senior 

management, IT and data 

owner

Feasibility study (including 

communication of project 

difficulties and limitations)

Data mix (structured & 

unstructured and internal & 

external)

Analytics tools (including 

visualization)

Team leader with business 

and BDA background for 

coordination of 

multidisciplinary team

Deliberate selection of data 

sources

Team leader with 

responsibility for analytics 

process (not only general 

project management)Address data protection and 

privacy issues

Self-organized team with agile 

working mode 

(experimentation)

expansion

addition

Dimensions
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starting points relate to shortcomings of business understanding. Secondly, insufficient 

management capacity points towards inefficient project management which is in need of a 

strong team leader. Lastly, the barriers of data sourcing capabilities, data concerns and data 

ownership underline data input issues (Lavalle et al. 2010, p. 7). Table 7 provides an update of 

improvement areas that includes expansions and additions from success factors, issues and 

surveys related to big data. This represents the basis for evaluation of BDA processes discussed 

next. 

 Relevant BDA processes 

Snail Shell Knowledge Discovery via Data Analytics (KDAA) 

Li et al. (2016b) present a big data process based on the CRISP-DM lifecycle, however, the Snail 

Shell Knowledge Discovery via Data Analytics (KDAA) process is highly iterative as it does not assume 

a strict sequence of steps. Moreover, it adds two additional steps to the overall process. Problem 

formulation represents the starting point of the process that aims for formulation of clear business 

objectives against the background of increasing complexity and decreasing structure in analytics 

problems. On the other hand, maintenance complements the typical deployment step in order to 

address new requirements within the big data environment (Li et al. 2016b, p. 3). Figure 23 

provides an overview of the KDAA process. 

 

Figure 23: Snail Shell Knowledge Discovery via Data Analytics (Li et al. 2016b, p. 3) 

Li et al. (2016b) describe various advances of KDDA compared to traditional KDDM 

processes. Problem formulation identifies business problems and translates them into analytics 

problems. KDAA proposes to deploy problem formulation strategies, such as modeling or 

decomposition, in order to "[…] focus on controllable components of a decision situation […]" 
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(Li et al. 2016b, p. 4). In addition, the process points towards general methods of problem 

formulation including Value Focused Thinking (VFT), Goal Question Metrics (GQM), and SMART 

(Specific, Measurable, Achievable, Relevant, Time-bounded) criteria to guide determination of 

measurable business objectives. Furthermore, a strict definition of the business problem is 

required to answer key "[…] what, why, and how questions" (Li et al. 2016b, p. 4). KDAA also 

advances the business understanding step in various ways. It builds a comprehensive business 

case and seeks for alignment with senior management on this basis. The new task of enterprise 

knowledge acquisition systematically collects explicit domain knowledge, for example, from 

business process documentation, and implicit knowledge from experts. Furthermore, a software 

selection framework is proposed in order to select adequate tools for the business case. Business 

understanding of KDAA also includes an assessment of BDA foundations that is not typical 

for other processes. For data understanding, KDDA proposes the use of visualization methods 

and inclusion of business requirements in addition to analytics requirements. These 

requirements are also to be included during data preparation. In the modeling step, a BDA 

knowledge repository provides guidelines for building and assessing different types of models. 

KDDA complements evaluation with a field test under real-world conditions and a review of 

results with stakeholders including senior management. Data preparation and deployment steps 

are generally very similar to KDDM processes (Li et al. 2016b, pp. 3–7).  

Other BDA processes also build on CRISP-DM in a variety of domains, but do not provide the 

same level of detail and advancement. For instance, Kalgotra et al. (2016) adapt data preparation 

of CRISP-DM for handling of streaming data in medical diagnosis. Heit et al. (2016) introduce 

an advancement with focus on the deployment step. Niño et al. (2015) discuss the business 

understanding step in case of a big data process at a manufacturing company. Also other 

KDDM processes are discussed in regard to the big data era, for example SEMMA (Dean 2014; 

Woodside 2016) or data mining processes (Chen et al. 2015). In general, they do not cover the 

full scope of CRISP-DM and do not provide substantial advancement towards the process 

design. 

Agile BI Delivery Framework (ADF) 

Larson, Chang (2016) take up agile principles for business intelligence and data science. Their 

Agile BI Delivery Framework (ADF) comprises BI Delivery and Fast Analytics/Data Science processes 

as shown in Figure 24. While BI Delivery represents the process to develop and implement BI 

solutions based on structured data, Fast Analytics/Data Science provides an iterative process 

for developing BDA models (Larson, Chang 2016, pp. 702–705). 

According to Larson, Chang (2016), fast analytics refers to visual analytics and data science 

represents data mining based on big data. They define the scope of an analytics problem by the 

scope of data sources that can include structured and unstructured data. Furthermore, the BI 

program management provides problems to solve including objectives, restrictions, and 

expectations. The idea of data acquisition/discovery is to create a big data repository without 
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necessarily understanding the meaning of all data a priori. Potential value and use of data is then 

discovered with the help of visualization. The analyze/visualize step represents exploratory data 

analysis that results in the definition of data input for modeling or in a dashboard to be used as 

BI tool. Model/design/develop, validate, and deployment represent the steps to build analytics models, 

to optimize model performance, and the transfer to practical use. In doing so, ADF proposes 

to consider new data sources for optimization (Larson, Chang 2016, pp. 706–707). Fast 

Analytics/Data Science processes "[…] are inherently agile as each follows iterations, use small 

teams, and require collaboration between business subject matter experts and technical 

resources" based on co-located resources (Larson, Chang 2016, p. 707). ADF furthermore 

discusses valuable agile methods that can be used in the process (Larson, Chang 2016, pp. 707–

708). 

 

Figure 24 - Agile BI Delivery Framework (Larson, Chang 2016, p. 702) 
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Further research with regard to agile principles in the domain of big data is still limited (Larson, 

Chang 2016, p. 704). For instance, Jurney (2014) provides agile methods for big data and 

explains how to use them and Earley (2014) offers guiding principles for agile analytics in the 

era of big data. Frankova et al. (2016) discuss management of big data projects through the lens 

of an agile approach and Chen et al. (2016) focus on the underlying technology architecture. 

Data Science Edge (DSE) 

Grady (2016) discusses the use of big data for Knowledge Discovery in Data Science (KDDS) and 

proposes a new process called Data Science Edge (DSE). The process is organized in five steps 

that represent different levels of data maturity and include plan, collect, curate, analyze, and act. 

Figure 25 provides an overview of DSE. 

 

Figure 25 - Data Science Edge (Grady 2016, p. 1605) 

According to Grady (2016), DSE reflects the steps of CRISP-DM with rearrangement of tasks 

and addition of new tasks that are explained in the following. In the plan step, definition of 

organization boundaries considers the role of external providers and justification of big data 

technology investments incorporates the idea of a business case. DSE also requires to take 

regulatory constraints for data usage into account. New tasks in the collect step include selection 

of an appropriate database technology, a data distribution strategy for high volume data, and 

inclusion of external data sources. The curate step involves visualization for data exploration, 

provision of metadata derived from domain expertise to ensure proper use of data, and special 

care regarding data privacy. Furthermore, a decision on a single data repository versus multiple 

distributed repositories as well as a strategy for handling data quality issues and data sampling 

are required. DSE includes several tasks related to technical implementation of analytics in the 

analyze step, for example, parallel execution of algorithms. This step also proposes three 

guidelines regarding conception of analytics: model results can be based on correlation rather 

than causation, hypotheses help to direct analytics, and simpler analytics approaches should be 

identified in case the intended approach is technically not feasible. Finally, the act step includes 

visualization as method for explaining results and activities for protecting the big data system 

(Grady 2016, pp. 1605–1607). 
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There exist other works based on the idea of KDDS. Schutt, O'Neil (2013) provide a high-level 

description of a data science process and they briefly describe the role of the data scientist. Guo 

(2013) introduces a process including all tasks relevant for the role of a data scientist. Priebe, 

Markus (2015) build upon both previously mentioned works and show that they do not 

adequately address the critical steps of business understanding and deployment. They use 

CRISP-DM in order to create an end-to-end process and propose a business information model 

containing metadata as method to support identification and sourcing of relevant data (Priebe, 

Markus 2015, pp. 2062–2064). Saltz, Shamshurin (2015) exemplarily describe a data science 

process from practice as observed in an advertising company.  

Data Analytics Lifecycle (DAL) 

EMC Education Services (2015) propose a six-step process that builds on CRISP-DM and other 

established approaches in order to address BDA challenges. The Data Analytics Lifecycle (DAL), 

as shown in Figure 26, does not only describe the process but also includes a definition of key 

roles that are required to successfully perform the project. DAL introduces seven specific roles 

and defines general responsibilities as well as key project outcomes for each. Furthermore, the 

process relies on involvement of stakeholders who need to be identified at the outset of the 

project as well. In the initial discovery step, the team determines the extent of expert knowledge 

required for building analytics models in the underlying domain. This ensures the right balance 

of expertise within the team. Furthermore, required resources are assessed and gaps identified. 

This includes technological BDA resources such as systems and analytics tools, however, 

required skills in the project team and available data regarding the project objective are also 

considered here. With required resources secured, the next task is to frame the analytics 

problem. DAL proposes to state the problem in business terms and to include relevant 

stakeholders, especially the project sponsor, in this task. Stakeholder involvement helps to 

clearly define the objective and success criteria as well as to manage expectations. The process 

includes a comprehensive guideline for interviewing the project sponsor including a set of useful 

questions. Development of initial hypotheses by the project team, stakeholders or domain 

experts is another task in the discovery step and serves as basis for later analytics. The initial 

hypotheses also guide the identification of potential data sources which represents the last task 

of the initial process step. DAL provides a set of activities that are helpful to identify and explore 

potential data sources as well as additionally proposes validation of identified sources with 

domain experts. The second step, data preparation, starts with the set-up of a project-specific 'data 

warehouse' that provides an environment to explore and analyze structured and unstructured 

data. This so-called analytic sandbox should be designed in cooperation with IT and requires 

data sourcing as independent task to include data from internal and external sources. In order 

to manage the large extent of data, DAL introduces a dataset inventory as tool to track 

availability, accessibility and sourcing status of different datasets. Furthermore, data preparation 

represents typical preprocessing tasks which are extended by the use of data visualization in 

order to support a better understanding of data including identification of data quality issues. 
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DAL also includes a short list of common software tools that are useful for data preparation. 

Model planning as third step substantiates prior data exploration with focus on selecting relevant 

data and appropriate models for the underlying problem. DAL provides a brief overview on 

common tools that can be used during model planning. The subsequent model building step 

comprises all tasks required to build selected models. DAL points out that domain experts 

should be involved in evaluation of model results and lists common analytics tools for this step 

of the process. Communicate results and operationalize conclude the process by evaluation and 

implementation of analytics results. DAL highlights the key role of stakeholders also for 

evaluation of results because they are ultimately responsible for practical application (EMC 

Education Services 2015, pp. 26–53).  

 

Figure 26: Data Analytics Lifecycle (EMC Education Services 2015, p. 29) 

Schmarzo (2013, pp. 40–49) generally describes the same process as DAL but puts a stronger 

focus on project team roles, thereby formulates key responsibilities and provides a detailed 

process description focused on the data scientist role. 

Big Data Analytics Methodology (BDAM) 

Raghupathi, Raghupathi (2014) outline a process with strong practical character. Their Big Data 

Analytics Methodology (BDAM) organizes a list of more than 20 tasks into four steps and points 

towards the need for an interdisciplinary project team. The initial concept design step clarifies the 

motivation for a big data project including its importance for the organization. In the subsequent 

proposal development step, the concept is detailed out with regard to the problem addressed, the 
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motivation for the organization, and the chosen BDA approach. The proposal also requires 

background information on the underlying domain and related prior work in this domain 

(Raghupathi, Raghupathi 2014, pp. 60–62). BDAM proposes to evaluate the concept and 

proposal along four major dimensions (4Cs) (Raghupathi, Raghupathi 2014, p. 62): 

1) Completeness: The concept design needs to be complete. 

2) Correctness: The concept design needs to be technically feasible and to use correct 

terminology. 

3) Consistency: The proposal needs to be consistent and to allow for continuity. 

4) Communicability: The proposal requires professional preparation including use of simple 

understandable language. 

Raghupathi, Raghupathi (2014) describe the next step as implementation of the BDA methodology 

as described by the concept and proposal. It is for the most part similar to traditional analytics 

but BDAM highlights evaluation and selection of appropriate analytics tools as key task. 

Furthermore, the process lists identification of data sources and data sourcing as individual tasks 

(Raghupathi, Raghupathi 2014, p. 62). In general, Raghupathi, Raghupathi (2014, pp. 53–54) 

assume structured as well as unstructured data from internal and external sources as basis for 

their process. The final step of implementation rests on an evaluation of analytics results including 

stakeholders and BDAM proposes a set of evaluation criteria, for example, robustness of results 

(Raghupathi, Raghupathi 2014, p. 63). Moreover, the process recommends to involve users 

during implementation (Raghupathi, Raghupathi 2014, p. 63).  

Big Data Analytics Lifecycle (BDAL) 

Erl et al. (2016) present the Big Data Analytics Lifecycle (BDAL) in order to address specific needs 

of analytics projects based on big data. As shown in Figure 27, their process consists of nine 

steps. (1) Business case evaluation clarifies the addressed business problem, required business 

resources as well as budget and objectives. BDAL refers to the SMART technique in order to 

provide measurable objectives that allow for evaluation results at a later stage. (2) Data 

identification rests on the idea to combine datasets from a variety of internal and external sources. 

(3) Data acquisition & filtering includes data sourcing as independent task and filtering represents 

the removal of low quality and irrelevant data. Furthermore, technical metadata is retrieved from 

data sources in order to maintain data provenance information. (4) Data extraction includes the 

extraction of information, for example, specific characteristics of text data, and transformation 

into a format appropriate for intended analytics. BDAL proposes to use redundant data to 

identify invalid data or to handle missing values and to use in-memory processing to perform 

(5) data validation & cleansing in case of real-time analytics. (6) Data aggregation & representation aim 

for integrating various datasets from different sources into a single data repository for analytics. 

According to BDAL, (7) data analysis can be used to confirm hypotheses or to discover 

previously unknown patterns. (8) Data visualization and simple statistics are used for 
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communication and interpretation of results with the help of business users. Finally, (9) 

utilization of analysis results determines how to use insights in the organization (Erl et al. 2016, 

pp. 55–70). 

 

Figure 27: Big Data Analytics Lifecycle (Erl et al. 2016, p. 55) 

Big – Data, Analytics, and Decisions Framework (B-DAD) 

Elgendy, Elragal (2016) introduce the Big – Data, Analytics, and Decisions Framework (B-DAD) that 

maps "[…] big data tools, architectures, and analytics to the different decision making phases" 

(Elgendy, Elragal 2016, p. 1071). Figure 28 provides an overview of the framework with its four 

hierarchical phases. A major limitation of B-DAD exists, because "[…] the framework assumes 

that the decision domain is already known, and does not need to be explored first in order to 

extract a problem which needs to be solved, or a question which needs to be answered" 

(Elgendy, Elragal 2016, p. 1073). According to Elgendy, Elragal (2016), B-DAD mainly differs 

from KDDM processes in the intelligence phase due to consideration of structured as well as 

unstructured data from internal and external sources. After identification of data sources, data 

is sourced and stored before organization of data follows which is similar to preprocessing and 

transformation tasks of the KDD process. The framework lists many tools for storage, 

management and processing of big data. The design phase comprises model planning for selection 

of appropriate analytics models and data analytics for building these models. B-DAD lists 

potentially useful analytics tools also for this phase. The choice phase starts with evaluation of 

analytics results in order to identify and prioritize potentially useful results with the help of 

evaluation techniques such as simulation of potential solutions or what-if scenarios. In addition, 
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B-DAD lists useful tools for visualization of big data. The phase concludes with the final 

decision on the optimal course of action. Implementation is the final phase and adopts results 

monitoring and feedback as means for operationalizing results (Elgendy, Elragal 2016, 

pp. 1073–1075). 

 

Figure 28: Big – Data, Analytics, and Decisions Framework (Elgendy, Elragal 2016, p. 1083) 

Framework for Implementation of Big Data Projects (FIBD) 

Dutta, Bose (2015) present a Framework for Implementation of Big Data Projects (FIBD) based on ten 

steps organized in three phases as shown in Figure 29. Strategic groundwork starts with the 

understanding of the business problem that should be addressed by big data analytics. FIBD 
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emphasizes the value of including senior management and stakeholders for scoping the problem 

and for setting adequate expectations for the project. The research step builds an understanding 

of existing solutions to the problem by other organizations and for available technology such as 

analytics tools. Furthermore, the groundwork requires cross functional team formation that includes 

business user, BDA experts, and IT experts next to the stakeholders and senior management. 

Business users are especially required to provide input for model building. The first phase of 

FIBD concludes with a project roadmap that defines project implementation according to the 

established groundwork. Data collection & examination initiates the data analytics phase. FIBD 

proposes to collect structured and unstructured data from internal as well as external sources. 

Furthermore, data examination is required to integrate data of various types. Data analysis & 

modeling represents the analytics core of the process that is augmented by data visualization in 

order to support the generation of insights from the data. Insight generation represents the transfer 

of analytics results to actionable insights from a business perspective. The final implementation 

phase describes deployment of results and puts a focus on the integration with the existing IT system 

as well as training of people. While the former addresses technical issues, the latter mainly aims for 

increasing the acceptance by users (Dutta, Bose 2015, pp. 294–296). The major advancement 

of FIBD is the combination of "[…] change management aspects of an IT project management 

framework with the data management aspects of an analytics framework" (Dutta, Bose 2015, 

p. 296). 

 

Figure 29: Framework for Implementation of Big Data Projects (Dutta, Bose 2015, p. 295) 
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Doing a Big Data Project (DBDP) 

Feinleib (2014) describes how to perform a big data project under the term Doing a Big Data 

Project (DBDP) in two respects: general guidelines to set up a big data project and a five-step 

workflow for the analytics work. The first guideline asks for a definition of the desired outcome 

which needs to be measurable in business terms and to be as specific as possible. DBDP also 

requires to rigorously measure the business value in order to monitor performance of big data 

solutions over time. Identification of questions to be answered by the project is closely related 

to the previous two guidelines. Such a list of questions helps to direct the use of big data for 

intended purposes and reflects the explorative character of the process. Another guideline is the 

creation of data policies that set rules regarding data usage and security. Furthermore, DBDP 

demands the identification of required resources including human resources, data sources, and 

analytics tools. Relevant data for the project can include structured and unstructured data from 

both internal and external sources. Finally, DBDP proposes visualization as a mean for better 

understanding of results (Feinleib 2014, pp. 103–111).  

 

Figure 30: Big data workflow (Feinleib 2014, p. 112) 

Figure 30 illustrates the big data workflow of DBDP as described by Feinleib (2014). The creation 

of a hypothesis is the starting point and defines the analytics to be performed. Setup of the systems 

describes the identification of relevant data sources and integration of the data in a project data 

warehouse or in the cloud as basis to manage big data input. Transformation prepares data for the 

subsequent task to analyze the data and data visualization is proposed as one tool. Act on the data 

uses analytics results to propose adequate actions for the company (Feinleib 2014, pp. 112–117).  

Other BDA processes 

Further processes exist to meet BDA challenges. In general, they do not provide the same level 

of advancement, structure or detail as previously discussed approaches such that they are only 

briefly discussed here. Berman (2013) describes a nine-step process that starts with formulation 

of the problem to be solved by analytics without preparing a deeper understanding of the 

underlying domain. The process furthermore ends at results evaluation and generally puts a 

focus on the motivation as well as exemplary description of each step (Berman 2013, pp. 157–

165). Another analytics-based approach comes from Ridge (2015). Guerilla Analytics addresses 

challenges from dynamic project environments driven by changes in data, requirements or 

resources (Ridge 2015, pp. 9–10). Except for the business understanding step, it follows the 

same lifecycle as CRISP-DM. However, it is adapted to take care of the dynamic changes (Ridge 

2015, pp. 16–18). Guerilla Analytics is strongly data-driven with focus on technical 

implementation of the analytics project, whereby a large number of practice tips are provided 

Hypothesis Setup Transform Analyze Act
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(Ridge 2015). Fogelman-Soulié, Lu (2016) introduce another process for big data projects with 

strong focus on the analytics work. Ankam (2016), Davenport (2013), and Fisher et al. (2012) 

further provide brief discussions on processes for big data analytics projects with strong focus 

on the lifecycle. Franks (2014, pp. 177–179) underlines that lifecycles of different BDA 

processes are not fundamentally different and that they are still similar to traditional processes 

like CRISP-DM. 

Practitioner Approaches 

Practitioner approaches to the BDA process are often linked to products such as big data or 

analytics platforms. For example, Severtson et al. (2017) describe a process similar to CRISP-

DM in relation to the cloud-based platform Microsoft Azure (Microsoft 2017). Other 

practitioners provide concise process descriptions that cover the same scope as CRISP-DM. 

Henke et al. (2016) propose to start the process with clear formulation of the issue addressed, 

envisioned business effect of the project, and consideration of BDA applications in the form of 

use cases. They also underline the value of integrating data from internal and external sources. 

Furthermore, deployment includes process redesign and change management in order to ensure 

integration into business operations and adoption by the organization (Henke et al. 2016, 

pp. 34–35). Almquist et al. (2015) reinforce these aspects as they claim to focus on "[…] a small 

number of high-value business problems […]" (Almquist et al. 2015, p. 2) as a critical factor as 

well as addition of external data sources to be beneficial. Moreover, they propose to relate 

hypotheses to data sources in order to identify relevant data, to include multiple stakeholders in 

data understanding tasks, and to reduce adverse effects from the black box phenomenon. 

Finally, they also list adoption activities such as capability building for deployment (Almquist et 

al. 2015, p. 2). Hagen et al. (2013, pp. 14–16) further underscore the focus on high impact use 

cases, outlining of future states after deployment, and comprehensive description of objectives 

as key elements at the beginning of a BDA process. In general, these practitioner approaches 

provide a lower level of detail compared to previously discussed processes. 

 Evaluation of BDA processes 

The previous subsection discusses nine processes for big data analytics because they represent 

the most detailed and advanced approaches among all identified processes. In order to evaluate 

these processes, their key features are mapped against the improvement areas for BDA 

processes (compare Table 7). Each process is evaluated for its level of advancement regarding 

the identified dimensions across all improvement areas. The result of this evaluation is 

summarized in Table 8 Table 8.  
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 Table 8 - Evaluation of BDA processes 

 

(I) Project team (II) Domain knowledge (III) Business understanding (IV) Data input (V) Methods (VI) Automation

Key 

features

- Business case and results 

review with stakeholders 

including senior management

- Enterprise knowledge 

acquisition (explicit from 

documentation and implicit 

from experts)

- Business requirements for 

data understanding and 

preparation

- Use of problem formulation 

strategy

- Business problem definition

- Business case approach 

(including costs, 

requirements, constraints, and 

resources)

- Business and analytics 

requirements for data quality 

(guideline)

- General methods for problem 

fomulation (proposals)

- Software selection 

framework (not specified)

- Data visualization (proposed 

tools)

- BDA knowledge repository 

for modeling (not specified)

-

Evaluation low medium high low medium not

Key 

features

- IT stakeholder collaboration

- Small teams

- Co-located resources

- Business stakeholder 

collaboration

- BI program management 

including problems, 

objectives, feasibility 

(externally given)

- Data sources define scope

- Inclusion of structured and 

unstructured data

- Accessible data repository

- New data sources for model 

optimization

- Data visualization

- Agile methods

-

Evaluation medium low medium medium low not

Key 

features

- Definition of organizational 

boundaries

- Consideration of regulatory 

constraints and data privacy 

issues

- Metadata from domain 

expertise

- Business case (focus on 

technology investments)

- Selection of appropriate 

database technology

- Definition of data distribution 

strategy

- Integration of external 

sources

- Decision on single versus 

multipe data repositories

- Strategy for data sampling 

and quality issues

- Data visualization 

(exploration and explanation)

- Correlation-based analytics, 

hypothesis-led analytics, 

simple approaches (only 

guidelines for analytics work)

-

Evaluation low low low medium low not

Key 

features

- Definition of 7 specific roles 

including general 

responsibilities and key 

project outcomes

- Identification of capability 

gaps

- Identification of 

stakeholders

- Cooperation with IT

- Determination of required 

domain knowledge

- Development of initial 

hypotheses as basis for 

analytics

- Validation of potential data 

sources

- Evaluation of model results

- Definition of required 

resources

- Formulation of problem in 

business terms

- Involvement of stakeholder 

and project sponsor in 

problem formulation (success 

criteria, expectations)

- Identification of potential 

data sources

- Analytic sandbox for 

structured and unstructured 

data

- Data sourcing from internal 

and external sources

- Guideline for project sponsor 

interviews

- Set of useful activities for 

identification of potential data 

sources

- Dataset inventory 

- Data visualization for data 

understanding and exploration

- List of software tools for 

data preparation (brief 

overview)

- List of software tools for 

model planning (brief 

overview)

- List of analytics tools (brief 

overview)

- Proposal to use existing 

tools (software)

Evaluation medium high medium high medium low

Key 

features

- Need for interdisciplinary 

team

- Evaluation of analytics 

results including stakeholders

- User involvement during 

implementation

- Concept and proposal as 

basis for analytics work

- Evaluation framework (4Cs)

- Identification of data 

sources and data sourcing as 

individual tasks

- Stuctured/unstructured data 

from internal/external sources

- Evaluation and selection of 

appropriate analytics tools

- Set of evaluation criteria

-

Evaluation low low medium medium low not

Key 

features

- - Evaluation with business 

users

- Business case approach - Variety of internal and 

external data sources

- Independent data sourcing

- Filtering for quality and 

relevance of data (no details)

- Technical metadata for data 

provenance

- Single data repository for 

analytics

- SMART technique for 

objectives

- Use of data redundancy to 

handle quality issues

- Data visualization and simple 

statistics for communication 

and interpretation of results

- In-memory processing for 

real-time data validation and 

cleaning

Evaluation not low low high medium low

Key 

features

- - Assumes domain including 

problem already known

- Stuctured/unstructured data 

from internal/external sources

- Data sourcing as individual 

task

- List of tools for storage, 

management and processing 

of big data

- List of analytics tools

- List of big data visualization 

tools

- List of techniques for 

analytics evaluation

- Proposal to use existing 

tools (software)

Evaluation not not not medium medium low

Key 

features

- Involvement of senior 

management and 

stakeholders

- Cross functional team

- Business user input for 

model building

- Setting adequate 

expectations for the project

- Consider existing solutions 

to the problem

- Stuctured/unstructured data 

from internal/external sources

- Scan for available analytics 

tools

- Data visualization

-

Evaluation low low low low low not

Key 

features

- Policies on data usage and 

security

- Development of initial 

hypotheses as basis for 

analytics

- Formulation of specific 

objectives measurable in 

business terms

- Stuctured/unstructured data 

from internal/external sources

- Data warehouse or cloud to 

manage big data

- Use of analytics tools as 

resource

- Visualization of data and 

results

-

Evaluation low low low medium low not

Evaluation score

not adressed low advancement level medium advancement level high advancement level

DAL - EMC Education Services (2015)

FIBD - Dutta, Bose (2015)

DBDP - Feinleib (2014)

KDDA - Li et al. (2016b)

ADF - Larson, Chang (2016)

DSE - Grady (2016)

BDAL - Erl et al. (2016)

B-DAD - Elgendy, Elragal (2016)

BDAM - Raghupathi, Raghupathi (2014)
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The following provides the key insights from the evaluation organized by improvement area: 

I. Project team: The design of an effective project organization is not in focus for most of 

the processes. ADF and DAL are two exceptions because the former rests on agile 

principles with a natural focus on effective development processes and the latter is the 

only approach including a concrete description of team roles. However, all dimensions 

of the project team improvement area are addressed across the totality of processes 

except for background and responsibility of the team leader. 

II. Domain knowledge: The majority of processes explicitly includes knowledge from experts 

only for specific steps or tasks. KDDA proposes a systematic approach to acquire 

relevant knowledge, however, a specific use of this knowledge is only considered in the 

form of business requirements during data understanding and preparation. DAL 

provides a higher level of advancement because the process identifies required 

knowledge and utilizes such expertise for key tasks. However, none of the processes 

consistently involves domain experts or users throughout the entire lifecycle. 

III. Business understanding: Considering the review of the business case with senior 

management as form of strategic alignment, KDDA addresses all dimensions for 

improved business understanding. ADF, DAL, and BDAM provide a medium level of 

advancement as they build on a predefined framework or lack selected dimensions. 

Despite its overall low level of advancement, FIBD suggests research on existing 

solutions by other companies to the identified business problem as valuable addition to 

the improvement area. None of the processes uses the company mission for strategic 

alignment or considers multiple alternative use cases. 

IV. Data input: The focus on data input is clearly increased across all processes and the level 

of advancement is medium or high except for KDDA and FIBD. It is remarkable that 

nearly all processes consider structured and unstructured data as input while deliberate 

selection of data sources is still neglected in most cases. Five of the processes concerned 

– ADF, DSE, DAL, BDAL, and DBDP – include the setup of a data repository for the 

project which is consequently considered as additional dimension for the data input 

improvement area. 

V. Methods: This area is dominated by the proposal to use analytics tools, especially in the 

form of data visualization. Apart from this, proposed tools and techniques cover 

selected tasks but are not consistently offered throughout the lifecycle. The question on 

how to implement the process therefore remains unanswered for a significant part such 

that advancement is restricted to a medium level here. 
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VI. Automation: In contrast to data input, automation is not in focus of the processes. It is 

basically addressed by leveraging technology in form of software tools but process 

integration or standards are not explicitly discussed. One potential explanation is a 

stronger emphasis on experimentation in development of BDA applications. Integration 

and standards rather support a stringent process and should consequently only be 

considered where useful. 

In summary, the processes provide a large variety of advancements across all improvement 

areas. This underlines the importance of previously identified dimensions. However, no 

individual process shows strong advancement considering the entire range of improvement 

potential. KDDA and BDAL demonstrate high advancement levels for selected areas but also 

low levels for others. DAL is the only process with medium advancement for all areas except 

for automation and also provides a relatively comprehensive documentation. Although many 

processes relate to CRISP-DM, the level of detail is clearly below the documentation of the de 

facto standard KDDM process. Moreover, all processes are applicable in the business domain 

but lack extensive validation in practice. This can also be seen by the fact that all processes were 

published within the previous three years of this work. In comparison to previously identified 

improvement dimensions, the evaluation of BDA processes reveals additional insights for the 

process design. Utilization of existing BDA solutions, setup of a project data repository, and the 

subordinate role of automation due to the experimental nature of developing BDA applications 

represent new design dimensions. They are consequently considered as substantiation of the 

improvement areas so far. 

3.2.5 Interim conclusion 

Basic KDDM and data mining processes represent the origin of formalized approaches to 

analytics work in the digital age. The comparison of these processes (see Subsection 3.2.2.3) 

reveals a high level of consistency regarding their scope. CRISP-DM stands out due to several 

advantages including universal applicability, comprehensive documentation, high usability, and 

validation in practice. Although being termed as the de facto standard KDDM process, CRISP-

DM also shows shortcomings that, at the same time, represent critical success factors for 

KDDM projects. These shortcomings and success factors can be grouped into six improvement 

areas (see Subsection 3.2.2.4) and serve as evaluation basis for advanced KDDM processes (see 

Subsection 3.2.3.6). These advanced processes include derivatives of CRISP-DM, adaptions from 

engineering processes, and approaches with focus on a specific KDDM dimension. They 

address the identified improvement areas only to a limited extent while still not matching the 

major advantages of CRISP-DM. Moreover, analytics in the era of big data come with specific 

challenges that translate into new issues and success factors. The dimensions of the process 

improvement areas are therefore updated (see Subsection 3.2.4.1) and used for evaluating BDA 

processes (see Subsection 3.2.4.3). The evaluation shows a large variety of advancements and 

reveals strong consistency of identified improvement dimensions, and yet no single process 
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substantially covers all improvement areas. Furthermore, the aforementioned advantages of 

CRISP-DM still remain valid in comparison with these processes.  

This presented review is based on a detailed discussion and evaluation of the 25 processes 

identified as being the most relevant. The extensive review of KDDM and BDA processes 

provides a solid understanding of process steps, tasks, methods and lifecycles that are required 

as applicable knowledge for the design of the new methodology. Furthermore, the review also 

reveals most advantageous processes as candidates for the basic design of the new methodology. 

In particular, CRISP-DM and DAL represent the most promising candidates from KDDM and 

BDA processes, respectively. 

In general, all KDDM and BDA processes are designed for general applicability with some 

exceptions, for example, SEMMA for use in a specific software or DFD for mission critical 

applications. None of the presented processes directly focuses on BDA applications against the 

background of challenges from the volatile business environment, especially in the form of 

improved sales forecasting. Substantiation of these processes represents a scientific need in relation 

with research questions 1 & 2. As a consequence, Chapter 4 introduces a new methodology that 

incorporates the applicable knowledge and addresses the business need to develop BDA 

applications in the volatile world with focus on sales forecasting. Moreover, the identified 

improvement areas represent a key result from the knowledge base review. Realization of the 

improvement dimensions is another scientific need to be addressed by the new methodology 

design and they are therefore considered as design requirements. Table 9 summarizes the final 

design requirements including updates from the evaluation of BDA processes. 

 

Table 9 - Design requirements for new methodology

(I) Project team (II) Domain knowledge (III) Business understanding (IV) Data input (V) Methods (VI) Automation

Main 

objective

Enable effective project 

organization

Extensive involvement of 

domain experts and users 

throughout the lifecycle

Avoid provisional 

implementation in order to 

ensure thorough 

understanding

Increased focus on data input Address the "how to do" and 

not only "what to do"

Enable automation to avoid 

errors and to increase project 

efficiency (without major 

restrictions to 

experimentation)Cover full spectrum of roles 

involved

Include domain experts in 

objective formulation, data 

selection, data preparation 

and evaluation of results

Formulation and use of clear 

business objectives

Explicitly consider data 

sourcing as task (do not 

assume relevant data to be 

directly available)

Provide explanations for 

proposed methods

Leverage technology (esp. 

software tools)

Provide required analytics, 

technology, business and 

management capabilities

Alignment of business and 

analytics objectives; overall 

alignment with company 

strategy (guidance by 

company mission)

Identify relevant data sources 

and clarify access

Provide guidance on 

necessary choices

Consider dependencies on 

task level (integrated process)

- only where useful -

Consider outsourcing in case 

of lacking internal capabilities

Use case approach (focus on 

small projects with specified 

business case and well-

defined scope)

Consider quality, complexity 

and volume of data

Enable regular collaboration 

including domain experts

Implementation of standards

- only where useful -

Secure stakeholder support, 

especially senior 

management, IT and data 

owner

Feasibility study (including 

communication of project 

difficulties and limitations)

Data mix (structured & 

unstructured and internal & 

external)

Analytics tools (including 

visualization)

Team leader with business 

and BDA background for 

coordination of 

multidisciplinary team

Consider existing BDA 

solutions to the problem (esp. 

from other companies)

Deliberate selection of data 

sources

Team leader with 

responsibility for analytics 

process (not only general 

project management)

Project-specific data 

repository

Address data protection and 

privacy issues

Self-organized team with agile 

working mode 

(experimentation)

adjustment

addition

Dimensions
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4.1 Concept 

4.1.1 Design considerations 

The previous chapter has shown that research on BDA applications, especially for sales 

forecasting, is limited for industrial companies as of today. Moreover, existing processes to 

develop BDA applications have shortcomings in various dimensions and do not directly address 

utilization of big data analytics for a better understanding of the volatile business environment 

such that a new methodology is introduced here. The CRISP-DM process serves as basic design 

for multiple reasons (compare Subsection 3.2.5). Firstly, although big data comes with novelties, 

it does not make established processes obsolete (Zhou et al. 2014, p. 64). Secondly, processes 

are very consistent across various types of data and analytics. Because of the significantly high 

consistency among methodologies developed in the past, there is no "[…] need to reinvent the 

wheel every time we need to apply analytics in a different fashion […]" (Franks 2014, pp. 177–

179). This observation is in line with the general consistency observed among the various 

processes and advancements of CRISP-DM as discussed in Section 3.2. Thirdly, the majority of 

analytics projects follow CRISP-DM (Shi‐Nash, Hardoon 2017, p. 333) and many other 

processes in practice build upon the same principles (Eckerson 2007, p. 11). Finally, CRISP-

DM is regarded as valid basis to build advanced methodologies (Shahapurkar 2016, p. 32; 

Wierse, Riedel 2017, p. 234). Chapman et al. (2000) provide the most comprehensive description 

of CRISP-DM and thus this work serves as the foundation of the basic design. 

 

Figure 31 – Basic design concept of the new methodology 

The new methodology represents a substantiation of CRISP-DM in a certain context including 

specific improvements. This follows the idea that new approaches can use CRISP-DM "[…] to 

augment and improve it in order to make it relevant to today’s problems and challenges" 

(Shahapurkar 2016, p. 35). The context is given by the identified business need (compare Section 1.1) 

for a better understanding of the volatile business environment. The concept of agility is 

therefore integrated into the new methodology as it allows to bridge the gap between challenges 

of the volatile world and potential benefits of BDA applications in this context. Moreover, the 

case study (compare Subsection 5.3.2) further specifies the context of the methodology by defining 

Basic design
New 

methodology
CRISP-DM Sales forecasting Case study

Volatile business 
environment

Scientific need

6 design 
requirements

Business need
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sales forecasting as primary use case for a BDA application. This is in line with the specific 

business need to provide improved sales forecasting in the volatile world (compare Section 1.1 

& 5.1). The scientific need (compare Subsection 3.2.5) in form of design requirements provides the 

basis for improvements. The new methodology addresses all six identified design requirements. 

Figure 31 summarizes the basic design concept of the new methodology. 

4.1.2 Methodology overview 

The new methodology, as presented in Figure 32, consists of five consecutive steps comprising 

17 major tasks and builds upon a specific team setup. Design requirements for project team (I) 

and domain knowledge (II) are fundamentally addressed by the team setup. It is designed to 

meet all coordination challenges within a multidisciplinary BDA team and covers all relevant 

skill areas including the business domain. The methodology individually describes 

responsibilities of defined team roles for all tasks. This ensures a collaborative process under 

the lead of a newly introduced process leader role that bridges most relevant skill areas. 

Moreover, the team setup incorporates comprehensive business domain knowledge on the basis 

of multiple roles. The responsibility assignment for these roles as well as the design of each task 

enables integration of domain knowledge where useful. The following sections provide details 

on responsibilities and utilization of domain knowledge for each task throughout the entire 

methodology. 

 

Figure 32 - Overview of the new methodology 

The fundamental design on task level incorporates the design requirements regarding methods 

(V) and automation (VI). The methodology provides specific techniques and tools that give 

clear guidance on how to implement each task. All methods are described on a conceptional 

level such that they are technology agnostic. That is to say, they can be realized by different 

means, in particular, in form of software. This promotes the possibility to automate parts of the 

methodology. Design requirements with regard to improved business understanding (III) and 

4.2 Team 
setup

Step (X.X Section) 

Task

Design requirement

I II

I II V VI

Roles

Responsibilities Technology agnostic techniques and tools

4.7 Modeling & 
evaluation

Evaluation

Model building and 
assessment

Model selection

Test design

Project plan

4.3 Business 
understanding

Agility concept

Select use cases

III

Determine business 
objectives

Define use cases

Final assessment 
and selection

4.4 Big data 
sources

New step

IV

Identify potential 
data sources

Filter and pre-
assessment

4.5 Data 
understanding

Data exploration 
and verification

Data sourcing

Dataset selection

Sourcing 
preparation

4.6 Data 
preparation

Time series 
generation
Time series 
generation

Time series 
prioritization
Time series 
prioritization

4.6 Data 
preparation

IV

Remaining dimensions
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data input (IV) are addressed by complete steps. The initial business understanding step introduces 

an advanced corporate agility system based on big data analytics which provides business context and 

connects BDA applications with the challenges of a volatile business environment. Combined 

with a six-step method to determine effects of the volatile business environment, the agility 

concept guides formulation of business objectives. A use case approach underlies the remaining 

tasks in order to determine specific issues for BDA utilization within the scope of determined 

business objectives. The task to define use cases builds upon a use case identification workshop 

technique. A use case assessment template helps to prioritize uses cases before the use case decision 

template and portfolio matrix for BDA use cases build the basis to finally select use cases.  The step 

concludes with a project plan that builds the framework for all subsequent steps. Big data sources 

represents a complete new step compared to CRISP-DM and other processes. It takes account 

of key design requirement dimensions for data input (IV) as it enables deliberate selection of 

multiple internal and external data sources with relevant structured and unstructured data. A 

structured data query serves as method to identify potential data sources. Filter and pre-assessment 

techniques extract a long list of data sources from this before a list of pre-assessment criteria results 

in a short list. Final assessment is premised on a data source scoring model and a data mix matrix as 

preparation for ultimate selection during a data source selection workshop.  

Data understanding and data preparation address the remaining design requirement dimensions 

for data input (IV), especially regarding explicit sourcing, project-specific data repository, and 

data quality. Dataset selection initiates the data understanding step and defines relevant data within 

the scope of selected data sources. This task utilizes a simple dataset selection sheet as technique. 

Sourcing preparation and data sourcing are responsible for extraction of selected datasets from 

internal as well as external sources. These tasks also install a project cluster that stores data for 

further use including data exploration and verification which ensure the use of correct and complete 

data. The major tool of data understanding is an information repository named Big Data Analytics 

book (BDA book) which describes the project data and documents the required metadata. The 

BDA book also supports definition of the data sourcing structure and tracks progress of ten 

sub-tasks comprised in the step. Furthermore, the tool documents results from exploring and 

verifying data as decision guidance on excluding low quality data. Data preparation is organized 

in two major parts whereby time series generation represents the task to generate time-dependent 

data for use in predictive analytics models. The methodology provides two methods to generate 

time series from data previously sourced and processed. Hypothesis-based generation is the method 

of choice because it directly incorporates domain knowledge in order to generate most 

meaningful time series from available data. Automated generation serves as alternative option in 

case the project team lacks sufficient knowledge on a specific data source. The knowledge & 

dimensionality test provides a technique to decide which of the two methods should be applied. 

Time series prioritization as second major part of data preparation carries out the task of selecting 

time series that are used during modeling. It builds upon three tools specifically developed for 

this task. Evaluation tool, evaluation report and scoring model determine relevance and quality 
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characteristics of generated time series at different levels of aggregation. Time series 

prioritization utilizes this information in two steps. Firstly, general assessment reduces the scope of 

time series to a manageable extent that allows for thorough review of remaining time series. 

Secondly, detailed assessment represents the final definition of modeling input under the use of 

domain knowledge. The methodology describes both assessment subtasks by a particular 

technique based on five coordinated assessment steps.  

 

Table 10 - Overview of methods on task level 

The final step of modeling & evaluation starts with definition of appropriate analytics models for 

the underlying use case. A model selection template facilitates model selection from the vast number of 

existing options. The test design represents a substantiated form of a standard method to assess 

model performance. Model building and assessment represent standard tasks to determine the best 

models for the objective of the use case. The methodology includes data conditioning as 

preparatory subtask here. It defines required data construction actions that transform modeling 

input into actual input to the model. Business evaluation represents a method to augment model 

assessment from a business perspective and results in a decision about practical application of 

the developed model as final outcome of the methodology. In summary, 26 methods in form 

of tools and techniques form a comprehensive methodology to develop BDA applications with 

Determine business objectives

Business understanding

Advanced corporate agility system

Six-step method 

Define use cases

Use case identification workshop 

Select use cases

Use case assessment template 

Use case decision template 

Portfolio matrix for BDA use cases 

Project plan

Identify potential sources

Big data sources

Data query

Filter and pre-assessment

Filter technique

Pre-assessment technique

Final assessment and selection

Data source scoring model

Data mix matrix

Dataset selection

Data understanding

Dataset selection sheet

Sourcing preparation

Data sourcing

Data exploration and verification

Project cluster

BDA book

Time series generation

Data preparation

Knowledge & dimensionality test

Hypothesis-based generation

Automated generation

Time series prioritization

Evaluation tool

Evaluation report

Scoring model

General assessment

Detailed assessment

Model selection

Modeling & evaluation

Model selection template

Test design

Test design (substantiated)

Model building and assessment

Data conditioning

Evaluation

Business evaluation

task

step

method

bold = key method
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respect to the volatile business environment. Table 10 provides an overview of all methods 

employed and their affiliation on task level. It also highlights the key methods per step in terms 

of innovation level and scope. A discussion of differences and similarities towards CRISP-DM 

is provided in each introductory step overview of the following subsections on methodology steps. 

4.1.3 Delimitations 

In terms of CRISP-DM, the new methodology concludes when "[…] the resultant model 

appears to be satisfactory and appears to satisfy business needs" (Chapman et al. 2000, p. 58). 

Additional evaluation tasks, in particular a process review and determination of next steps, 

follow at this point according to CRISP-DM. These tasks represent preparatory work for the 

subsequent deployment step that covers tasks to implement a model in practical use (Chapman et 

al. 2000, pp. 58–62). As deployment "[…] involves larger groups of people and is technically 

less complex, it should be a separate and more strictly managed project" (Lavrac et al. 2004, 

p. 20). This step is consequently not considered in the new methodology. Moreover, validity of 

the methodology steps must be divided into a general part and a specific part. The proposed 

methodology generally aims for development of BDA applications to promote a better 

understanding of the business environment in volatile times. The specific part of the 

methodology substantiates this business need in form of selected use cases. Sales forecasting 

was selected as use case in the conducted case study that underlies the presented methodology. 

This use case is characterized by the use of structured data in the form of time series and the 

developed methods for data understanding, data preparation, and modeling & evaluation take 

this circumstance into account. The steps for business understanding and big data sources are 

still valid for the general part. Furthermore, the team setup represents a general advancement 

provided by the new methodology and is not limited to a methodology for BDA applications 

for the volatile world. Figure 33 summarizes the major delimitations of the new methodology. 

 

Figure 33 - Major delimitations of the new methodology 

The overview on required competencies for big data analytics in Section 2.5 revealed the need 

for technological, organizational and cultural foundations. While the new methodology 

addresses organizational issues regarding the project team, it does not take into account 

advanced concepts, for instance, in the form of a BDA center of excellence. The methodology 

reflects a development effort for specific use cases in a project setup. It is not necessary that all 

required human resources are provided by the company itself. On the contrary, the 

methodology explicitly allows for integration of external providers, especially for roles that 

require BDA capabilities, such that no requirements are set towards the internal organization in 
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this regard. Furthermore, the methodology generally assumes availability of technological 

foundations which can be supplied by an external provider as well. Cultural aspects in 

development and utilization of BDA applications are not considered by the methodology. 

From data understanding onwards, implementation of tools in the form of software code are 

required. The methodology conceptually describes all tools in full extent ensuring practical 

applicability. However, it does not explain details on technical implementation which reflects 

the idea of technology agnostic methods. A more specific delimitation applies to the tasks of 

modeling because this step is restricted to the use of available analytics models. The 

methodology does not reflect any tasks required to build a customized model.  

The underlying case study constitutes another delimitation with regard to the proof of concept. 

The case study was conducted at an industrial company offering technology products to other 

industrial companies representing a B2B setting. The selected datasets, generated time series, 

and prioritized model input tend to be specific to this type of business. The resulting BDA 

application including observed performance of the analytics model for sales forecasting must 

be regarded against the background of an industrial B2B company. Model performance is 

covered by model assessment and business evaluation of the new methodology. The proof of 

concept is therefore examined by these two parts of the methodology. 
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4.2 Team setup 

4.2.1 Project team roles 

The methodology follows a use case approach where BDA applications are developed in a 

project setup and therefore the initial step is to define the roles involved in such a project. The 

management of big data projects is crucial (Saltz et al. 2017a, p. 184), but processes generally 

neglect the role of human resources (Alnoukari 2012, p. 192). Big data analytics requires a broad 

set of skills across various areas including big data technologies, machine learning, software 

engineering, and data privacy among others (Shi‐Nash, Hardoon 2017, p. 341). Moreover, not 

only technological skills are relevant because business skills need to be involved as well (Loshin 

2013b, pp. 49–50). The role of the data scientist largely dominates the discussions on required 

skills (Saltz et al. 2016, pp. 2896–2897), however, "[…] no single person may be skilled in all 

these [relevant] areas […]" (Grady 2016, p. 1604). In order to cover the extensive diversity of 

skills, projects require multidisciplinary teams (Gao et al. 2015, p. 827).  

Hofmann, Tierney (2009) provide an overview of eight project team roles based on skill 

grouping. Business analysts have an understanding of business aspects and formulate project 

objectives as well as evaluates its results. Data administrators are familiar with requirements and 

designs of databases which they construct, while data engineers are able to extract knowledge from 

domain expertise in order to prepare data for analytics. Domain experts have deep subject matter 

expertise which they feed into dependent process activities. Data miners with a broad analytics 

skill set generate algorithms and models before knowledge engineers ensure the use of discovered 

knowledge.  Strategic managers have extensive business knowledge which enables them to identify 

business problems for analytics, assess the strategic circumstances, and secure provision of data. 

Project managers run the project based on general project management skills (Hofmann, Tierney 

2009, pp. 62–64). Alnoukari (2012, pp. 192–193) confirms these roles as relevant human 

resources in development of BDA applications. EMC Education Services (2015) describes a 

similar setup of the project team with only seven different roles because business users act as 

business analysts and domain experts here. Moreover, this work mainly updates role names and 

further specifies the project sponsor as initiator and funder of the project (EMC Education Services 

2015, pp. 26–28). Table 11 compares both setups of project team roles including main 

responsibilities for each role. Collier (2012, pp. 64–65) describes three groups of similar roles 

that cover the same scope but adds stakeholders as another role to be considered in the planners 

group. As the need for stakeholder involvement highly depends on the underlying use case, they 

are generally not regarded as fixed role in the team setup. The roles of knowledge engineer and BI 

analyst, respectively, are not considered in the following as they are mainly involved in the 

evaluation and deployment steps. 
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Table 11 - Setups for project team roles 

4.2.2 New team roles 

The evaluation of existing processes in Section 3.2 revealed a need for improvement in project 

management and that team setup plays a crucial role here. In particular, the large number of 

tasks to be performed by a multidisciplinary team requires significant coordination (Espinosa, 

Armour 2016, p. 1112) in order to manage the interdependencies among tasks and roles 

(Malone, Crowston 1994). Espinosa, Armour (2016) break down coordination within BDA 

projects into three different types. Technical coordination relates to the infrastructure, tools and 

other methods such that it is provided by the foundations and process design. Temporal 

coordination describes adherence to timelines and process coordination stands for the diligent use of 

the process (Espinosa, Armour 2016, pp. 1114–1116). While technical coordination is 

universally required across BDA applications, the latter two types of coordination describe the 

scope of work for a traditional project manager of an individual use case. However, they do not 

explicitly address the challenge of coordinating a multidisciplinary team. The team setup needs 

to be adapted to account for management of differently skilled roles in addition to management 

of the project itself. This additional type of coordination is taken into account in the presented 

methodology and is referred to as team coordination. Data scientist and business user already play 

a central role in a project team and thus are candidates to fill in this gap. However, an effective 

team does not only require an adequate organization but also necessary skills (Phillips-Wren et 

al. 2015, p. 25). Although data scientists bridge the analytics and business domain (Zemmouri 

et al. 2011, p. 18), they usually show deficiencies in business understanding. An important trend 

is increasing specialization of data scientists due to the ever more variety of analytics (Henke et 

Collier (2012)

Role Main responsibilities Role Main responsibilities Role group

Business Analyst Formulate objectives; 

evaluate analytics 

results

Domain Expert Provide domain 

expertise

Data Adminsitrator Construct databases Database Administrator Provide database 

environment

Data Engineer Prepare data Data Engineer Manage, extract and 

ingest data

Data Miner Generate algorithms 

and models

Data Scientist Design and execute 

models

Knowledge Engineer Ensure use of 

discovered knowledge

BI Analyst Gain insights from 

analytics results;      

process results

Strategic Manager Identify issues; assess 

strategic 

circumstances; provide 

data

Project Sponsor Initiate and fund project; 

define business problem; 

set priorities and clarify 

objectives

Project Manager Manage the project Project Manager Manage objectives, time 

and quality

role not considered for team setup

Hofmann, Tierney (2009) EMC Education Services (2015)

Planners (incl. 

stakeholders)

Business User

Provide domain 

knowledge; evaluate and 

operationalize results Consumers

Doers
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al. 2016, p. 38), which shifts the skill focus of data scientists further away from the business 

domain. Business users have limited BDA knowledge (Collier 2012, pp. 16–17) and therefore 

lack skills to coordinate other roles such as data engineers. Strategic managers or project 

sponsors also show a lack of analytics skills (Ransbotham et al. 2015, p. 63) and database 

administrators as well as data engineers typically have specialized skills. None of these roles 

provides a balanced skill profile that is required for team coordination. 

As the project manager is already responsible for coordination tasks, an obvious approach is to 

upgrade this role. The idea is to transform the project manager from a passive role that manages 

the project into an active role that also manages required skills across all disciplines. Manyika et 

al. (2011) separate the traditional data scientist role with very broad skill set into two different 

roles. On the one hand, deep analytical talents are capable of generating business insights from big 

data by using advanced analytics and therefore describe data scientists in a narrow sense. This 

definition of data scientist is used in the remainder of this work. On the other hand, data-savvy 

managers have a basic understanding of big data and analytics such that they can formulate BDA 

problems as well as evaluate their results (Manyika et al. 2011, p. 103). The latter provides the 

archetype to fill in the new project management role including team coordination but a more 

specific description of its skill set is still required. Ariker et al. (2014) describe general roles and 

their relation to skill areas within a BDA organization20, whereby they put the head of analytics 

at the center of the three major functions of IT, business domain, and analytics. Taking into 

account the prominent role of big data, this view can be expanded in order to describe the roles 

within a BDA project team where the new role is at its center as well. Figure 34 describes the 

relevant skill areas underlying the team setup. 

As the new role touches the major areas of big data, analytics, and business domain it is termed 

Big Data Analytics manager (BDA manager).21 The BDA manager is responsible for team 

coordination with data scientists, data engineers, database administrators and all roles within the 

business domain. Although the role covers all key skill areas, it demands stronger skills in the 

intersection of analytics and business domain. This reflects the key role of business 

understanding in the process (compare Section 3.2) and the BDA manager as central role in the 

project should also be in charge of this step. The database administrator role lies at the intersection 

of big data and IT22 such that they connect to the BDA manager via data scientist or data 

engineer. 

                                            

20 A BDA organization can be seen as organizational unit that is responsible for multiple projects or use cases, 

respectively. 

21 Ariker et al. (2014) use the term translator for someone “[…] bridging different functions within the organization 

[…]”, however, they limit the role to two complementary skill areas. 

22 IT mainly represents the technological foundations as described in Section 2.5. 
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Figure 34 – Skill areas of project team roles 

As the BDA manager is also responsible for temporal and process coordination, the skill set23 

is not limited to the presented areas. Candidates should have strong outcome orientation, 

eagerness to learn, propensity to experimentation and they should be promoters of advanced 

technologies (Viaene, van den Bunder 2011). Furthermore, they need to be able to assume 

responsibility for senior management interaction as critical practice in projects (Saltz, 

Shamshurin 2015, p. 2104). There is a positive effect of implementing the BDA manager for 

this task. It reduces the skill requirements for increasingly specialized data scientists or data 

engineers and increases quality of communication compared to a lead by a project manager with 

less BDA capabilities. Business knowledge is reported to be the most critical skill to perform 

predictive analytics (Halper 2014, p. 15), such that a business background is beneficial. Another 

quality of the BDA manager is the capability to cope with ambiguity and uncertainty. This is 

important as BDA projects are less structured compared to other project types, for example, in 

software development  (Provost, Fawcett 2013b, pp. 34–35). The two previous qualities relate 

to the demand for presentation skills and creativity (Franks 2012, pp. 224–225). Adequate 

profiles that can combine BDA capabilities with business knowledge and communication skills 

are scarce (Janssen et al. 2017, p. 342). However, the variety of human resources involved in 

                                            

23 In their recent publication, Henke et al. (2018) describe the analytics translator as similar role with the following 

skill set: domain knowledge, technical fluency, project management, and entrepreneurship. 
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BDA activities is already very broad (Russom 2011, pp. 14–15) such that candidates can be 

drawn from various backgrounds. 

The BDA manager plays a major role in the project team setup. In contrast to the traditional 

roles, two additional roles complement the setup: data owner and data officer. Both roles 

represent stakeholders that are regularly involved in BDA projects and their skill areas lie at 

intersections of the business domain, as depicted in Figure 34. Data ownership describes the 

possession and control over data (Techopedia 2017). Data owners within a company are therefore 

crucial to gain access to relevant data, and furthermore they are sources of domain expertise 

related to this data (Cios et al. 2007, p. 469). Their skill set lies at the intersection of the business 

and big data domains. Data owners help to keep control over big data as they can support to 

identify quality issues, validate consistency of data across multiple sources, interpret data, and 

enrich data if possible (Loshin 2013a, p. 43). For example, data owners of enterprise resource 

planning data can be found in controlling and owners of customer relationship management 

data in sales. Data owners also exist for external sources, for instance in the form of customer 

support in the case of professional data providers or user support of public databases. The BDA 

manager serves as liaison to data owners of external sources. 

Data security and data privacy are two important issues in big data related activities (Ou et al. 

2016, p. 285). Data security is mainly concerned with unauthorized access to data but also 

addresses other technical issues such as data corruptions and backups (Ohlhorst 2013, p. 63). 

Access control, encryption or other technologies are means to keep data secure (Ohlhorst 2013, 

pp. 69–70). Unauthorized use of personal data poses an increasing privacy concern in relation 

to big data (Xu et al. 2014, p. 1150). Certain types of data are protected by law, for example, 

personally identifiable information or sensitive information (Minelli et al. 2013, p. 159). Privacy 

concerns can also rise apart from legal protection, for instance, when customers have higher 

expectations towards privacy compared to the legal status quo or when a company and its 

supplier conclude an agreement on the use of shared information. As a consequence, the data 

officer provides a role that addresses the challenges of data privacy. The intersection of business 

and legal defines the skill set of the role. Business knowledge is required to provide an 

understanding of privacy concerns based on existing relations with a company's stakeholders, 

for example. Legal capabilities address issues rising from privacy laws or individual contracts. 

Data owner and data officer are also coordinated by the BDA manager. 

4.2.3 Roles and responsibilities 

Roles including their required skills and main responsibilities provide the blueprint for setting 

up the project team. For this team to successfully run the BDA project, clear guidance by the 

process is required in order to avoid neglected or uncoordinated tasks (Saltz 2015, p. 2067). The 

mapping of roles and tasks is called workflow model and can be organized by process steps 

within a BDA project (Tuovinen 2014, pp. 88–101). The presented methodology implicitly 
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integrates the workflow model in the process description such that each role is described for 

each task. Table 12 summarizes the workflow model across all roles and aggregated to step level. 

 

Table 12 - Workflow summary by process steps 

The overview underlines the key roles of business user and data scientist as they provide 

comprehensive skills as well as knowledge in the key skill areas of business, big data, and 

analytics, respectively. As will become clear in the discussion of individual steps, their 

responsibilities in the presented methodology are clearly linked to their skill base. The BDA 

manager does not only hold the overall project responsibility but also answers for each single 

step in order to coordinate all other roles. Involvement of the remaining roles depends on 

specific needs of a step. For example, project sponsor involvement is required to formulate 

business objectives and to select use cases during business understanding as well as during 

business evaluation to assess final results after modeling. The workflow summary furthermore 

provides guidance for the assignment of team roles. The initial team setup comprises BDA 

manager, project sponsor, business user, and data scientist. The other team roles can be assigned 

in accordance with the workflow. This allows to consider specific features that are defined in 

the course of the project. Specification of selected data sources facilitates the assignment of an 

appropriate database administrator, for example. Furthermore, it is important to note that a 

team role can comprise multiple team members and vice versa.  

4.2.4 External roles 

A BDA project does not necessarily need to be conducted with only internal resources. 

Outsourcing part of the work or even an entire project is an option depending on the existing 

resources and the type of project, whereby a potential outsourcing scope can be defined by 

eligible tasks (Martins et al. 2016b, pp. 508–509). Wierse, Riedel (2017, pp. 236–240) provide 

some guidelines for partial and full outsourcing. The function of outsourcing regarding the 

presented methodology is represented by the definition of external roles that are not covered 

by the company itself. Data scientist, data engineer, and database administrator are typical 

candidates for outsourcing. As the methodology clearly defines each role and its responsibilities, 

it allows to fill in these roles with external human resources. Furthermore, the introduction of 
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the BDA manager further enables a team setup including external roles. The BDA manager 

remains the leading role in order to coordinate interactions across organizational boundaries 

and the role itself can be provided by an external source, for example, by a specialized 

consultant. Is this the case in conjunction with outsourcing of BDA related work to a specialized 

provider, three parties are involved in the project. As this results in two organizational interfaces 

from the BDA manager perspective, the project team setup can be extended with additional 

assistant project managers covering for straightforward project management in each respective 

organization. In the given case, potential candidates for these roles are a lead business user for 

the company and a lead data scientist for the external BDA provider, because both roles are 

involved throughout the entire workflow of the methodology. 
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4.3 Business understanding 

4.3.1 Step overview: Determine, define & select 

In this first step, the foundation for all subsequent steps is laid out. Business understanding 

produces a project plan coordinating all subsequent tasks, it provides the scope of potentially 

relevant data as well as applicable models (e.g., predictive analytics based on time series data), 

and it sets the framework for model evaluation (Sharma et al. 2012, p. 11338). Business 

understanding therefore is a key step in developing a BDA application, however, "business 

requirements analysis is often neglected" (Priebe, Markus 2015, p. 2056).  

In general, there are two different approaches to determine objectives of analytics initiatives. 

Singh et al. (2011) describe the use of domain knowledge and data-driven approaches as the 

basic options. In the latter case, they differentiate between the mapping of existing data with 

modeling techniques that is still lead by some influence of domain knowledge and the pure 

search for interesting patterns in data (Singh et al. 2011, pp. 280–281). Both data-driven 

approaches are based on explorative data analysis, that should be part of the data understanding 

step while an underlying business objective needs to be defined beforehand (Lanquillon, Mallow 

2015a, p. 75). In other words, there is a need for a methodical approach on where to apply big 

data replacing " […] the far more open ended question of trying to find 'value in the data' […]" 

(Saltz 2015, p. 2067). Vanauer et al. (2015, p. 910) furthermore state that data-driven approaches 

rather aim for the development of new business models and therefore differ from solving a 

given issue of the company. The volatile business environment potentially poses different issues 

and it is the major aim of business understanding to determine whether such challenges exist as 

well as to determine all relevant details in order to develop a solution based on big data analytics.  

 

Figure 35 - Business understanding step [based on Heldmann et al. (2017)] 

The major outcome of the business understanding step is scoping of BDA applications. In doing 

so, the focus should lie on known business issues that can be formulated as specific use cases 

and the required capabilities for each use case need to be considered (Cato et al. 2015, p. 137). 

Ideation of BDA applications and their assessment are the key tasks for this use case-based 

approach (Vanauer et al. 2015, p. 908). As inadequate business context is a key driver of big data 
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project failure (Kelly, Kaskade 2013) and BDA utilization is meant to improve handling of the 

volatile business environment, the concept of agility serves as framework for the initial step. 

The first task is to determine business objectives based on domain knowledge with the help of the 

agility framework. It results in a common understanding of the business problem areas and 

strategic guidelines for the subsequent tasks. These guidelines serve as the business objectives 

and business success criteria that BDA applications must submit to. The methodology therefore 

represents a substantiation of the initial task of CRISP-DM in the context of big data analytics 

for volatile times (Chapman et al. 2000, pp. 35–37). Define and select use cases cover the assessment 

of the situation and establishment of analytics goals in the form of individual use cases which 

then result in a project plan to develop BDA applications (Chapman et al. 2000, pp. 37–42). 

Figure 35 summarizes the overall design of the business understanding step that is based on the 

work of Heldmann et al. (2017).  

4.3.2 Determine business objectives  

 Big data analytics in the agility framework 

In general, two different ways exist how big data analytics creates value for a company. Strategic 

value benefits from faster as well as proactive decision-making and, on the other hand, 

operational value comes from increased efficiency, for example, due to optimized processes 

(Omri 2015, p. 104). Improved profitability can serve as simple framework for industrial 

companies that seek internal optimization of manufacturing processes (Heldmann et al. 2017, 

pp. 83–84). Isson, Harriott (2013, 41–42) discuss other operational business issues that can be 

addressed by big data analytics such as increase of customer retention or employee productivity.  

 

Figure 36 - Strategic and operational value of big data analytics                                                     

[based on (Heldmann et al. 2017, p. 80)] 

Volatile 
business 
environment

OperationsIndustrial company

Application of big data analytics

External monitoring Internal optimization

Operational value
Production system, sales and marketing, …

Strategic value
Markets, supply chains, technology, …

Prices

Demand

…

Production volume

Employee productivity

…
Faster and proactive 

decision-making

Increased 
efficiency



BUSINESS UNDERSTANDING 

     107 

The focus of the presented methodology lies on the strategic value of big data analytics against 

the background of a volatile business environment, for example, in the form of volatile demand 

or market prices, which is illustrated by Figure 36. 

"Formulation of business objectives is the first step in any […]" (Sharma, Osei-Bryson 2015a, 

p. 56) project and problem formulation methods exist that "[…] provide some structure towards 

formulating business problems in the ill-structured decision context of […]" (Li et al. 2016b, 

p. 4) big data anaytics. Sharma, Osei-Bryson (2015a) introduce a novel comprehensive method 

to formulate business objectives as part of their IKDDM proces and Li et al. (2016a, pp. 1251–

1253) extend their KDDA process with a similar method in the context of environmental risk 

management. Both methods are built upon specific techniques, expecially value-focused 

thinking (Keeney 1992) and goal question metrics (Basili, Weiss 1984), that are not specifically 

designed for objective formulation in the given context of BDA utilization for the volatile world. 

As a consequence, a new method based on the agility concept is proposed here. It starts with 

the clarification of BDA use for agility which has two dimensions. On the one hand, the 

company needs to acknowledge the challenge of a volatile business environment and that 

striving for increased agiliy is aligned with the overall strategy. On the other hand, the company 

also needs to endorse big data analytics as valid approach for a better understanding of the 

volatile world.  

The corporate agility system, as presented in Section 2.1, comprehensively describes how 

companies cope with the volatile business environment. It is not necessary that a company 

strives to strictly implement this holistic system as it still can serve as a descriptive framework 

that generally describes how companies cope with such an environment. Furthermore, the idea 

of big data analytics can be integrated into this framework and therefore bridges the gap between 

arising challenges and potential BDA applications. It has been shown that monitoring of the 

external business environment is a key building block of this concept. In order to integrate big 

data into the concept, the monitoring function can be extended. Heldmann et al. (2015) discuss 

that monitoring of the business environment has become increasingly difficult due to the variety 

of potential volatilities and their underlying drivers. As a consequence, it is more difficult to 

monitor volatility-driven changes, however, this challenge can be adressed by a BDA approach 

to monitoring (Heldmann et al. 2015, pp. 37–38). According to Heldmann (2017), the basic idea 

behind BDA utilization is two-fold: firstly, utilizing big data extends the available information 

base compared to small data (data view), and secondly application of analytics allows to gain 

valuable insights from this base (analytics view). The data view rests on the 4V definition of big 

data. Increasing volume and velocity of data input allows for in-depth information due to a 

higher level of granularity of information. Furthermore, variety and veracity of information 

create a broader information base as more data types from different sources are considered 

(Heldmann 2017, pp. 182–185). Table 13 provides an example for each element of the 

information base with regard to a better understanding of volatile sales behavior. 
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Element Example 

Volume In order to gain a better understanding of sales behavior, a company can look into 

order backlog data of individual customers instead of typically aggregated oder 

data for business segments or regions. This allows to identify order behavior of 

individual customers that might serve as early warning indicators, for example. 

Velocity The most extreme example of velocity would be real-time analytics of changes in 

orders. While this has limited practical relevance for industrial companies, an 

increased frequency of analyzing order data is already an improvement. Order 

backlog data is often only used on a semi-annual or even annual basis within a 

budgeting process to create sales outlooks. Continuous utilization of this data, for 

example, on a monthly basis, can enable faster decision-making. 

Variety The previous two examples illustrate how volume and velocity increase the depth 

of the information base even for data traditionally used in industrial companies. 

However, big data analytics enables to bring various data sources together. A 

company seeking to better understand sales dynamics could include market 

information in the form of industry news from the web. This unstructured data most 

likely includes different information than structured order data and thus increases 

the width of the information base. 

Veracity The use of web-based information also serves as example for veracity. In contrast 

to internal order data, this kind of data potentially comes with issues of credibility. 

However, advanced analytics techniques still enable the use of such information 

today. 

Table 13 - Example for increased information base [based on (Heldmann 2017, pp. 183–184)] 

As discussed in Section 2.3, utilization of big data requires analytics in the form of models. The 

analytics view as proposed by Heldmann (2017) provides a generalized description of this 

aspect, and builds upon the idea of correlation-based analytics. Correlation needs to be seen in 

a broader sense here and describes the use of big data analytics in order to find valuable patterns 

or insights which is in principle contrary to causality (Mayer-Schönberger, Cukier 2013, pp. 50–

72). Causality requires to explicitly model relationships and is therefore limited by a priori 

knowledge as well as underlying complexity of the observed dynamics, while correlations can 

also uncover unknown relations and are not generally restricted by system complexity 

(Heldmann 2017, pp. 183–185). The major advantage of the latter is the ability to describe 

complex dynamics with the help of big data instead of small data input. However, it is also part 

of the analytics view that models have a black box character to a lesser or greater extent, which 

poses a challenge for acceptance in practical applications (Biesdorf et al. 2013, p. 9). It is 

therefore addressed during business evaluation of this methodology (compare Section 4.7). Figure 

37 illustrates the correlation-based analytics view in contrast to a traditional causality approach. 
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Figure 37 - Analytics view versus causality approach [based on (Heldmann 2017, p. 183)] 

 

 

 

Figure 38 – Advanced corporate agility system [based on (Heldmann 2017, pp. 163–185)] 
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The data and analytics views allow to expand the corporate agility system as depicted in Figure 

38. It serves as framework for the initiation workshop with the project sponsor and optionally 

business users. The workshop is led by the BDA manager who utilizes the framework to clarify 

the notion of agility and the role of big data analytics as part of the solution. Alignment between 

the agility framework and the company strategy can be further substantiated by appraisal of the 

mission statement. Isson, Harriott (2013, p. 42) state that "[u]nderstanding and validating 

business challenge priority within your organization and aligning with your business’s mission 

will allow you to focus your analytics expertise on the most critical challenges […]". The mission 

statement summarizes a company's value proposition or business model and serves as guidance 

for strategy formulation (Isson, Harriott 2013, pp. 36–37). With positive alignment and 

endorsement of BDA solutions by the project sponsor, determination of business objectives is 

substantiated by assessment of the business environment. 

 Volatile business environment and strategic guidelines 

In order to focus on the most critical challenges within the agility framework, it is necessary to 

determine effects of the volatile business environment on the company. Kremsmayr (2017) 

introduces a six-step method that enables determination of key volatilities in a structured way. 

In the first step, a list of potential volatilities as complete as possible is compiled whereby 

identification of volatilities rests on three different views. The macro view scans the business 

environment with regard to economics, technology, politics as well as law, ecology, and social 

issues. The micro view assesses the situation within the industry based on a conventional market 

and competitive analysis. Potential volatilities at the operational level are identified by 

discussions with employees across different functions. This internal view is less relevant in the 

given methodology due to the focus on external volatilities and strategic value of big data 

analytics. The second step is to estimate the probability of occurrence for each identified volatility. 

A qualitative estimate is sufficient here, for example, ranging from very rare to highly probable. The 

third step assesses the company's responsiveness to identified volatilities. In order to evaluate 

responsiveness, the entire reaction process including identification of a necessity of acting, 

decision-making regarding specific reactions represented by agility levers in the corporate agility 

system, and their implementation. It is important to note that the speed of responsiveness is 

not the only criteria but effectiveness of agility levers also play a role here. Closely related is the 

impact assessment of the fourth step. Ideally, the financial impact is calculated to describe the 

effects of volatilities and associated reactions. This financial impact is translated into qualitative 

categories depending on the company situation which then enables to derive the need for action 

in the fifth step. Figure 39 provides an example how probability of occurrence and financial 

impact lead to different levels of need for action. In the sixth step, the most relevant volatilities 

are selected based on the prior assessments (Kremsmayr 2017, pp. 63–74).  
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Figure 39 - Determination of need for action [based on (Kremsmayr 2017, p. 72)] 

The presented six-step method represents a comprehensible way to determine most relevant 

volatilities. However, it also constitutes a significant effort that requires to involve experts for 

the various assessments whereby some expertise might lie outside of the project team. Dutta, 

Bose (2015, p. 294) state that "[d]irections from senior management, inputs from various 

business units who are stakeholders of the project help in understanding the scope of the [BDA] 

problem". That is to say that project sponsor and business user play an important role in 

identifying most relevant volatilities in the business environment. Senior managers typically have 

a good understanding of essential issues for their company. The initiation workshop can 

therefore serve as an alternative to the six-step method at minimal burden. Once a list of relevant 

volatilities is determined in the workshop they can be subsequently verified with business users 

related to them. In case this practical approach is not successful, the six-step method can still 

be employed. The list of most relevant volatilities serves as basis for formulating strategic 

guidelines, which "[…] are primarily identified to scope the search for use cases" (Vanauer et al. 

2015, p. 911).  

4.3.3 Define and select use cases 

Once business objectives in form of strategic guidelines are formulated, the development of use 

cases for BDA utilization follows. The business objectives hereby act as guidelines for the 

following discussions. Main roles are again the BDA manager and business user as they define 

and assess use cases as well as prepare the project plan after selection of uses cases in alignment 

with the project sponsor. In addition, a data scientist supports the discussions in order to 

provide detailed knowledge on big data and analytics. This is crucial as development of use cases 

requires knowledge of BDA applications in business including " […] what realistic expectations 

are from the various approaches […]" (Shahapurkar 2016, pp. 40–41). 

 

Probability of 
occurence

Financial impact Need for actionx =

5 – highly probable

4 –probable

3 –moderate

2 –rare

1 –very rare

5 – very high

4 –high

3 –moderate

2 –low

1 –very low

21-25 – very high

16-20 – high

11-15 – moderate

6-10 – low

1-5 – very low
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 Idea generation 

The identification of use cases is based on a structured workshop format that covers three 

different dimensions: company experience, best practices, and big data tools. The workshop is 

led by the BDA manager who prepares the discussion and consolidates results. An exemplary 

workshop agenda based on two and a half hours length of time is shown in Table 14. 

Agenda topic Duration 

Introduction 20 mins 

Idea generation 

• Experience 

• Best practices 

• Big data tools 

90 mins 

(approx. 30 mins per dimension) 

Processing of idea generation results 

(grouping, aggregation, information collection) 

30 mins 

Wrap-up & next steps 10 mins 

Table 14 - Use case identification workshop (exemplary agenda) 

During the introduction, the BDA manager recaps the established business context and strategic 

guidelines as defined previously. It ensures that the project team has the same understanding of 

the guidelines before identifying specific use cases. Identification of use cases can be supported 

by creativity techniques that are tailored to the roles involved in the process (Vanauer et al. 2015, 

p. 912). In particular, brainstorming is a technique in order to identify ideas for "[…] where and 

how to leverage big data […]" (Schmarzo 2013, p. 134). Brainstorming is an established 

technique that can also be used by inexperienced groups (McFadzean 1998, p. 137). Despite 

existing flaws of brainstorming, it is widely used in business practice because it allows idea 

generation in a group of different experts and as a democratic method it creates buy-in among 

participants (Chamorro-Premuzic 2015). Wilson (2013, pp. 1–41) provides general explanations 

on the procedure and rules as well as practical advice on performing brainstorming that go 

beyond the scope of this work. The use of focused brainstorming, which requires strict focus 

on predefined goals and uses deliberate constraints on the idea generation process, is proposed 

as specific techniques for diverse teams in business practice (Ulwick 2005, pp. 143–147). The 

following describes the idea generation process to identify use cases based on a tailored 

technique of focused brainstorming. 
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Table 15 - Company experience dimension of idea generation 

Most important part of the idea generation is the discussion on company experience. It examines 

four different points of view in order to collect business user insight on potential use cases. The 

first viewpoint directly addresses issues that are present within the company and therefore builds 

on needs for action already known by business users. Another important point of view in 

identification of use cases are business processes (Vanauer et al. 2015, p. 912). Furthermore, the 

discussion takes a closer look at BDA applications of competitors. Benchmarking the company 

against competitors is a common way to learn from competition (Ulrich, Lake 1991, p. 90). This 

viewpoint is to some extent opportunistic, as competitors typically seek to keep their own 

learnings proprietary (Hemmatfar et al. 2010, p. 164). Finally, volatility events in the business 

environment that posed challenges to the company in the past are considered. This view can 

build on results from the six-step method if employed before but focuses on specific examples 

observed by the business user. The four views provide guidance to the idea generation 

discussion and each view is focused on the predefined business objectives. The discussion is 

furthermore supported by guiding questions for each point of view. Table 15 provides a 

summary of the company experience dimension including guiding questions to be used by the 

BDA manager. 

Viewpoint Description Guiding questions 

Issues Specific issues the 

company suffers from 

with regard to identified 

business objectives 

• Where do you see issues that might benefit 

from BDA utilization and how? 

• Where do you have limited understanding 

of changes in the business environment? 

Business 

processes 

Business processes that 

relate to identified 

business objectives 

• Which business processes are affected by 

identified business objectives? 

• What are important internal and external 

data sources related to these processes? 

• Are there untapped data sources that are 

potentially valuable to improve the 

process? 
Competitors Capabilities that provide 

a competitive edge with 

regard to identified 

business objectives 

• Which BDA use cases of competitors do 

you know? 

• What data sources are used by 

competitors? 

Volatility 

events 

Specific changes in the 

business environment 

that affected the 

company in the areas of 

identified business 

objectives 

• What changes in the business environment 

strongly affected the company's business 

in the past? 

• Where is the complexity of business 

environment so intense such that current 

approaches failed to provide understanding 

of past changes? 
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The second dimension of the idea generation is guided by best practices that can be observed 

across industries. "The purpose […] is to understand how similar problems have been addressed 

by other companies […]" (Dutta, Bose 2015, p. 295), whereby similar problems relate to the 

identified business objectives again. This part of the structured workshop requires preparation 

of relevant best practices by the BDA manager and mainly builds upon available information in 

academic and practitioner literature. Each best practice is briefly described in order to facilitate 

a discussion about potential transfer to the company. The third dimension builds upon big data 

tools that are readily available for use. Big data tools represent analytics tools capable of big data 

input that are generally applicable, that is to say they are not specific to an application such as 

sales forecasting. On the one hand, these can be big data tools already deployed in the company. 

On the other hand, also externally available big data tools are considered in case the project 

includes external providers. Each big data tool is described with regard to its functionality in a 

way that is easy to understand by business users. The data scientist plays a central role in this 

discussion by evaluating potential use cases built on the big data tools identified. 

Identification of use cases concludes with grouping and aggregation of generated ideas 

(Schmarzo 2013, pp. 136–137) in order to describe distinct use cases by title and short 

description. The processing of idea generation results also includes the collection of further 

information revealed during the focused brainstorming, in particular, data input and big data 

tools identified for a specific use case. The resulting long list of use cases provides the basis for 

subsequent assessment. 

 Prioritization 

Assessment of the use case long list aims to generate a short list of most valuable use cases from 

business user perspective. This prioritization task can be seen as project portfolio selection, 

which is widely applied for activities including developing of new products, launching new 

production processes as well as implementing new information systems (Archer, Ghasemzadeh 

1999, p. 207). The long list of identified use cases can be seen as new information systems that 

need to be selected for potential implementation. Archer, Ghasemzadeh (1999) provide an 

overview of approaches for ranking different options. Ad hoc approaches eliminate options that 

do not meet minimum requirements or use an iterative process based on multiple interactions 

with business users and project sponsor in order to identify the best option. Comparative 

approaches assess each option regarding their contribution to different criteria in comparison to 

the other options. As these criteria are weighted, the approach results in a ranking list. Scoring 

models determine an overall measure for each option by aggregating scores of multiple criterions. 

Optimization models aim to identify the option with the best benefit, for example, in form of the 

maximum net present value. Portfolio matrices assess options along two dimensions and use 

graphical representation to aid selection (Archer, Ghasemzadeh 1999, p. 210).  

It is difficult to define specific minimum requirements for BDA use cases and project sponsors 

are typically top managers such that an iterative process is costly. Ad hoc approaches therefore 



BUSINESS UNDERSTANDING 

     115 

are not the preferred choice in the same manner as comparative approaches due to their high 

level of effort for comparing multiple options (Archer, Ghasemzadeh 1999, p. 210). 

Prioritization approaches for use cases are often based on quantitative assessments, for example 

in the form of scoring models or optimization models in form of financial evaluations such as 

discounted cash flow models (Williams 2016, pp. 91–95).  Despite being conceptually simple 

and transparent, scoring models are time-consuming and scoring can be arbitrary (Milosevic 

2003, pp. 30–31). This becomes clear when considering the issues of constructing a scoring 

model: definition of scoring criteria, relative importance of criteria, and quantitative 

measurement (Martinelli, Milosevic 2016, p. 35). The major drawback of optimization models 

is the need for extensive forward-looking data (Milosevic 2003, p. 45) that is typically not readily 

available at initiation of a BDA use case. As a consequence, the proposed technique is based on 

the idea of using two major assessment dimensions with qualitative assessment criteria as 

proposed by the portfolio matrix approach (Archer, Ghasemzadeh 1996, pp. 17–23). Its 

dimensions cover business impact and feasibility of implementation as well as adopts a 

workshop format for prioritization as proposed by Schmarzo (2013, pp. 138–139).  

 

Table 16 - Use case assessment template 

In order to determine business impact, a target state is formulated for each use case covering 

the following dimensions: specific business issue addressed, required analytics output as well as 

functionality and user interface requirements of an operative tool. The target state substantiates 

the use case idea into a specific outcome and therefore supports the qualitative assessment of 

business impact in categories low, medium, and high. Target state and business impact together 

describe the relevance of the use case and business users of the use case prepare required 

information. Feasibility assessment takes data and analytics into account (Schmarzo 2013, 

pp. 140–143) which both build upon findings from the previous brainstorming. Responsibility 

for preparing the overview of applicable analytics models lies with the data scientist and 

potential data input is jointly prepared with business users. The goal here is not to fully specify 

data sources and analytics but rather to get a better understanding of availability of these two 

major resources. The BDA manager aggregates information in the assessment template and can 

Target state
Business 

impact
Data Analytics

Assessment 

(optional)

required 

information
short descrip-

tion

issue 

addressed, 

analytics 

output, 

functionality 

and user 

interface of 

operative 

tool

high, 

medium,

low

relevant

data

input

applicable 

analytics 

models

high, 

medium,

low

relative 

ranking

responsible 

roles

BDA

manager

Business 

user

Business 

user

Business 

user, data 

scientist

Data 

scientist

Data 

scientist

Project team 

(workshop)

RankUse case

Relevance Feasibility
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also propose further input on each dimension. Table 16 shows the assessment template 

including required information and responsibilities. 

Based on the information collected on relevance and feasibility, use cases are ranked in order to 

define the ones to be considered for implementation (Shahapurkar 2016, p. 41). The ranking is 

compiled in a workshop with the entire project team under the guidance of the BDA manager. 

The purpose of the ranking is to jointly agree on a short list of use cases for final selection by 

the project sponsor. The workshop provides an interdisciplinary discourse to ensure all 

dimensions are considered in the prioritization effort. Optionally, using a graphical 

representation of the portfolio matrix can provide further support. This requires an additional 

step for translating the feasibility dimension into a categorical assessment, in exchange for an 

information representation conducive for decision-making workshops (Archer, Ghasemzadeh 

1996, p. 17). Another advantage is that use cases can be represented as groups of business 

objectives which they address. The coverage of business objectives is an additional information 

not covered by plain ranking. It allows to consider different objectives when compiling the short 

list. Figure 40 provides a conceptual example of a portfolio matrix for BDA use cases.  

 

Figure 40 - Portfolio matrix for BDA use cases 

 Decision preparation and use case selection 

The short list of use cases needs to be prepared for final selection. While relevance and feasibility 

information from prior assessment provide a solid foundation, additional information is 

required for decision making by the project sponsor. Furthermore, information needs to be 

presented at an adequate level of detail. The BDA manager therefore compiles a decision 

Relevance

high

medium

low

low medium high

Feasibility

Business objective A

Business objective B

Business objective C

Use case 1

Use case 3

Use case 2

Use case 4 Use case 5
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template, shown in Table 17, which allows for a side-by-side comparison across shortlisted use 

cases. 

Each use case description starts with an allocation to the underlying business objective and then 

further specifies the business issue or improvement potential addressed. Objective & scope 

furthermore describe the BDA approach in form of the analytics outcome from a business 

perspective. It therefore neglects technical details and puts focus on the analytics outcome in 

relation to the underlying business issue. Moreover, limitations to the scope, such as business 

segments or customer groups, are provided. The project approach describes whether the project 

builds on existing big data tools. It also clarifies whether the use case can be developed by an 

internal team or requires external partners. This is relevant as the use case potentially involves 

sensitive information such that selecting trustful partners is decision-relevant. The approach can 

be divided into different phases, for example, feasibility study, prototyping, and deployment. 

Deliverables describe the project outcome from the perspective of the project sponsor. In the 

case of different project phases, deliverables for each phase need to be defined. For example, 

proof of concept, working prototype, and operative tool with regard to previous mentioned 

phases. 

 Use case 1 Use case n 

Objective & scope • Business objective 

• Specific issue addressed 

• Big data analytics from business perspective 

• Scope limitations 

… 

Project approach • Use of existing big data tools 

• Use of external partners 

• Project phases 

… 

Deliverables • Final outcome of project 

• Intermediate outcomes (if applicable) 

… 

Project setup • Internal roles with active participation 

• Internal roles with passive participation 

• External roles 

• Effort estimate for active roles 

… 

Project budget • Estimate of project budget … 

Consideration of bundling 

Comments • Information from use case assessment 

• Other decision-relevant information 

… 

Table 17 - Use case decision template 
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Project setup provides an overview of internal and external roles involved in the project. It is based 

on project team roles as defined in Section 4.2. Internal roles are divided into active and passive 

roles. While the former are involved in the project on an ongoing basis, the latter are only 

selectively required. An effort estimate for active roles indicates the workload on the 

organization posed by the project. The estimate of the financial project budget needs to cover all 

costs to conduct the project. Major cost items are required foundations, primarily technology in 

form of IT and software, as well as costs for external partners. In case of use of external partners 

including their foundations, their project offer defines the required budget. Use case bundling 

needs to be considered with regard to the project budget. Bundling represents the joint 

development of different use cases in a single project. The basic idea is to select use cases with 

similar characteristics in order to address multiple use cases at a lower total project budget. The 

following criteria provide a guideline for assessing similarity of use cases: 

1) Data: Use cases build on similar types of data. In an ideal case, the data scope is the same 

or one use case utilizes a sub-group of data of the other. 

2) Project setup: Use cases only slightly differ in required roles. They should ideally use the 

same active internal and external roles, if applicable. A common business objective of 

bundled use cases is a good measure here. In particular, the active role of business users 

is typically defined by the business objective. 

3) Analytics: Use cases ideally only require different analytics models in case standard 

models can be applied. Joint use of existing big data tools is preferable. 

The guideline provides criteria in descending order of importance. Data understanding and 

preparation typically account for the major share of analytics projects, up to more than 80% 

(Cios et al. 2007, p. 19), such that data congruence is the key criteria. It also has been shown 

that the team setup is crucial for project success and therefore the defined roles need to remain 

a good fit for the project. Assessing analytics provides a control criterion avoiding bundling of 

use cases where modeling represents a major share of the project. This is important as projects 

with similar effort for data and analytics work can be observed in practice as well (Hirji 2001, 

p. 92). The decision template provides all necessary information to decide about bundling of 

use cases. 

Comments provide additional information for each use case. This can include selected 

information from use case assessment, for example, the overall ranking of the case. Other 

decision relevant information might point towards substantial changes regarding the presented 

use case descriptions. For instance, future availability of a new big data tool could indicate 

deferral of implementing affected use cases. After decision preparation concludes with the final 

decision template, use cases for development are selected. All roles involved in the preparation 

take part in the decision meeting with the project sponsor in order to answer detailed questions 

in their area of expertise. The final outcome is the decision about which use cases are developed. 

Information compiled in the decision template serves as basis for the project plan required for 
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each use case selected for development. Most important part next to the project team setup is 

a "[…] project roadmap with milestones and timelines" (Dutta, Bose 2015, p. 294). The project 

roadmap reflects the steps as well as tasks of the presented methodology, and includes 

identification of critical steps, decision points and review points (Chapman et al. 2000, pp. 41–

42). 
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4.4 Big data sources 

4.4.1 Step overview: Identify, assess & select 

A fundamental idea behind the presented methodology is that "[…] organizations should start 

with a business problem first and then let the business problem lead to the right data" (Franks 

2014, p. 35). Against the background of the big data hype, many organizations focus on 

collecting data instead of putting data to directed use (Franks 2014, p. 36). Shi‐Nash, Hardoon 

(2017) caution companies to start big data analytics from existing data and solutions, but instead 

start with a specific objective. Moreover, companies need to find the right data, and if some 

data is not accessible or existent it is irrelevant as the objective drives the process (Shi‐Nash, 

Hardoon 2017, pp. 339–340). Ohlhorst (2013, pp. 38–39) also proposes to use the objective of 

BDA utilization as starting point to find data and points out that external data sources are more 

difficult to identify. That is a reason for preferred selection of easily available data although 

relevance of data is more important than its availability (Rajpurohit 2013, p. 30). Based on the 

underlying business problem, useful data input can be formulated but usefulness of data varies 

by the type of problem as well as the underlying industry (Berry, Linoff 2004, pp. 60–61). Many 

analytics process models do not address the issue of data sources (Alnoukari 2012, pp. 187–

188) and only 40% of managers report they have all required data according to a 2014 survey 

(Ransbotham et al. 2015, p. 64). As a consequence, there is a clear opportunity in providing 

support to find data (Fisher et al. 2012, p. 54). The challenges regarding data sources can be 

summarized by the following two questions (Phillips-Wren et al. 2015, p. 24): 

"How should relevant data sources […] for a given problem be identified before retrieval? What metrics should 

be used to identify relevant data sources for a problem?"  

In order to address these challenges, the methodology dedicates one entire step to data sources 

as basis for big data input. Figure 41 provides an overview of the proposed data sources funnel. 

Input from the work on use case definitions during business understanding and a structured 

query for data sources result in a list of potential data sources. This input is gradually reduced 

into a short list based on filtering and pre-assessment. At last, a final assessment leads to the 

selected data sources as basis for big data input of the use case. 
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Figure 41 - Data sources funnel 

4.4.2 Identify potential data sources 

There exist three different types of data sources according to Pyle (2003). External data covers a 

broad range from meteorological data over financial markets to census information. Existing 

internal data is generated by the company and was collected for various business purposes. 

Purpose-developed data is specifically generated for the use in an analytics model and therefore is 

not directly available (Pyle 2003, pp. 221–225). As a consequence, the identification of data 

sources is limited to external and existing internal data. 

Potential data input is already discussed during definition and assessment of use cases and 

hereby identified sources are fed into the list of potential data sources. However, a data query is 

used in order to assure deliberate identification of data sources. Due to the large variety of data 

sources (Davenport et al. 2012), this is essential in the case of big data. Approaches to data 

source identification are often limited to arbitrary lists of potential big data that is described in 

terms of data types but not sources (Elgendy, Elragal 2016, p. 1073; Berry, Linoff 2004, pp. 60–

61). Missing to identify relevant data at the beginning of a BDA project can lead to inferior 

outcomes (Saltz, Shamshurin 2015, p. 2102) which underlines the need for a structured 

approach to identify data sources. Finding sources within a company is challenging, for instance, 

due to lack of documentation, such that it requires more than a single person to provide 

transparency (Berry, Linoff 2004, p. 62). The basic idea of the data query is to take three different 

perspectives in order to search for potential sources.  

Data sources funnel
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Data query1

Data query1

a. Systems view: Inquiry of existing 
data systems

b. Interface view: Interviews with 
organizational units related to 
the volatile business 
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c. Expert view: Interviews with 
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of the use case domain
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▪ Double 
entries
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▪ Splitting
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1. Accessibility

2. Analyzability

3. Historic reach

4. Update 
frequency

5. Costs
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1. Scoring based on 
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optimization 
based on effort 
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4. Pre-analysis
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 Systems view 

The existing data sources of a company typically evolved historically and are characterized by 

isolated solutions which results in "[…] a lack of understanding what data exists and where it 

comes from" (Priebe, Markus 2015, p. 2056). The systems view seeks to provide transparency 

about the existing data landscape within the company. Therefore, a list of all existing systems 

that hold internal data is compiled and documentation that describes the content of the data 

system is collected where possible. Documentation allows to build an understanding of the data 

content of identified systems which is required to decide whether a system should be considered 

as data source for the project. Although each company has its individual data landscape, the 

following list provides a brief overview of typical systems: 

• Enterprise Resource Planning (ERP) systems (Elragal 2014) 

• Supply Chain Management (SCM) systems (Sun et al. 2015) 

• Customer Relationship Management (CRM) systems (Sun et al. 2015) 

• Supplier Relationship Management (SRM) systems 

• Knowledge Management (KM) systems (Sun et al. 2015) 

• Business Intelligence (BI) systems (Marin-Ortega et al. 2014) 

• Communication systems (e.g., email) 

• File sharing systems (e.g., Microsoft SharePoint) 

Due to the individual character of the data landscape, support by the business user is required, 

especially in case of an external BDA manager. Furthermore, the creation of the systems view 

should be supported by organizational units familiar with the existing systems. Controlling, IT 

and finance departments are examples for typical system experts. There exist more internal data 

sources beyond the major systems. Data can be hidden in informal systems such as data 

collections on local hard drives or in small systems that are only known by specific users. For 

example, a member of the sales department might collect reports on customer visits and stores 

them on her computer. It is consequently not sufficient to focus on major systems when 

searching for potential data sources. Moreover, mainly driven by the increasing web access 

(Fraser 2017, pp. 356–357), external data is a valuable addition (Gentsch, Kulpa 2016, p. 36) for 

BDA applications. The following two views therefore focus on internal and external sources. 
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 Interface view 

The ultimate goal of BDA applications is to provide a better understanding of the volatile 

business environment. The second view thus puts focus on company interfaces with the volatile 

world. This outward oriented view also reflects the importance of external data sources. 

Interface view uses interviews with organizational units that are directly linked to the outside 

world. Relevant units again are company-specific and the BDA manager with aid of the business 

user needs to identify adequate interview partners. However, the following organizational units 

should provide helpful interview partners in most industrial companies: purchasing, supply 

chain management, sales, and to a lesser extent marketing & communications.  

It is important to give an introduction about the project and its background to interview partners 

because they are not part of the regular project team. A project summary needs to be prepared 

by the BDA manager for this purpose. The summary is based on existing information from the 

business understanding step and should cover the following: 

• Business context (1 page): Agility concept and derived business objectives 

• Use case overview (1 page): Summary of use case definition and selection 

• Use case details (1 page): Details on the use case covered by the current project based 

on decision template information 

• Project plan (1 page): Overview of major steps and timeline 

• Data source funnel (1-2 page): Procedure and motivation of the data source selection 

method  

The discussions are set up in the style of semi-structured interviews and are performed by the 

BDA manager and business user. This form of interviews is focused on a specific topic and uses 

a list of questions in a flexible way that allows the interviewee to share own ideas (Edwards, 

Holland 2013, p. 29). The project summary provides the framework for this semi-structured 

approach and the following lists guiding questions: 

1) What internal data systems do you use? 

2) What data do you get from external business partners (e.g., customer, supplier)? 

3) What data do you get from external providers (e.g., market research provider)? 

4) What data would you like to use for the use case of this project disregarding current 

availability? 
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 Expert view 

The business user is an expert in the domain of the use case by definition. However, not all 

relevant experts are involved in the project such that their ideas on potential data sources are 

not considered during the business understanding step. The expert view of the data query fills 

in this gap and uses the same approach of interviews including project summary introduction 

as in the interface view. The following list summarizes guiding questions to be used in an expert 

view interview: 

1) Who are additional experts for the use case of this project? 

2) What data is currently used in the domain of the use case? 

3) What data would you like to use for the use case of this project disregarding current 

availability? 

The expert view has a second, less formal dimension. The business user is involved in all efforts 

of the different views and his or her participation can therefore be seen as ongoing 

brainstorming for data sources. 

4.4.3 Filter and pre-assessment 

 Filter 

The result of the data query is a list of potential data sources in an informal way. This list needs 

to be transferred into a structured long list of data source options. It is the responsibility of the 

BDA manager to perform this filtering task. The long list should describe each data source along 

multiple dimensions including a description of data content, source type (internal vs. external), 

and data type (structured vs. unstructured) (Marr 2015, p. 100). In addition, information on the 

data source collected during the data query is documented as well. This information serves as 

basis for the subsequent pre-assessment. Designation of data owners is also listed because their 

input is also required for the assessment. During processing of the data query outcome, the 

BDA manager removes double entries and integrates overlapping ideas for data sources into 

clusters. Overlap often occurs when data sources provide the same information. For example, 

different interviews result in the ideas to use revenue data of customer companies from an 

external financial Database A and analyst estimates from a different Database B. In the case of 

Database A including both data, the ideas are represented as one data source in the long list. 

However, filtering can also require to split a data source in case it contains data with strongly 

different characteristics which does not allow to assess the source as a whole. For example, a 

data source can contain structured and unstructured data, and if both are relevant, they are 

treated as individual sources in the long list. 
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 Pre-assessment 

In order to reduce the number of potential data sources the long list is reduced to a short list by 

applying a set of decisive factors. These criteria represent essential requirements and are used 

to eliminate alternatives in an assessment (Heinrich et al. 2014, p. 403). If the requirement of 

any decisive factor is not met, the data source is not considered for final selection. The following 

five factors are considered: 

1) Accessibility: Technical accessibility of data sources must be ensured (Theobald, Föhl 

2015, p. 118), however, is not sufficient. Actual access can also be limited due to entitled 

use of proprietary data sources as well as legal or contractual restrictions to the use of 

the data. 

2) Analyzability: Available analytics capabilities must be sufficient to analyze the data 

provided by each source. This also includes minimum requirements to the structure of 

the data such that they are amenable for analysis (Theobald, Föhl 2015, p. 116). 

3) Historic reach: Analytics commonly use historic data for modeling (Berry, Linoff 2004, 

p. 63) such that each data source must provide sufficient data history. 

4) Update frequency: Velocity is a key characteristic of big data and can be interpreted as " 

[…] frequency of data generation […]" (Russom 2011, p. 7). The nature of analytics in 

the context of the volatile world require constant provision of current data and therefore 

the data source must meet a minimum frequency for updating data. 

5) Costs: Capturing data from data sources comes at a cost (Marr 2015, p. 100). Internal 

sources potentially require specialists to extract data from a system. In addition to 

sourcing costs, licensing costs might incur for external sources. These costs address all 

expenses beyond data capturing efforts covered by the project team. 

Accessibility and analyzability are digital decisive factors. Access to a data source is given or not 

and its data can be utilized for analytics or not. The remaining three factors represent maximum 

or minimum criteria, respectively. The costs of data capturing must not exceed a certain budget 

entitled to data input. Each data source needs to provide a minimum historic reach and update 

frequency. The maximum and minimum levels for these factors need to be specified based on 

the individual use case. In addition to BDA manager and business user, the data scientist is 

required for conducting pre-assessment. Data scientist expertise is required to decide on the 

digital criteria as well as for setting the levels in case of historic reach and update frequency. 
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4.4.4 Final assessment and selection 

 Final assessment 

Final assessment adds crucial information about the data sources of the short list in preparation 

of final selection. Scoring and effort estimation for shortlisted data sources provides such 

additional information. The aim of the scoring is to provide an indication about relative eligibility 

for the project. It uses a scoring model approach where the score of each data source is derived 

from an aggregation of multiple criteria (Archer, Ghasemzadeh 1999, p. 210). All three decisive 

factors with maximum or minimum level serve as criteria. Starting from these levels, ranges are 

defined that correspond with a certain score value. The overall score is calculated as weighted 

sum of these values. The ranges and weights are use case specific and therefore require definition 

by the BDA manager. However, historic reach is typically the most important factor due to its 

relevance for modeling. Similarly, update frequency can be assumed to have a higher weight 

than costs. Figure 42 provides an overview of this data source scoring model. 

 

Figure 42 - Data source scoring model for final assessment 

The project plan defines the available capacity of data scientist, database administrator, and data 

engineer. The final selection of data sources must adhere to this capacity. The data scientist 

therefore needs to estimate the effort for data sourcing, data preparation and modeling. The 

total effort to utilize the final list of data sources must not exceed the given capacity. 
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 Data source selection 

The project team represented by BDA manager, business user, and data scientist establishes the 

final list building upon the additional information from final assessment. While this information 

is helpful and necessary, the ultimate goal is to make a deliberate choice of data sources from a 

business perspective. Selected data sources must represent the most valuable data input for 

business users under present conditions such as effort limitations. The data source selection 

workshop is furthermore guided by the fact that big data analytics benefits from a data input 

mix (Franks 2012, p. 22). Integration of internal and external data is seen as improvement 

potential for various types of analytics (Nisbet et al. 2009, pp. 26–28; Mehanna et al. 2016, 

p. 506). The same applies to combining structured with unstructured data (Henke et al. 2016, 

p. 70; Davenport, Dyche 2013, p. 3). It is often assumed that around 80% of business 

information exists in the form of unstructured data (Grimes 2008). At the same time, surveys 

among companies indicate that they still dominantly use data from internal systems (Bange et 

al. 2015, p. 32; Gronau et al. 2016, p. 477) and that only a minority of companies already utilizes 

unstructured data in the case of predictive analytics (Halper 2014, p. 10). In order to ensure a 

balanced data mix, the portfolio matrix technique is used in the workshop for data source 

selection. The matrix represents both data mix dimensions and thus enables a balanced mix 

(Archer, Ghasemzadeh 1996, p. 17) of data sources. Effort estimations and scores can also be 

integrated in the form of bubble sizes and colors, respectively, to provide further graphical 

guidance. A conceptual version of the data mix matrix is shown in Figure 43. 

 

Figure 43 - Data mix matrix 
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Relevance of the data in a source is another potential factor to consider in the selection. It 

describes whether data is suitable for the desired analytics outcome (Lavrac et al. 2004, p. 21; 

Theobald, Föhl 2015, p. 115). A pre-analysis of the data can therefore provide additional guidance 

for the selection. However, there are various prerequisites in order to perform pre-analysis. Data 

must be available without additional sourcing efforts and should not require extensive data 

preparation. The type of analysis also needs to build on readily available analytics models. As a 

consequence, testing relevance of data is an optional step, especially since external data usually 

does not meet the prerequisites. The big data input step concludes with the final list of data 

sources that provides the basis for big data input. 
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4.5 Data understanding 

4.5.1 Step overview: Select, source & describe 

 Tasks overview 

The overall goal of the data understanding and data preparation steps is to provide processed 

data input for modeling. For that purpose, the initial task is to define the scope of data by selecting 

relevant datasets from the big data sources. These datasets subsequently are prepared for sourcing 

before the actual sourcing task results in a project cluster. The project cluster represents a 'big data 

warehouse' for the use case. It contains all relevant data and also builds the basis for data 

preparation. Description of data including clarification of open questions starts with sourcing 

preparation before data exploration and verification complement the understanding of data. 

The entire step is supported by a novel tool called BDA book which represents a repository of 

information about the data. It is the major outcome of the data understanding step, next to the 

project cluster, because it provides necessary information for subsequent tasks. Dataset 

selection, sourcing preparation, and data sourcing correspond to the data collection and data 

description tasks of CRISP-DM, while the remainder represents a substantiated form of data 

exploration and verification tasks (Chapman et al. 2000, pp. 43–47). Figure 44 provides an overview 

of the data understanding step including an outlook on data preparation. It is important to note 

that the methodology assumes structured data in the form of time series from this point 

onwards. 

 

Figure 44 - Overview data understanding step 
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The proposed methodology operates at different levels of detail regarding 'data'. Identification 

and selection of data sources proceeds on the highest level of the data hierarchy. In order to 
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Figure 45 - Data hierarchy taxonomy 

Each data source comprises multiple datasets that contain different types of information. In the 

case of structured data, information within a dataset is organized in tables (Müller, Lenz 2013, 

p. 78) where each row represents a data point and each column corresponds to an attribute (Han 

et al. 2012, p. 40). The totality of all data points build the dataset and its attributes describe 

different features (Han et al. 2012, p. 40). Within this work, two general types of attributes are 

defined. Dimensions represent nominal attributes which include information in from of "[…] 

some kind of category, code, or state, and so nominal attributes are also referred to as 

categorical" (Han et al. 2012, p. 41). A variable represents a numeric attribute that " […] is a 

measurable quantity, represented in integer or real values" (Han et al. 2012, p. 43). Time series are 

the lowest level of the hierarchy and they are generated from the structured data of a dataset. 

The methods of time series generation and prioritization will be discussed in detail in Section 4.6.  

4.5.2 Dataset selection & sourcing 

 Outline 

In general, there are three types of datasets that require different approaches for dataset selection 

& sourcing. A data source typically contains only one type of dataset. Fixed datasets do not allow 

for major changes prior to sourcing and therefore require little additional sourcing preparation. 

The structure of data can be changed by deleting or adding dimensions and variables for 

customizable datasets. Furthermore, custom subsets can be defined by filtering for certain 
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datasets but does not provide sourcing of entire sets. As a consequence, definition of the 
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be extended by adequate measures. The approach of data selection & sourcing for such sensitive 

datasets is outlined in Figure 46. It also includes an overview of team role responsibilities because 

six out of eight roles are involved across a multitude of tasks and subtasks here. Data selection 

& sourcing for the other two dataset types can be simplified. For example, standard 

customizable datasets do not require involvement of a data officer and fixed datasets 

furthermore do not require to define a detailed sourcing structure. The remainder of this 

subsection describes the case of sensitive datasets.  

 

Figure 46 - Data selection & sourcing for sensitive datasets 
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during the big data sources step can be valuable here as well. The goal of this preparatory work 

is to establish distinct datasets and to describe each of them by its key dimensions and variables. 

During decision preparation, the BDA manager is also responsible to preselect datasets. 

Utilizing the business understanding of the BDA manager is especially important for data 

sources with a large number of datasets. Actual selection of datasets is based on a review of all 

remaining datasets per source based on the dataset selection sheet as shown in Table 18. The 

task for the business user is less a matter of deciding whether a dataset is relevant for the use 

case based on analytical measures, because this will be ultimately assessed during time series 

prioritization. It is more about eliminating datasets that seem not to be relevant from a business 

perspective. 

Data source A 

Dataset Key dimensions Key variables Selection 

Dataset 1 • Dimension 1 

• Dimension 2 

• … 

• Variable 1 

• Variable 2 

• … 

yes/no 

Table 18 - Dataset selection sheet 

In case the selection decision is not obvious for the business user based on the brief information 

provided, the BDA manager should lead the discussion towards focusing on the idea of 

correlation. Drawing insights from data based on correlations is a fundamental BDA concept 

and in particular in the case of predictive analytics (Provost, Fawcett 2013a, pp. 56–57). 

Assuming that the dataset provides correlations, the business user needs to decide whether this 

information should be used or still be disregarded for the use case. In case the business user 

does not believe in the data input of the model, there is no reason to use this data. However, if 

the discussion is inconclusive the dataset should be included - if in doubt, leave it in - because 

datasets will be assessed with regard to correlations more rigorously during data preparation. 

 Sourcing preparation 

With data selection concluded, the scope for data sourcing is finalized. Sourcing preparation 

describes required tasks before data is actually sourced and it begins with description & clarification. 

Description of datasets represents the collection of selected metadata. Metadata, in the sense of 

superordinate information about data, plays a crucial role since the start of information 

processing but is particularly important for large data repositories such as data warehouses 

(Inmon 2005, pp. 102–103). Hofmann, Tierney (2009, p. 67) define24 metadata as information 

                                            

24 The definition is based on the work of Klösgen (2002). 
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"[…] on the semantic, structural, statistical, and physical level in order to support tasks such as 

data validation and imputation, selection and application of [analytics], and interpretation of the 

results". According to Kimball, Caserta (2004), there exist three categories of metadata relevant 

for sourcing (Kimball, Caserta 2004, pp. 380–381): 

1) Business metadata describes data from a business point of view and includes data source 

information, attribute information, business definitions, and tracking of alterations of 

data during the sourcing process. 

2) Technical metadata represents technical aspects, for example, data types. 

3) Process execution data provides statistics about the sourcing process, for example, number 

of rows loaded. 

There is a need to store this information in a metadata repository in order to facilitate navigation 

through the datasets and information sharing in the project team (Pant 2009). Dataset 

descriptions focus on business metadata under the lead of the BDA manager while the database 

administrator is responsible for documenting technical and process execution metadata during 

data sourcing. A repository for business metadata in case of data warehousing is typically called 

data dictionary (Kimball, Caserta 2004, pp. 361–363), however the term is also used for 

repositories restricted to business definitions (Soares 2011, pp. 47–54). Most importantly, the 

concept of a data dictionary is also proposed as supporting tool for big data analytics (Anand et 

al. 2007, pp. 41–45; Lanquillon, Mallow 2015a, p. 78). A new version of a data dictionary is 

introduced for the use within this methodology and that takes into account the presence of a 

BDA manager with business knowledge. As this tool will be extended in subsequent tasks and 

in order to avoid misunderstanding, it is termed BDA book. Preparation of the BDA book is a 

key responsibility of the BDA manager and follows three consecutive stages: 

1) BDA book setup: The BDA manager determines the required structure of the BDA book 

and enters all existing information. This information mainly stems from collected 

documentation and preparatory work during the dataset selection task. The format of 

the BDA book is not restricted but it should allow access for all project team members. 

The BDA book contains an overview sheet for each data source and detailed sheets for 

all datasets within the source. While the structure can vary between individual use cases, 

Figure 47 and Figure 48 provide a general structure summarizing minimum 

requirements. The overview sheet provides an outline across all datasets of a single data 

source. It also includes a tracker to monitor progress of sourcing preparation and 

subsequent data sourcing. The use of a tracker is valuable not only because of the large 

number of datasets to source but also due to the multitude of roles to be coordinated 

in this stage. Moreover, the overview sheet lists all data owners required to cover all 

datasets. The dataset sheet comprises the business metadata and reflects the structure of 

the data including grouping of attributes into dimensions and variables. Figure 48 also 
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summarizes key information collected on attributes and provides explanations for each 

type of information.   

2) Identify clarification need: Structure of the data as well as name and header usually do not 

require further clarification. Identification of timestamp dimensions can also be done 

independently by the BDA manager. Need for clarification regarding units exists in case 

documentation does not provide sufficient information. The most extensive 

clarification need typically exists for explanations. However, the BDA book must not 

be seen as documentation means but rather as tool for the BDA manager to successfully 

guide the development of an analytics application for the use case. That is to say not 

every single attribute needs an explanation in the BDA book such that the focus lies on 

attributes that cannot be explained by the BDA manager directly, for examples, towards 

the data scientist or data engineer. Finally, the BDA manager checks data against reasons 

for sensitivity, such as terms and conditions of an external data source or sensitive 

personal information within an internal data source (Terrizzano et al. 2015, p. 4), and 

flags potentially sensitive data.  

3) Establish & document clarification: The BDA manager collects information from data 

owners and business users in order to address clarification needs for explanations and 

units. Due to the multitude of data owners across all datasets, the tracker of the BDA 

book also monitors open questions including the person responsible to provide 

clarification. In the dataset sheet, the BDA manager documents all provided answers. 

The status of sensitivity is determined with the help of the data officer. In case sensitivity 

is confirmed, the flag remains in the BDA book in order to ensure adequate measures. 

Furthermore, the BDA manager together with the data officer defines what measure 

needs to be taken, for example, deletion of sensitive personal information such as 

employee names or anonymization of customer company names. 

A selected data source potentially contains a large number of datasets such that preparation of 

individual dataset sheets becomes burdensome. In this case, groups of datasets with the same 

basic attribute structure are identified. A meta dataset sheet describes the overall structure of the 

data source including all existing dimensions and variables. A mapping sheet describes the subset 

of attributes related to each group of similar datasets and documents any further specifics of 

each group. There is no change in information scope or preparation approach when using these 

two extensions of the BDA book. They represent an efficient way to manage a large number of 

datasets. The BDA manager is responsible to specifically build them for a given use case because 

the structure of both sheets strongly depends on the characteristics of the underlying data 

source. 
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Figure 47 - BDA book (overview sheet) 

 

Figure 48 - BDA book (dataset sheet) 
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including bulk downloading a multitude of files or Application Programming Interface (API) access 

(Koumenides et al. 2010). While the database administrator is responsible for technical 

implementation of data extraction, the sourcing structure as conceptual representation is jointly 

defined with the BDA manager. It defines necessary characteristics of data extraction in order 

to define "[…] the correct subset of source data that has to be submitted to the [sourcing] 

workflow […]" (Vassiliadis, Simitsis 2009, p. 1096) and includes the following information: 

1) Scope: List of all required attributes according to the BDA book. 

2) Data history: As not all data sources have scarce data histories the sourcing should be 

limited to a certain historic range. As a minimum requirement for a forecasting use case, 

data history should cover the range of the time series to be forecasted, plus the forecast 

horizon.  

3) Frequency: In case a data source does not include continuous data but rather consecutive 

snapshots, extraction must be specified in order to generate a suitable frequency of data. 

A typical example here is order backlog that is recorded at regular intervals by the ERP 

system. The sourcing structure needs to define at which frequency these records are 

extracted. 

4) Timestamp: For datasets that do not provide sufficient time information for generation 

of time series, this information needs to be added during extraction. In the example 

above, the time and date information from order backlog records extracted needs to be 

added to the actual order data sourced for each record. 

5) Attribute splits: Attributes of a dataset can include multiple information that requires 

separation into new distinct attributes. Variables including unit information represent a 

major case where splitting is required to ensure easier processing in later stages.  

6) Attribute filter: Datasets can be very extensive in case dimensions have a large number of 

instances. Following the same principle as for dataset selection, excluding dimensions 

the business user would not include in the analysis is beneficial. It is important to note 

that filtering is not about identifying best or relatively better instances of a dimension. 

Instances that are invaluable from a business perspective are excluded from datasets. 

The BDA manager must identify dimensions that are potential candidates for filtering. 

With the help of the business user, the filter is subsequently specified as part for the 

sourcing structure. 

The BDA book also serves as documentation for the sourcing structure in case of high 

complexity. For example, if a data source requires to define API queries, the BDA book is 

extended by a sourcing sheet that explains the structure of these queries. The structure of sourcing 

sheets highly depends on the individual data source and must be defined by the BDA manager 

together with the database administrator. Once the sourcing structure is established, the 

database administrator can translate it into source-specific extraction tools. With the help of 
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these tools, a test download representing a brief sample of data can be provided. The test download 

is limited in its historic range to keep data volumes small and builds the basis for subsequent 

clearance. Data sourcing represents a substantial effort (Kabiri, Chiadmi 2013, p. 220) and "[…] 

creation of a valid database is the first and most important operation that must be carried out 

in order to obtain useful information […]" (Giudici 2003, p. 20). Functional clearance by the 

database administrator therefore ensures correct working of sourcing in form of a test run. All 

measures for sensitive data that are codified in the BDA book are applied to the test downloads, 

which are then presented to the data officer in order to gain legal clearance. In analytics clearance, 

the data scientist reviews the test downloads with regard to the use of sourced data for analytics. 

With all clearances successfully completed, data sourcing can start but otherwise the sourcing 

structure or measures for sensitive data need to be revised. There is no need for all data sources 

to be cleared at the same time and each source can independently move into the next task once 

sourcing preparation is completed. In the same sense, test downloads and clearance can take 

place while clarification of the dataset is not fully finalized. This especially holds true for 

clarifications of explanations where answers can be collected in parallel to subsequent tasks. The 

status ready for test in the BDA book tracker (see Figure 47) supports this approach as it indicates 

finalization of the sourcing structure. Structuring dataset selection & sourcing in clearly defined 

task and subtasks including responsibilities allows the BDA manager to ensure efficiency to a 

best possible extent. 

 Data sourcing 

Data sourcing follows the Extract, Transform and Load (ETL) principle that includes extraction 

from the data sources, transformation into the target data structure, and loading into the data 

repository (Vassiliadis, Simitsis 2009, p. 1095). The process design and implementation are 

responsibilities of the database administrator. This subsection provides a brief overview 

pointing towards particularities of the methodology. More detailed explanations including 

technical details and applicable tools can be found in Kimball, Caserta (2004), Inmon et al. 

(2010), Ponniah (2010), Krishnan (2013), and Reeves (2009).  

Extraction is already formulated during sourcing preparation by the defined sourcing structure 

and its implementation as extraction tools. In contrast to test downloads, datasets are extracted 

without additional limitation during data sourcing. Extraction is usually divided into initial 

extraction as one-time population of the data warehouse and incremental extraction for updates 

of changed data (El-Sappagh et al. 2011, p. 93). The ETL process is restricted to initial extraction 

as it provides all data required for modeling. Implementation of incremental extraction is 

required for potential deployment of a developed solution and not in scope of this methodology. 

An introduction to extraction of changed data can be found in Kimball, Caserta (2004, pp. 105–

112). Moreover, prescribed measures for sensitive data need to be applied where applicable. 

Owing to the circumstance that external big data infrastructure can be used, transfer as additional 

task between extraction and transformation is required. In order to minimize transfer efforts, 
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all external data should be extracted directly by the external provider outside of the company. 

The means of transfer for internal data are selected by the company and the BDA manager 

conducts a physical transfer in case no other option of secure transfer is suitable. 

Transformation brings data into the target data structure which is derived from the conceptual 

data structure as defined by the dataset sheet of the BDA book. The target data structure 

represents the view from the data repository perspective. Fundamental idea of loading in this 

methodology is to integrate all data in a data repository dedicated to the use case. This project 

data repository resembles a traditional data warehouse, in the sense that it provides the basis for 

information processing by providing integrated and granular data (Inmon et al. 2010, p. 7): 

integration refers to the holistic view of all available data and granularity describes the flexible 

use of data due to its high level of detail. A data warehouse usually serves more than one 

application and the data repository can be integrated into more general architectures such as 

corporate information factories (Kimball, Ross 2013, pp. 26–30). The focus lies more on BDA 

readiness than integration of different applications here. As conventional approaches do not 

meet requirements of storing and analyzing big data, Hadoop is proposed as framework for data 

warehouses (Kimball, Ross 2013, pp. 528–531; Krishnan 2013, p. 230). The methodology 

suggests to load data into a Hadoop-based cluster. Cluster refers to the fact that the hardware 

of the data repository can be built on commodity hardware and therefore enables sufficient 

performance in a cost-effective way (White 2015, p. 284). 

4.5.3 Data exploration and verification 

After completion of data sourcing, all data is available for further tasks. Data exploration and 

verification conclude data understanding and a detailed description can be found in Chapman 

et al. (2000). As the presented methodology is based on a use case approach with clear 

formulation of analytics need and also provides a comprehensive method for identifying 

interesting data subsets (see Section 4.6), data exploration can be reduced to a review of attribute 

characteristics in support of data verification (Chapman et al. 2000, p. 45). Also the handling of 

missing values is integrated into subsequent tasks, such that data verification is limited to 

assessment of data completeness and correctness (Chapman et al. 2000, pp. 46–47). Moreover, 

these tasks must not strictly be seen as preceding step to time series generation. Whenever there 

is a need to explore or verify data in order to assist time series generation, the process iterates 

back to these tasks. The BDA book is extended to support managing these tasks. The BDA 

manager can add correctness checks for selected attributes that allows the data engineer to verify 

data. Examples for correctness checks are non-negative values or simple relations of the form: 

gross profit margin = (revenues - costs of goods sold) / revenues. Exploration information documents the 

results of attribute reviews which can be checks for completeness, for example. Most 

importantly, the BDA book also indicates whether an attribute fails a check or review by setting 

the quality flag. These attributes are then no longer considered as modeling input. While the data 

engineer is responsible to carry out these tasks on the cluster, the BDA manager defines checks 
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and reviews as well as decides on the quality flag. Figure 49 summarizes the extension of the 

BDA book for data exploration and verification. 

 

Figure 49 - BDA book (extended dataset sheet) 
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4.6 Data preparation 

4.6.1 Step overview: Generate & prioritize 

 Task overview 

In order to provide model input for time series-based analytics, time series need to be generated 

from the datasets and prioritized afterwards. The proposed methods for time series generation 

and time series prioritization represent the step of data preparation as depicted in Figure 50. 

 

Figure 50 - Overview data preparation step 

According to Chapman et al. (2000) the following tasks are involved in CRISP-DM. Select data 

ultimately defines which data is used for modeling based on relevance and quality. Clean data 

describes measures to ensure a data quality level adequate for modeling. Construct data includes 
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Format data finally modifies data for use in the analytics model of choice while keeping its original 

meaning (Chapman et al. 2000, pp. 48–52). Data preparation in the proposed methodology 
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primary goal of time series prioritization is to select data and the method includes the provision 

of cleaned data. Because data formatting is generally dependent of the model selected (Han et 

al. 2012, 112–119; Cleve, Lämmel 2014, pp. 209–215), this task is attributed to model building.  

 Time series data 
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variables. Timestamp information as particular form of dimension allows to convert this data 

into multiple time series. Time series generally are a representation of data in time sequence that 
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4.6.2 Time series generation 

 Knowledge & dimensionality test 

The large number of dimensions available for time series generation potentially leads to high-

dimensional data which poses a challenge for computational processing (Bolon-Canedo et al. 

2015, p. 2). Despite the continuous increase of cost-effective computing technology this 

remains a challenge for analytics (Yang et al. 2015, p. 2) and in this case it is necessary to reduce 

dimensionality (Destrero et al. 2009, p. 26). Moreover, data construction, integration and 

selection provide an opportunity to leverage domain experts (Guyon, Elisseeff 2003, p. 1170; 

Peng, Kou 2008, p. 48). The proposed method for time series generation thus considers both 

the computational challenge and the opportunity to incorporate domain knowledge. It 

differentiates between two different approaches out of which hypothesis-based generation leverages 

domain knowledge while controlling dimensionality for each hypothesis. In contrast, automated 

generation uses a single default method to create dimension combinations and typically does not 

create computational issues due to high dimensionality for the entire data source. 

The dimensionality & knowledge test helps to decide which approach should be applied in what 

form. Decision about the approach is taken on the data source level in order to ensure 

consistency for related datasets. The test consists of the following two questions: 

1) Knowledge: Does domain knowledge in the project team allow for its use in time series 

generation? 

2) Dimensionality: Which types of dimension combinations for time series generation lead 

to dimensionality that are too high for available data processing capabilities? 

Answering the first question is the responsibility of the BDA manager and requires a qualitative 

assessment of the feasibility to select meaningful subsets of dimensions with reasonable effort. 

In case the condition is met, the hypothesis-based approach is employed and automated 

generation otherwise. The answer to the second question requires exploration of dimensions 

within each data source. It is difficult to define an exact limit for tolerable dimensionality as this 

strongly depends on the specific conditions of the individual project. The data engineer is 

responsible to provide an answer for each data source, which defines types of dimension 

combinations feasible for time series generation. For example, in case utilization of all possible 

combinations of available dimensions, the so-called power set, leads to an intolerable level of 

dimensionality, the time series generation approach must be restricted to less extensive types of 

dimension combinations. 
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 Hypothesis-based generation 

Selecting a subset of dimensions is also known as attribute selection and removing irrelevant 

attributes is an important issue in analytics practice according to Witten et al. (2011). Although 

advanced models strive to select best attributes themselves, practical experience indicates 

performance improvements due to preselection of attributes (Witten et al. 2011, p. 306). For 

that reason, it is not only preferable but imperative to reduce dimensions where possible. 

Applying domain knowledge for this purpose is seen as effective opportunity (Ahlemeyer-

Stubbe, Coleman 2014, p. 96). In analytics, "[a] hypothesis is a proposed explanation whose 

validity can be tested by analyzing data" (Berry, Linoff 2004, p. 50). While hypotheses are often 

used to define valuable analytics for an organization (EMC Education Services 2015, p. 35), 

domain knowledge-based hypotheses can also be used for attribute selection (Kopanas et al. 

2002, p. 293). This idea underlies hypothesis-based generation of time series that follows three 

basic steps: 

1) Formulate: BDA manager and business user formulate hypotheses for each dataset based 

on their domain knowledge.  

2) Transfer: The BDA manager transfers the hypothesis into the data structure as defined 

by the BDA book and compiles all relevant information for generation of time series 

representing the hypothesis. 

3) Generate: The data engineer implements time series generation on the project cluster 

based on the given information. 

In order to facilitate this process, the BDA book is extended with the addition of a time series 

generator sheet for each dataset. Documentation approaches of data transformations in addition 

to a conventional data dictionary exist (Anand et al. 2007, pp. 44–45) but are too general for the 

given use case with time series-based analytics. The time series generator sheet serves as tool 

for the transfer of hypotheses and documents all relevant information for subsequent 

generation. Figure 51 provides a conceptual overview of this BDA book extension. 
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Figure 51 - Time series generator sheet (BDA book) 

Keyword Operation 

all power set25 excluding empty set 

full aggregation of all values 

singles all individual values 

ex(value_1, …, value_n) singles excluding value_1, …, value_n 

group(value_1, …, value_n) subset including value_1, …, value_n 

Table 19 - Operations for dimension subsets 

Each hypothesis is tracked by a unique identifier and the description provides an explanation in 

business terms. Timestamp explicitly defines which time dimensions is used for building the time 

sequence of the time series, which is relevant in case the dataset contains multiple dimensions 

applicable for sequencing. Furthermore, the frequency of the time series to be generated is 

defined. This is important in case it differs from the inherent frequency of the timestamp 

dimension as this requires to generate the defined frequency. Combinations describe the 

dimensions required to generate the subset of all possible time series in the dataset. Each 

dimension is composed of a set of values (Pawlak 1981, pp. 205–206) and therefore the relevant 

subset of these values is defined as well. A standardized set of operations is used for this 

definition. Table 19 shows an overview of these operations and associated keywords used for 

documentation in the BDA book. All combinations according to the selected operation serve 

                                            

25 Power set includes the full set, all possible subsets and the empty set (Halmos 1974, pp. 19–20).  

▪ Timestamp dimension for time 
sequencing

▪ Target frequency for time series

▪ Identifier of hypothesis

▪ Description of formulated hypothesis

Dimensions Variables

Time series generator (per dataset)

Combinations Filter

Hypothesis Time dimensions

Scope
Generation rules

Frequency Subset

Time-
stamp

Fre-
quency

ID Description

▪ Further restrictions on time 
series subset based on 
additional dimensions

▪ Dimensions defining time 
series subset

▪ Information on dimension 
subset (keywords)

▪ Instructions to correctly aggregate 
variable values across dimension 
subset 

▪ Instructions to generate correct 
frequency of time series

▪ Variables defining time series subset



NEW METHODOLOGY 

144 

as new dimension values of the time series. The list of feasible operations can be restricted as a 

result of the dimensionality test. 

Other dimensions not selected for combinations can be used as filter that exclude certain data 

points from time series generation. For definition of filters the same operations as for 

combinations apply. The scope determines which variables of the dataset are considered as time 

series. For the ones selected, generation rules are specified. These rules are dependent on the 

characteristics of the variables, for example, different approaches are required for sales volumes 

in contrast to price information in various currencies. The BDA manager must ensure that the 

resulting times series are still meaningful from a business perspective. Frequency rules address 

this issue along the time dimension and subset rules for required aggregations due to selected 

dimension subsets. Generation rules optionally include data from other datasets and therefore 

represent integration of data. For example, currency information from a financial dataset can be 

used to construct time series measured in a single currency within a dataset containing variables 

originally measured in different currency units. Determination of combinations, filter, scope and 

generation rules represent data construction and forms part of data selection. There can be 

multiple hypotheses for each dataset and a hypothesis generates a number of time series. That 

is to say, hypothesis-based generation splits a dataset into different sets of time series. Figure 52 

provides a simple example based on order data for further explanation of this hypothesis-based 

time series generation.  

 Automated generation 

If the knowledge & dimensionality test indicates that the hypothesis-based generation is not 

feasible, time series are generated following the automated generation approach. The BDA 

manager prepares a simplified version of the time series generator sheet. It provides the same 

information on time dimensions and determines which dimensions and variables are used for 

time series generation. The default operation for domain subset definition is singles as all other 

operations require domain knowledge in order to check for reasonable subsets. For the same 

reason, automated generation does not use filters on dimensions. Generation rules are generally 

required and the BDA manager must provide them where applicable. However, the restriction 

to singles-based dimension subset allows more stringent automation. In case there are no 

hierarchical dependencies among dimensions, such as segment and sub-segment in the example 

from Figure 52, subset rules are not necessary. 
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Figure 52 - Time series generation (example) 
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Especially public datasets often provide dimension values representing predefined subsets, for 

instance, different regions for a country dimension. These datasets also regularly offer their data 

at multiple frequencies such that the adequate frequency for time series can be selected without 

a need for frequency rules. These observations from practice underline validity of the automated 

approach including restriction to the singles operator. Automated generation results in a single 

set of time series per datasets which are not further split into subsets. Figure 53 summarizes the 

approach in form of the simplified time series generator sheet. The data engineer finally 

generates the time series based on this information. 

 

Figure 53 - Time series generator sheet (simplified version) 

4.6.3 Time series prioritization 

 Outline 

Generated time series represent the part of data in the project repository that is considered as 

modeling input. Each time series is considered as feature for the analytics model and the 

presented approach based on big data input usually results in a large number of features. 

Although time series generation addresses the issue of high dimensionality with regard to 

computational processing limitations, further issues remain for high-dimensional feature input. 

In particular, high dimensionality is a key challenge for effectively building models (Yang et al. 

2015, p. 1; Miao, Niu 2016, p. 919). This challenge is often referred to as curse of dimensionality 

(Keogh, Mueen 2010, pp. 257–258) and generally requires reduction of dimensionality (Bolon-

Canedo et al. 2015, p. 2; Larose, Larose 2015, pp. 92–93). Methods for dimension reduction 

that aim to keep as much valuable information as possible are typically referred to as "feature 

selection or reduction" (Theodoridis, Koutroumbas 2009, pp. 261–262). Chakrabarti et al. (2009) 
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provide an overview of these methods.26 Aggregation methods combine features, dimensionality 

reduction transforms features into a compressed representation, and numerosity reduction aims to 

represent data by a reduced set of parameters or by a specific sample. Subset selection does not 

change features but defines an adequate selection of original features (Chakrabarti et al. 2009, 

pp. 84–98). In a narrower sense, the first three methods can be seen as feature reduction and 

the latter is to be understood as feature selection here. Aggregation methods require definition 

of aggregation rules which is infeasible given a very large number of features. The remaining 

feature reduction methods result in artificial representations of original data that is not directly 

accessible for interpretation anymore. For these reasons, the approach to reduce dimensionality 

is based on feature selection. Feature selection provides multiple benefits, besides improvement 

of model performance and comprehensibility (Yu, Liu 2003, 856), it also increases efficiency of 

model building and future data sourcing due to the reduced feature set (Guyon, Elisseeff 2006, 

pp. 4–5). 

There exist three basic approaches to feature selection (Chandrashekar, Sahin 2014, p. 17). Filter 

methods represent a preprocessing task that is fully independent from the model used for 

analytics while wrapper methods leverage model performance during search for the best subset 

of features (Das 2001, pp. 74–75). Embedded methods integrate feature selection into model 

building such that they typically are specific to the selected model (Guyon, Elisseeff 2006, p. 5) 

and therefore not considered for time series prioritization. Kubat (2015) provides more detail 

on the wrapper and filter approaches. Wrapper methods generate a subset of features and test 

model performance based on this subset. Then they compare performance to alternative feature 

subsets and repeat this process until no more improvement is achieved. The idea of filtering is 

to assess some value of utility regarding the modeling problem for each feature. Based on this 

assessment, features are ranked and the best features are selected whereby there is no strict 

definition on the size of the resulting subset of features (Kubat 2015, p. 205). Although wrapper 

are powerful methods (Kubat 2015, p. 205), they are computationally expensive (Das 2001, 

p. 75) and have black box character as they rely on machine learning algorithms (Guyon, 

Elisseeff 2006, p. 5). In contrast, filter methods do not account for optimization of model 

performance (Guyon, Elisseeff 2006, p. 5), but provide better computational efficiency (Yu, Liu 

2003, p. 856) and therefore are better suited for large numbers of features (Das 2001, p. 75; 

Bolon-Canedo et al. 2015, p. 16). Furthermore, filter methods enable utilization of "[…] general 

characteristics of the data […]" (Shin et al. 2009, p. 60) and they are successfully implemented 

in practice (Chandrashekar, Sahin 2014, p. 17). Two general methods, individual evaluation and 

subset evaluation (Yu, Liu 2004, p. 1209; Nisbet et al. 2009, p. 78), are applicable for the filter 

approach (Yu, Liu 2003, p. 857). Evaluation of features assesses their relevance and redundancy 

which both represent their value of utility. Relevance describes whether a feature has valuable 

                                            

26 Similar overviews can be found in Han et al. (2012, pp. 99–111) and Cleve, Lämmel (2014, pp. 206–208). 
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information for the targeted analytics and redundant features provide the same or similar 

information (Bolon-Canedo et al. 2015, pp. 14–15). According to Yu, Liu (2004), subset 

evaluation is capable of handling both relevance and redundancy. However, the search for a 

feature subset is complex and thus typically not suitable for problems with features in the range 

of ten thousand or more features. Individual evaluation, in contrast, ranks features by their 

relevance but does not remove redundant features. Their advantage is their applicability to large 

numbers of features (Yu, Liu 2004, pp. 1209–1210). Furthermore, they can be implemented 

based on simple methods such as correlation coefficients (Nisbet et al. 2009, p. 78). A single 

best method for feature selection is not existent and thus the idea is to find "[…] a good method 

for a specific problem setting" (Bolon-Canedo et al. 2015, p. 16). As a consequence, time series 

prioritization as method for feature selection is fundamentally designed as a filter approach with 

individual evaluation based on correlation. 

Another design specification for time series prioritization is the inclusion of domain knowledge. 

As previously discussed for time series generation, utilization of domain knowledge is beneficial 

when selecting data (Guyon, Elisseeff 2003, p. 1170; Peng, Kou 2008, p. 48; Ahlemeyer-Stubbe, 

Coleman 2014, p. 96). Following a filter approach that strictly avoids a black box character by 

utilizing intuitive evaluation methods provides the basis for integrating business user, including 

their domain knowledge, into prioritization. However, high dimensionality of features 

represents a crucial issue here. Direct inclusion of domain knowledge would result in prohibitive 

effort. Time series prioritization therefore follows a multi-step approach that allows to reduce 

relevant time series to a manageable number before leveraging domain knowledge. 

Data quality plays an important role in analytics. "If poor data is inserted into data mining 

machines, then the results are as useless as the […] data itself" (Chen 2015, p. 131). This 

circumstance is often referred to as garbage in, garbage out and data cleaning represents the 

approach to deal with it (Rahm, Do 2000, p. 3). Data cleaning methods "[…] attempt to fill in 

missing values, smooth out noise while identifying outliers, and correct inconsistencies in the 

data" (Han et al. 2012, p. 88). Missing values describe the fact that data points of a feature have 

no value and noise represents "[…] a random error or variance in a measured variable" 

(Chakrabarti et al. 2009, pp. 72–73). Inconsistencies violate integrity of data, for example, across 

multiple attributes or datasets, or stem from errors such as values out of range (Cleve, Lämmel 

2014, pp. 199–205). Noise in business data typically appears in the form of inconsistencies 

(Bose, Mahapatra 2001, p. 215), such that noise, in its original meaning of the term, can be 

disregarded. Inconsistent data is difficult to identify as it requires detailed inspection and 

correction of errors cannot be automated without limitation to a very specific domain (Maletic, 

Marcus 2010, p. 23). However, one can leverage an outlier approach based on statistical 

measures in order to indirectly diagnose data for existing inconsistencies (Maletic, Marcus 2010, 

p. 23). In contrast, identification of missing values is rather easy (Berry, Linoff 2004, p. 590) and 

simple methods exist to automatically fill in the value by using variable characteristics such as 

mean or median (Han et al. 2012, pp. 88–89). Although data quality is crucial in high-
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dimensional data, there is no general approach how to deal with quality issues (Yang et al. 2015, 

p. 2). As the methodology is designed for big data input leveraging external data, identification 

and correction of inconsistencies cannot rely on domain knowledge. Such an approach would 

clearly exceed domain knowledge by the business user as well as BDA manager, and the effort 

would not be reasonable even after reducing the number of time series to a few hundreds. The 

methodology is based on the idea that the use of big data, in particular large volume of data, 

increases the margin of error (Mayer-Schönberger, Cukier 2013, p. 35). Moreover, the goal is to 

provide data clean enough for effective analytics and is not intended to provide perfectly cleaned 

data (Franks 2012, p. 211). As a consequence, the third design input to time series prioritization 

is to expand filtering to quality dimensions regarding outliers as characterization of 

inconsistencies and missing values. 

 

Figure 54 - Overview of time series prioritization 

Consideration of all three design specifications - feature selection, domain knowledge, data 

cleaning - results in an integrated approach as shown in Figure 54. Time series prioritization 

starts with an evaluation of each time series regarding quality and relevance dimensions, whereby 

relevance is measured as correlation in two different ways. Based on this information provided 

by the evaluation tool, an overall evaluation per dataset is compiled. Therefore, the evaluation report 

summarizes quality and relevance information of individual time series following defined 

aggregation filters and rules. The scoring model utilizes evaluation reports to provide an overall 

score in order to rank datasets within each data source. General assessment selects the best datasets, 

however, does not simply set a cut-off point per data source. Three assessment steps consider 

sensitivity analysis and a data mix requirement in addition to the overall score. The number of 

potential feature time series is substantially reduced after general assessment such that time 
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series prioritization shifts from primarily using quantitative information to utilizing domain 

knowledge. Moreover, detailed assessment looks at individual time series instead of datasets and 

additionally addresses the issue of redundant information. The assessment is divided into a pre-

selection by the BDA manager and final selection by the business user which reflects different 

levels of detail in the domain knowledge applied. 

 Evaluation tool 

Individual evaluation of time series, representing features of the analytics model, is implemented 

by the evaluation tool. It evaluates each time series of a hypothesis or dataset regarding relevance 

and quality. The value of relevance is based on correlation measures. Furthermore, missing 

values and outliers are considered for quality. Figure 55 provides an overview of the output 

resulting from the evaluation tool. 

 

Figure 55 - Evaluation tool report 

The evaluation tool considers missing values in three ways. Firstly, time_range disregards all missing 

values before the first non-missing value. It therefore provides a measure for the length of the 

time series. Secondly, num_missing counts the number of missing values within time_range, that 

is to say initial missing values are not counted. Thirdly, num_missing_end counts missing values 

at the end of the time series and thus checks whether most recent values are present. Outliers 

are defined as deviations from the remainder values of the time series27 and its detection is based 

on exceeding a critical value of a statistical criterion (Grubbs 1969, pp. 1–3). Standard deviation 

from the mean is the criterion applied in the evaluation tool and the critical value is derived 

from the three sigma rule. Assuming normal distribution, the rule indicates that 68% of values lie 

                                            

27 In statistical terms, the time series represents a sample. 
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within one standard deviation, 95% within two, and 99.7%28 within three standard deviations 

(Kriegel et al. 2009, p. 1650). As one standard deviation would represent a rather restrictive 

quality filter, it is not used as critical value. The number of outliers outside two standard 

deviations are counted as num_outlier_2 and in case of three standard deviations as num_outlier_3. 

In order to compensate for the assumption of normally distributed data, a third outlier measure 

is introduced. Especially accounting for long-tailed or fat-tailed distributions, num_outlier_6 

counts outliers outside six standard deviations ('six sigma'). This approach to outliers is meant 

to be intuitive for business users in order to make the process of time series prioritization easy 

to understand. Num_values represents the count of non-missing values in the time series and 

serves as auxiliary measure for calculating the share of outliers. 

 

Figure 56 - Concept of cross-correlation for time series 

Two different correlation approaches evaluate the relevance dimension, whereby correlation is 

always measured between the target time series and an individual feature time series. In a 

forecasting use case, the target time series describes the variable to be forecasted and feature 

time series represent the modeling input. The Pearson Correlation Coefficient (PCC) is a standard 

measure29 for correlation and represents a measure for the linear relation of two variables 

(Shevlyakov, Oja 2016, pp. 12–13). PCC is selected for its "[low] computational and statistical 

complexity" (Guyon, Elisseeff 2006, p. 15). In addition, PCC demonstrated high effectiveness 

in a benchmark of feature selection methods despite neglecting feature redundancy (Guyon et 

al. 2006, pp. 237–238) and non-linearities. R provides the PCC value for correlation between 

the feature time series and the target time series. As time series prioritization selects data input 

                                            

28 The rule is also referred to as 68-95-99.7 rule (Kriegel et al. 2009, p. 1650). 

29 Further details including calculation formula can be found in Shevlyakov, Oja (2016, pp. 12–24). 
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for a predictive model, the second correlation dimension reflects the idea to identify time series 

with characteristics of a leading indicator. These indicators provide forward-looking 

information and are sensitive to future changes such that they are long-established in economic 

forecasting (Klein, Moore 1983, pp. 119–120) or sales forecasting (Box et al. 2015, p. 468), for 

example. The goal is therefore to select feature time series that show such leading characteristics 

with regard to the target time series. Cross-correlation is a suitable approach, because it 

considers a time lag between variables when calculating PPC (Box et al. 2015, p. 431) and is an 

applicable method for feature selection (Wells, Rey 2015, p. 124). Figure 56 illustrates the 

calculation for cross-correlation values as implemented in the evaluation tool. 

Correlation between target and feature time series without time lag equals PCC. Introducing a 

time lag implies to move the feature time series by one period at a time and calculating the new 

PCC value. The time lag creates a backwards shift of the time series in order to assess it for 

leading indicator characteristics. Furthermore, shifted values are filled in with the mean of the 

time series. As PCC calculation is based on the distance between value and mean, this represents 

a neutral approach regarding calculation. The time lag with the highest correlation value is 

tracked as optimal_lag and the corresponding correlation value as CC. Table 20 gives an overview 

of quality and relevance measures embodied in the evaluation tool. 

Measure Definition 

Quality 

time_range Length of time series starting from first non-missing value, measured in 

years. 

num_missing Number of missing values within time_range. 

num_missing_end Number of consecutive missing values counted from most recent 

timestamp. 

num_outlier_(2,3,6) Number of outlier based on 2/3/6 standard deviations from mean. 

num_values Number of non-missing values within time_range. 

Relevance 

R Pearson correlation coefficient (PCC) between feature time series and 

target time series. 

optimal_lag Time lag with maximum PCC between feature time series and target time 

series. Measured in periods (months, quarter, years). 

CC PCC value for optimal_lag. 

Table 20 - Definitions of quality and relevance measures 

 Evaluation report 

The evaluation tool provides the information base for the evaluation report. The report 

summarizes evaluation information from individual time series across datasets and hypotheses, 

respectively. This aggregated evaluation provides the basis for subsequent scoring of datasets 
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and hypotheses within each data source. There are two reasons why features are not strictly 

selected based on a ranking across all available time series. Firstly, this would not ensure to keep 

the data mix deliberately created during the big data input step. Making a sub-selection for each 

data source keeps the data mix structure in the overall selection of time series. Secondly, 

comparing datasets and hypotheses based on aggregated evaluation information simplifies the 

search for a cut-off point. The scope of a data source usually lies in the range between tens and 

hundreds of datasets or hypotheses instead of thousands to millions of time series.  

The method to generate the evaluation report bases on a scheme of aggregation filter and 

aggregation rules that are applied to the information provided by the evaluation tool. Figure 57 

presents an overview of aggregation filters including their relation to evaluation tool 

information.   

 

Figure 57 - Aggregation filters overview 

In total, the evaluation report considers seven aggregation filters. Four of them address quality 

dimensions. Filter Q.1 removes times series without a minimum length of Y years. Although 

data sources that provide a certain historic range are selected, individual time series still can have 

insufficient historic data for modeling. The requirement for length must not match the length 

of the target time series as this would penalize newly introduced data with a naturally short 

history. Filter Q.2 excludes time series with an unacceptable high share of missing values. 

Calculation of the share requires translation of time_range into number of observations which 

is frequency-dependent. Time series with sufficient historic range and low share of missing 

values can nonetheless be unsuitable in case most recent data is missing. A certain number of 

consecutive missing values at the end of a series indicates lacking timeliness of the data, and 

filter Q.3 accounts for this issue. Outliers are also restricted to a maximum share within the 

available time_range. Filter Q.4 is multidimensional as it tests outlier shares for the three different 
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standard deviation levels with a specific threshold O% each. Aggregation filters for relevance 

dimensions set requirements for the strength of correlation. The filters are independent of the 

direction of correlation because negative relations are considered as equally valuable. Thus, 

filters use absolute values for correlation coefficients. Filter R.1 sets a target level R_target for the 

Pearson correlation. For cross-correlation, only those time series that show an optimal 

correlation within a certain range for their time lag are considered. This is motivated by the fact 

that forecasting naturally aims for a certain forecast horizon. In order to filter for time series 

with a meaningful leading indicator characteristic, the optimal_lag is restricted to a range around 

this horizon by applying L_low and L_high as thresholds. Time series with optimal cross-

correlation in this range are furthermore restricted to a minimum correlation level of CC_target.   

Filter Threshold Frequency-dependent Basic setup … Setup n 

Q.1 Y (in years) no  

 

 

Use case specific definition of threshold 

values. Various setups allow for  

sensitivity analysis. 

Q.2 M% no 

Q.3 E (in observations) yes 

Q.4 O_2% no 

Q.4 O_3% no 

Q.4 O_6% no 

R.1 R_target no 

C.1 L_low yes 

C.1 L_high yes 

C.2 CC_target no 

Table 21 - Aggregation filters setup 

It is important to note that only time series that pass all quality filters are considered for 

relevance filters, however, filters for Pearson correlation and cross-correlation are independent. 

Table 21 provides an overview of all filters including required thresholds. These thresholds 

should be defined specifically for the use case. BDA manager and data scientist are responsible 

to determine the filter setup. Thresholds for filter Q.3 and filter C.1 are frequency-dependent 

as their calculations are based on observations. A value for each existing frequency must be 

determined individually. Table 21 also indicates the possibility to introduce a sensitivity analysis 

by variation of threshold values. Making use of this option provides additional insight for 

subsequent general assessment. 
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Figure 58 - Evaluation report 

The structure of the evaluation report including relations between evaluation measures and 

aggregation rules as well as aggregation filters is presented in Figure 58. The report is divided 

into three sections representing quality measures and relevance measures for both correlation 

approaches. TS_total as first measure in the quality section counts all time series generated within 

the dataset or hypothesis and serves as baseline. The remaining quality measures reduce the 

count of time series by successive application of the four aggregation filters. Each measure 

describes the number of time series passing the according filter with TS_quality as final aggregate 

with sufficient quality level. This subset of time series is the basis for both considerations of 

correlation. TS_R shows how many of these time series show a correlation based on Pearson at 

all. The strength of Pearson correlation is described by the minimum, maximum and average 

value of PCC. TS_R_ok counts the time series with R exceeding the target level. The view on 

cross-correlation is structured in the same way. TS_CC describes the number of high quality 

time series that show an optimal cross-correlation in the prescribed range for time lag. CC_min, 

CC_max, and CC_avg provide an overview on strength of cross-correlation while TS_CC_ok 

additionally filters out time series with CC below the established threshold. It is the 

responsibility of the data scientist to implement and perform evaluations that lead to the 

presented report. The evaluation report represents an aggregated evaluation of time series for 
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each dataset or hypothesis. The following scoring model provides a method to compare datasets 

and hypothesis within a data source on this basis. 

 Scoring model 

Identification of best features based on a score for each individual feature is the standard 

approach of filtering methods for feature selection (Forman 2003, p. 1291). Determination of a 

single score that represents the quality and both relevance dimensions is the underlying rationale 

behind the scoring model. It utilizes aggregated information from the evaluation report and thus 

creates a basis of comparison between datasets and hypothesis, respectively. The presented 

scoring model therefore extends the basic approach of filtering by combining multiple scores 

that are applied to predefined subsets of time series. The methodological concept is based on 

allocating an individual score to multiple measures that cover all relevant dimensions and 

combining them into an overall score taking into consideration different weights (Eisenführ, 

Weber 2013, pp. 111–120). Quality, Pearson correlation, and cross-correlation form the three 

dimensions of the scoring model and Figure 59 provides an overview of all scores applied 

including their relation to evaluation report information. 

 

Figure 59 - Individual scores based on evaluation report 

The predominant frequency of time series in a dataset or hypothesis is added as quality 

dimension in the scoring model. Frequencies lower than the frequency of the target time series 

are penalized for two reasons. On the one hand, lower frequencies restrict the potential update 

Quality

TS_total

TS_quality

TS_R

R_max

R_avg

TS_R_ok

TS_CC

CC_max

CC_avg

TS_CC_ok

Frequency

Evaluation 
report

Scoring model (individual scores)

penalty table

ratio (TS_quality / TS_total)

ratio (TS_R / TS_quality)

scaling

Score Q.1

Score Q.2

scaling

ratio (R_avg / R_max)

scaling

scaling

ratio (TS_R_ok / TS_R)

scaling

ratio (TS_CC / TS_quality)

scaling

ratio (CC_avg / CC_max)

scaling

scaling

ratio (TS_CC_ok / TS_CC)

scaling

Score R.1

Score R.2

Score R.3

Score R.4

Score C.1

Score C.2

Score C.3

Score C.4

Relevance – Pearson correlation

Relevance – Cross-correlation



DATA PREPARATION 

     157 

rate of forecasts. In case of a monthly target time series and a quarterly frequency of a dataset, 

new information for an updated forecast are only available every quarter despite new 

observations each month. On the other hand, they potentially require additional preparation in 

the form of disaggregation to a higher frequency depending on the analytics model employed. 

A penalty table consequently reflects these circumstances. Specific penalty tables are determined 

for the individual use case but should adhere to the following guideline.30 Datasets with the same 

frequency as the target time series get a value for score Q.1 that allows for the maximum overall 

score. The score value is successively reduced for lower frequencies and the lowest frequency 

receives the lowest score or highest penalty, respectively. Score Q.2 assesses the quality level of 

the dataset by calculating the ratio between time series passing all quality filters and all generated 

time series. This ratio is scaled to the range between the minimum and maximum ratio of all 

datasets evaluated in the data source. Scaling implies a value range of the score between zero 

and one. It is also applied to all further scores such that a value of one consistently represents 

the optimal score. Each of the relevance-related dimensions comprises four scores. They follow 

the same logic and are only distinguished by the information input which is based on Pearson 

correlation or cross-correlation, respectively. Score R.1 and score C.1 represent how many time 

series convey correlation-based information, in other words the ratio of time series with PCC 

value and all qualitatively acceptable ones. In case of cross-correlation, only time series with 

correlation within the specified range for time lags are considered in accordance with filter C.1 

as presented before. Score R.2 and score C.2 refine this view by assessing how many out of the 

correlating time series fulfill the requirement of the predefined target level for correlation. 

Relevance scores 1 and 2 therefore describe which proportion of a dataset is valuable. They are 

implemented as ratios as the number of time series can greatly vary across datasets. The other 

two scores add a view on the strength of correlation-based relevance. Score R.3 and score C.3 

simply take the maximum value of correlation found in a dataset. These scores resemble a 

traditional score for feature ranking the most. Although being very important, the maximum 

value is not representative for the entire dataset such that score R.4 and score C.4 provide an 

assessment about relevance consistency. In case the average correlation is much lower than the 

maximum, the resulting score is low because the maximum correlation is not very representative 

for the entire dataset. The opposite holds true for an average close to the maximum correlation 

and a higher score consequently reflects this consistency. Comparison of datasets based on a 

set of ten individual scores would be burdensome. The scoring model ultimately provides an 

overall score and Figure 60 presents the logic behind it. 

                                            

30 Due to frequency aggregation during time series generation, no dataset or hypothesis has higher frequency than 

the target time series. 
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Figure 60 - Overall score in scoring model 

The scoring model determines the overall score on two different paths. Each path combines 

the quality dimension scores with the relevance scores of Pearson correlation and cross-

correlation, respectively. Due to equivalence of the individual scoring structure for both 

relevance dimensions, the logic is identical for the paths. Motivation for splitting the scoring is 

twofold. On the one hand, this provides an intermediate score for quality and Pearson 

correlation (Score R) as well as for quality and cross-correlation (Score C). The maximum score 

of both represents the overall score for each dataset (Score). As a consequence, datasets are 

compared based on their highest value for quality and relevance, irrespective of the origin of 

relevance value. Neither Pearson correlation nor cross-correlation is a perfect measure for 

relevance and there is no clear rationale to prefer one over the other. The source of relevance 

value should therefore not matter for the score. A simple example illustrates this motivation. 

Assuming two datasets with identical quality score but different relevance score. One has high 

scores based on Pearson correlation but low scores based on cross-correlation and the other 

has average scores for both. Building an overall score including both sets of correlation scores 

may result in a higher score for the average dataset, although the alternative dataset has a 

stronger indication for relevance value based on one of the correlation dimensions. The 

presented structure of scoring avoids such cases. On the other hand, separating scoring and 

replicating the scoring structure simplifies determination of weights. The set of weights is 
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reduced from ten to six and this approach ensures that none of the correlation dimensions is 

given an advantage due to weighting. Setting the weights is key for scoring and requires 

alignment between BDA manager, data scientist, and potentially business user. However, there 

exist some general guidelines to be followed: 

1) The overall sum of weights (Weight_sum R + Weight_sum Q) should equal one as this 

ensures a maximum total score of one as well. This facilitates comparability between 

datasets. 

2) Weighting for relevance (Weight_sum R) should be significantly higher than for quality 

(Weight_sum Q) because relevance scores are exclusively based on time series with 

sufficient quality. 

3) Within the relevance dimensions, more weight should be given to the share of time 

series with correlation above target level (Weight R.2) and maximum correlation (Weight 

R.3). The former ultimately represents the subset of time series that pass all quality and 

relevance filter defined. Moreover, even if only a small share of time series have the 

maximum correlation within a dataset, this information should be crucial for comparing 

datasets. Prioritizing small subsets of highly correlated time series still leads to a sizeable 

model input when following a big data approach. 

The data scientist is responsible for implementing and running the scoring model. This includes 

multiple runs of the model based on different evaluation reports previously created by 

alternative filter setups. As a result, scoring information for each data source is available in order 

to select datasets and hypothesis, respectively.  

 General assessment 

General assessment initiates actual selection of data after preparatory work by the evaluation 

tool, evaluation report, and scoring model. In a strict sense, it is a pre-selection that reduces the 

scope for final selection during detailed assessment. Results from the scoring model serve as the 

primary decision-making basis. Figure 61 illustrates the report from the scoring model. 
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Figure 61 - General assessment based on scoring model 

The report lists all datasets and hypotheses, respectively, for a data source and indicates whether 

its score is based on Pearson correlation or cross-correlation. An alternative scenario occurs if 

the score solely comes from quality scores. The datasets are ranked by their score with basic 

filter setup and the report also shows scores for the alternative filter setups. Moreover, a 

sensitivity analysis shows the changes in scoring value in relation to the basic setup. A simple 

categorization ranging from strong improvement to strong decline in scoring provides an easy-

to-read overview. There exists no strict rationale to decide which datasets to keep or not, 

because filter approaches are not directly related to the model performance. However, general 

assessment follows a guideline with three steps in order to achieve a selection: 

1) Relevance requirement: The importance of relevance clearly dominates quality. All datasets 

without relevance-based scoring (status Q in the scoring model report) are consequently 

removed in assessment step 1.  

2) Robustness requirement: Different scores from the alternative filter setups should not 

substantially change the ranking of datasets. Assessment step 2 therefore searches for a top 

list of datasets that is stable across all filter setups. This step is particularly helpful for 

extensive data sources in order to reduce a large number of datasets in regard to the 
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final step. This implies that this step is optional for datasets with a comprehensible 

number of datasets.31 

3) Data mix requirement: Data sources where deliberately selected to represent a data mix. 

This idea is transferred to the intra source-level. Datasets remaining after previous 

assessment steps are consolidated in common groups. Typically, similar hypotheses exist 

for hypothesis-based generated data or the data source documentation provides superior 

hierarchies for datasets. Datasets of each group are compared based on their scores 

including sensitivities and clearly inferior datasets are removed. Illustrating scores as 

ranking for a group facilitates the comparison across multiples setups. Figure 62 shows 

a simple example for assessment step 3. 

 

Figure 62 - General assessment step 3 (example) 

The BDA manager performs general assessment and presents conclusions to the business user 

for review and final approval. Assessment steps 1 to 3 lead to a substantial reduction of feature 

time series, therefore enabling a change of focus from datasets to time series in the detailed 

assessment. Instead of selecting datasets within a data source, time series within a dataset are 

selected. The BDA manager remains the key person in charge during assessment steps 4 and 5, 

however, there is a higher degree of involvement of the business user. In the final decision 

workshop, the business user actively takes selection decisions in contrast with approving 

decisions made by the BDA manager during general assessment. Figure 63 illustrates this two-

                                            

31 It is difficult to define a clear limit between extensive and comprehensible size of a data source as this depends 

on the complexity of the use case and available resources. The range between 30 and 50 datasets or hypotheses can 

serve as a rough indication. 
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stage approach of time series prioritization including focus of each stage and all five consecutive 

assessment steps. 

 

Figure 63 - General and detailed assessments 

 Detailed assessment 

The overall goal of detailed assessment is to improve the selection of time series in order to 

create final modeling input. The assessment addresses the lack of filtering for redundancies 

during general assessment but is generally build on a broader set of criteria. Detailed assessment 

can be seen as a combination of additional sub-filters that advances the reduction of feature 

time series including removal of redundancies (Guyon et al. 2006, p. 238). It is organized in two 

assessment steps where the former requires general domain knowledge and the latter specific 

business knowledge. The information base for detailed assessment stems from the evaluation 

tool which provides an overview of all time series per dataset including quality and relevance 

evaluations. 

Assessment step 4 is performed by the BDA manager and includes the following three selection 

tasks: 

1) Remove spurious correlations: Spurious correlation is defined as correlation without 

underlying causation (Simon 1954, p. 467). It poses a specific challenge when using big 

data input (Gandomi, Haider 2015, p. 143), because high dimensionality leads to 

statistical correlation between variables without causal link (Fan et al. 2014, p. 298). 

Occurrence of spurious correlations is not an issue for hypothesis-based generated time 
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series as they are deliberately generated based on domain knowledge. However, 

automated generation of time series does not deliberately choose dimensions and 

variables such that spurious correlations are possible. In order to ensure an efficient 

search for spurious correlations when reviewing a dataset, the BDA manager should 

follow two instructions. Firstly, technical dimensions are excluded from the review. 

These include different calculation forms such as seasonal adjustments or different 

growth rates of variables, for example. Secondly, the review starts with the dimension 

having the smallest set of instances and gradually moves to more extensive dimensions. 

Removing spurious correlations in the former reduces the effort in the latter as the 

number of instances to be reviewed is potentially reduced. 

2) Remove inferior filters: There exist two ways of using filter in hypothesis-based time series 

generation. They remove instances considered as irrelevant or they create specific 

subsets, for example, different material types for factor costs or product types for 

orders. These subsets are often hierarchical in the sense that one filter configuration 

represents a subgroup of another configuration. Such filter configurations are useful to 

test the data for best correlations, however, they can also result in multiple sets of time 

series with similar quality and relevance characteristics. In that case, the BDA manager 

needs to decide upon the best filter configuration. Time series resulting from alternative 

filter configurations are removed. This selection task represents a special form of 

redundancy reduction. 

3) Remove sparse variables: Due to the way time series are generated, same combinations of 

dimensions apply to multiple variables. The dimension combinations can represent 

alternative views on the data but also an aggregate view. Financial data of companies in 

the business environment is an example for the latter case. Time series can be generated 

for financial variables grouped by different types of companies such as competitor, 

supplier, customer, and so on. A variable that shows relevance by correlation only for a 

small number of these groups is considered as sparse. It does not reflect the assumption 

that consistent behavior across multiple company groups indicates a credible 

correlation. These variables and thus the according time series are removed. While the 

first two selection tasks are dependent from the type of time series generation, removal 

of sparse variables applies to all datasets and hypotheses. 

The BDA manager builds up detailed knowledge about the data and therefore prepares the 

decision workshop as basis for assessment step 5. The focus lies on four different types of selection 

tasks in the workshop: 

1) Substantiate spurious correlations, inferior filters, and sparse variables: The BDA manager does 

not necessarily has sufficient domain knowledge in order to fully perform all selections 

tasks of assessment step 4. Therefore, all open selection decisions for spurious 

correlations, inferior filters, and sparse variables are prepared for the workshop. 
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2) Remove redundant information: Time series generation as well as general assessment do not 

address the issue of redundancy for data within a dataset. For that reason, the BDA 

manager identifies variables and dimensions that potentially represent redundant 

information. Because all time series passed the relevance and quality filters during 

general assessment, final decision-making concentrates on selecting the best attributes 

from a business perspective. Details on relevance and quality scores are not required 

here. 

3) Clarify anonymized dimensions: In case a dataset includes anonymized dimensions, the BDA 

manager needs guidance from the business user which dimensions or subsets thereof 

are relevant for analytics. 

4) Add weakly correlated time series: A structured assessment of time series requires to set target 

values for Pearson correlation and cross-correlation. Even though these target values 

are determined with a certain rationale involving the business user, they remain arbitrary 

to some extent. Although general assessment partly addresses this issue by its sensitivity 

analysis, the final selection task of assessment step 5 takes this circumstance into 

consideration. Based on the reduced scope of each dataset after applying selection tasks 

in assessment step 4, the BDA manager carefully reviews the datasets for weakly 

correlated time series. In this context, weak correlation refers to PCC values and time 

lags moderately off the target values as defined in the basic filter setup. Finding 

candidate time series for addition that show some kind of consistency serves as guideline 

for this review, because it is not meant to reduce previous selection efforts to absurdity. 

Candidates must show some relation to time series fulfilling correlation requirements or 

they must represent a group of similar time series that represent a new perspective of 

the dataset. The following two examples explain both cases. (1) A metric shows high 

correlation for a certain dimension, however, two out of ten instances of this dimensions 

miss the correlation targets by a small margin. Time series based on this metric and the 

two instances are valid candidates. (2) A dataset contains highly correlated time series 

based on different variables and dimensions. Another group of time series based on the 

same dimensions but a different variable does not fully meet the threshold. In case this 

variable does not provide redundant information with regard to the existing ones, they 

are valid candidates as well. For instance, the existing variables describe order volumes 

but the candidates are price variables. The BDA manager collects proposals for such 

candidates including the underlying rationale for addition. 

The required types of selection tasks differ among datasets and they are applied on a strict need 

basis. The BDA manager prepares decision templates for each dataset. Each template explains 

the selection decisions required and furthermore provides explanatory information based on 

the BDA book, for instance, notes on variable definitions. Its design strongly depends on the 

selection types whereby different types can be combined for efficient decision-making. It is also 

a key task of the BDA manager to focus on decision-relevant information. Figure 64 provides 
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an example for the case with removing redundant information and adding weakly correlated 

time series. 

 

Figure 64 - Time series decision template (example) 

In the decision workshop, BDA manager and business user go through all decision templates 

and make the final selection decisions on time series. The data preparation step concludes with 

this and the selected modeling input is transferred to the modeling & evaluation step. 
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4.7 Modeling & evaluation 

4.7.1 Step overview: Select, build & assess 

Modeling represents the transition from modeling input to desired insights by application of 

analytics models. CRISP-DM breaks down the modeling step into four separate tasks (Chapman 

et al. 2000, pp. 53–56): 

1) Model selection determines appropriate analytics models for the use case.  

2) Test design defines the approach "[…] to test the model’s quality and validity" (Chapman 

et al. 2000, p. 54). 

3) Model building includes setting parameters for selected models and running models based 

on model input data. 

4) Model assessment describes model performance with adequate evaluation criteria.  

Development of an analytics model is of iterative nature (Vercellis 2009, pp. 67–70), particularly 

between model building and assessment. In the present methodology, model building includes 

data formatting as this task is model-dependent and various models are typically utilized. Model 

parameter settings and formatting choices directly influence performance such that finding the 

best model requires to iterate between model building and assessment. The proposed 

methodology therefore consolidates both tasks. Moreover, model assessment represents "[…] 

a purely technical assessment based on the outcome of the modeling […] (Chapman et al. 2000, 

p. 56) such that additional business evaluation is required. Based on acceptable technical 

performance established during model building and assessment, evaluation appraises the 

resulting model from a business perspective with regard to the objectives of the use case (Wirth, 

Hipp 2000, p. 34). Chapman et al. (2000, pp. 58–59) propose evaluation as independent step 

including process review for quality assurance and determination of next steps. The latter two 

tasks direct towards deployment of the model and thus are not in scope of this work. Evaluation 

is consequently integrated into this step of the methodology. Modeling and evaluation are highly 

standardized and lie within the core competency of the data scientist. This section presents 

particularities for a time series-based forecasting use case in a business environment. 
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4.7.2 Model selection 

Model selection32 generally depends on the underlying analytics problem and model input 

(Berry, Linoff 2004, p. 605). For each analytics problem, a vast number of potentially applicable 

models exist, however, selection can be based on "[…] well-defined categories of models […]" 

(Hand et al. 2001, pp. 151–152). With a given forecasting use case, the search space is naturally 

restricted to the category of predictive models (Vercellis 2009, p. 70). Furthermore, two basic 

types of predictive models exist: classification models provide predictions in form of distinct 

classes and regression models predict a specific value (Two Crows Corporation 1999, p. 9). The 

goal of model selection is to provide a manageable number of model alternatives across the 

applicable categories that are subsequently built and assessed in order to determine which one 

works best. In order to do so, the data scientist narrows down the choice by identifying 

appropriate models based on five selection criteria according to Linoff, Berry (2011). These 

criteria include differentiation between supervised and unsupervised learning, form and quality 

of target or input data, ease of use for modeling, and importance of model explicability (Linoff, 

Berry 2011, pp. 95–98). The methodology aims to build predictive models following a 

backtesting approach with historical sales data such that there is no need for unsupervised 

learning. Furthermore, both target and input data are provided in structured numerical form 

such that categorical data does no limit model choice, for example. Also the issue of missing 

values and outliers is reduced due to quality evaluation during time series prioritization. 

Nevertheless, some models are more sensitive to data quality issues, for example, neural 

networks (Linoff, Berry 2011, p. 97). 

The complete methodology grounds in the idea of deliberate and careful selection of data input. 

Berman (2013) reflects this by stating: "Pick better metrics, not better algorithms" (Berman 

2013, p. 162). It is tempting to use most advanced models but they often provide less benefits 

than expected and it can be more difficult to get satisfactory results as they typically require 

more model parameters to control (Domingos 2012, p. 85). Moreover, it becomes more 

challenging to build generally valid models with increasing complexity such that it is advisable 

to start with more simple models (Lanquillon, Mallow 2015a, p. 80). Advanced approaches often 

represent black box models that are typically difficult to understand and to interpret for the 

business user. Furthermore, there exists no general evidence that complex models improve 

forecasting accuracy compared to simple models (Green, Armstrong 2015). As a consequence, 

the data scientist together with the BDA manager prepares two different sets of models. The 

first set represents more simple models and are the starting point for model building. More 

                                            

32 Model selection often also refers to deciding which model to choose from given alternatives based on their 

individual performance (Murphy 2012, pp. 22–24). This understanding of model selection applies to model 

assessment here. 
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advanced models of the second set are only built in case first set models do not provide 

sufficient performance.  

 

Figure 65 - Model selection template 

Analytics models are readily available by multiple software libraries or analytics tools and 

therefore are often applied in a black box manner where the inner workings are not known by 

the user (Rocha et al. 2012, p. 2). While expert knowledge of the data scientist guides model 

selection (Alonso et al. 2012, p. 7526), the business user still needs to agree with the proposed 

choice. Larose, Larose (2015) propose a white box approach to facilitate an understanding of 

analytics models applied. At its core, the approach answers why proposed models were selected 

and how they work. They additionally suggest to perform exercises with the model in order to 

strengthen understanding by the user (Larose, Larose 2015, p. xxiii). Following this idea, the 

BDA manager prepares a model selection template as illustrated by Figure 65. The template lists 

all models including alternative designs proposed by the data scientist grouped by category and 

level of advancement. It also provides brief explanations of the decision-making rationale and 

model workings. Business user, data scientist, and BDA manager review the model selection 

template in order to approve the proposed selection. 
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4.7.3 Test design 

The test design for a forecasting use case comprises two major features. Firstly, model testing 

follows a backtesting approach "[…] that aims at comparing ex‐ante made predictions with ex‐

post observed numbers" (Baesens 2014, p. 134). Secondly, the test design promotes generalization 

of the model. Generalization describes how well a model performs on observations not utilized 

for model building (Alpaydin 2010, p. 39). To put it differently, the expected forecast error for 

application on future data should be minimized (Murphy 2012, p. 23). Poor performance on 

unseen data, equal to a high generalization error, is often referred to as overfitting (Apte et al. 

2003, p. 21). As future data is not available to test generalization of a model, historic data on-

hand can be divided into disjoint sets called training set and validation set. The former is used to 

learn the model and the latter for estimating model performance (Runkler 2010, p. 77). 

Method Description  Suitability 

Hold-out (Random) division into training and 

validation sets 

For abundant 

observations 

Random subsampling Hold-out repeated multiple times Not recommended 

k-fold cross-validation Division into k "folds" and repeat learning 

k-times 

Recommended for 

limited observations 

Leave one out Each fold with exactly one observation; 

special case of cross- validation where k 

equals the number of observations 

Not recommended 

Bootstrapping Random selection of observations with 

replacement to create the training set; non-

selected observations build validation set  

For limited observations 

Table 22 - Methods for model performance validation [based on (Shahapurkar 2016, pp. 74–78)] 

Division into two sets is called hold-out method and represents the simplest form of creating 

training and validation sets (Cleve, Lämmel 2014, pp. 231–233). However, hold-out reduces the 

number of observations available for model training (Murphy 2012, pp. 23–24) while the largest 

possible number of observations is required for learning with high-dimensional data (Donoho 

2000). Available data in terms of observations is typically scarce (Hastie et al. 2017, p. 241), 

therefore other methods are required (Witten et al. 2011, p. 147). Shahapurkar (2016) provides 

an overview of popular methods, as shown in Table 22. 

Shahapurkar (2016, p. 77) recommends k-fold cross-validation and bootstrapping for cases of 

scarce data, with cross-validation being "[…] the method of choice in most practical limited-

data situations" (Witten et al. 2011, p. 147).  K-fold cross-validation divides the data into k parts 

of which one is used for validation and the remaining parts for training. Furthermore, this 
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process is repeated k times such that each fold serves as validation set once, and model 

performance is aggregated across all repetitions (Hastie et al. 2017, 241–242). Figure 66 

illustrates the method for k=5. Dividing data bears the risk that specific instances are over- or 

underrepresented in the folds created (Witten et al. 2011, p. 152) which represents an issue for 

learning a generalizable model. Stratification ensures that each fold has the same distribution of 

observations (Shahapurkar 2016, p. 75). As a consequence, stratified k-fold cross-validation is 

proposed as method to estimate the generalization error in the test design. 

 

Figure 66 - Concept of k-fold cross-validation method 

4.7.4 Model building, assessment and business evaluation 

Data conditioning is the final task to transform modeling input into data effectively used by the 

models. It represents a special form of data construction. While time series generation applies 

individual construction rules to specific subsets of data, data conditioning refers to the entire 

modeling input with the same rules. For time series data generated and selected during data 

understanding and preparation, conditioning includes the following options: 

1) Normalization: Roiger (2017) defines normalization as transformation of numeric values 

to a specific range. It is critical for performance of certain models, especially for 

distance-based ones, and four basic types exist. Decimal scaling is the simplest form and 

transforms each value by a power of ten. Min-max normalization33 brings all values to the 

range between zero and one. Z-scores utilize the mean and standard deviation for 

normalization and are typically applied when maximum and minimum are unknown. 

                                            

33 The scoring model of time series prioritization applies min-max normalization to individual scores. 
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Logarithmic normalization determines the exponent of a logarithmic base that represents 

the value (Roiger 2017, pp. 208–209). 

2) Handling missing values:34 Time series prioritization generally ensures an acceptable level 

of missing values. However, some models strictly require a value for each data point. 

Three basic approaches to handle missing values exist according to Baesens (2014). 

Impute refers to substituting the missing value with a known value such as the mean. In 

case that missing values are not meaningful, a feature containing missing values can be 

removed. If the occurrence of a missing value contains valuable information, it is a valid 

option to keep it as additional model input (Baesens 2014, p. 19).  Furthermore, missing 

values can also be kept in case the model is capable to deal with them during model 

building (Hastie et al. 2017, p. 333). 

3) Time windows: The simplest form to represent a time series as feature for modeling is to 

take its value for any given point in time. This disregards information about dynamics 

of the time series that are potential features as well. These dynamics can be calculated 

as descriptive statistics for specified time windows. They can be summary statistics such 

as mean and standard deviation or time series-specific statistics such as the trend 

(Chatfield 2016, pp. 11–12). 

This overview on data conditioning reveals the existence of alternative options that can be 

applied to the models. As each option generally has a different effect on model performance, 

the data scientist can apply different ones during model building in order to determine the best 

choice. Moreover, some conditioning techniques come at a substantial cost. Testing 

performance with a simple approach can be done first in order to decide whether a costly one 

is required at all to improve performance. Two more degrees of freedom to build models are 

available for the data scientist. Firstly, analytics models typically have freely selectable parameters 

(Mohri et al. 2012, p. 4). In a narrower sense, model building can be described as "[…] 

optimization of the model parameters […]" (Alpaydin 2010, p. 210) in order to improve model 

performance. Finding optimal parameters is strongly model-dependent and a large variety of 

techniques exist that are beyond the scope of this work. Jimenez et al. (2009, pp. 2824–2825) 

provide a brief overview of several techniques and Chapelle et al. (2002) give a prominent 

example for support vector machines. Secondly, the models can be combined with wrapper or 

embedded methods for additional feature selection if appropriate. Application of other filter 

methods is another valid alternative. Combining different feature selection approaches is 

proposed especially for high dimensionality of data input (Liu, Motoda 1998, p. 87). Similarly 

to model parameters, deciding on further feature selection depends on the model and other 

prerequisites. Guyon, Elisseeff (2006), Liu, Motoda (2008) and Chandrashekar, Sahin (2014) 

provide a comprehensive overview and survey on various techniques, respectively. Time series 

                                            

34 Little, Rubin (2002) provide an extensive overview on analytics with missing values. 
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prioritization already represents a comprehensive feature selection method. It is designed to be 

easy to understand by business users in order to facilitate incorporation of domain knowledge 

and aims for selecting data input approved from a business perspective. Additional feature 

selection must not necessarily comply with these restrictions and their primary goal is to 

improve model performance. 

Based on the choices for conditioning, model parameter optimization, and feature selection, the 

data scientist subsequently builds the models and tracks their performance following the test 

design. Model building refers to the implementation in an analytics tool (Chapman et al. 2000, 

p. 55) and fitting the model to the input data. Because the model learns from historic data, this 

activity is often also referred to as model training (Eckerson 2007, p. 7). Tracking of generalization 

performance requires model assessment which is defined by Hastie et al. (2017, p. 219) as 

follows: 

"Assessment of this performance is extremely important in practice, since it guides the choice of learning method 

or model, and gives us a measure of the quality of the ultimately chosen model." 

In simple terms, assessment answers the question whether a model works or not (Linoff, Berry 

2011, p. 180) for the given use case. Model assessment requires measurement of performance 

which is dependent on the model category. In the case of predictive analytics, performance is 

generally measured by accuracy of predictions (Eckerson 2007, p. 11). Models in the 

classification category require different measures compared to regression models because their 

model output is not a metric value. Performance measures for classification are best explained 

in the case of two prediction classes using a confusion matrix (Witten et al. 2011, p. 164), which 

is shown in Figure 67. The confusion matrix summarizes all possible prediction outcomes as 

basis for calculation of performance measures. 

 

Figure 67 - Confusion matrix (classification) [based on (Witten et al. 2011, p. 164)] 

There exist four major measures for classification according to Witten et al. (2011). Accuracy is 

the ratio between all correct classifications and the total number of classifications. Recall 

describes how many observations of a single class are covered by the corresponding class 

prediction and precision represents individual accuracy for each class. Recall and precision are 
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often combined into a single measure called F1 (Witten et al. 2011, pp. 163–177). Table 23 

provides a summary of classification measures including calculation for a two-class prediction. 

Measure Calculation 

Accuracy 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Recall 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Precision 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

F1 
2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

Table 23 - Classification performance measures                                                                                

[based on (Witten et al. 2011, pp. 163–177; Silva, Ribeiro 2003, p. 1664)] 

The same measures are also applicable for multi-class prediction (Sokolova, Lapalme 2009, 

p. 430). In that case, it becomes clear why accuracy should not be the only measure considered. 

Accuracy represents an average across all classes and can be misleading when the performance 

for individual classes is significantly lower (Ganesan 2014). This is particularly important in cases 

where "[…] classes are very imbalanced" (scikit-learn 2016). While accuracy for multi-class 

classification is calculated in the exact same way, two alternative ways for the other measures 

are presented by Özgür et al. (2005). Micro-averaging computes measures globally which means 

that values for TP, FP and FN are added up across all classes before applying the formula for 

recall or precision. In macro-averaging the measure is determined for each class individually and 

the average across all classes is calculated afterwards. As a result, classes with many observations 

dominate in micro-averaging and sparse classes in macro-averaging (Özgür et al. 2005, p. 611). 

Comparison of micro and macro values for the measures enables an assessment of model bias 

towards highly or lowly populated classes. If the macro value is significantly lower than the 

micro value, classification for lowly populated classes is worse and vice versa. 

Building performance measures on the concept of different accuracy rates is not appropriate 

for models of the regression category, because errors "[…] are not simply present or absent; 

they come in different sizes" (Witten et al. 2011, p. 180). Regression models provide the actual 

(𝑎𝑡) and predicted (𝑝𝑡) value such that all measures are based on the prediction error represented 

by the difference of both values (Larose, Larose 2014, pp. 278–280). Numerous measures 

following this basic principle exist and Witten et al. (2011, pp. 180–182) provide an overview. 

Table 24 exemplarily shows Root-Mean-Square Error (RMSE) as most commonly used measure 

and Mean Absolute Percentage Error (MAPE) error as an alternative.  
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Measure Calculation35 

Root-mean-square error 𝑅𝑀𝑆𝐸 = √
∑ (𝑝𝑡 − 𝑎𝑡)2𝑛

𝑡=1

𝑛
 

Mean absolute percentage error 𝑀𝐴𝑃𝐸 =
100

𝑛
∑ |

𝑎𝑡 − 𝑝𝑡

𝑎𝑡

|

𝑛

𝑡=1

 

Table 24 - Regression performance measures [based on (Witten et al. 2011, p. 180)] 

There exist other assessment criteria for models that either evaluate model complexity (Hastie 

et al. 2017, pp. 230–241) or investigate consistency of model performance. However, accuracy- 

and error-based measures are adequate for practical applications (Witten et al. 2011, p. 156). In 

particular, this holds true as the presented methodology builds upon existing library models. 

The use of so-called commodity models is a pragmatic approach and model assessment ends 

"[…] when something good enough is found" (Franks 2012, p. 157). The BDA manager and 

data scientist jointly review model assessments in order to decide whether starting models are 

sufficient or advanced models are required. After completion of assessment, they prepare 

business evaluation by aggregating information for the business user. The primary goal of model 

assessment is to identify working models while business evaluation aims to decide on the 

applicability of built models in practice. In order to facilitate the decision the following three 

activities are helpful: 

1) Baseline comparison: Performance comparison of built models with baseline models 

provides additional insight for evaluation. Existing solutions currently utilized by the 

company in the domain of the use case are primary choice for setting a baseline 

performance. In case such solutions are not available, simple models not based on big 

data analytics are valuable as well. 

2) Practice test: The optimal way to assess models suitable for practical application is to 

evaluate their performance on new data that was not utilized for model training or 

validation (Hastie et al. 2017, p. 222). As discussed previously, data is typically scarce 

and therefore the test design includes all available data. However, models with adequate 

performance based on assessment can be employed for a practice test. Testing 

forecasting models based on real time data is the optimal approach to determine their 

practicality (Armstrong 2002a, pp. 446–447). Applicability of the practice test depends 

on the update rate of the forecasting model and the urgency of implementation.  

3) Confidence & explicability: Besides model performance, two more dimensions need to be 

addressed during business evaluation. The level of confidence for the forecasts and the 

                                            

35 t denominates the number of n observations 
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level of explicability for the model (Linoff, Berry 2011, p. 181) need to be sufficient 

from a business user perspective. 

The methodology concludes with the business evaluation review including project sponsor, 

business user, BDA manager, and data scientist. The focus lies on model assessment and insights 

from aforementioned activities but also includes a brief review of the use case, big data sources, 

data understanding, and data preparation in order to set the stage. The outcome is a decision 

about application of the model and initiates deployment preparations in case of a positive vote. 

Preparation and implementation of deployment are out of scope for this methodology and thus 

it is referred to Chapman et al. (2000, pp. 58–62).





 

 

5 Evaluation 
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5.1 Pre-study 

The pre-study was performed by the author in order to validate the business need to determine 

and develop BDA applications that provide a better understanding of the volatile world. The 

pre-study included multiple discussions with an automotive supplier, semiconductor 

manufacturer, and contract manufacturer in the automotive industry. The discussions were held 

with the following roles at these companies: Chief Executive Officer, Chief Operating Officer, 

Head of Supply Chain Innovation, Vice President Marketing & Sales, Director Business 

Continuity Planning, and Project Leader Industry 4.0 Strategy. Each discussion was based on 

an introduction to the situation of the volatile business environment and to the advanced 

corporate agility system including big data analytics as described in this work. 

The pre-study findings underline the alignment between the business point of view on the 

volatile world and the understanding behind the agility framework. They furthermore confirm 

that industrial companies regard BDA applications as opportunity to gain a better understanding 

of their volatile business environment. The following summarizes key insights from the 

discussions with the three pre-study companies: 

• Increasing volatility is observed across all business segments and markets: this reinforces 

the need to address the challenges posed by a volatile business environment. 

• Agility includes responsiveness in form of agility levers but also alertness for changes: 

this underlines the key role of monitoring in the corporate agility system. 

• Traditional approaches to understand volatilities disregard essential factors which poses 

a barrier to become an agile company: this can be addressed by an increased information base 

(data view). 

• Information regarding volatilities is often collected or prepared by a central unit for the 

overall company and becomes available for business units or functions only at low 

frequencies: this can be addressed by building BDA models that focus on specific needs of business 

units or functions as defined by use cases. 

• Demand volatility is a key challenge and has great potential for improvement in all 

companies: this emphasizes the importance of sales forecasting. 

In summary, the pre-study findings confirm the relevance of the presented methodology. They 

furthermore provide evidence that the later defined use case of sales forecasting is relevant 

across different industries. 
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5.2 Case study introduction 

5.2.1 Industry background 

The presented methodology was built and evaluated during a case study with an European 

manufacturer of Printed Circuit Boards (PCB) with global business and operations. PCBs 

fundamentally serve as platform that carries and connects other electronic components such as 

semiconductors, and they have become increasingly complex representing a high technology 

product today (LaDou 2006, p. 211). PCB manufacturing as an intermediate industry supplies 

its products for use in many applications (Suarez et al. 1996, p. 226). Typical applications of 

PCBs include consumer electronics, telecommunications equipment, industrial electronics 

including power electronics, medical electronics as well as automotive and aerospace electronics 

(PCB Wizards 2006). PCB manufacturing therefore represents a classic B2B industry. Original 

Equipment Manufacturer (OEM) of the application domains represent typical customers of a PCB 

manufacturer. In 2016, the global market size was USD 58.2 billion and thus PCBs correspond 

to 13% of all Electronics Manufacturing Services (EMS) (IPC 2017). The worldwide industry outlook 

is solid with market growth to be higher than 3% annually in upcoming years which is mainly 

driven by the communications, computer and automotive industries (ReportLinker 2017). Due 

to the short lifespan and high innovation rate of application products, sales forecasting is crucial 

to manage material flows and cycle time at PCB manufacturers (Chang et al. 2009, p. 344). The 

high level of competition requires PCB manufacturers to put their decision-making on a solid 

information base of which forecasting is a key part (Chang et al. 2007b, p. 86). Moreover, 

forecasting is seen as source of competitiveness as it enables better capacity planning and 

inventory control (Chang, Wang 2006, p. 715).  
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5.2.2 Project setup 

The case study was performed between April 2015 and December 2016 over a period of 20 

months. After an initiation phase, a formal research project was set up in September 2015 with 

the PCB manufacturer, the author of this work as researcher from the Institute of Innovation and 

Industrial Management (IIM) at the Graz University of Technology and the Know-Center as external 

provider of BDA capabilities. The initiation phase covered the team setup and business 

understanding step while the remaining steps were developed and evaluated during the research 

project where the author was committed to full-time. Figure 68 presents the timeline of the pre-

study and case study including respective focus regarding the new methodology. 

 

Figure 68 - Timeline of pre-study and case study 
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5.3 Case study results 

5.3.1 Team setup 

The roles of the multidisciplinary team setup are reflected by the project team of the case study. 

The methodology is designed around the central role of the BDA manager as this role covers 

project management and team coordination as basis for comprehensive involvement of domain 

knowledge. The author occupied the BDA manager role on a full-time basis and provides the 

required skillset. The academic background in business administration with mechanical 

engineering36 serves as a solid basis for this role. Knowledge in the business domain stems from 

more than three years of prior work across different industries and functions including an 

initiative on advanced analytics in manufacturing industries. The author primarily worked as 

consultant and therefore collected substantial experience in project management. Moreover, 

BDA knowledge was previously acquired during research work as doctorate candidate at the 

IIM institute since September 2014. 

All business-related roles were covered by the PCB manufacturer. The business user is the second 

key role in the team setup and was covered by the director and three (senior) analysts from the 

strategy and business development department. Project sponsorship was provided by the Chief 

Executive Officer (CEO) of the company. A legal counsel and risk manager as well as the data 

protection officer of the company served as data officers in the project. The role of data owner was 

split into two groups because internal and external data sources were utilized. For overall 

coordination and data access to internal sources, the manager of IT applications and the 

manager of the company data warehouse acted as lead data owners for internal sources. In total, 

seven data owners covered the range of different data selected for the project. Employees from 

controlling, purchasing, logistics, and IT were involved here. Customer service teams and IT 

helpdesks were utilized as data owners of external data sources. The three required BDA roles 

were covered by the external provider. Two employees from the knowledge discovery 

department took on the roles of data scientist and data engineer and three additional database 

administrators covered data extraction and transformation from four data source types and 

loading to the project cluster. As the setup involved three partners, the proposed assistant 

project managers were also installed. A lead business user was identified therefore on the 

company side and the deputy head of the knowledge discovery department took on this auxiliary 

role for the BDA provider. Figure 69 provides an overview of the team setup. 

                                            

36 This field of study is known as Wirtschaftsingenieurwesen, Fachrichtung Maschinenbau in German. 
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Figure 69 - Project team setup 

5.3.2 Business understanding 

 Agility-based business objectives 

The project of the case study started with the initiation workshop including the project sponsor 

and BDA manager based on the following agenda: 

1) Overview on volatilities in industries (5 mins): Selected examples of observed volatilities in 

related industries served as introduction to the issue of a volatile business environment. 

The examples covered various areas including raw material price as well as sales 

fluctuations, technology shifts, and regulatory changes. 

2) Introduction to the idea of big data analytics (5 mins): The data and analytics views were 

presented against the background of the increasingly volatile and complex business 

world in order to create a common understanding of strategic value of big data analytics 

in this environment. 

3) Presentation of the advanced corporate agility system (10 mins): The agility-based framework was 

used to build a common understanding of the connection between volatility challenges 

and company reaction including the potential utilization of big data analytics. 
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4) Alignment with mission statement (5 mins): The BDA manager reviewed the company's 

mission statement with regard to its business model and highlighted elements that 

represent agile characteristics as well as high-level benefits from BDA utilization in these 

areas. 

5) Discussion on business objectives (20 mins): This part covers the first part of the business 

understanding step and is based on directions from senior management such that 

employment of the six-step method to determine effects of the volatile business 

environment was not required. 

The initiation workshop resulted in positive alignment of the company's business model with 

the agility framework. Perception of the volatile business environment as one of the overall key 

challenges as well as a need for improvement here reinforced the acceptance of agility as 

underlying principle. The project sponsor furthermore endorsed big data analytics as potential 

approach to gain a better understanding of volatilities. Finally, two strategic guidelines were 

formulated to restrict the scope of potential use cases to the most relevant areas: technology change 

and sales fluctuations. Fast detection of changing technological requirements or newly available 

technologies enables a company to offer state-of-the-art products and to occupy technology 

niches. A better understanding of sales fluctuations results in improved capacity utilization and 

product mix in production. These guidelines were verified with business users responsible for 

both areas in two individual interviews. 

 Use case definition & selection 

Within the given guidelines of agility-based business objectives, examination of company issues, 

business processes, competitor benchmarking, and volatility events in the use case identification 

workshop generated a long list of eleven ideas. As shown in Figure 70, the number of use cases 

was reduced to a short list of four use cases based on assessment and prioritization that led to 

two use cases for final selection after bundling. 

 

Figure 70 - Overview use case definition and selection 
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The relevance and feasibility dimensions of the use case assessment template proved to be 

efficient and effective. A significant share of required information was already collected during 

the idea generation workshop and preparation of missing information was less than a working 

day effort for both business user and data scientist. The formulation of a target state per use 

case led to a clear qualitative assessment with high business impact for eight use cases, medium 

impact for one use case, and low impact for two use cases. Out of the high impact use cases, 

two were removed based on their feasibility assessment as no adequate analytics models were 

identified as available. The prioritization workshop further revealed a shortage of potential big 

data input for another high impact use case. To further differentiate the ranking, both feasibility 

dimensions were translated into a qualitative assessment in the same way as for business impact. 

This optional assessment revealed a differentiation between four top ranked use cases with high 

feasibility and one with medium feasibility only. As a consequence, the prioritization of use cases 

directly resulted from the assessment based ranking. Figure 71 provides an exemplary excerpt 

of the use case assessment template for the top ranked use cases and Figure 72 summarizes the 

results of assessment and prioritization in form of the use case portfolio matrix. 

 

 

Figure 71 - Use case assessment template (exemplary excerpt) 

 

 

Assessment template (excerpt)

Use case

Sales 
forecasting

Target state Data Analytics

▪ Sales forecast in the medium term
▪ Regular forecast updates
▪ Focus on business segment level
▪ Reduced reaction time to changes in sales

Sales 
monitoring

New 
technology

Technology 
trend

▪ Order data
▪ Pricing data
▪ Financial reports
▪ Customer & supplier data
▪ Economic & industry data
▪ News data

▪ Predictive Analytics

▪ Early warning system for significant 
changes in sales

▪ Continous monitoring
▪ Focus on individual customer
▪ Reduced reaction time to changes in sales

▪ Order data
▪ Pricing data
▪ Financial reports
▪ Customer & supplier data

▪ Predictive Analytics
▪ Outlier detection

▪ Identification of new technologies
▪ Continuous monitoring
▪ Focus on unknown technologies
▪ Representation of dependencies
▪ Early recognition of relevant technologies

▪ Determination of technology maturity 
levels

▪ Continuous monitoring
▪ Focus on known technologies
▪ Better timing of market readiness

▪ Research data
▪ Patents
▪ Expert forums               

(e.g., exhibitions)
▪ Competitor data
▪ Startups data

▪ Text mining
▪ Semantic 

enrichment & 
contextualization

▪ High-dimensional 
time series analytics

▪ Text mining
▪ Semantic 

enrichment & 
contextualization

▪ High-dimensional 
time series analytics

▪ Research data
▪ Patents
▪ Expert forums            

(e.g., exhibitions)
▪ Competitor data
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Figure 72 - Use case portfolio matrix 

The prioritized set of use cases comprised two cases for each of the business objectives which 

makes them candidates for use case bundling. In the given company, sales fluctuations and 

technology change both lie in the area of responsibility of the strategy and business development 

department with additional involvement of the research and development team for the latter 

case. Therefore, each pair of use cases allowed for the same project setup regarding key roles. 

It also becomes clear from the assessment excerpt shown in Figure 71 that both feasibility 

dimensions show a high level of consistency. Sales monitoring uses a subset of data from sales 

forecasting and the same holds true the other way around for analytics. Both technology change 

related use cases are based on the same approach for analytics and technology trend utilizes the 

same data as new technology to a great extent. The resulting use case bundles were discussed with 

the project sponsor based on the use case decision template. Although both bundles were 

considered for continuation, the bundle on sales fluctuations37 was selected as initial project. As 

the case study represented a pilot effort of BDA utilization outside of operations, the project 

was seen as field test for other projects to follow. This is also reflected by the project approach 

in two phases. A proof of concept was the deliverable of the first phase and covers all further 

steps of the methodology including modeling & evaluation. After successful completion, the 

second phase would then result in a working prototype. Such a prototype would work in the 

operational environment of the company with real-time instead of historic data. This approach 

mitigated project failure risk which is important in the studied case due to involvement of an 

external partner with according budget commitments. Figure 73 summarizes the decision 

template for sales forecasting as part of the selected use case bundle. 

                                            

37 A brief summary on use case results can also be found in Winkler et al. (2017) and Kern (2017). 

Assessment and ranking result

Relevance

high

medium

low

Feasibility

low medium high
Agility-based 
business objectives

Sales fluctuations

Technology change

Prioritization
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Figure 73 - Use case decision template (excerpt) 

The project setup is already discussed in Subsection 5.3.1 and budget details are omitted for 

confidentiality reasons. However, the decision template already reflects substantiations 

compared to the stage of assessment which resulted from decision preparation. In particular, 

the sales forecasting use case focused on the most volatile business segment and should provide 

monthly updates on sales growth rates based on sales units over a forecast period of 12 months. 

Furthermore, the scope of analytics was restricted to established models but does not restrict 

the category of predictive analytics. Project analytics utilized existing BDA infrastructure of the 

external partner to avoid investments for investigation of the proof of concept. The remainder 

of the case study focuses on the first phase of the sales forecasting use case as this covers the 

entire lifecycle of the methodology. However, the following results on big data sources are 

directly applicable to the sales monitoring use case as well. The requirement of customer-specific 

data is the only restriction that requires a subset of data from the identified data sources for the 

monitoring use case. 

5.3.3 Big data sources 

 Identification and filtering 

The core activity to identify potential data sources is the data query. In the systems view, 

information on existing internal data sources was collected from ten different employees. The 

IT department played a key role in providing a comprehensive overview and documentation on 

major systems. However, other functions were also required to gain a full understanding. 

Purchasing uses a completely external system for process management, for example. In order 

to generate ideas beyond existing sources, six semi-structured interviews were performed as part 

Decision template (excerpt)

Use case "sales forecasting"

Objective & 
scope

▪ Increase mid-term visibility on sales dynamics
▪ Sales growth forecast (measured in units)

▪ 12 months forecast period
▪ Monthly forecast updates
▪ Focus on most volatile business segment

▪ Classification or regression model both valid

Project 
approach

▪ Use of standard predictive analytics models
▪ Cooperation with external BDA provider
▪ External big data analytics infrastructure (hardware & software)
▪ 2-phase approach: Feasibility study + Use case deployment

Deliverables

▪ Phase I: Proof of concept based on built and evaluated models
▪ Phase II: Working prototype

▪ Transfer into company infrastructure
▪ Transfer from backtesting to real-time data

Comments
▪ Highest potential impact among all use cases
▪ Project risk mitigated by 2-phase approach
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of the interface view. Interview partners at manager level were selected from sales, purchasing, 

SCM and communications departments following the idea to collect ideas from interfaces with 

the volatile business environment. The expert view involving three of the business users 

complemented the data query such that in total 19 individual views were collected. Figure 74 

provides an overview of the performed data query. The following provides examples for 

observed adjustment needs during filtering of collected ideas: 

• Remove double entries: Review of the purchasing process management system revealed that 

it is entirely based on data provided by the ERP system and thus does not provide any 

additional data. Similar situations were observed for accounting and quotation systems. 

• Clustering: Different business data from various reports were proposed as potential data 

sources. Most of the reports were drawn from a single ERP data warehouse accessible 

via a single interface such that they were aggregated as one data source. 

• Splitting: The company mail server was proposed as data source as well. Despite 

originating from the same technical system, email metadata such as time & date 

information was treated as separate source from email content. They represent 

structured and unstructured data and, on the other hand, they are treated differently in 

the system's archive which results in significantly different historic reach for both. 

The data query plus ideas previously collected during use case definition resulted in a long list 

of 28 data sources after filtering which is presented in Table 25. The long list includes 16 internal 

versus 12 external sources as well as 16 structured versus 12 unstructured data sources. 

 

Figure 74 - Data query scope 

 

 

Data query

System view Interface view Expert view

IT (3)

Controlling

Accounting

Sales

Sales/engineering (2)

Purchasing

Communications

SCM (2)

Sales (2)

Purchasing

Communications

Business user (3)

Σ=19 individual views
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Table 25 - Long list of potential data sources 

# Source Data Source type Data type

1 ERP data warehouse Business data (e.g., orders) internal structured

2 ERP system Business data (e.g., quotations) internal structured

3 Google Analytics Clickstream data on company website internal structured

4 SCM file server Customer forecasts internal structured

5 CRM system Sales opportunities

(e.g., volume and probabilities)

internal structured

6 Treasury files erver Customer credit scores internal structured

7 Strategy & business 

development file server

Industry reports by market researches 

(quantitative data)

internal structured

8 Visitor system Visitor tracking

(e.g., timing and frequency)

internal structured

9 VoIP system* Landline calls metadata

(e.g., date & time or origination)

internal structured

10 Mobile telecom-

munications provider

Mobile call metadata

(e.g., date & time or origination)

internal structured

11 Company mail server Email metadata

(e.g., date & time or origination)

internal structured

12 Company mail server Email texts internal unstructured

13 Sales file server Customer visit reports internal unstructured

14 Strategy & business 

development file server

Industry reports by market researches 

(text)

internal unstructured

15
Media monitoring 

provider
News (e.g., market trends, brands) internal unstructured

16 Strategy & business 

development file server

Customer satisfaction survey internal unstructured

17 Financial database Financial data

(e.g., revenues, earnings, share price)

external structured

18 Public statistics database 

(Europe)

Economic and industry data

(e.g., leading indicators)

external structured

19 Public statistics database 

(global)

Economic and industry data

(e.g., leading indicators)

external structured

20 Google Trends Search engine data external structured

21 Private statistics provider Industry data external structured

22 Company websites News and communication

(e.g., competitor or customer)

external unstructured

23 News websites Industry news external unstructured

24 Facebook Social media data external unstructured

25 Event websites Trade fair and conference data

(e.g., attendance rate)

external unstructured

26 Technology blogs Blog entries external unstructured

27 Industry newsletter 

(subscriptions)

Industry news external unstructured

28 Twitter Social media data external unstructured

* VoIP = Voice over Internet Protocol

Data Sources
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 Assessment and selection 

The selection process of data sources starts with the pre-assessment along five decisive factors 

of which three require specification for the individual use case. Ideally, the historic reach of a data 

source meets the data history of the target time series plus forecast period. As this would 

penalize newly established data sources, the minimum reach was set by practical values for 

predictive analytics. Data history is reported to be sufficient in the range between two and three 

years (Berry, Linoff 2004, p. 63; Armstrong et al. 2015, p. 1724) such that all sources with less 

than two years historic reach were removed from the long list. The update frequency describes the 

rate at which information of the data source is refreshed. Based on the use case objective to 

provide monthly forecast updates, data with a monthly update frequency is preferable. Again, 

this would generally be too restrictive because data with lower frequency still can contain highly 

valuable information that can be used for analytics. The minimum requirement was 

consequently set to annual frequency. Only licensing fees were considered regarding costs such 

that data sources incurring fees above a predefined cash budget were excluded. Figure 75 shows 

an exemplary list of data sources removed from the long list during pre-assessment. 

 

Figure 75 - Data source pre-assessment with decisive factors 

The CRM system was newly introduced at the company before the project start and therefore 

the minimum requirement for historic reach was not met. Credit scores of customers are 

updated occasion-related such that scores generally do not change in the short or medium term. 

As this does not provide consistent information updates with an annual or higher frequency the 

data source was dismissed. A review of customer satisfaction surveys revealed insufficient 

structure of the data. Customers define the structure of the feedback and decide on the timing. 

This does not allow to construct a clear time series of information across multiple customers. 

Event websites for trade fairs and industry conferences typically require a login in order to access 

valuable information. Furthermore, information content can be restricted to paying participants 

and thus coverage of a reasonable number of events ran against the budget restriction. Twitter 

Pre-assessment examples

Decisive factorsData source

Source Data

CRM system Sales opportunities

Treasury files erver Customer credit 
scores 

Strategy file server Customer satisfaction 
survey 

Event websites Trade fair and 
conference data

Twitter Social media data 

Accessibility

[yes/no]

Analyzability

[yes/no]

Historic
reach

[> 2 years]

Update 
frequency

[> annual]

Costs

[< budget]
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restricts access to its freely available data via rate limits (Twitter 2017a) which does not allow to 

accumulate a long history of data. The fee-based access to the archive with full history of Twitter 

data (Twitter 2017b) did not meet budget requirements for the present case. In total, 13 data 

sources did not meet the requirements defined by the decisive factors and consequently the 

short list for final assessment comprised 15 sources. 

The project plan provided the available capacity for each step and each data source required a 

different level of effort. In order to guide the final selection, each data source was assessed 

regarding efforts for data sourcing and modeling as key differentiators of sources. Modeling also 

considers source-specific data preparation tasks such as preprocessing of text data. The 

assessment was based on capabilities and analytics tools of the provider. As pre-assessment of 

costs was simplified to screening for inacceptable licensing fees, actual cost information was not 

available for all data sources. The scoring scope was consequently reduced to historic reach and 

update frequency with the following setup: 

• Historic reach (weight = 3) 

o 2-3 years: score = 1 

o 4-7 years: score = 2 

o >7 years: score = 3   

• Update frequency (weight = 2):  

o Annual to quarterly: score = 1 

o Quarterly to monthly: score = 2 

o Monthly and higher: score = 3 

The scoring on historic reach reflects the potential use of the time window approach when data 

is available for a longer history than the target time series. Characteristics such as a long-term 

trend of a time series can be utilized then. A higher update frequency reveals changes in the 

business environment earlier and therefore monthly or higher frequencies were scored highest. 

Figure 76 summarizes the final assessment with categorical effort estimates from low to high. 
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Figure 76 - Final assessment of data sources 

 

 

Figure 77 - Data sources funnel and data mix matrix 

Data source short list

Final assessmentData source

Source Data

ERP data warehouse Business data

Data 
sourcing

Modeling
Total 
score

12

Type

ERP system Business data

Google Analytics Clickstream data

Strategy file server Industry reports (numbers)

Visitor system Visitor tracking

Strategy file server Industry reports (text)

Financial database Financial data 

Public database (Europe) Economic & industry data

Public database (global) Economic & industry data

Google Trends Search engine data

Company websites Company news

News websites Industry news

Facebook Social media data

Internal

Structured

12

9

8

9

Sales file server Customer visit reports 10Unstructured

Company mail server Email texts 12

8

15

Structured
13

13

15

12

Unstructured 12

12

External

▪ Low ▪ Medium ▪ HighEffort estimates:
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On the basis of final assessment and following the data mix requirement, the final list of data 

sources was established. Eight data sources covering the whole data mix landscape were selected 

in the discussion between business user, BDA manager, and data scientist. Figure 77 shows the 

resulting data mix matrix and provides an overview of the overall data sources funnel. The 

funnel clearly shows that the data query approach resulted in a comprehensive list of data 

sources while pre-assessment significantly reduced the scope to a manageable number for final 

assessment. Moreover, the data sources finally selected within each type category show the 

highest scores within this category with only one exception. This is not contradictory as the 

score only serves as a guideline in addition to effort estimation and value from business 

perspective. Google trends has a high score due to long data history at high frequency, but 

shows medium level of effort and competes with highly valuable data sources in the category of 

external structured data. 

The methods of the big data sources step resulted in a balanced mix of internal and external as 

well as structured and unstructured sources. Consequently, they effectively represent the idea of 

big data along the 4V dimensions. The remainder of the case study, however, builds on 

structured data sources only. There are two reasons for this: (1) Mails and customer visit reports 

represent sensitive personal data that cannot be used for analytics even in anonymized form 

according to local data protection laws. Although utilization of this data is possible at other 

company locations, this approach was not pursued. (2) Focus of the use case was to provide a 

proof of concept for sales forecasting based on big data input. The remaining five data sources 

still represent an unprecedented volume and variety of data for this purpose. Furthermore, the 

focus towards monthly updates of forecasts and their underlying data demonstrates high 

velocity with regard to typical frequencies of industrial sales forecasts in the medium term. Thus, 

exclusion of company news did not inhibit the proof of concept despite not utilizing the full 

potential of big data. The focus on structured data furthermore enabled the development and 

implementation of new methods to understand and prepare the data as described in the 

following two subsections. 

5.3.4 Data understanding 

 Dataset selection 

The selected structured data sources included all three types of datasets and the discussion of 

data understanding is organized by groups of data sources with the same type. The public 

databases represent fixed datasets while the financial database is characterized by customizable 

datasets and the internal data sources contain sensitive datasets. 
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Fixed datasets: Eurostat & OECD.Stat 

 "Eurostat is the statistical office of the European Union […]" (Eurostat 2017a) and its database 

provides access to public statistics organized by different themes (Eurostat 2017b). The database 

consists of "[…] over 4 600 datasets containing more than 1.2 billion statistical data values […] 

(Eurostat 2017c). Eurostat served as data source for European economic and industry data. The 

Organisation for Economic Co-operation and Development (OECD) comprises 35 member states 

cooperating on economic and social challenges (OECD 2017a) and offers nearly 600 datasets 

across various topics (OECD 2017b). The publicly accessible OECD.Stat data warehouse 

represents the data source for global economic and industry data. Both public databases allow 

downloads of full datasets where each dataset covers a clearly defined topic. Although Eurostat 

and OECD.Stat technically facilitate to detail dataset structures, they are treated as fixed dataset 

sources for two major reasons. On the one hand, the topical structure of the databases is 

sufficient for selecting datasets and the given structure of datasets allows direct extraction from 

the source. On the other hand, the total number of potential datasets is particularly high which 

makes customization of datasets very costly. Moreover, the methodology, in particular in time 

series prioritization, assures that relevant data is used for modeling such that a data-driven 

approach is valid here. Selection of datasets was based on a full review of each data source based 

on the comprehensive documentation available.38,39 In total, 166 datasets were selected from 

Eurostat and OECD.Stat whereof Appendix A provides an overview.  

Customizable datasets: Financial database 

The proprietary database of a leading provider of financial information40 represented the 

financial database source. The database offers multiple ways to access data of which API was 

selected for the project. API access is restricted in terms of data scope compared to alternative 

ways but is the preferred option for a potential deployment of an operative forecasting tool. 

Consequently, data not offered via API was not considered. The API offers more than 60 views 

on the database where each view represents a specific category of financial information. These 

views are not datasets with a fixed structure and therefore cannot be extracted as a whole. Each 

view is represented with a list of associated attributes that are defined along various 

characteristics as shown in Figure 78. Data extraction therefore requires formulation of 

customized queries, however, the views can be seen as datasets. Views were aggregated in case 

they shared related information and the same dimensions structure which allows to build a single 

                                            

38 Eurostat documentation can be found here: 

http://ec.europa.eu/eurostat/data/database [last access date: 10/25/2017] 

39 OECD.Stat documentation can be found here: 

https://data.oecd.org/searchresults/?r=+f/type/datasets [last access date: 10/25/2017] 

40 The vendor of the financial database is not specified for confidentiality reasons. 
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query type per aggregated view. On this basis, 12 different datasets were selected as scope of 

financial information as shown in Table 26. Stock market data was divided into two datasets 

because their structure requires two separate queries. Share prices and volatility measures are 

examples for variables in stock market data A and stock market data B, respectively. 

 

Figure 78 - Customizable structure of financial database 

Selected datasets 

Income statement Forward multiples 

Balance sheet Analyst recommendations 

Cash flow statement Analyst estimates 

Financial & growth ratios Surprises41 

Debt capital structure Stock market data A 

Trailing multiples Stock market data B 

Table 26 - Selected datasets of financial database 

Sensitive datasets: ERP data warehouse & ERP system  

The ERP42 data warehouse is divided into various areas representing different functions of the 

company. Multiple data cubes, multidimensional representations of the contained data (Han et 

al. 2012, p. 187), represent different types of information for each functional area. Each data 

cube is described in the documentation of the data warehouse and provides a structured data 

model, however, subsets of the entire cube can also be defined. One type of subsets are reports 

that are compiled on a regular basis for specific data users. These reports bring two major 

advantages as they represent a verified and tested structure of available data and, on the other 

hand, their scope provides a strong indication on most relevant data of a data cube. The data 

                                            

41 Surprises represent deviations from actually reported financials to prior estimates from analysts (Investopedia 

2017). 

42 The ERP vendor is not specified for confidentiality reasons. 

Financial database

View A

Associated 
attributes

Fixed set of characteristics per view

Attribute 1

…
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cubes represent structured datasets that can be customized and 60 of these were reviewed in the 

case study. Dataset selection resulted in choice of 10 data cubes. Each data cube was associated 

with its major report as predefinition of the dataset structure. This structure was subsequently 

finalized during sourcing preparation. In case of data from the ERP system, datasets are directly 

defined by existing reports that are directly pulled from the system for individual functions or 

users. A list of potentially interesting reports was collected during the data query and sample 

reports were collected for dataset selection resulting in three selected datasets. The datasets of 

the ERP data warehouse and ERP system are still customizable as the underlying reports can 

be changed, for example, by adding more attributes available in the data cube. Table 27 provides 

an overview of all selected ERP datasets. 

ERP data warehouse ERP system 

Sales Debtor payment performance 

Order backlog Creditor payment performance 

Quotations Logistics costs 

Purchasing prices  

Purchasing spent   

Total inventory   

Finished goods inventory   

Supplier rating   

Supplier risk assessment   

Supplier delivery performance   

Table 27 - Selected ERP datasets 

 Sourcing preparation 

Four different BDA books were compiled for the project altogether, with datasets from the 

ERP data warehouse and ERP system jointly described in one information repository. Selection 

of high quality sources for external data was beneficial, as comprehensive documentation and 

qualified customer service enabled the BDA manager to prepare BDA books with the same 

level of detail as for internal sources with direct access to multiple data owners. Moreover, BDA 

books proved to be an effective tool for documentation as well as for collaboration. For 

example, information from nine internal data owners was collected for BDA book compilation. 

Maintaining open questions in the overview sheet enabled coordination between BDA manager 

and business user as clarification was partly undertaken by the latter. Moreover, the BDA book 

enabled remote collaboration between the BDA manager and external database administrators. 

It also reduced the required involvement of the BDA manager during data sourcing and 

therefore freed up capacity for parallel arrangement of the data preparation step. Figure 79 

shows a sample entry in extracts from the BDA book of ERP data for overview (excluding 
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tracker) and dataset sheets. This example shows that internal data contained some sensitive 

information. Sensitive information required for analytics was anonymized, as shown in the 

example. Information not required or not permitted for use, such as personal sensitive 

information, was deleted. Quotations data had the most extensive dataset sheet within the BDA 

book for ERP data containing 32 dimensions and 39 variables. Eurostat data with 161 datasets 

represented a special case. In order to keep a clear BDA book, a meta dataset sheet for all 

possible dimensions and variables within the selected data source scope was created and datasets 

were clustered into 69 groups of datasets with identical structure. The mapping sheet 

furthermore explained which dimensions and variables described by the meta dataset sheet are 

relevant for each group. 

 

Figure 79 - Sample entry from BDA book 

Excerpt: BDA book "ERP data"

Overview sheet

OBL

Dataset Description

▪ Order backlog
▪ Binding orders, customer 

forecasts, material 
reservations

▪ Volume, revenue and 
related costs information

Information

▪ Historic reach: 7 years
▪ Frequency: weekly data 

freezes
▪ Additional data freeze at first 

day of each month
▪ Freeze date information not 

included in standard report

Data owner

▪ John Doe
▪ Controlling
▪ john.doe@ 

company.com
▪ 012/345678

Open questions [responsible]

▪ @IT: addition of freeze date 
information [business user]

▪ @IT: change of currency
[business user]

▪ @data owner:  definition of 
order type abbreviations 
[BDA manager]

+ 12 other ERP datasets

Dataset sheet "Order backlog"

Time dimensions Dimensions

Units
+ 25 other 

dimensions

+ 10 other 
variables

Variables

Timestamp yes -

Name not included Delivery date Country of origin Segment Ordering party

Header freeze_date dod_date country segment customer

Explanations
monthly data 
freeze (first day 
of month)

expected 
delivery

plant location business 
segment 
(customer)

main customer 
company (no 
subsidiaries)

Sensitivity - - - - yes (anonymize)

Name Op Qty net Exp. rev Exp. Rev (a) Exp. Rev (b) Transportation

Header quantity_net rev_total rev_a rev_b costs_transport

Units m² EUR EUR EUR EUR

Explanations
order size expected total 

revenues
product 
revenues

one-time 
revenues

transportation 
costs (optional 
field in orders)

Sensitivity - - - - -

Timestamp
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Definition of the sourcing structure is most simple for fixed datasets as it only requires a list of 

all required datasets, which is documented in the BDA book, and a target data history. For 

Eurostat and OECD.Stat, the target value for data history was set to 20 years in order to provide 

a basis to calculate long-term averages, for example. Due to building datasets based on existing 

reports, the sourcing structure of ERP data also built on data extraction processes for these 

reports. All required changes were documented by the BDA book: its scope defined additions 

or removals of attributes compared to the report, split attributes such as variables and units 

were documented as separate columns, and the creation of data frequency and addition of 

missing timestamp information is described by the example of Figure 79. Order backlog is 

recorded at predefined data freeze dates and the frequency was created by selecting the freeze 

state of the first day of each month because the target time series was of monthly frequency as 

well. However, this information was not included in the order backlog report and therefore 

needed to be added as new time dimension of the dataset. Another advantage of building the 

dataset based on tested reports is the integrated attribute filter function and therefore no 

definition of additional filters was required. 

 

Figure 80 - Query and dataset sheets for stock market data A 

The customizable datasets of the external financial database require full preparation of the 

sourcing structure. Although the BDA book defines the target structure of each dataset, 

adequate queries were required to source appropriate data via API from the database. As a 

consequence, the BDA book for the financial database was extended with a sourcing sheet for 

each dataset. Figure 80 shows an excerpt of the sourcing sheet for stock market dataset A and 

illustrates the connection with the data structure as defined per dataset sheet. Each view of the 

financial database offers various query types that define characteristics to be selected and the 

response of the API which is important information to the database administrator. 

Sourcing sheet (excerpt)

▪ Each view with 
different query 
types

▪ Defines query 
response and 
set of 
characteristics

Query type Attributes

share_price

trading_volume

volatility

trading_date

Companies

▪ List of relevant 
companies

▪ Filter for 
datasets only 
available for 
public 
companies

Begin date

Characteristics

End date Frequency Currency

▪ Definition of time 
range extracted by 
query

▪ 15 years selected for 
financial database data

▪ Daily 
frequ-
ency for 
market 
data 

trading

trading

n/a

n/a

Scope

Timestamp

Attribute filter Data history FrequencySourcing structure:

Dataset sheet (excerpt)

Time dimension

trading_date

Dimensions

company_ID company_cat

Variables

share_price trading_volume Volatility
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Furthermore, the sourcing sheet lists all attribute identifiers and therefore defines the scope of 

the dataset. It is most important to select an attribute that is suitable as timestamp like the 

trading day date in the example presented. For datasets representing information from financial 

reporting such as the balance sheet, the date of filing was selected as timestamp as this best 

represents the timing of when the data is actually available. As an example, first quarter earnings 

can be filed in June of the same year and therefore taking the end of the first quarter as 

timestamp would be misleading. All available variable attributes were selected for each view of 

the financial database. This is motivated by the large number of variables for most datasets, for 

example, the dataset on analyst estimates contained 237 variables. The idea is to source all 

available information and filter for the most relevant variables following the approach of time 

series prioritization. An individual review of a total of nearly 1,300 variables would be very costly 

for domain knowledge integration. The definition of characteristics represents the data history 

and frequency dimensions of the sourcing structure as well as provides unit information for 

variables such as the trading currency, for example. 

 

Figure 81 - Concept of company list definition 

A specific feature of the financial database is the definition of a list with relevant companies. 

The database includes a very large number of companies across all industries worldwide and 

therefore a large share of these companies is irrelevant from a business perspective. As a 

consequence, the company list served as an attribute filter and was defined by a business-

oriented concept as shown in Figure 81. Seven different categories of companies were defined 

that represent the industrial environment of a PCB manufacturer. At its core, the major supply 

chain comprises suppliers, competitors, and customers. PCB manufacturing is also indirectly linked to 

its customers via the EMS industry that represents another company category. Furthermore, 

semiconductor manufacturing represents a closely related industry and semiconductor equipment 

providers were also considered to move further upstream in the supply chain. Companies 

offering Outsourced Semiconductor Assembly and Test (OSAT) services represent an important 

industry segment of electronics manufacturing that is linked to both customers and 

Supplier
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(OEMs)

Semiconductor 
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Semiconductor
equipment

OSAT

EMS

PCB competitor

Company categories



CASE STUDY RESULTS 

     199 

semiconductor manufacturers. As a result, the BDA manager and business user jointly defined 

a list of 412 companies grouped by these categories. The information on the company category 

was added as dimension to all datasets as illustrated with company_cat in the stock market data 

example. Moreover, the query for each dataset included a filter on the company list based on 

the company type. Some datasets only include data for publicly listed companies while the 

remainder are available also for private companies. The sourcing sheets built the basis for the 

database administrator to create actual queries in the API environment of the financial database. 

 Data sourcing, exploration & verification 

After successful legal, analytics and functional clearances by data officer, data scientist and 

database administrator, respectively, data was sourced following a specific ETL process for each 

data source based on the sourcing structure as described before. Figure 82 summarizes 

commonalities and peculiarities across all processes. 

 

Figure 82 - Data sourcing overview 

Data from Eurostat and OECD.Stat was extracted via API access that delivered Comma-Separated 

Values (CSV) files like the downloads of ERP data. In the latter case, data was extracted in more 

than 500 individual files. ERP data was internally anonymized by a business user and 

subsequently transferred to the external provider on a secure hard drive by the BDA manager. 

The customized queries extracted data from the financial database via API access and 

temporarily stored the data in a MySQL database. All extracted data had a source-specific format 

that needed to be converted into the target format structure of the project cluster. The database 

administrator defined this target structure based on BDA book information and Appendix B 

shows the resulting format. The data format from extraction was mapped to the target structure 

first, and then converted into the Apache Parquet format. Apache Parquet is a data storage 
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format for the Hadoop ecosystem that is independent of specific data processing infrastructure 

or programming languages (Apache Software Foundation 2014). Finally, all data was stored in 

the Hadoop cluster and data integrity checks were performed based on Apache Spark, which is 

a big data processing engine for Hadoop that provides software libraries, database management 

and analytics (Apache Software Foundation 2017). In total, the sourced data on the project 

cluster summed up to more than 800 million data rows with an optimized storage volume of 41 

gigabyte. The total processed data volume of the project accounted for more than 320 gigabytes. 

Following the data sourcing, data was explored and verified leveraging the BDA book again. 

Correctness checks were defined, where possible, and results as well as conclusions were 

documented as illustrated by the example in Figure 83. As a result, from data exploration and 

verification, 42 variables from ERP datasets and 161 variables from finance database datasets 

were flagged due to an identified issue and consequently excluded for further consideration. 

This corresponds to a 14% reduction of variables within both datasets. Moreover, 20 datasets 

were flagged for Eurostat and OECD.Stat data which represents 12% of sourced datasets here. 

As a result, the method for dataset selection proved as effective but data exploration and 

verification still added value. 

 

Figure 83 - Extended BDA book in data exploration & verification 

5.3.5 Data preparation 

 Time series generation 

The explored and verified data builds the basis for time series generation and the approach is 

defined by the dimensionality and knowledge test. ERP datasets showed characteristics of 

dimensionality too high for automated time series generation as the following analyses show. 

Assuming powerset combinations of the available dimensions, ERP data would have resulted 

in 2902 = 3.38 × 10271 different time series. To put this number into perspective, the estimated 

number of atoms in the observable universe is of the order of 1078 to 1082 (Villanueva 2015). 

Even removing the two most populated dimensions still resulted in 260 = 1.15 × 1018 time series, 

which is still large compared to 4.3 × 1017 seconds passed since the beginning of the universe 

(Mastin 2009). Dimensionality to this extent is an insurmountable challenge even for modern 

Excerpt: Dataset sheet "OBL" (order backlog)

Variables

Correctness 
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quantitiy_net > 0 rev_total =   
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rev_a > rev_b rev_b > 0 -
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Issue flag - - - - exclude
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big data processing technology. On the other hand, extensive domain knowledge regarding 

business data was available due to the business user and BDA manager such that hypothesis-

based generation was selected for ERP data. Data of the financial database had a considerably 

lower number of dimensions and the scope of the major dimension representing companies 

was reduced by the attribute filter, however, the level of dimensionality was still critical. Analyst 

estimates represent the dataset with highest potential dimensionality where all possible 

combinations for 412 companies including all subsets, 14 different estimate horizons, and 206 

variables results in 3.05 × 10127 potential time series. Although the domain knowledge on 

financial data within the project team was lower compared to business data, still a sufficient level 

of expertise was available for hypothesis-based time series generation. This was not the case for 

Eurostat and OECD.Stat data. Even after comprehensive study of the data sources by the BDA 

manager during data understanding, knowledge-based definition of most relevant time series 

subsets across 146 different datasets was found not to be feasible. As a consequence, automated 

generation was selected for both data sources and processing feasibility was confirmed. For 

example, the number of dimension combinations following the automated generation approach 

with singles as default operation did not exceed 7 × 104 for OECD.Stat datasets. 

The approach of hypothesis-based time series generation can be described as a general structure 

across all datasets of the financial database because the datasets share the same structure with 

only a few exceptions. Correlations of different types of financial information with future 

company sales was the fundamental hypothesis which was divided into three specific types. Type 

I was defined as correlations between individual companies and future sales while type II 

considered aggregate dynamics of the seven defined company categories. Type III represented 

an advancement of the category-based hypothesis that provided a higher level of consistency. 

For that type, a subset of companies which commonly appeared across multiple variables was 

considered. The definition of this subset was defined by the BDA manager following a simple 

heuristic. For each dataset, the companies with no missing values for each variable were 

identified and only those companies consistently appearing for the most populated variables 

were selected. Each hypothesis type was combined with an additional filter that further reduced 

the scope of companies. The filter optionally removes companies that were not considered as 

directly relevant to the business of the company by assessment of the business user. For 

example, PCB manufacturer serving other market segments are excluded as they do not 

represent direct competition. 
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Figure 84 - General structure of combinations and filters (financial database) 

Figure 84 summarizes the general structure of combinations and filters applied for time series 

generation. The overview also includes another combinations dimension that is required for 

two exceptions. Forward multiples and analyst estimates represent forward-looking data, for 

example, price-earnings ratio can be calculated as the ratio between share price and earnings per 

share for the next quarter or the next business year. In order to find the best forward-looking 

period (fwd_period), multiples and analyst estimates were considered for all available periods. In 

total, 34 hypotheses were generated for the 12 datasets of the financial database because the 

heuristic of type III hypotheses did not provide a meaningful list of companies for analyst 

estimates and stock market data B datasets. 

 

Figure 85 - Generation rules for analyst recommendations 
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Another feature of the financial database is the high number of variables per dataset. The 

average number of variables for a dataset was 95 compared to 10 for ERP datasets. To ensure 

efficient implementation of time series generation by the data engineer, the BDA manager built 

groups of variables that require the same frequency and subset rules. Furthermore, many 

variables are recorded in different currencies, for example, the share price is denominated by 

the local trading currency43 of the primary stock market for each company. When aggregating 

companies to a category, companies with trading currency in Japanese Yen would outweigh 

Euro-based prices by a factor of 13044. All currency-based data was therefore scaled to a range 

between 0 and 1 over the observational time period. Figure 85 shows the second part of the 

time series generator sheet for analyst recommendations as representative example. 

This dataset required frequency aggregation as the original data is recoded at daily frequency. 

Group 1 included variables such as earnings per share (EPS) growth rates estimations by analysts 

and group 2 included the number of analysts per recommendation category such as 'buy' or 

'sell'. Both groups required the same frequency and subset rules for all hypothesis types. Growth 

rates are measured in percentage and therefore the average was calculated to create monthly 

frequency and the average represented each category of company in type II and type III. The 

sum of recommendations was considered as representative value for a company category. Type 

I did not require a subset rule as no aggregation along the company dimension is required. The 

estimated target share price of group 3 is an example for data construction with data integration. 

The hypothesis assumed that the target estimate is more meaningful in relation to the current 

share price and therefore this ratio was constructed as part of the frequency rule. Moreover, the 

information of the current price was integrated from another dataset (stock market data A). The 

hypothesis assumed the standard deviation of share price estimates, as example of group 4, to 

be an indicator for uncertainty about the future in the market and was therefore not put in 

relation to the current share price. However, the variable was measured in trading currencies 

and therefore scaled before frequency and subset aggregation as explained before. For group 3 

and 4, category subsets were calculated as the average per company category. 

Hypothesis-based generation for ERP data was less structured compared to the financial 

database case, because datasets do not generally share a common set of dimensions. Moreover, 

ERP datasets contained more than 14 dimensions per dataset compared to the two standard 

dimensions used in generation for financial data. The variability of dimensional scope was also 

high ranging from 1 to 38 dimensions per dataset that were suitable to build combinations and 

filters. This is reflected by the total number of 61 hypothesis for the 13 ERP datasets and a 

range between 2 and 8 hypotheses per dataset as shown by Table 28. The hypotheses utilized 

                                            

43 Data can be extracted in one common currency from the database. This option was not utilized as dynamics in 

exchange rates then overwrite trends in the underlying variable. 

44 Based on the current reference exchange rate from 28 Aug 2017 (ECB 2017). 
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44% of available dimensions and 69% of available variables on average. This substantial 

reduction underlines the need for domain knowledge in formulation of hypotheses on ERP 

data. A simplified but representative example of hypotheses-based generation for ERP data is 

provided in Subsection 4.6.2. 

Dataset  # of hypotheses 

Sales 6 

Orders 3 

Quotations 5 

Purchasing prices 4 

Purchasing spent 7 

Total inventory 7 

Finished goods inventory 8 

Supplier rating 2 

Supplier risk assessment 6 

Supplier delivery performance 6 

Depitor payment performance 3 

Creditor payment performance 2 

Logistics costs 2 

Total 61 

Table 28 - Hypotheses per dataset for ERP data 

The maximum frequency of sourced Eurostat and OECD.Stat data was monthly and therefore 

time series generation did not require frequency aggregation. Moreover, the automated 

generation was performed with the default use of the singles operator for defining dimension 

subsets. A review by the BDA manager did not reveal any hierarchical dependencies for any 

dataset such that also no generation rules for subsets were required. Consequently, time series 

generator sheets were reduced to the selection of relevant dimensions for time series generation. 

This selection was reduced to removal of dimensions that are technically not required for 

generation such as time format of the timestamp. There was a notable exception, namely the 

dimension for age and sex that are existent in datasets describing the labor market. A breakdown 

of this data into age groups or by sex was not considered as relevant time series. To simplify, 

the information on excluded dimensions was directly integrated into the dataset sheets of the 

BDA books.  
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Figure 86 - Summary time series generation 

Figure 86 summarizes time series generation that resulted in a total number of more than 4 

million individual time series. Data from ERP data warehouse and ERP system were grouped 

for subsequent time series prioritization. The same holds true for Eurostat and OECD.Stat data. 

The groups not only represent same type information but they were also comparable in size 

regarding generated time series. The implementation of time series generation as well as the 

tools of time series prioritization was realized with Python and Scala programming languages45 

within the Apache Spark processing framework on the project cluster. 

 Time series prioritization 

In the first part of time series prioritization the most relevant datasets and hypotheses with 

adequate quality characteristics are selected for each group of data sources. Evaluation tool, 

evaluation report, and scoring model build the basis for this general assessment. Next to the 

generated time series, the evaluation tool requires the target time series as input. As the use case 

objective was to provide a sales forecast for the most volatile business segment, the target time 

series was represented by sales of this segment. The data was readily available as part of the sales 

dataset from the ERP data warehouse, however, some preprocessing was required. Sales can be 

measured as volume or in monetary terms (revenues) and different ways exist how to measure 

sales. In order to be independent from specific characteristics of one sales figure, the following 

two target time series were defined for use in time series prioritization: 

 

 

                                            

45 More details on employed programming languages can be found here [last access date: 10/25/2017]: 

https://www.python.org/ (Python) and https://www.scala-lang.org/ (Scala) 
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(1) Sales volume measured in units 

(2) Product revenues measured in company currency (excluding one-time revenues and 

rebates) 

These target time series were represented each by one variable of the sales dataset and were 

generated by sum aggregation for the considered business segment and additional filtering. 

Excluding specific cases such as internal orders, returns or claims ensured that the target time 

series represented actual sales. 

 

Table 29 - Defined filter setups for evaluation reports 

In order to aggregate evaluation tool information into an evaluation per dataset or hypothesis, 

the threshold values need to be defined for the filter of the evaluation report. Table 29 provides 

an overview of the basic and alternative filter setups as defined in the case study. Based on filter 

Q.1, time series with a historic range of less than two years were removed. The quality threshold 

for data sources was also applied for individual time series because two years is considered as 

minimum requirement for meaningful analytics. Thresholds for filters on missing values and 

outliers were defined based on an acceptable level from business perspective. Assuming an 

annual time series, the acceptable rate for missing values and outliers was defined as one in ten 

years. This translates into a threshold value of 10% for filter Q.2 as well as filter Q.4 and implies 

six occurrences over a five-year period for monthly time series, for example. The basic filter 

setup only considered outliers based on six standard deviations as data exploration generally 

revealed long tail distributions for the data. To test for changes in the quality assessment based 

on more restrictive filtering for outliers, the alternative setup (V) was introduced. Again, 

threshold values were defined based on a discussion about the acceptable occurrence rate for 

different types of outliers. Outliers defined by values outside two standard deviations were 

accepted once every 6 months for a monthly time series, in case of three standard deviations 

once every 12 months and for six standard deviations once every 24 months. The threshold for 

missing values at the end of a time series was set at restrictive levels, for example, at a maximum 

of two for monthly data. This avoids considering time series that potentially are not maintained 

anymore and therefore would not be available in future. The remaining filter setup substantiates 

the relevance dimension of evaluation and builds upon the general idea that PCC values greater 

than 0.5 indicate moderate correlation and greater than 0.7 strong correlation (Rasli 2006, p. 29). 

Filter Setup ->

Frequency -> M Q A M Q A M Q A M Q A M Q A

Filter Condition

Q.1 Y 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

Q.2 M% 10% 10% 10% 10% 10% 10% 10% 10% 10% 10% 10% 10% 10% 10% 10%

Q.3 E 2 1 0 2 1 0 2 1 0 2 1 0 2 1 0

Q.4 O_2 % 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 17% 17% 17%

Q.4 O_3 % 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 8% 8% 8%

Q.4 O_6 % 10% 10% 10% 10% 10% 10% 10% 10% 10% 10% 10% 10% 4% 4% 4%

R.1 R_target 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.7 0.7 0.7

C.1 L_low 9 3 1 9 3 1 15 5 2 9 3 1 9 3 1

C.1 L_high 21 7 2 15 5 1 21 7 2 21 7 2 21 7 2

C.2 CC_target 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.7 0.7 0.7 0.5 0.5 0.5

alternative setups

(I) Basic (II) Short (III) Long (IV) High_Corr (V) Outlier
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These values served as target levels for Pearson correlation and cross-correlation in the basic 

filter setup. The threshold was set at a lower level for cross-correlation as it additionally includes 

the time dimension covered by the predefined ranges for optimal lag in filter C.1. The range of 

optimal range was set to 9 months and 21 months, respectively, for monthly time series and to 

according values for other frequencies. Given a target forecast period of 12 months, this 

preferred time series with moderate cross-correlation at the long end. Three sensitivities of 

correlation-related thresholds were defined in order to account for the fact that the correlation 

dimension is crucial in the assessment of datasets and hypotheses. The filter setup (II) put focus 

on cross-correlation lags around the forecast period while filter setup (III) based evaluation on 

the long end. In addition, filter (III) raised the target levels to the strong level for cross-

correlation and to a very strong level for Pearson correlation, which is represented by a PCC 

value of 0.9 or higher. 

The evaluation report provides an aggregated evaluation for each dataset or hypotheses based 

on the defined filter setups. In order to get to the score for each dataset, the weights of the 

scoring model as well as the penalty table for low frequency data need to be defined. As the 

target time series frequency is monthly, all datasets with the same frequency were not penalized 

by assigning 1.0 as value for Score Q.1. From business perspective, updates on quarterly basis 

are still very valuable and therefore the score value was set to 0.5. Annual frequency was 

considered as critical update rate regarding trends in sales development such that a significant 

penalty was selected by a value of −1.0. The scoring weights were selected in adherence to the 

guidelines. The total weight of quality dimensions was set to weight_sum Q = 0.3 with equal 

weight for frequency and quality level scores. Relevance dimensions were weighted significantly 

higher with weight_sum R = 0.7 which also ensured a maximum score = 1.0. The highest 

individual weight was assigned to the score of maximum correlation with weight R.3 = 0.3 

because evaluation of relevance ultimately seeks for best correlation. The weight value was 

equivalent to the total weight of quality dimensions. The share of time series conform to 

relevance target levels is second most important and therefore weighted with weight R.2 = 0.2. 

The remaining relevance scores are equally weighted at one step lower with weight R.1 = weight 

R.4 = 0.1 as they provide additional value about the distribution of correlation within a dataset. 

Table 30 summarizes the chosen weights of the scoring model. As time series prioritization in 

the case study rested on two target time series, scores were calculated separately and averaged 

across both views. 
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Table 30 - Defined weights of the scoring model 

The scoring model provides the decision basis for general assessment that comprises three 

consecutive steps. Assessment step 1 removes all datasets or hypotheses without any significant 

correlation and the results for all three groups of data sources are presented in Figure 87. The 

relative reduction lies in a range between 9% for financial data and 25% for ERP data. These 

reasonable shares of non-correlating data indicate that dataset selection and formulation of 

hypotheses generally result in relevant data input. This becomes even more clear when looking 

at datasets instead of hypotheses for financial and ERP data. In the latter case, only finished 

goods inventory and supplier risk assessment datasets were excluded which represents 15% of 

all datasets. Stock market data B dataset is the only removed dataset for the financial database 

representing 8% of its entire scope. 

 

Figure 87 - Assessment step 1 results (all data sources) 

As the results of assessment step 1 show, the number of remaining hypotheses for financial 

database and ERP was already within a manageable range. Consequently, the definition of a 

score-based top list in assessment step 2 was only required for Eurostat & OECD.Stat. As the 

top list should be robust across sensitivities, the ranking of datasets is based on the average 

score across all defined filter setups. This is exemplarily shown for the top 5 datasets in Table 

31. This example also reveals a common pattern across all data sources. Sensitivity for filter 

setup (V), representing stricter thresholds on outliers, was generally low. On the one hand, this 

Dimensions Individual score Weight

Score Q.1 Weight Q.1 0.15

Score Q.2 Weight Q.2 0.15

Score R.1; Score C.1 Weight R.1 0.10

Score R.2; Score C.2 Weight R.2 0.20

Score R.3; Score C.3 Weight R.3 0.30

Score R.4; Score C.4 Weight R.4 0.10

Weight value

Weight_sum Q = 0.3

Weight_sum R = 0.7

Quality

Relevance

Total weight = 1.0
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sensitivity does not provide much additional information to prioritize datasets and was therefore 

disregarded for further assessment. On the other hand, it also states that outliers do not 

represent a substantial issue for the selected data of all data sources. To reach the same range as 

the other data sources, the scope for top ranked datasets of Eurostat & OECD.Stat was set to 

top 40. As the 41st (namq_10_a10_e) and 39th (namq_10_a10) dataset represented two different 

sets of economic indicators46 based on the same industry breakdown, the former was also kept 

for further assessment such that 41 datasets remained after assessment step 2. 

 

Table 31 - Sensitivity-based ranking (Eurostat & OECD.Stat) 

To reach a final selection, assessment step 3 compares datasets and hypotheses in consideration 

of the data mix requirement. This required to define common groups of datasets for Eurostat 

& OECD.Stat data. A common group is defined as datasets containing the same information 

that is represented by different views such as alternative ways of variable calculation. Within the 

set of 41 datasets, four common groups were identified and datasets were compared along their 

score-based ranking within each group as shown in Table 32. The assessment step resulted in 

an additional removal of seven inferior datasets. 

 

Table 32 - Assessment step 3 results for Eurostat & OECD.Stat 

In case of ERP and financial data, the definition of common groups was generally given by the 

datasets, that is to say all remaining hypotheses of a dataset build such a group. It was therefore 

ensured that each dataset is represented in detailed assessment, except for those eliminated 

                                            

46 The dataset namq_10_a10 contains gross domestic product and income while namq_10_a10_e supplements this 

data with employment indicators. 

Rank dataset_id
Relevance 

source
(I) Basic (II) Short (III) Long (IV) High_Corr (V) Outlier (II) Short (III) Long (IV) High_Corr (V) Outlier

Ranking

Score

1 ei_isppi_q Corr 0.82 0.77 0.80 0.70 0.82 -6% -2% -16% 0% 0.78    

2 ei_isset_q Corr 0.81 0.77 0.79 0.69 0.81 -5% -2% -17% 0% 0.78    

3 ei_isse_q Corr 0.81 0.78 0.74 0.70 0.81 -4% -9% -16% 0% 0.77    

4 ei_isppe_q Corr 0.79 0.78 0.72 0.69 0.79 -2% -10% -15% 0% 0.76    

5 mei_m R 0.72 0.72 0.72 0.72 0.72 0% 0% 0% 0% 0.72    

Score Sensitivity changes

Common 

group
Commonality dataset_id (I) Basic (II) Short (III) Long (IV) High_Corr TOTAL

(a) ei_isin_m 2 2 2 2 2

(b) ei_isir_m 1 1 1 1 1

(a) ei_isse_q 1 1 2 1 2

(b) ei_isset_q 2 2 1 2 1

(a) nrg_142m 2 2 2 2 2

(b) nrg_143m 1 1 1 1 1

(a) prc_hicp_cann 5 5 5 5 5

(b) prc_hicp_cind 2 2 2 2 2

(c) prc_hicp_manr 1 1 1 1 1

(d) prc_hicp_midx 3 3 3 3 3

(e) prc_hicp_mv12r 4 4 4 4 4

selected dataset

4

Harmonized index of consumer prices 

measured as (a) annual rates of change 

with constant taxes or (b) indices 

(constant taxes) or (c) annual rates of 

change with basis year 2015 or (d) 

indices (basis 2015) or (e) 12-month 

average rate of change (basis 2015)

3
Oil stocks measured in (a) tonnes or (b) 

days equivalent (emergency stocks)

Score-based ranking

1
Industry indicators as (a) indices and (b) 

growth rates

2
Turnover in services as (a) growth rates) 

or (b) indices
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during assessment step 1. A high level of diversity was hereby maintained for the data mix within 

each source. Hypotheses of ERP datasets either represented alternatives based on similar 

dimensions and the same set of metrics or they were complementary by using completely 

different sets of dimensions or variables. As a consequence, alternative hypotheses were 

assessed as common groups within a dataset. Table 33 summarizes the result of assessment step 

3 for ERP data. While the assessment of common groups identified 18 superior hypotheses, 

both best ranked hypotheses of orders data and the second hypotheses of logistics costs were 

kept during review & final approval with the business user. 

 

Table 33 - Assessment step 3 results for ERP 

There was no need for additional definition of common groups for the datasets of the financial 

database because they shared a common set of hypothesis types. Assessment step 3 revealed 

Common group Commonality hypothesis_id (I) Basic (II) Short (III) Long (IV) High_Corr TOTAL

sales_1 1 1 1 1 1

sales_2 2 2 2 2 2

sales_3 3 3 3 3 3

sales_4 4 4 4 4 4

sales_5 2 2 2 2 2

sales_6 1 1 1 1 1

orders_1 1 2 1 1 1

orders_2 2 1 2 2 2

orders_3 3 3 3 3 3

quotations_1 3 3 3 3 3

quotations_2 1 1 1 1 1

quotations_3 2 2 2 2 2

quotations_4 2 2 2 2 2

quotations_5 1 1 1 1 1

prices_1 2 2 2 2 2

prices_2 1 1 1 1 1

prices_3 2 2 2 1 2

prices_4 1 1 1 2 1

spent_1 3 3 2 2 2

spent_2 1 1 3 3 3

spent_3 2 2 1 1 1

spent_4 3 2 1 2 2

spent_5 2 3 2 3 3

spent_6 1 1 3 1 1

inventory_1 3 3 3 3 3

inventory_2 4 4 4 4 4

inventory_3 1 1 1 2 1

inventory_4 2 2 2 1 2

inventory_5 1 1 1 1 1

inventory_6 3 3 3 3 3

inventory_7 2 2 2 2 2

rating_1 1 1 1 1 1

rating_2 2 2 2 2 2

delivery_1 4 5 4 5 5

delivery_2 5 4 5 4 4

delivery_3 1 1 1 1 1

delivery_4 2 2 2 2 2

delivery_5 3 3 3 3 3

delivery_6 6 6 6 6 6

debitor_1 1 1 1 2 1

debitor_2 3 3 3 1 3

creditor_1 2 2 2 3 2

creditor_1 4 4 4 4 4

payment_

performance_B

payment terms variables 

for debitor segments only
debitor_3 1 1 1 1 1

logistics_1 1 1 1 1 1

logistics_2 2 2 2 2 2

selected dataset

Score-based ranking

sales_A

sales variables aggregated 

by business or customer 

subsets

sales_B
selected sales variables 

aggregated by order types

orders no grouping required

quotations_A

comprehensive variable 

set aggregated by different 

business or customer 

subsets

quotations_B
selected variables with 

additional filtering

purchasing_prices_A
price variables aggregated 

by vendors or materials

purchasing_prices_B

price variables aggregated 

by vendors or materials 

with additional filtering

purchasing_spent_A
spent variables aggregated 

by vendors or materials

purchasing_spent_B

spent variables aggregated 

by material types with 

additional filtering

total_inventory_A

inventory variables 

aggregated by material 

types

total_inventory_B

inventory variables 

aggregated by market or 

customer subsets

logistics_costs no grouping required

supplier_rating no grouping required

supplier_delivery_

performance
no grouping required

payment_

performance_A

payment performance 

variables aggregated by 

business or customer 

subsets (joint assessment 

of creditors and debitors)
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that aggregation of company categories generally results in higher scores. There were two 

exceptions to this general rule to prefer company categories over individual companies: trailing 

multiples and stock market data A. Their total ranking score for type I was slightly higher 

compared to type II. Moreover, type II and type III generally showed relative small scoring 

differences such that the former was chosen as default hypothesis because of its independence 

of an additional heuristic. Based on the findings in general assessment, the decision was taken 

to consistently utilize type II also for the two exceptions during review & final approval. Figure 

88 summarizes the results of assessment step 3 for all groups of data sources. The higher rates 

of reduction for financial and ERP data results from hypothesis-based time series generation. 

Alternative hypotheses were formulated for a dataset and general assessment determined the 

best hypothesis based on the quality and relevance of time series of each hypothesis. Overall, 

general assessment reduced the scope of Eurostat & OECD.Stat from 146 to 34 datasets which 

represents a total reduction of 77%.  

 

Figure 88 - Assessment step 3 results (all data sources) 

All 65 datasets and hypotheses were reviewed during detailed assessment based on the 

evaluation tool output because this report provides details on individual time series. It is 

important to note that assessment step 4 generally focuses on time series that fulfill the threshold 

levels for quality and relevance as defined by the basic filter setup. Detailed assessment during 

the case study utilized time series with relevant correlation with both target time series. 

The first task of assessment step 4 is to remove spurious correlations and Figure 89 provides an 

example for data on producer prices in industry (sts_inppd_m) from Eurostat. The dataset 

comprises four different dimensions that were used for automated generation of time series. 

After filtering for quality and relevance, 11 geographic instances (geo), 16 economic sectors 

(nace_r2), and two different forms of calculation (unit) represented a total of 18 time series with 

the business trend indicator for the domestic output price index (indic_bt) as the only variable. 

Unit represents a technical dimension, with index value or percentage change compared to same 
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period in previous year (pch_sm) in the given example, and therefore should not be regarded 

for removal of spurious correlations. The same holds true for seasonal adjustments (s_adj) 

where all time series share the same adjustment type. For efficient assessment of spurious 

correlations, the review started with the dimension having the smallest number of instances. 

The analysis of geo showed that 8 instances represent a rather arbitrary mix of single economies, 

however, also includes 3 time series representing various subsets of the European Union (EU). 

Consequently, the economic sectors for these time series were assessed. Each EU-based region 

showed correlation in the same sector, however, building of pleasure and sporting boats clearly 

represents a spurious correlation for the studied use case. 

 

Figure 89 - Assessment step 4: example for spurious correlations 

The second task of assessment step 4 is to identify and remove inferior filters and Figure 90 

serves as an example. The hypothesis sales_1 generated time series for various sales variables, 

such as sales volume, sales value, or margins, aggregated by different business segments. 

Furthermore, the hypothesis considered two filters that removed irrelevant segments 

(segment_out) and customers (customer_out). The remaining two filters had two instances each 

that are interlinked. Both filters either represented actual revenues (a + a) or total revenues (b 

+ b) that also includes internal sales, claims or pre-series, for example. These filters therefore 

represented alternative subsets of the data where business users could not define a priori which 

one is better. The hypothesis provided 50 time series of adequate quality and sufficient 

correlation of which only 2 were represented by the filter setup of total sales. Moreover, this 

setup reduced the dimensions covered from 6 to 1 and the variables from 11 to 2 while the 

setup for actual sales included all available for both. The filter setup (b + b) clearly is inferior 

and related time series were removed accordingly. 

Producer prices in industry (sts_inppd_m)

Dimensions Variables

geo nace_r2 indic_btunit s_adj

11 16 2 1 1

Norway

Italy

MaltaAustria

Greece

geo

EU (27 countries)

United Kingdom

EU (15 countries)Portugal

Slovenia

EU (28 countries)

18 time 
series

3 time 
series

nace_r2 & unit

building of pleasure and sporting boats pch_sm
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Figure 90 - Assessment step 4: example for inferior filters 

 

 

 

Figure 91 - Assessment step 4: example for sparse variables 

 

 

Sales variables by business segments (sales_1)

segments sales_type variousorder_type segment_out

6 2 2 1 11

50 time 
series

Dimensions VariablesFilters

customer_out

1

Filter 
setups

sales_type order_type

a a

b b

Dimensions Variables

6 11

1 2

48 time series

2 time series

+

+
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Removal of sparse variables is the last task of assessment step 4 and Figure 91 provides an 

example based on the selected hypothesis for financial & growth ratios from the financial 

database47. After assessment of the mandatory filter regarding relevant companies48, the 

hypotheses contained 158 relevant time series distributed across 6 out of the 7 company 

categories and 63 variables. Ratio of total debt to equity, net income margin, or return on capital 

are examples for variables here. No variable occurred in all company categories, however, 33 

variables covered three or more categories and therefore more than half of the available 

categories. The remainder variables were defined as sparse and thus removed from the 

hypothesis. Selected variables represented 52% of all variables considered but 75% of time 

series. This is a typical outcome of sparse variable removal as variables occurring across various 

dimensions are prioritized. 

Substantiation of spurious correlations, inferior filters, or sparse variables is the first selection 

task of assessment step 5. Lack of clarity about spurious correlations is rather an exception 

because hypothesis-generated time series deliberately construct time series and the business 

background of the BDA manager usually enables detection for time series from automated 

generation. The example of Figure 92 consequently focuses on the remaining two cases. The 

hypothesis inventory_3 generated time series for inventory variables aggregated by commodity 

groups as well as used different filter setups. General assessment resulted in two alternative sets 

of time series that represented the same commodity groups and inventory variables but differed 

in the filter setup for material flow. The first set did not restrict materials to a certain flow type 

and the second one only included inbound flow materials. As both sets covered the same 

commodity groups as well as variables, none was clearly inferior to the other and the filter setup 

was discussed with business users during the decision workshop of assessment step 5. In the 

given example, the restriction to inbound flow materials was disregarded with the help of 

business domain expertise. Figure 92 also shows an excerpt of the decision template for 

hypothesis sales_1 which is already explained in the discussion about inferior filters above. After 

removing the inferior filter setup, the review by the BDA manager revealed one variable with 

sparse characteristics. It only appeared for two business segments while other variables typically 

showed up for five or more segments. However, there could be a business reason for this 

behavior of the variable unknown to the BDA manager and therefore required clarification with 

the business user. The workshop revealed that express delivery is the standard for the two 

segments and changes in express costs from other segments would only be seen as valuable 

                                            

47 Note: As sparse variables were a key issue for financial data, detailed assessment was performed on joint 

evaluation tool reports for hypotheses of type II and type III (if applicable) in order to increase the number of 

observable cases. 

48 The filter setup for removal of indirectly relevant companies was selected. 
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leading indicator for future sales. As a result of the decision workshop, costs_express was 

removed as sparse variable. 

 

Figure 92 - Assessment step 5: examples for substantiation of inferior filters and sparse variables 

The key selection task of the decision workshop in assessment step 5 is to remove redundant 

information because redundancy is not directly addressed in pervious assessments. Figure 93 

provides an example49 for the already known hypothesis sales_1. In addition to inferior filter 

setups and sparse variables, the BDA manager identified three groups of potentially redundant 

sales and profitability variables. The first group represented three different types of 

measurement for sales volume where joint observation was not assumed insightful from a 

business perspective such that gross_quantity was selected as the most frequently used variable. 

Total revenue (rev_total) and revenue excluding one-time effects (rev_product) also represented 

redundant information from a business perspective in the same way as the two different types 

of profitability margins (margin_a and margin_b). For both groups, the most common variables 

were selected as well. The decisions taken represent a removal of 19 time series out of a total 

33 time series which equals a reduction of 58%. This example consequently underlines the 

importance of removing redundant information. Some additional clarifications might be 

required for anonymized data. For example, the hypothesis on debtor payment performance 

selected during general assessment created time series for individual customers that were 

anonymized. In order to decide whether the customers showing correlations are meaningful, 

the list of customers was reviewed by the business user. In this case, 4 out of 55 customers were 

                                            

49 The example is simplified as one of the dimensions for each variable group had characteristics of a weak 

correlation with one of the alternative variables. The actual decision template included the selection decision on 

weakly correlated time series as well. 

Decision template – inventory_3

Decision 1 – Filter "material_flow"

▪ inventory variables aggregated by commodity_group with 
strong correlations across 6 different commodity groups

▪ filter on material flow shows no obvious inferiority as 
restriction to "inbound" flow results in same commodity groups 
and variables: select best filter setup

Variablescommodity_group

group_A inv_value

inv_turnover

inv_consumption

✓



group_I

group_D group_J

group_E group_N

material_flow

all

Variablescommodity_group

group_A inv_value

inv_turnover

inv_consumption

group_I

group_D group_J

group_E group_N

material_flow

inbound

Select best filter setup

Decision template – sales_1

Decision 1 – Variable "costs_express"

▪ costs_express describes logistics costs for express 
delivery

▪ variable with strong correlation only for two business 
segments (most sales variables with 5 or more 
segments): decide on removal as sparse variable

Decide on sparse variable

Variablessegment

segment_B

segment_E

costs_express

costs_express

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selected as relevant for the correlating payment performance metrics. The selected set of 

customers was provided to the BDA manager in form of anonymized customer IDs. 

 

Figure 93 - Assessment step 5: examples for removal of redundant information 

The Eurostat dataset ei_bsin_m_r2 represents monthly data of a business survey in industry. 

Based on automated generation, time series for different survey variables, with or without 

adjustments such as seasonality, and various aggregations for geographic regions or countries 

were evaluated. As a result, two time series representing the assessment of the current level of 

Decision template – sales_1

Decision 2 – Redundant sales and profitability variables

▪ Different sales and profitability variables aggregated by business segments with strong 
correlations across 4-5 segments

▪ Variable groups for sales volume, sales revenues and profitability with potential redundancies:
remove redundant variables

Remove redundant sales volume variables

Segment

segment_A

segment_C

segment_D

segment_F

Variable

gross_quantity

segment_I

Segment

segment_A

segment_C

segment_D

segment_F

Variable

net_quantity

segment_I

Segment

segment_A

segment_C

segment_D

segment_F

Variable

pieces

segment_I

✓ 

Remove redundant sales revenues variables

Segment

segment_A

segment_C

segment_D

segment_F

Variable

rev_total

segment_I

Segment

segment_A

segment_C

segment_D

segment_F

Variable

rev_product

segment_I

✓ 

Remove redundant sales profitability variables

Segment

segment_A

segment_C

segment_F

Variable

margin_a

segment_I

Segment

segment_A

segment_C

segment_F

segment_I

Variable

margin_b

✓ 
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stocks of finished products (BS-ISFP) by players of the manufacturing industry across the 

European Union with 28 member states (EU28) and the Euro Area (EA19) remained after general 

assessment. However, the review by the BDA manager revealed that further survey variables 

for the same geographic regions showed correlation slightly below the set target level of 

R_Target > 0.7 for Pearson correlation. The time series based on the industrial confidence 

indicator (BS-ICI) and the production expectations over the next quarter (BS-IPE) had PCC 

values of R > 0.6 and were therefore additionally selected as modeling input as shown in Figure 

94. This more than doubles the initial set of time series for modeling which also underlines the 

significance of the last selection task. 

 

Figure 94 - Assessment step 5: example for weakly correlated time series 

Completion of assessment step 5 constitutes the set of time series used during modeling. As 

shown in Figure 95, the modeling input consisted of 1,360 time series that were prioritized from 

a generated set of more than 4 million time series. This includes a reduction by 610 time series 

during detailed assessment going from assessment step 4 to 5. However, assessment step 5 did 

not reduce the number of time series for all data sources simultaneously. The majority of 

reduction stems from ERP data where many alternative filter setups and redundant variables 

were removed with the help of business domain knowledge. This is not surprising as the 

hypothesis-based time series generation deliberately created redundant sets of time series 

ensuring to find some with strong correlation. In case more than one alternative shows strong 

correlation, the help of the business user is required to make selection decisions. Time series 

from the financial database were also generated on the basis of hypotheses, however, they were 

built on a simpler structure and also without testing of alternative filter setups. Furthermore, no 

anonymization was applied such that no domain-specific knowledge was required here and the 

BDA manager did not discover many redundancies during the review of hypotheses. As a 

Decision template – ei_bsin_m_r2

Decision 1 – Weakly correleated time series

▪ Business survey within the European manufacturing industry with strong 
correlation based on current level of stocks of finished products (BS-ISFP)
variable

▪ Industrial confidence indicator (BS-ICI) and production expectations over 
the next quarter (BS-IPE) as potentially additional variables for the 
European Union (EU28) and euro area (EA19): select weakly correlated 
variables

Add weakly correlated variables

geo

EU28

Variable Variable

BS-ISFP BS-ICI

geo

EA19

Variable Variable

BS-ISFP BS-ICI

BS-IPE

R > 0.7 R > 0.6 R > 0.7 R > 0.6

✓ ✓



EVALUATION 

218 

consequence, assessment step 5 was skipped for this data source. The number of time series 

actually increased for Eurostat & OECD.Stat data during the final assessment step which is 

mainly driven by additions of weakly correlated time series. Strong presence of weak correlations 

can be partially attributed to automated time series generation. Automated generation does not 

benefit from construction or integration of data as in the case of hypothesis-based generation, 

and therefore information quality of time series is not enriched which potentially makes it more 

difficult to show strong correlations. The distribution of time series was very uneven after 

assessment step 4 ranging from 8% for Eurostat & OECD.Stat and 65% for ERP data. This 

changed after the final assessment step with a range between 28% for Eurostat & OECD.Stat 

and 38% for financial data. With strict application of assessment step 5 on the financial database, 

a more even distribution would be expected. This shows that the detailed assessment is also 

important to keep the balance in the data mix before entering modeling. 

 

Figure 95 - Assessment steps 4 & 5 results (all data sources) 

5.3.6 Modeling & evaluation 

 Model selection and test design 

The project plan of the use case prescribed the use of standard models for predictive analytics 

from both classification and regression categories. The BDA manager together with the data 

scientist identified eleven appropriate models. Table 34 shows the segmentation into starting as 

well as advanced models after approval from the business user. The model selection template 

also shows a brief summary of functional principle50, rationale for selecting the models, and the 

explanation for using different model designs in case of SVM and elastic net.  

                                            

50 Selected starting models are discussed in detail in Section 2.4 and therefore the overview only includes a brief 

description of functional principles. 
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Table 34 - Model selection template (business user approval) 

 

 

Elastic net

multiple linear regression with integrated 
regularization (integrated feature selection in order 
to avoid overfitting)

efficiency and interpretability based on embedded 
feature selection

a) standard: modeling input as defined during data 
preparation
b) reduced: additional feature reduction filter

State space models

high suitabiliy for time series forecasting

Holt-Winters

additional exponential smoothing of time series

Kalman filter

additional reduction of outliers and estimation of 
missing values

Regression

Autoregressive integrated moving average (ARIMA)

model that only uses the time series to be 
forecasted as model input

conventional approach for time series forecasting 
(baseline model)

Decision tree

- decision tree is a flow-chart-like structure, where 
each internal (non-leaf) node denotes a test on an 
attribute (feature time series)
- each branch represents the outcome of a test, and 
each leaf (or terminal) node belongs to a specific 
class

high interpretability and simplicity

Support Vector Machines (SVM)

- SVM model is a representation of observations as 
points in space, mapped so that the examples of the 
separate classes are divided by a clear gap that is as 
wide as possible
- new obersvations are mapped into that same 
space and predicted to belong to a class based on 
which side of the gap they fall on

performance in practical applications and 
extensibility to non-linearity

a) linear kernel: basic approach with less 
computational effort
b) radial basis function kernel: non-linear approach 
that is at least as good as the linear kernel but 
comes with higher computational effort

Ensemble classifiers (e.g., random forests)

high interpretability and simplicity

Sequence classifiers

applicability on time dependent data

Artificial Neural Networks (ANN)

analyse „hidden“, perhaps non-linear, relationships 
between variables

Classification

find a predefined number (k) of observations closest 
in distance to a new observation and predict the 
class from these closest points

K-Nearest Neighbors (kNN)

simplicity and configuration-less application

Starting 
models

Advanced 
models

model

functional principle

selection rationale

alternative model designs
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The starting models for classification are based on the scikit-learn library that provides open 

source models based on Python (scikit-learn 2017d). The k-Nearest Neighbors (kNN) model was 

selected for its simplicity and configuration-less application as it requires a relatively small 

number of model parameters only. Support Vector Machines (SVM) have proven to be very 

effective in practical applications with high dimensional input data and sparse training data 

which both apply to the case study. They furthermore enable extension with kernel methods 

that allow for non-linear separation of different classes which is why the radial basis function (rbf) 

kernel was used as alternative model design. The linear kernel will typically provide performance 

less or equal to rbf kernel, however, it is computationally less costly. The underlying approach 

of decision trees is simple and the major selection rationale was the interpretability of its 

predictions which is premised on the possibility to visualize the model. Documentation of the 

applied library models is provided by the following list:51 

a) kNN: http://scikit-learn.org/stable/modules/generated/sklearn. 

neighbors.KNeighborsClassifier.html 

b) SVM(linear): http://scikit-learn.org/stable/modules/generated/sklearn. 

svm.LinearSVC.html 

c) SVM(rbf): http://scikit-learn.org/stable/modules/generated/sklearn. svm.SVC.html 

d) Decision tree: http://scikit-learn.org/stable/modules/generated/sklearn. 

tree.DecisionTreeClassifier.html 

The Auto-Regressive Integrated Moving Average (ARIMA) model is a traditional approach to sales 

forecasting and was selected as baseline model for the regression category. Elastic net was the 

starting regression model because it includes regularization as embedded feature reduction. It 

provides an efficient way to further reduce the feature time series in order to increase 

generalization performance against the limited number of training observations. Furthermore, 

the reduced number of features increases the interpretability of the underlying multiple linear 

regression model. The filter approach of data preparation mainly aims for prioritization of 

feature time series based on easy-to-understand quality and relevance metrics as well as with the 

aid of domain knowledge. While the resulting modeling input is approved by the business user, 

it still might not be optimal for modeling. Multicollinearity describes the phenomenon where 

features in a multiple regression can be constructed as a linear combination of other features. 

This results in high sensitivity of the model to changes in the input data and thus poses a 

challenge to generalization (Gujarati 2003, pp. 341–370). While regularization generally 

addresses the problem, it can be difficult for the algorithm to effectively remove such collinear 

feature time series. An alternative model design with additional feature selection filter (reduced 

elastic net) was therefore included in order to examine the effect on model performance. The 

                                            

51 Last access date: 10/25/2017 



CASE STUDY RESULTS 

     221 

standard elastic net utilized the model input as provided by data preparation and documentation 

of the model library used can be found here: 

 https://web.stanford.edu/~hastie/glmnet/glmnet_alpha.html.52  

As the assessment of starting classification and regression models will show, their performance 

was already sufficient as proof of concept. Consequently, the advanced models were not built 

and assessed such that a detailed discussion is dispensed here.  

The test design is based on stratified k-fold cross-validation to estimate model performance. 

For the sales forecast models in the case study, k was selected as 10 which implies a separation 

of available data into 10 folds and 10 repetitions of model learning. 10-fold cross validation is a 

typical choice for model learning (Hastie et al. 2015, p. 13). While two different target time series 

were employed for time series prioritization, the model learning focused on sales volume 

measured in units. Furthermore, the annual growth rate of sales volume for each month is 

defined as forecast variable such that each model aimed to provide a monthly prediction of sales 

growth over the next 12 months. The available data history of the target time series was exactly 

seven years53 with monthly frequency such that 84 observations were available for model 

training. An additional feature of the test design was the use of two different sets of modeling 

input data. Following the method of data preparation, the modeling input was defined with 

assessment step 5 at the end of time series prioritization. However, the resulting set of time 

series after assessment step 4 was used as alternative modeling input in order to evaluate the 

benefit of assessment step 5. This is motivated by the cost of including domain knowledge of 

the business user in addition to the previous review by the BDA manager. To facilitate the 

discussion of model performance, data input after step 4 is referred to as BDA input and after 

step 5 as domain input. 

 Model building and assessment: classification 

The classification-based forecast requires to define classes for sales growth. As these classes 

represent the model output, they need to be meaningful from a business perspective. Figure 96 

shows the three different classifications as defined by the business user54 including the 

distribution of observations from the target time series. 

                                            

52 Last access date: 10/25/2017 

53 Based on a total history of eight years, the annual growth on a monthly basis can be calculated for seven years. 

54 Exact growth ranges are omitted for confidentiality reasons. 
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Figure 96 - Definitions and distributions of classes 

The data conditioning for classification produces different model inputs. Normalization was 

required due to application of kNN and SVM which represent distance-based models. Different 

scales of the feature time series cause potentially unwanted weighting in favor of features with 

larger scales. Two alternative normalization approaches were tested and their calculations are 

described in Table 35. Z-score normalization transforms each feature to zero mean (𝜇 = 0) and 

unit variance (𝜎 = 1) whereas min-max normalization brings features to the range [0,1].  

Normalization Calculation 

Z-score 

normalization 
𝑣𝑎𝑙𝑢𝑒𝑛𝑒𝑤 =  

𝑣𝑎𝑙𝑢𝑒𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 − 𝜇 (𝑚𝑒𝑎𝑛)

𝜎 (𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛)
 

Min-max 

normalization 
𝑣𝑎𝑙𝑢𝑒𝑛𝑒𝑤 =

𝑣𝑎𝑙𝑢𝑒𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 − 𝑚𝑖𝑛𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙

𝑚𝑎𝑥𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 − 𝑚𝑖𝑛𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙

 

Table 35 - Normalization approaches for classification [based on (Roiger 2017, pp. 208–209)] 

There was no further time window approach applied to the modeling input such that the value 

of each time series for a given point in time represented the model input for learning. In the 

given use case of 12-months sales growth forecasting, the feature input is represented by a 

vector built from the values of all time series 12 months prior to the forecast period. This model 

input vector potentially had 1,970 entries for BDA input and 1,360 for domain input. However, 

not all time series had monthly frequency and therefore did not provide a value for each monthly 

observation. In order to sustain the simple approach without additional time window approach55 

the modeling was restricted to monthly feature time series only. This restricted the model input 

                                            

55 Dynamics of time series with lower frequency could be calculated for a given time window in order to fill in the 

frequency-based gaps. 
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to 1,531 feature time series for BDA input and 879 for domain input. Within this reduced 

feature set, 396 time series had missing values in the former case and 212 in the latter case. 

Missing values of the selected time series from ERP, financial and economic data are not 

meaningful and therefore should not be regarded as model input. Two different measures were 

applied to handle missing values. They were substituted with the mean value of the feature time 

series (impute) or, on the other hand, features with missing values were disregarded (remove). 

Figure 97 summarizes data conditioning for classification. 

 

Figure 97 - Data conditioning for classification 

Each classification was built with the selected models whereby each model was applied with its 

default settings for parameters as described by the documentation referenced before. Table 36 

presents classification performance based on the accuracy measure for BDA input with different 

approaches for normalization and missing values handling in the case of 2 classes. The results 

clearly show that normalization is required to get to a performance level of 80% or higher 

accuracy. Furthermore, min-max normalization does only provide reasonable performance for 

kNN and SVM(linear) models while it does not create any advancement for SVM(rbf). All 

models benefit from Z-score normalization and even show their maximum performance here, 

except for kNN with highest accuracy for min-max normalization in combination with remove, 

however, with a small margin only. The effects of impute and remove are rather inconclusive as 

both are superior in different cases depending on the model and normalization measure. The 

margins between both missing value handling measures are also relatively low such that remove 

in combination with Z-score normalization was chosen as conditioning setting for further 

model assessment. This represents a conservative approach as the available model input was 

restricted to higher quality time series without missing values. It should be noted that the 

consistent performance of the decision tree reflects expectations. Decision trees do not 
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necessarily require normalization for good performance and they are also good at handling 

missing values. 

 

Table 36 - Accuracy performance for 2 classes (BDA input) 

Table 37 summarizes the overall performance for all types of classification utilizing domain 

input based on the data conditioning as described above. In addition to accuracy all major 

classification measures are shown. Precision, recall, and F1 were investigated each using micro-

averaging as well as macro-averaging and the latter is shown because of the effect due to the 

lowly populated center class for 3 and 5 classes. The major result is the strong performance of 

classification with 3 classes. The maximum accuracy across all models drops only from 88.3% 

in case with 2 classes to 85.3% whereby 3 classes provide much better insight into sales growth 

dynamic from a business perspective. Even more insightful is the case with 5 classes but 

maximum accuracy is significantly reduced to 62.0% which is not an adequate performance for 

business applications. SVM(rbf) provides maximum accuracy across all three cases and it also 

shows the best performance regarding the other measures. This is illustrated by the model 

ranking which is based on each individual performance measure. SVM(rbf) and kNN are 

consistently ranked first and second while they are also the only two models with performance 

values higher than 80% for 2 classes and 3 classes. SVM(linear) and decision tree alternatively 

rank in third and last position with a maximum accuracy of 71.0% for the former in case of 3 

classes. Looking at the best two models in the most promising case of 3 classes in some more 

detail reveals that precision, recall, and F1 performance is reduced in case of macro-averaging. 

This indicates that performance for lowly populated classes is worse. In the given case, this is 

most likely a result from class II) which represents only 7% of all observations. Imbalanced data 

is a common issue for classification and Sun et al. (2009) provide an overview of possible 

remedies. For instance, they include random oversampling of the lowly populated class, 

adjusting the learning algorithm to apply a higher penalty for misclassification, or the use of 

ensemble classifiers that provide predictions based on different classification models (Sun et al. 

2009, pp. 700–710). Such optimization strategies for better generalization performance were not 

applied in the case study. However, it holds potential for improvement considering the strong 

overall performance despite weak performance in the sparse class.  

Z-score & impute Z-score & remove Min-max & impute Min-max & remove Impute only Remove only

kNN 0.820 0.845 0.833 0.870 0.640 0.640

SVM(linear) 0.885 0.808 0.838 0.848 0.738 0.703

SVM(rbf) 0.883 0.883 0.620 0.620 0.620 0.620

Decision tree 0.770 0.713 0.700 0.688 0.710 0.700

accuracy > 80%
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Table 37 - Overall classification performance (Domain input) 

In order to substantiate the assessment of the classification models, label shuffling was applied. 

Label shuffling randomly generates a series of observations while maintaining the distribution 

of classes from the original target time series. Table 38 provides a simplified example that 

explains how shuffling works. Shuffling was repeated 100 times for the sales target time series 

and each model was assessed based on the shuffled time series. The mean (𝜇) and standard 

deviation (𝜎) of performance measures are recorded across all repetitions.  

 

Table 38 - Example for label shuffling 

It can be assumed that shuffling performance is normally distributed such that actual 

performance outside the range of 𝜇 + 2 × 𝜎 is not random with a 95% confidence level. Table 

39 presents the results from the test based on label shuffling for SVM(rbf) in the case of 3 

classes and domain input. It shows that actual performance lies clearly outside of the confidence 

range and therefore is not random. To put it differently, the increase in performance from 

random shuffling to actual observations stems from information about the target time series 

behavior contained in the data input selected. This is also why the observed performance from 

the classification models can be interpreted as a lower bound for the information content of 

data input regarding the target time series. The random shuffling test was performed for all 

classification types (3), all models (4), all performance measures (7) and the BDA input as well 

Model performance Model ranking

kNN SVM (linear) SVM (rbf) Decision tree kNN SVM (linear) SVM (rbf) Decision tree

accuracy 0.870 0.725 0.883 0.783 2 4 1 3

precision_macro 0.885 0.710 0.903 0.784 2 4 1 3

recall_macro 0.847 0.703 0.857 0.792 2 4 1 3

f1_macro 0.851 0.690 0.863 0.760 2 4 1 3

Model performance Model ranking

kNN SVM (linear) SVM (rbf) Decision tree kNN SVM (linear) SVM (rbf) Decision tree

accuracy 0.808 0.710 0.853 0.696 2 3 1 4

precision_macro 0.630 0.561 0.660 0.556 2 3 1 4

recall_macro 0.668 0.571 0.694 0.543 2 3 1 4

f1_macro 0.639 0.551 0.668 0.629 2 4 1 3

Model performance Model ranking

kNN SVM (linear) SVM (rbf) Decision tree kNN SVM (linear) SVM (rbf) Decision tree

accuracy 0.610 0.545 0.620 0.523 2 3 1 4

precision_macro 0.500 0.485 0.509 0.457 2 3 1 4

recall_macro 0.543 0.499 0.546 0.427 2 3 1 4

f1_macro 0.498 0.470 0.503 0.412 2 3 1 4

2 classes

3 classes

5 classes

Timestamp
Original target 

time series
Shuffling 1 Shuffling 2 Shuffling 3

Jan 17 -30% -30% 0% 50%

Feb 17 -30% 0% 50% -30%

Mrz 17 0% -30% 50% -30%

Apr 17 0% 50% 0% 50%

Mai 17 50% 0% -30% 0%

Jun 17 50% 50% -30% 0%
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as domain input (2). In total, the test was performed 168 times (3 × 4 × 7 × 2 = 168) and not a 

single case failed which provides additional confidence in the overall model performance. 

 

Table 39 - Label shuffling results for SVM(rbf) with 3 classes 

Table 40 provides a comparison of accuracy performance between BDA input and domain 

input for all classification types and models. The result indicates that model performance 

benefits from inclusion of domain knowledge by business users during time series prioritization. 

In 10 out of 12 cases the accuracy with domain input is higher or at least equal compared to 

BDA input. The increase of accuracy averages 6.6 percentage points across all cases. This 

finding generally holds true when looking at other performance measures as well. As a 

consequence, assessment step 5 does not only increase business user confidence in the modeling 

input but can also increase model performance. 

 

Table 40 - Accuracy performance comparison for BDA input and domain input 

The reported performance results for classification models are a positive indication for the proof 

of concept. The best model provides an accuracy considerably better than 80% for the cases 

with two and three classes. As the classes were defined by the business user, the sales growth 

forecasts represent a practical benefit for the company. Furthermore, it has been shown that 

this result is not random such that the selected big data input can be considered as useful for 

the forecast. 

 Model building and assessment: regression 

Regression models do not require definition of classes as they predict annual sales growth as a 

singular numeric value on a monthly basis. The elastic net model was built as a multiple linear 

regression where the feature time series represent explanatory variables and the target time series 

equals the dependent variable. In addition, the target time series was also considered as 

Performance 

measure

Actual 

performance

Shuffling 

performance - 

mean

Shuffling 

performance - 

standard deviation

Shuffling -

95% confidence 

range

Test

result

accuracy 0.853 0.553 0.038 0.627 OK

precision_micro 0.853 0.553 0.039 0.630 OK

recall_micro 0.853 0.552 0.037 0.624 OK

f1_micro 0.853 0.554 0.037 0.626 OK

precision_macro 0.660 0.310 0.077 0.460 OK

recall_macro 0.694 0.417 0.040 0.495 OK

f1_macro 0.668 0.323 0.043 0.408 OK

kNN SVM (linear) SVM (rbf) Decision tree

BDA input 0.845 0.808 0.883 0.713

Domain input 0.870 0.725 0.883 0.783

BDA input 0.761 0.272 0.840 0.694

Domain input 0.808 0.710 0.853 0.696

BDA input 0.648 0.309 0.614 0.447

Domain input 0.610 0.545 0.620 0.523

2 classes

3 classes

5 classes
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explanatory variables as it was used as model input for ARIMA as well. ARIMA does not use 

any further variables as input and therefore no further data conditioning was required. Z-score 

normalization was applied to the explanatory variables of the elastic net model, which is required 

as variables occur in different units (Hastie, Qian 2014). In accordance with classification, given 

values of feature time series were directly taken as explanatory variables without application of 

a time window approach and the set of variables was also restricted to monthly time series. 

Missing values were treated by imputing the mean of respective feature time series. 

The use of a regularized regression is mainly motivated by the idea to build a model with a 

reduced number of feature time series that increases the possibility to interpret results. In order 

to account for possible issues stemming from multicollinearity, reduced elastic net as alternative 

model design included a 2-step filter method to further reduce the number of feature time series: 

1) Chi-squared test of independence: This statistical test checks "[…] statistical independence of 

two discretely distributed […] variables" (Pestman 2009, p. 188). Statistical significance 

tests such as chi-square test of independence are a means of deciding whether a feature 

should be added to the model (Domingos 2012, p. 82), and therefore it was utilized as 

additional filter evaluating relevance of feature time series. Each feature time series was 

paired with the target time series and the test evaluates whether a potential relationship 

between these two variables is significant or just by chance. Furthermore, the target time 

series was shifted by 12 months adopting the idea to find features with leading indicator 

characteristics. In order to transform each time series into a discretely distributed 

variable, min-max normalization was applied. Each time series observation therefore 

lied in the range [0,1] and therefore represented ordinally scaled categories. A 

contingency table with categories from both variables was built and the chi-square test 

statistic was calculated based on relative frequencies drawn from the table. In case the 

test statistic exceeds a certain level of significance, the common level of 0.05 was used 

here, the hypothesis that both variables are statistically independent needs to be 

withdrawn (Pestman 2009, p. 191). The result of the test is not a typical ranking of 

feature time series but all independent features were removed. The first step can be seen 

as advancement of relevance evaluation of time series prioritization. 

2) Covariance test: Time series prioritization addresses the issue of redundant information 

during detailed assessment leveraging domain knowledge. The second step of the 

additional filter method further removes feature time series that show strong correlation 

among each other. It should be noted that correlating features do not necessarily 

represent redundancy (Guyon, Elisseeff 2006, p. 12), however, they still cause 

multicollinearity in the model input. Covariance is a measure for the monotone relation 

between variables. A large positive covariance implies that large (small) values of one 

variable correspond with large (small) values of the other, and the maximum value is 

defined by the product of the standard deviations of both variables which is equivalent 

to perfect correlation (Mittag 2016, pp. 126–128). Covariance was calculated among 
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feature time series and the acceptable limit was set to 95% of the maximum or lower. 

In cases of covariance above this limit, the feature time series with the higher times 

series ID56 was removed implementing a simple heuristic. 

Figure 98 provides an overview of model input after data conditioning and additional feature 

selection for the elastic net model. Most interestingly, the number of time series in case of elastic 

net reduced is lower by 68% for BDA input and 89% for domain input in comparison with 

classification input based on removal of missing values. 

 

Figure 98 - Data conditioning for regression 

Standard elastic net and reduced elastic net were built based on the model library as described 

before. They only differed in the final model input where the feature time series were 

significantly reduced, for instance, from 880 including the target time series to 72 in case of 

domain input. The model parameters were taken at default values except the mixing parameter 

𝛼 which controls the balance between lasso (𝛼 = 1) and ridge (𝛼 = 0) regularization. For 

parameter optimization, the mixing parameter was stepwise increased in 0.05 increments and 

the best model is selected after 100 runs with 10-fold cross-validation. A seasonal ARIMA 

model was used in combination with parameter optimization in order to provide the best 

possible baseline to compare with elastic net performance. The model can be described by seven 

parameters that were optimized based on a grid search. A grid search scans the space for 

parameters not optimized during model learning for the setup that provides the best model 

performance (scikit-learn 2017b). The grid search for ARIMA model parameters followed the 

algorithm proposed by Hyndman, Khandakar (2008, pp. 8–12), and the results are shown in 

Table 41 whereby m represents a given parameter. 

                                            

56 All time series on the project cluster have a unique numerical identifier (ID). 
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Table 41 - ARIMA parameter grid search 

Assessment of ARIMA and elastic net models was based on RMSE and MAPE as two standard 

regression performance measures and the results are shown in Figure 99. The highest time 

period of the training set is always limited to 12 months prior to the forecast period such that 

available observations for model training are strongly limited for early periods and they were 

therefore disregarded for model assessment. The calculation of both error terms was 

consequently based on prediction values for the five most recent years and were represented by 

the mean of the 95% confidence level predictions. Elastic net models clearly outperform the 

ARIMA baseline which is most obvious when comparing against the reduced elastic net with 

domain input. MAPE is reduced by 60% and RMSE even by 70% which represents a significant 

increase in model performance. The worst performing elastic net model still reduces error 

measures by 19% and 40%, respectively. Another important observation is the increase in 

performance due to use of domain input instead of BDA input. Both error measures are reduced 

for standard and reduced elastic nets when using domain-selected feature time series. Both error 

measures are decreased by 31% on average when changing to domain input. The standard model 

with domain input even performs slightly better than the reduced model in combination with 

BDA input. This superior performance is consistent with the results from classification and thus 

underscores the value of domain knowledge for preparing modeling input. When looking at the 

alternative elastic net models based on the same data input, it can be seen that additional feature 

reduction pays off. Reduced elastic net models on average decrease MAPE by 25% and RMSE 

by 21%, respectively. In summary, the BDA approach provides better performance, especially 

when considering involvement of business users in detailed assessment of time series 

prioritization. Additional feature selection also provides a positive effect on performance.  

ARIMA (p,d,q)(P,D,Q)m

Parameter Non-seasonal part Seasonal part

order of autoregressive part p = 1 P = 0

degree of first differencing involved d = 0 D = 1

order of the moving average part q = 2 Q = 0

number of periods per season - m = 12
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Figure 99 - Overall regression performance 

The absolute values of performance measures are still moderate. Forecasting singular growth 

rates is very demanding with the relatively high volatility of the target time series. The results 

are therefore rather uncertain when considering to use the models outputs as forecasts for the 

specific sales growth over the next 12 months. However, the data scientist assessed the 

performance with 𝑅𝑀𝑆𝐸 = 0.09 as reasonable for the given target time series and utilizing models 

with default parameter settings. This holds true for understanding the sales growth trends 

disregarding major shocks. This can be best observed when looking at the comparison of actual 

and forecast values over time. Figure 100 presents the actual sales growth rate aligned with the 

forecast value from 12 months earlier over the 5 years period considered for performance 

assessment. The ARIMA model shows only very weak capability to follow the trend of sales 

growth while the standard elastic net with BDA input already starts to capture changing 

dynamics in sales behavior. However, it also becomes clear that this model has large deviations 

for selected periods which is also reflected by the relatively high error rates measured. This is 

obviously improved when moving to the reduced elastic net with domain input. Focusing on 

forecast periods with a minimum of 48 months historic observations available underlines the 

indication that the best regression model can serve as basis to forecast demand trends. 
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Figure 100 - Actual versus forecast values (overview)57 

It is important to note why the presented results for regression should be regarded as a positive 

indication in the sense of a proof of concept. Each forecast by elastic net models is based on an 

individual 𝛼-value and set of explanatory variables which principally poses a restriction to 

generalization. The mixing parameter for reduced elastic net with domain input takes on three 

different values (𝛼 = [0.25; 0.50; 0.75]), however, model learning with lasso (𝛼 = 1) and ridge 

(𝛼 = 0) setups revealed only small differences in performance. The embedded feature selection 

functionality in form of regularization is also limited as the final model utilizes 60 feature time 

series out of the model input of 72 after the covariance test. The influence of the mixing 

parameter on performance can therefore be assumed to be controllable when building a fully 

generalized model. The use of individual variable sets also needs to be put into perspective. Out 

of the 60 overall used variables only 21 are used for any forecast on average and 18 individual 

variables are used in more than half the forecasts. Ten of the explanatory variables occur even 

in more than three quarters of the cases. This illustrates the moderate variance in the set of 

explanatory variables across all forecast periods. In summary, it can be expected that model 

optimization paired with further advancements in feature selection potentially can result in 

reasonable performance that is generally valid. 

                                            

57 Dimensions are omitted for sales growth values (vertical) and time periods (horizontal) for confidentiality 

reasons. 
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 Business evaluation 

Model assessment identified working models for classification and regression. In the light of 

utilizing library models with default settings, SVM(rbf) and kNN for classification as well as 

reduced elastic net provided reasonable performance. As a consequence, these results generally 

represent a positive indication for the proof of concept of utilizing big data analytics for sales 

forecasting, and therefore applicability in practice was discussed with the business user and 

project sponsor. Comparing model performance with already available solutions is a good way 

to evaluate practicability, however, no reasonable baseline was identified for medium-term sales 

forecasts. On the one hand, this means any reasonable forecast is useful for the company as it 

closes an existing gap. On the other hand, the missing point of reference is a burden for a 

discussion on model assessments based on performance measures not directly interpretable. 

While accuracy of a classification proved to be sufficient for a business user to decide whether 

model performance is useful, regression error measures were helpful only to decide which 

version of elastic net was best but not to determine whether performance is reasonable at all. 

The use of a standard forecast model (ARIMA) as auxiliary baseline was found to be helpful 

here, especially in combination with visualization of results, and was therefore used as basis for 

the business evaluation review. A practice test was not considered for two reasons. Firstly, the 

focus on the medium term requires a long period of observations to make a valid evaluation. 

Secondly, the use case was designed to provide a proof of concept and therefore did not result 

in a working prototype within the company infrastructure. Costly tasks such as data 

anonymization and transfer would still be required for a test.  

Explicability of the models strongly differs between classification and regression. SVM(rbf) and 

kNN as presented operate with several hundred feature time series which gives them a black 

box character, where "[…] the relationship between joint values of the input variables and the 

resulting predicted response value […]" (Hastie et al. 2017, pp. 351–352) is not accessible for 

interpretation. On the other hand, reduced elastic net is based on simple linear regression and 

uses 20 explanatory variables on average. The model provides coefficients that describe the 

influence of each variable on the forecast value in an intuitive way. A range of 20 variables 

facilitates the addition of a monitoring dashboard or reporting system as well. The picture on 

confidence is more balanced. Both forecast categories need to cope with the limited training set. 

Although there does not exist "[…] a general rule on how much training data is enough […]" 

(Hastie et al. 2017, p. 222), the total number of 84 available observations can be seen as critical. 

The issue has been addressed by 10-fold cross-validation but requires further investigation in 

order to ensure generalization fully reliable for business application. However, it also needs to 

be noted that recent research on advanced sales forecasting in the PCB industry utilizes only 

four years of monthly sales data as training set and measures performance on a deliberately 

selected hold-out set instead of cross-validation (compare Subsection 3.1.3). Classification models 

are especially prone to overfitting here, because their number of explanatory variables represent 
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a high level of model complexity (Hastie et al. 2017, p. 38). The random shuffling test still has 

shown that feature time series convey significant information about sales growth classes and 

measured performance is noticeably strong. Modeling with additional feature reduction is 

therefore an interesting advancement option. It should be noted that the issue of overfitting can 

be expected to be more severe for advanced models such as ANN as they typically represent an 

even higher level of model complexity. 

The overall vote from the business evaluation review is positive and therefore confirms the 

indicative proof of concept that was already revealed based on model assessments. In 

consideration of the discussions on explicability and confidence, three major steps were 

identified in order to move from proof of concept towards potential deployment: 

1) Advanced feature selection: The aim for classification models is to reduce the number of 

feature time series to a range that is manageable for monitoring via a dashboard or 

reporting in order to ensure explicability. At the same time, it also addresses the issue of 

potential overfitting. Feature selection in case of regression needs to be optimized to 

provide a stable set of explanatory variables. 

2) Increase of test set: The frequency of the target time series can be raised, for example, from 

monthly to weekly, in order to increase the number of available observations for testing. 

As most feature time series have a monthly frequency at maximum, this poses a further 

restriction to data input or requires transformation of these time series. Another option 

is to artificially expand the training set. For instance, various oversampling strategies 

exist that additionally address imbalanced datasets (Chawla 2010, pp. 879–881), which 

was identified as additional challenge for classification. The increase of the test set 

addresses generalization performance of both model categories likewise and thus 

potentially promotes confidence. Transfer of the methodology and models to other 

business units of the company was also identified as increase of the test set in a broader 

sense. Although this does not directly affect generalization performance of the models, 

replication of the performance in a similar but different setting would strengthen 

confidence from the business user perspective.  

3) Model optimization: Modeling can be improved along three dimensions. Firstly, data 

conditioning offers the option of a time window approach which was not utilized in the 

case study. Inherent dynamics might have even more explanatory power compared to 

the plain time series. A time window approach would also allow to incorporate data with 

lower frequencies. Secondly, model parameters can be tuned for better performance, 

for example, with the help of a grid search approach as used for the ARIMA model. 

Thirdly, an ensemble method combining different models can be used to improve 

performance. For example, SVM(rbf) and kNN are potential candidates to be combined 

in case their prediction errors are independent from each other. All optimization efforts 
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generally apply to classification as well as regression and aim for higher confidence due 

to better model performance. 



 

 





 

 

6 Conclusion 
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6.1 Discussion 

6.1.1 Research summary 

The situation of companies today (compare Subsection 1.1.1) is characterized by a volatile 

business environment. In order to adapt to this volatile world, anticipation of changes is 

required. The age of analytics (compare Subsection 1.1.2) offers big data, cheap data processing 

and storage, and advances in analytics as opportunity to provide a better understanding for the 

diverse volatilities in the business environment. In particular, sales forecasting is considered as 

priority BDA application and companies show readiness to invest into their development 

(compare Subsection 1.1.3). The consideration of big data analytics as opportunity, especially in 

form of sales forecasting, is confirmed by the pre-study (compare Section 5.1) and case study 

(compare Subsection 5.3.2) with four companies from three different industries. Consequently, 

the primary objective of this research is motivated by the business need to identify and select 

BDA applications that provide a better understanding of the volatile business environment as 

well as to specifically develop an application for sales forecasting (compare Subsection 1.2.1). An 

extensive review on processes for analytics (compare Section 3.2) provides the knowledge base 

for a new methodology as answer to this business need. CRISP-DM is identified as the most 

qualified process among all candidates and provides the basic design of this methodology. 

However, the review also reveals the scientific need to substantiate the process towards the 

primary research objective. This scientific need relates to the first two research question of this 

work. The review also includes process evaluations, comparisons and success factors that 

identify further scientific need for process improvements. These findings are categorized by six 

different improvement areas where each is described by detailed dimensions, and they are 

considered as design requirements for the new methodology. Moreover, the review of related 

research on sales forecasting (compare Section 3.1) reveals the scientific need to provide a proof 

of concept whether BDA sales forecasting works in practice, especially in B2B industries. This 

underlines the importance of the third research question. The new methodology is built and 

evaluated in a case study with a PCB manufacturer. The presented case study results (compare 

Section 5.3) provide the basis for the discussion of the methodology evaluation. As the evaluation 

of the methodology results in a BDA application for sales forecasting, the results furthermore 

allow to discuss the proof of concept as well. 

6.1.2 Methodology evaluation 

The case study results describe the methodology evaluation in detail and therefore enable a final 

conclusion. The design of the initial business understanding step of the new methodology is 

based on the agility concept. In particular, the advanced corporate agility system connects the 

challenges of the volatile business environment with the opportunities of big data analytics. This 

approach facilitated a common understanding in the project team and set strategic guidelines 

for a focused discussion on potential use cases (compare Subsection 5.3.2.1). The subsequent 
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tasks identified eleven use cases for BDA applications regarding the volatile world and 

prioritized the two most relevant use cases for each agility-based business objective (compare 

Subsection 5.3.2.2). The general part of the new methodology therefore successfully supports the 

decision where to use BDA applications for a better understanding of the volatile business 

environment and consequently provides an evaluated answer to research question 1. The second 

step of the general part, big data sources, extends the lifecycle of existing processes by a 

dedicated step to identify and select sources of big data input. The tasks and methods are not 

specific to a use case or certain types of data but also aim for an extended information base 

facilitating a better understanding of the volatile world. Based on the new methodology, a long 

list of 28 data sources was identified and successively reduced to a data mix of eight prioritized 

data sources covering all data types (compare Subsection 5.3.3). 

The big data sources step provides the basis for the specific part of the methodology that aims 

to develop a BDA application for sales forecasting. In the data understanding step, a total of 

191 datasets from considered data sources were selected, sourced, explored, and verified 

(compare Subsection 5.3.4). Time-series generation resulted in more than 4 million time series of 

which 1,360 were prioritized as modeling input based on quality and relevance criteria (compare 

Subsection 5.3.5). The final modeling & evaluation step considered five different models for sales 

forecasting. These models were built and their performance assessed. The business evaluation 

regarded SVM(rbf), kNN, and reduced elastic net as working models for sales forecasting based 

on the previously defined big data input (compare Subsection 5.3.6). As a consequence, the 

specific part of the new methodology provides an evaluated answer to research question 2 on 

how to develop a BDA application for sales forecasting. 

The new methodology furthermore incorporates the six identified design requirements 

(compare Subsection 3.2.5) that are discussed in the following:  

(I) Project team 

The team setup underlying the methodology is generally independent from the business need 

of this work. It describes the full spectrum of roles required to implement the methodology. In 

combination with the integrated workflow model that consistently assigns responsibilities for 

each task throughout the entire lifecycle, the team roles proved to be effective in the case study 

as they ensured operationality (compare Subsection 5.3.2 to 5.3.6). The key design element of the 

new methodology with regard to the project team is the newly introduced BDA manager role. 

The new role reflects the need for a team leader with business and BDA background. In the 

case study, the BDA manager role proved to be effective for project management and 

coordination of the multidisciplinary team across the lifecycle of the analytics process (compare 

Subsection 5.3.2 to 5.3.6). Furthermore, the role enabled content-related instead of process-related 

communication with stakeholders which led to support by key functions such as IT. The 

introduction of the other new roles, data owner and data officer, allowed for implementation of 

new tasks such as providing data-specific domain knowledge (compare Subsection 5.3.4.2) or legal 
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clearance for data privacy reasons (compare Subsection 5.3.4.3), respectively. The lack of internal 

BDA capabilities was covered by external roles. Furthermore, the use of auxiliary project 

managers at the company and the external provider were beneficial to an efficient methodology 

implementation (compare Subsection 5.3.1). The new methodology considers all defined 

dimensions for an effective project organization except for elements from agile approaches, for 

example, an agile working mode. 

(II) Domain knowledge 

The role of the business user combines domain expertise and user perspective. In the new 

methodology, the business user is involved in many tasks across all steps and related methods 

are specifically designed to facilitate this involvement. An exemplary list of business user 

performed tasks provides evidence of successful domain knowledge integration during the case 

study (compare Subsection 5.3.2 to 5.3.6): verifying agility-based business objectives, preparing the 

use case assessment template, identifying data sources during the data query, providing metadata 

for the BDA book, formulating hypotheses for time series generation, prioritizing time series in 

the decision workshop, and evaluating model performance from a business perspective. The 

case study results furthermore show that integration of domain knowledge into the prioritization 

of data input has a positive effect on model performance (compare Subsection 5.3.6.2 & 5.3.6.3). 

The design requirement to involve domain expertise and user perspective throughout the 

lifecycle is fully met by the new methodology. 

(III) Business understanding 

The advanced corporate agility system represents a key substantiation of the CRISP-DM design 

towards BDA utilization in volatile times. At the same time, it also enables a thorough 

implementation of the business understanding step. The case study results show that this 

approach facilitated a common understanding for the BDA opportunity in the volatile world 

and the alignment of business and analytics objectives based on the company's mission 

statement (compare Subsection 5.3.2.1). Moreover, the use case approach determined possible 

BDA applications with clear scope and business rationale under consideration of project 

limitations such as the focus on a proof of concept (compare Subsection 5.3.2.1). The new 

methodology furthermore considers existent BDA solutions with regard to the identified 

business objectives, however, ideas generated from competitor benchmarking were limited in 

the case study. While the methodology design considers all dimensions for an improved business 

understanding, this represents the only design element without positive evaluation for 

applicability. 

(IV) Data input 

The new methodology dedicates a whole new step to the design requirement for an increased 

focus on data input. In the case study, the application of tasks and methods along the data 

sources funnel resulted in a deliberate selection of data sources covering all dimensions of the 

data mix matrix (compare Subsection 5.3.3). While this ensured the variety and veracity 
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dimensions of big data, the considered update frequency also ensured data at relatively high 

velocity in the form of monthly updates for annual sales growth rates. Data was subsequently 

sourced from three different types of data sources and integrated into a Hadoop-based project 

cluster that enabled processing of more than 320 gigabyte of data (compare Subsection 5.3.4), 

exceeding the typical data volume for sales forecasting of a business segment in the B2B 

industry. Handling complexity of data is mainly addressed by the BDA book and the case study 

proved it to be an effective tool for documentation of metadata as well as for collaboration 

between different team roles (compare Subsection 5.3.4.2). Furthermore, the BDA book enables 

data exploration and verification such that roughly 10% of the data could be excluded for quality 

reasons during data understanding (compare Subsection 5.3.4.3). However, data quality is mostly 

considered by time series prioritization and its methods, such as filter setups in the evaluation 

reports. Prioritization in the case study resulted in an effective removal of low quality time series 

(compare Subsection 5.3.5.2). As a result, the methodology effectively addresses all dimensions of 

the data input design requirement. 

(V) Methods 

The new methodology comprises 26 tools and techniques in order to describe 'how to' conduct 

each task. As the case study results across all steps show, these methods led to an effective 

implementation of all 17 tasks based on the detailed explanations and decision guidelines 

provided by the methodology (compare Subsection 5.3.2 to 5.3.6). The results also prove 

enablement of regular collaboration, for example for BDA manager, business user, data owner 

and database administrator via the BDA book during sourcing preparation and data sourcing 

(compare Subsection 5.3.4.2 & 5.3.4.3). Furthermore, also existing BDA tools were considered, 

especially in form of Apache Spark and the scikit-learn library (compare Subsection 5.3.5 & 5.3.6). 

The only dimension not addressed by the new methodology is visualization tools. 

(VI) Automation 

The consideration of automation is mainly reflected by the methodology design as highly 

integrated process. As the case study results show, there is a clear output-input relation for 

subsequent tasks and only limited iterations exist (compare Subsection 5.3.2 to 5.3.6) which 

resulted in a high level of usability. However, technical implementation of automation was 

restricted to individual subtasks, for example, those covered by the tools for time series 

generation and prioritization (compare Subsection 5.3.5.1 & 5.3.5.2). In these tasks, automated 

time series generation and consideration of data quality during general assessment represent 

major implementations automation. 

In summary, the new methodology provides two major additions to the knowledge base. Firstly, 

it represents a substantiated form of CRISP-DM addressing the business need regarding 

identification and selection of BDA applications for the volatile world as well as development 

of an application for sales forecasting. Secondly, the design of the new methodology includes 

various advancements regarding improvement areas of KDDM and BDA processes. Although 
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the case study was performed with an industrial company of the PCB industry, no industry-

specific assumptions were made that restrict the validity of the methodology in other industries. 

Furthermore, the improvements are generally not restricted to a methodology for the given 

business need. They can be considered for other needs as well, for example, methods of time 

series generation and prioritization are potentially valuable for any predictive analytics 

application based on time series data. The BDA book also represents a useful tool for general 

data understanding tasks. 

6.1.3 Proof of concept 

The case study ultimately results in BDA applications for sales forecasting. Implementing the 

new methodology, the subtasks of model assessment (compare Subsection 5.3.6.2 & 5.3.6.3) and 

business evaluation (compare Subsection 5.3.6.4) provide the basis for a proof of concept. Both 

approaches, classification and regression, show reasonable performance regarding medium-

term forecasts of sales growth. SVM(rbf) represents the best performing classifier and the 

positive assessment rests on its absolute performance measured by an accuracy of 85% in case 

of three classes for sales growth. For the elastic net regression model, significant performance 

improvement compared to the ARIMA baseline model and reasonable reproduction of sales 

growth trends are the basis for the positive assessment. However, two major restrictions must 

be considered here. The number of time series in the model input is large, especially for 

classification, and the number of observations is limited due to the maximum history for sales 

data of seven years. This can be seen as critical regarding the generalization of model 

performance. On the other hand, various improvement potentials58 for model performance 

were identified for both BDA applications. As a consequence, the case study results are 

considered as positive indication for the proof of concept that a BDA approach for sales 

forecasting works in industrial practice. This represents the answer to research question 3 but is 

limited to B2B industries. The selected data and the characteristics of sales are potentially 

specific for this type of industry and therefore general transferability of results should not simply 

be assumed. Furthermore, the BDA applications including their specifications represent another 

addition to the knowledge base that provides a higher level of detail compared to reviewed 

applications (compare Section 3.1). 

                                            

58 For details, see discussion on refinements in Subsection 6.2.2. 
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6.2 Future work 

Further refinements of the research are another important result beyond the additions to the 

knowledge base. The following presents directions to future work on the methodology and 

BDA applications for sales forecasting based on the previous discussion on methodology 

evaluation and proof of concept. Further observations from the research work on methodology 

design elements are also included. 

6.2.1 New methodology refinements 

The research motivation describes a business need that generally applies to different industries. 

It is therefore an interesting research target to further validate the new methodology in other 

industries. Automotive and semiconductor industries, where the business need was explicitly 

validated by the pre-study, represent appropriate candidates for initial research objects. 

Moreover, BDA applications for sales forecasting represent a specific part of the overall 

business need. The volatile business environment comprises various challenges and the case 

study revealed other use cases, for example, identification of new technologies. Determining 

methodologies to develop BDA applications for alternative use cases and integration with the 

general part of the new methodology would be an advancement towards broader applicability. 

Furthermore, the business understanding step is designed to capture the strategic value of big 

data analytics in the volatile world. The case study has proven the validity of the agility concept 

for this purpose but approaches to capture the operational value also exist, for example, 

profitability-based concepts in process industries (Hammer et al. 2017). Further research is 

required to determine the dependencies at the interface between strategic and operational 

approaches (Heldmann et al. 2017, p. 84).  

Data input for the specific part of the methodology is restricted to structured data, however, 

unstructured data is considered as valuable part of the information base and the big data sources 

step determines a data mix including both data types. An extension of the specific methodology 

part in order to include analytics based on unstructured data therefore represents a further 

refinement. For example, text mining as form of analytics on unstructured data strongly depends 

on preprocessing tasks such as natural language processing (Feldman, Sanger 2006, pp. 57–63). 

The data understanding step establishes a project cluster that integrates all data required by the 

selected use case in a single data warehouse. As discussed earlier, various use cases based on 

different data inputs potentially exist for a company. Data lakes represent an interesting 

approach to store and manage data from different data sources, including data warehouses, in 

order to utilize big data for multiple applications (Schmarzo 2016, pp. 133–151). Understanding 

the implications of implementing such an approach and necessary adaptions of the methodology 

represents an interesting research topic. In data preparation, values for filter thresholds and 

scoring weights are set in order to enable prioritization of datasets. While these values are 

carefully selected and the case study confirms the practicality of this design element, it would 
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be interesting to investigate whether optimal scoring and filter setups exist. Further research 

could assess the difference in model performance driven by changes in the data input due to 

alternative setups, for example. The new methodology concludes with the modeling & 

evaluation step and therefore does not include deployment of working BDA applications. The 

review in Section 3.2 includes a large number of processes that include deployment. On this basis, 

it could be evaluated how the methodology can be integrated with existing deployment 

approaches. Furthermore, the framework of the corporate agility system could be integrated 

here. Integration of deployable BDA applications with the other key building blocks, control 

and agility levers, represents and interesting research direction for companies seeking to 

implement a corporate agility system. The new methodology builds upon the team setup that 

allows for external roles, especially covering for BDA capabilities. While the methodology 

defines the roles and directs towards the use of specialized providers, it remains open how to 

select external partners. Due to the shortage of analytics talent it is difficult for companies to 

staff teams only internally (Fogarty, Bell 2014), and therefore methods to evaluate potential 

partners represent a valuable addition for the methodology. 

Another group of refinements stem from design requirements that are not fully met by the new 

methodology. Automation is mainly implemented for selected parts, especially for automated 

time series generation and general assessment during time series prioritization. There exist good 

reasons not to automate all tasks, for example, detailed assessment is specifically designed for 

integration of domain knowledge and therefore cannot be fully automated. However, it is a 

remaining research need to assess the potential for further automation of the methodology. 

Furthermore, the methodology incorporates the idea of experimentation principally through 

integration of modeling and evaluation as well as the task of data conditioning which both 

facilitate iterations. In addition, the methodology builds and assesses alternative models based 

on the same data input. Iterations between data preparation and modeling is considered as useful 

way to improve analytics (Domingos 2012, p. 84), and represents a starting point for 

refinements towards a higher level of experimentation that includes data input as well. 

Furthermore, methods for agile analytics work (Alnoukari 2012) represent a potential approach 

to strengthen the role of experimentation. Methods to support the identification of existing 

BDA solutions during business understanding are a specific refinement need based on observed 

case study results. Finally, it needs to be assessed how visualization tools can help to improve 

data understanding, data processing or model assessment. Despite the given refinement need, 

the new methodology also successfully addresses a long list of design requirements. The transfer 

to other existing or new processes is therefore also a need for future research. 

6.2.2 Sales forecasting application refinements 

The model assessment and business evaluation of the classification and regression models for 

sales forecasting reveal improvement potentials regarding their performance. The following lists 

refinement options for both BDA applications: 
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• Oversampling strategies extent the limited number of observations for model building. 

• Advanced feature selection further reduces the number of time series considered as model 

input (classification) or to provide a consistent set of time series as model input for all 

individual forecasts (regression). 

• Time window approach offers the opportunity to capture dynamics in model input time 

series. 

• Low frequency time series (e.g., quarterly) are not considered as model input but could be 

utilized based on a time window approach as well. 

• Parameter optimization potentially improves performance of the models with default 

parameter settings, for example, based on a grid search. 

The model selection furthermore identified advanced models that are to be assessed for 

performance with the provided modeling input. For example, ensemble models are reported to 

potentially improve accuracy by 5-30% (Finlay 2014, p. 130) and the operational capability of 

artificial neural networks for sales forecasting is confirmed for trading companies (Crone 2010). 

These advanced models provide the potential to further increase the confidence in the proof of 

concept
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A – Eurostat and OECD.Stat datasets 

Eurostat59  

dataset_id dataset title 

cpc_insts Candidate countries and potential candidates: short-term business statistics 

ei_bpca_m Balance of payments - BPM5  - Current account - monthly data 

ei_bpfa_m Balance of payments - BPM5 - Financial account - monthly data 

ei_bpii_q Balance of payments - BPM5 - International investment position - quarterly data 

ei_bpm6ca_m Balance of payments - BPM6 - Current account - monthly data 

ei_bpm6fa_m Balance of payments - BPM6 - Financial account - monthly data 

ei_bpm6iip_q Balance of payments - BPM6 - International investment position - quarterly data 

ei_bsbu_m Business surveys - NACE Rev. 1.1 - Construction - monthly data 

ei_bsbu_m_bc Business surveys - back-cast - Construction - monthly data 

ei_bsbu_m_r2 Business surveys - NACE Rev. 2 - Construction - monthly data 

ei_bsci_m 
Business surveys - NACE Rev. 1.1 - Euro-zone Business Climate Indicator - 

monthly data 

ei_bsci_m_r2 
Business surveys - NACE Rev. 2 - Euro-zone Business Climate Indicator - 

monthly data 

ei_bsco_m Consumer surveys - Consumers - monthly data 

ei_bsfs_m Business surveys - NACE Rev. 2 - Financial services - monthly data 

ei_bsin_m Business surveys - NACE Rev. 1.1 - Industry - monthly data 

ei_bsin_m_bc Business surveys - back-cast - Industry - monthly data 

ei_bsin_m_r2 Business surveys - NACE Rev. 2 - Industry - monthly data 

ei_bsrt_m Business surveys - NACE Rev. 1.1 - Retail sale - monthly data 

                                            

59 Based on Eurostat bulk download documentation [access date: 12/22/2015]: 

http://ec.europa.eu/eurostat/estat-navtree-portlet-prod/BulkDownloadListing 
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ei_bsrt_m_bc Business surveys - back-cast - Retail sale - monthly data 

ei_bsrt_m_r2 Business surveys - NACE Rev. 2 - Retail sale - monthly data 

ei_bsse_m Business surveys - NACE Rev. 1.1 - Services - monthly data 

ei_bsse_m_bc Business surveys - back-cast - Services - monthly data 

ei_bsse_m_r2 Business surveys - NACE Rev. 2 - Services - monthly data 

ei_bssi_m Business surveys - NACE Rev. 1.1 - Sentiment indicators - monthly data 

ei_bssi_m_r2 Business surveys - NACE Rev. 2 - Sentiment indicators - monthly data 

ei_cphi_m Consumer prices - Harmonised indices - monthly data 

ei_etea19_m International trade - Euro area 19 international trade - monthly data 

ei_eteu28_m International trade - EU28 international trade - monthly data 

ei_hppi_q Housing price statistics - House price index (2010 = 100) - quarterly data 

ei_isbr_m 
Industry, trade and services - Construction - monthly data - growth rates 

(NACE Rev. 2) 

ei_isbu_m Industry, trade and services - Construction - monthly data (NACE Rev. 2) 

ei_isen_m Industry, trade and services - Energy - monthly data 

ei_isin_m Industry, trade and services - Industry - monthly data (NACE Rev. 2) 

ei_isir_m 
Industry, trade and services - Industry - monthly data - growth rates (NACE 

Rev. 2) 

ei_isppe_q 
Industry, trade and services - Service producer prices - quarterly data - growth 

rates 

ei_isppi_q Industry, trade and services - Service producer prices - quarterly data - index 

ei_isrr_m 
Industry, trade and services - Retail trade - monthly data - growth rates (NACE 

Rev. 2) 

ei_isrt_m Industry, trade and services - Retail trade - monthly data (NACE Rev. 2) 

ei_isse_q 
Industry, trade and services - Turnover in services - quarterly data - growth 

rates (NACE Rev.2) 

ei_isset_q Industry, trade and services - Turnover in services - quarterly data - index 
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ei_lmhr_m Labour market - Harmonised unemployment rates (%) - monthly data 

ei_lmhu_m Labour market - Harmonised unemployment (1 000) - monthly data 

ei_lmjv_q_r2 Labour market - Job vacancy rate 

ei_lmlc_q Labour market - Labour cost index, nominal value - quarterly data 

ei_mfef_m 
Monetary and financial indicators - Effective exchange rates indices - monthly 

data 

ei_mfir_m Monetary and financial indicators - Interest rates - monthly data 

ei_mfrt_m Monetary and financial indicators - Euro/Ecu exchange rates - monthly data 

ei_naag_q 
National accounts - ESA 1995 - Aggregates by branch - NACE Rev. 1.1 - 

quarterly data 

ei_naag_q_r2 
National accounts - ESA 1995 - Aggregates by branch - NACE Rev. 2 - 

quarterly data - current prices 

ei_naar_q 
National accounts - ESA 1995 - Aggregates by branch - NACE Rev. 1.1 - 

quarterly data - growth rates 

ei_naem_q_r2 
National accounts - ESA 1995 - Aggregates by branch - NACE Rev. 2 - 

quarterly data - employment 

ei_naga_a 
National accounts - ESA 1995 - Aggregates by branch - NACE Rev. 2 - 

Government accounts - annual data 

ei_nagd_q_r2 
National accounts - ESA 1995 - Aggregates by branch - NACE Rev. 2 - General 

government deficit (-) and surplus (+) - quarterly data 

ei_nagt_q_r2 
National accounts - ESA 1995 - Aggregates by branch - NACE Rev. 2 - General 

government gross debt - quarterly data 

ei_naia_q 
National accounts - ESA 1995 - Aggregates by branch - NACE Rev. 2 - Income 

aggregates - quarterly data 

ei_nama_q 
National accounts - ESA 1995 - Aggregates by branch - NACE Rev. 2 - Main 

aggregates - quarterly data 

ei_namr_q 
National accounts - ESA 1995 - Aggregates by branch - NACE Rev. 2 - Main 

aggregates - quarterly data - growth rates 

ei_nanf_q National accounts - ESA 1995 - Quarterly Sector Accounts - Main aggregates 
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ei_napc_q 
National accounts - ESA 1995 - Aggregates by branch - NACE Rev. 2 - Price 

and cost indices - quarterly data 

ei_nasa_q 
National accounts - ESA 1995 - Quarterly Sector Accounts - Headline 

indicators 

ei_navo_q_r2 
National accounts - ESA 1995 - Aggregates by branch - NACE Rev. 2 - 

quarterly data - volumes 

enpr_insts Industry, trade and services - ENP countries: short-term business statistics 

ert_bil_eur_m Bilateral exchange rates - Euro/ECU exchange rates - monthly data 

ert_eff_ic_m 
Effective exchange rate indices - Industrial countries' effective exchange rates 

including new Member States - monthly data 

ext_st_28msbec 
International trade short-term indicators - Member States (EU28) trade by BEC 

product group since 1999 

ext_st_ea19bec 
International trade short-term indicators - Euro area19 trade by BEC product 

group since 1999 

ext_st_ea19sitc 
International trade short-term indicators - Euro area19 trade by SITC product 

group since 1999 

ext_st_eftacc 
International trade short-term indicators - Macro series for EFTA and 

enlargement countries (raw data and growth rates) 

ext_st_eu28bec International trade short-term indicators - EU28 trade by BEC product group 

ext_st_eu28sitc International trade short-term indicators - EU28 trade by SITC product group 

irt_euryld_m Interest rates - Euro yield curves - monthly data 

irt_h_cgby_m Interest rates - Central government bond yields - monthly data 

irt_h_ddmr_m Interest rates - Day-to-day rates for euro area countries - monthly data 

irt_h_ecu11_m Interest rates - ECU interest rates and yields - monthly data 

irt_h_eurcoe_d Interest rates - Euro yields - Coefficients - daily data 

irt_h_euryld_m Interest rates - Euro yields - Euro yield curves - monthly data 

irt_h_mr3_m Interest rates - 3-month rates for euro area countries - monthly data 

irt_lt_gby10_m Interest rates - Government bond yields, 10 years' maturity - monthly data 
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irt_lt_mcby_m Interest rates - EMU convergence criterion series - monthly data 

irt_st_m Interest rates - Money market interest rates - monthly data 

lc_lci_r1_cow 
Labour costs - Labour costs index: historical data - NACE Rev. 1.1 - Country 

weights 

lc_lci_r1_itw 
Labour costs - Labour costs index: historical data - NACE Rev. 1.1 - Item 

weights 

lc_lci_r1_q 
Labour costs - Labour costs index: historical data - NACE Rev. 1.1 - Labour 

cost index, nominal value - quarterly data 

lc_lci_r2_cow Labour costs - Labour costs index - Country weights - NACE Rev.2 

lc_lci_r2_itw Labour costs - Labour costs index - Item weights - NACE Rev.2 

lc_lci_r2_q Labour costs - Labour cost index, nominal value - quarterly data (NACE Rev. 2) 

lfsi_dwl_a Labour Force Survey main indicators - Duration of working life - annual data 

lfsi_emp_a 
Labour Force Survey main indicators - Employment (main characteristics and 

rates) - annual averages 

lfsi_emp_q 
Labour Force Survey main indicators - Employment (main characteristics and 

rates) - quarterly data 

lfsi_exi_a 
Labour Force Survey main indicators - Average exit age from the labour force - 

annual data 

lfsi_grt_q 
Labour Force Survey main indicators - Employment growth and activity 

branches - quarterly data 

lfsi_jhh_a 
Labour Force Survey main indicators - Population in jobless households - 

annual data 

lfsi_long_q Labour market transitions - LFS longitudinal data - quarterly data 

nama_10_gdp 
National accounts - ESA 2010 - GDP and main components (output, 

expenditure and income) 

namq_10_a10 
National accounts - ESA 2010 - Gross value added and income A*10 industry 

breakdowns 

namq_10_a10_e National accounts - ESA 2010 - Employment A*10 industry breakdowns 
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namq_10_an6 
National accounts - ESA 2010 - Gross fixed capital formation with AN_F6 

asset breakdowns 

namq_10_exi 
National accounts - ESA 2010 - Exports and imports by Member States of the 

EU/third countries 

namq_10_fcs National accounts - ESA 2010 - Final consumption aggregates 

namq_10_gdp 
National accounts - ESA 2010 - GDP and main components (output, 

expenditure and income) 

namq_10_lp_ulc Quarterly national accounts - Labour productivity and unit labour costs 

namq_10_pc Quarterly national accounts - Main GDP aggregates per capita 

nasq_10_f_bs 
Quarterly sector accounts (ESA 2010) - Financial flows and stocks - Financial 

balance sheets 

nasq_10_f_gl 
Quarterly sector accounts (ESA 2010) - Financial flows and stocks - 

Revaluation account 

nasq_10_f_oc 
Quarterly sector accounts (ESA 2010) - Financial flows and stocks - Other 

changes in volume 

nasq_10_f_tr 
Quarterly sector accounts (ESA 2010) - Financial flows and stocks - Financial 

transactions 

nasq_10_ki Quarterly sector accounts (ESA 2010) - Key indicators 

nasq_10_nf_tr Quarterly sector accounts (ESA 2010) - Non-financial transactions 

nrg_101m Energy statistics - Supply and transformation of solid fuels - monthly data 

nrg_102m Energy statistics - Supply and transformation of oil - monthly data 

nrg_103m Energy statistics - Supply of gas - monthly data 

nrg_104m Energy statistics - Supply and transformation of nuclear energy - monthly data 

nrg_105m Energy statistics - Supply of electricity - monthly data 

nrg_122m Energy statistics - Imports - solid fuels - monthly data 

nrg_123m Energy statistics - Imports - oil - monthly data 

nrg_124m Energy statistics - Imports - gas - monthly data 

nrg_125m Energy statistics - Imports - electricity - monthly data 
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nrg_132m Energy statistics - Exports - solid fuels - monthly data 

nrg_133m Energy statistics - Exports - oil - monthly data 

nrg_134m Energy statistics - Exports - gas - monthly data 

nrg_135m Energy statistics - Exports - electricity - monthly data 

nrg_142m 
Energy statistics - Oil stocks - stocks held for other countries and stocks held 

abroad - monthly data 

nrg_143m 
Energy statistics - Oil stocks - emergency stocks in days equivalent - monthly 

data 

nrg_ind_342m Energy statistics - Supply electricity - short-term monthly data 

nrg_ind_343m Energy statistics - Supply natural gas - short-term monthly data 

nrg_jodi Energy statistics - Supply oil – short-term monthly data 

prc_hicp_aind 
Harmonised indices of consumer prices - HICP (2005 = 100) - annual data 

(average index and rate of change) 

prc_hicp_cann 
Harmonised indices of consumer prices - HICP at constant taxes - monthly 

data (annual rate of change) 

prc_hicp_cind 
Harmonised indices of consumer prices - HICP at constant taxes - monthly 

data (index) 

prc_hicp_cmon 
Harmonised indices of consumer prices - HICP at constant taxes - monthly 

data (monthly rate of change) 

prc_hicp_cow Harmonised indices of consumer prices - HICP - Country weights 

prc_hicp_inw Harmonised indices of consumer prices - HICP - Item weights 

prc_hicp_manr 
Harmonised indices of consumer prices - HICP (2005 = 100) - monthly data 

(annual rate of change) 

prc_hicp_midx 
Harmonised indices of consumer prices - HICP (2005 = 100) - monthly data 

(index) 

prc_hicp_mmor 
Harmonised indices of consumer prices - HICP (2005 = 100) - monthly data 

(monthly rate of change) 

prc_hicp_mv12r 
Harmonised indices of consumer prices - HICP (2005 = 100) - monthly data 

(12-month average rate of change) 
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prc_hpi_inw House price index - Item weights 

prc_hpi_q House price index (2010 = 100) - quarterly data 

prc_ipc_a National consumer price indices - annual data 

prc_ipc_g20 G20 CPI all-items - Group of Twenty - Consumer price index 

sts_cobp_m Short-term business statistics - Building permits - monthly data (2010 = 100) 

sts_colb_m 
Short-term business statistics - Labour input in construction - monthly data 

(2010 = 100) 

sts_copi_m 
Short-term business statistics - Construction cost (or producer prices), new 

residential buildings - monthly data (2010 = 100) 

sts_copr_m 
Short-term business statistics - Production in construction - monthly data 

(2010 = 100) 

sts_inlb_m 
Short-term business statistics - Labour input in industry - monthly data (2010 

= 100) 

sts_inpi_m 
Short-term business statistics - Import prices in industry - monthly data (2010 

= 100) 

sts_inpp_m 
Short-term business statistics - Producer prices in industry, total - monthly 

data (2010 = 100) 

sts_inppd_m 
Short-term business statistics - Producer prices in industry, domestic market - 

monthly data (2010 = 100) 

sts_inppnd_m 
Short-term business statistics - Producer prices in industry, non domestic 

market - monthly data (2010 = 100) 

sts_inpr_m 
Short-term business statistics - Production in industry - monthly data (2010 = 

100) 

sts_intv_m 
Short-term business statistics - Turnover in industry, total - monthly data 

(2010 = 100) 

sts_intvd_m 
Short-term business statistics - Turnover in industry, domestic market - 

monthly data (2010 = 100) 

sts_intvnd_m 
Short-term business statistics - Turnover in industry, non domestic market - 

monthly data (2010 = 100) 
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sts_selb_m 
Short-term business statistics - Labour input in services - monthly data (2010 

= 100) 

sts_sepp_q 
Short-term business statistics - Service producer prices - quarterly data (2010 

= 100) 

sts_setu_m 
Short-term business statistics - Turnover in services - monthly data (2010 = 

100) 

sts_trlb_m 
Short-term business statistics - Labour input in wholesale and retail trade - 

monthly data (2010 = 100) 

sts_trtu_m 
Short-term business statistics - Turnover and volume of sales in wholesale 

and retail trade - monthly data (2010 = 100) 

une_ltu_q 
Unemployment - LFS adjusted series - Long-term unemployment by sex - 

quarterly average, % 

une_nb_m 
Unemployment - LFS adjusted series - Unemployment by sex and age - 

monthly average, 1 000 persons 

une_rt_m 
Unemployment - LFS adjusted series - Unemployment rate by sex and age - 

monthly average, % 

Table 42 - Selected Eurostat datasets 

OECD.Stat60 

 

dataset_id dataset title 

eo_q Economic Outlook 

itf_y ITF Transport Statistics - Goods transport 

mei_m Main Economic Indicators 

qasa_q Public Sector Debt 

qna_q Quarterly National Accounts 

Table 43 - Selected OECD.Stat datasets 

                                            

60 Based on OECD Data documentation [access date: 12/22/2015]: 

https://data.oecd.org/searchresults/?r=+f/type/datasets 
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B – Target data format 

 

Figure 101 - Target data structure

ERP

Properties

• Type: String
• Format: General Text
• Content: Multiple text columns 

like 'Country', 'Industry', etc.

Frequency

• Type: String
• Format: ‘Y’, ‘Q’, ‘M’ or ‘D’
• Content: Year, Quarter, 

Month or Day

Unit

• Type: String
• Format: General Text
• Content: Unit name, e.g., 

'EUR' or 'kWh'

Date

• Type: String
• Format: ‘YYYY-MM-DD’
• Content: Date

Values

• Type: Float
• Format: Decimal numbers
• Content: Multiple value columns 

like 'Revenue', 'Costs', etc.

Financial database / Eurostat & OECD.Stat

Properties

• Type: String
• Format: General Text
• Content: Multiple text columns 

like 'Country', 'Industry', etc.

Frequency

• Type: String
• Format: ‘Y’, ‘Q’, ‘M’ or ‘D’
• Content: Year, Quarter, 

Month or Day

Unit

• Type: String
• Format: General Text
• Content: Unit name, e.g., 

'EUR' or 'kWh'

Date

• Type: String
• Format: ‘YYYY-MM-DD’
• Content: Date

Value

• Type: Float
• Format: Decimal numbers
• Content: One value column 

according to “Variable“

Variable

• Type: String
• Format: General Text
• Content: Indicator name, e.g., 

'GDP', 'Energy'



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


