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Abstract

Extracting facts out of document collections (information foraging) and synthesizing knowl-

edge (sensemaking) are tasks widely encountered by knowledge workers. These tasks are

generally believed to benefit from large displays that let users exploit spatial cognition to

organize their findings. Additionally, inexpensive hardware makes large, tiled displays

even more attractive for visual analysis and collaborative investigation. Especially in

multi-user environments, the increased space allows to better organize the findings and

results and, therefore, helps to improve collaboration. One important requirement is

that all users can navigate seamlessly on the whole display space, while employing the

standard software they are familiar with. In this thesis, we present a seamless desktop

infrastructure for distributed cognition and collaboration. Our infrastructure only uses

standard hardware and software. By choosing a minimally invasive, web-centric ap-

proach, we can integrate existing web applications and visual analysis software with little

or no effort into our system. We can even leverage existing synchronization mechanisms

built into many web applications today.

Moreover, we present an approach that enables individual and multiple analysts to

organize concepts and relationship extracted from web documents in an observation

graph, and, show how deep visual links to the exact phrases in the original documents

and bidirectional link traversal improve the sensemaking process. In multiple studies,

we explore how the availability of a sensemaking tool influences users’ knowledge

externalization strategies.

Furthermore, content on modern computer screens is displayed within the boundaries

of windows. In many cases, however, not all content relevant for a task is immediately

accessible to a user: it can be distributed over multiple windows that can occlude each

other or can be minimized. Also, not all content fits into the viewport of a window so

that parts of the content are “scrolled away”. In search tasks, the efficient retrieval of

such content is important. Current software, however, only provides limited support

to visualize occurrences of entries outside of the current viewport within individual
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applications, and rarely supports crossing application boundaries. For this reason, we

introduce novel visualization methods to guide users to such hidden content. We show

the validity of our methods in a user study which demonstrates that our technique

enables a faster localization of hidden content compared to traditional search functions

and thereby assists users in information retrieval tasks.
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1 Introduction

In modern information analysis, investigators need to tie together many diverse pieces of

information from multiple sources. When analyzing multiple large documents (using a

broad definition of document to include any data source) not all information can be kept

in plain sight. Content on computer screens is often inaccessible to users because it is

hidden, e.g., occluded by other windows, outside the viewport, or overlooked even though

it is technically visible [BDB06]. In search tasks, the efficient retrieval of sought content

is important. Current software, however, only provides limited support to visualize

hidden occurrences and rarely supports search synchronization crossing application

boundaries.

Furthermore, extracting facts out of document collections (information foraging) and

synthesizing knowledge (sensemaking) are tasks widely encountered by knowledge

workers. Academics, for example, read papers for a general understanding, but also to

extract specific facts and quotations. Intelligence analysts browse documents to identify

and synthesize relevant pieces of information, such as the actors or the methods used in

a drug trafficking operation.

Large displays, such as the one in Figure 1.1 provide the necessary space to let multiple

users simultaneously inspect multiple documents and make comparisons without having

to switch windows. Thus, any user can chose to focus on a specific part of the display,

the “work zone” [AN12]. The remaining display space serves as a cache for revisiting

the information later. Users can organize information by placing documents in dedicated

locations without interfering with each other. Piling topically related documents resem-

bles handling paper documents [AEN10]. Another benefit of using physical space for

sensemaking is that raw document collections can be used without meta-information or

preprocessing.

However, large displays also have disadvantages. They are more expensive, require more

maintenance, consume more power and complicate software development. Moreover,

designing effective interaction techniques can be challenging [Ni+06]. These limitations
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1 Introduction

Figure 1.1: Our largest tiled display consists of 24 monitors (50”, 1080p), arranged in a 8 × 3 grid and driven
by a cluster of eight computers.

suggest that large displays are not the ultimate sensemaking solution. In fact, recent

research has identified diminishing returns in terms of performance improvements with

increased display space for text documents [Lis+15].

Dedicated document analysis software (or “sensemaking tools”) [Wri+06; SGL07] rep-

resent an alternative to large displays. Such analysis software packages often support

visual exploration of documents through a combination of natural language processing

with information synthesis (e.g., by building a mind-map). Some tools [MT14] let the

user explicitly structure the observations in a graph with concepts as nodes and relationships

as edges.

1.1 Contributions

In the course of this thesis, we developed a sensemaking framework for multiple users

that combines a large display with an explicit observation graph (OG). Furthermore, we

introduced novel visualization methods to guide users to hidden content. The resulting

system has several novel aspects:

• A seamless desktop connects multiple users, displays, computers, input devices and

document windows.

2



1.2 Publications and Collaboration Statement

• A minimally invasive software architecture requires only a browser plugin and a

background service process.

• An observation graph facilitates the collection of concepts and their relationships in

a compact, explicit manner.

• Visual links to hidden content guide to occluded or hidden content and improve

awareness of related, visible content.

• Deep visual links connect observations directly with evidence inside documents

scattered across the desktop.

• Bidirectional link traversal allows recalling observations from evidence, and evidence

from observations.

We discuss the technical implementation of our system and report on explorations of

how individual users and user pairs perform sensemaking tasks when they are given a

choice of implicit and explicit structuring of information.

1.2 Publications and Collaboration Statement

The following publications (in chronological order) were published in the course of this

thesis and serve as foundation for the thesis text:

• Thomas Geymayer, Markus Steinberger, Alexander Lex, Marc Streit, and Dieter

Schmalstieg. “Show me the Invisible: Visualizing Hidden Content.” In: Proceedings

of the ACM SIGCHI Conference on Human Factors in Computing Systems. CHI ’14.

ACM, 2014 [Gey+14]

Contributions

– Visualizing hidden content (out-of-viewport content, occluded content, off-

screen content (minimized windows, unopened documents))

– Improved links bundling and reduced clutter

– Exploratory user study

Thomas Geymayer was the main creator of the concepts and system implementa-

tion, and, execution of the user study. Markus Steinberger supported the imple-

mentation and provided a GPU based routing algorithm. All authors contributed

to the concepts, design and evaluation of the study and writing of the paper.
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1 Introduction

• Thomas Geymayer and Dieter Schmalstieg. “Collaborative Distributed Cognition

Using A Seamless Desktop Infrastructure.” In: Proceedings of the IEEE Virtual Reality

Workshop on Immersive Analytics (IA). IEEE, 2016 [GS16]

Contributions

– Multiple sets of input devices (multiples users) can operate on one computer,

each with it’s own mouse cursor. Each application has the input focus of on

set of input devices.

– Operate multiple computers with one set of input devices. Users can move

with their mouse cursor and connected input devices seamlessly across all

connected computers.

– Clone web browser instances across computers (with optional synchronizing

the views in both instances)

– Peer-to-peer communication framework (input forwarding and JSON protocol)

– Glass-sheet on top of desktop to render visualizations (eg. visual links)

– Visual Links across computers

Thomas Geymayer was the main creator of the concepts and system implementation.

Dieter Schmalstieg contributed to the concepts and writing of the paper. Mark

Dokter, Manuela Waldner, Alexander Lex, Marc Streit and Markus Steinberger

provided valuable feedback for the concept and implementation.

• Thomas Geymayer, Manuela Waldner, Alexander Lex, and Dieter Schmalstieg.

“How Sensemaking Tools Influence Display Space Usage.” In: EuroVis Workshop on

Visual Analytics (EuroVA). The Eurographics Association, 2017 [Gey+17]

Contributions

– Concept Graph with deep linking and automatic placement of windows

around the graph.

– Study on the influence of using the concept graph on the users display space

usage.

Thomas Geymayer was the main creator of the concepts and system implementa-

tion, and, execution of the user study. Manuela Waldner contributed significantly to

the design of the user study. All authors contributed to the concepts, the evaluation

of the study and writing of the paper.

Furthermore, Daniel Brajko needs to be explicitely mentioned because he selected, set up

and maintained most of the hardware, notably a tiled display consisting of 24 monitors.
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2 Related Work

2.1 Searching Information

As mentioned in chapter 1, the two main reasons for available content not being consid-

ered is that it is hidden, i.e., not visible to the user, or that it is overlooked even though

it is technically visible [BDB06]. We first discuss techniques to show and access hidden

content, followed by techniques that help avoid overlooking content.

2.1.1 Hidden Content

There are several causes for information being hidden from a user:

• Large documents. Many documents contain more content than can sensibly be

displayed at a time, making it necessary to show only a small fraction of the data

contained. We refer to the visible section of a document as its viewport, which,

in order to read the whole document, must be changed through scrolling and

zooming.

• Occluding windows. Frequently, many application windows are open, and unre-

lated content is covering important information, making it harder for a user to

locate relevant information.

• Minimized windows. To reduce the number of open applications, users regularly

minimize windows. Minimized windows may contain important information which

is not present on the screen.

• Closed documents. Relevant information may be contained in unopened or not

accessed documents.

For hidden content, we distinguish between techniques that reveal occluded or out-of-

viewport content that could be shown within the given display space and techniques

that visualize off-screen content.
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2 Related Work

A common strategy to reveal occluded content are see-through interfaces that cull away

the foreground to reveal the background. A prominent example are magic lenses [Bie+93],

which can not only remove foreground, but also alter the representation in arbitrary

ways. Magic lenses are typically invoked manually and locally (only the elements within

a ‘lens’ are changed), a characteristic that is not suitable for search tasks.

While completely transparent windows [Har+95] and user interface elements [HKV95]

have been evaluated in the past, in practice they are rarely used when reading and

interacting with content in window managers. An approach that uses transparency for

‘unimportant’ window regions is described by Ishak and Feiner [IF04], while Baudisch

and Gutwin introduce ’multiblending’ [BG04], as a smarter alternative to alpha blending

that considers multiple image features and makes the blending results more readable.

A more sophisticated approach is taken by Waldner et al. [Wal+11b], who superimpose

‘clip-outs’ of occluded content on top of occluding components. They use a measure of

salience to reveal salient occluded content in regions where the occluding elements are

not salient. Steinberger et al. [SWS12] additionally scale unimportant content to reveal

occluded content. None of these approaches use a semantic measure of relevance, i.e.,

consider what is currently relevant to a user. Search tasks, however, inherently require

revealing specific semantic elements.

A common strategy to visualize off-screen content are marks rendered within the visible

area that point to off-screen content. Baudisch and Rosenholz introduce halos [BR03],

circles with the center at the (off-screen) point of interest and a radius chosen so that a

segment of the circle intersects with the display. Similar in spirit are wedges [Gus+08], a

technique that uses triangle instead of circles. Users can infer the location of the point

from the size and position of the circle or triangle segment. A problem of halos and, to a

lesser extent of wedges, is scalability and clutter if many targets should be indicated. To

address this, Waldner et al. [Wal+10] introduce arrows that aggregate multiple proximate

points of interest and indicate how many items are aggregated with the size of the

arrow.

Highly abstracted document previews are another technique to visualize off-screen

content. Eick and Ball use such abstract representations for visualizing software [ESS92].

Hearst combines them with a visualization of the search term density in specific regions

of text [Hea95]. This technique has been extended by Dieberger and Russel [DR02] to

consider multiple search terms and enable fast navigation and preview. The occurrences
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2.1 Searching Information

of search terms can also be superimposed on the scroll bar [Byr99], a technique that is

nowadays, for example, employed in web browsers and in software development tools.

However, all of these tools and techniques use very abstract representations. We believe

that using a representation that preserves the appearance of the document under inspec-

tion will provide additional benefit to users. In our work we combine both marks to

indicate the presence of off-screen context and on-demand smart previews to minimize

clutter and enable efficient discovery of and navigation to off-screen content.

2.1.2 Overlooked content

Especially on large displays it is also possible to overlook content, even though it is

technically visible.

Search combined with highlighting is a common method to minimize overlooking of

content. The highlighting typically employs adding a colored frame, but other methods

such as magnifying search terms [Suh+02] or interesting parts while shrinking [HF01;

HF03] or even completely removing other content is possible [Bau+04]. Such methods are

also used for generally ‘interesting’ content [HF01]. Stoffel et al. use a similar approach

for thumbnail previews, where they distort important terms, while preserving the layout

of the document [Sto+12].

Figure 2.1: Context-preserving visual links [Ste+11] connect related entities while avoiding salient display
regions.
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2 Related Work

A different approach is to employ connectedness [PR94], i.e., visual links [CC07], as a

method to highlight occurrences of related elements (e.g., text, map locations or elements

in a graph) inside application windows (Figure 2.1), which are beneficial especially in

a cluttered environment such as in an information visualization system [CC07; Str+08;

Str+09; Wal+10; VM12] or on large screens where not all content is in a user’s field of

view [HBW08; WS11; CN18]. Hoffman et al. [HBW08] have evaluated various techniques

to help users locate windows on large displays and found that links (trails) outperform

conventional highlighting (frames); similar results have been found for conventional

displays [Ste+11].

We believe that visual links are the most powerful of these methods, especially in a

highly heterogeneous environment spanning multiple windows and various types of

documents, and consequently have chosen to combine them with methods to visualize

hidden content in this work.

2.2 Sensemaking on the Desktop

There is a wide variety of work on large displays and tools for sensemaking of unstruc-

tured data, from which we draw inspiration. We loosely organize this body of related

work into externalization tools, spatial organization, and collaborative uses.

2.2.1 Externalization Tools

Professional analysts employ document analysis software (“sensemaking tools”). This

type of software often supports the exploration of documents through external cognition,

which combines internal and external representations to perform cognitive tasks [SR96].

Externalization of one’s internal knowledge reduces the internal memory load and

supports cognition by being able to directly perceive the information [Kir95; Zha97]. Mind

maps, concept maps, and similar visual representations of knowledge are commonly

used externalization strategies, as is the spatial organization of work artifacts [Mal83;

Kid94]. Indeed, Goyal et al. [GLF13] showed that users’ sensemaking performance

improved significantly when provided with a visualization of shared entities across

documents compared to when only provided with a note-taking tool.
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2.2 Sensemaking on the Desktop

Figure 2.2: In Jigsaw’s [SGL07] graph view, documents are represented by white rectangles and entities by
colored circles. These entities are automatically extracted and shown on demand.

Besides commercial knowledge management and analysis applications, which are of-

ten not scientifically documented, there are multiple important academic tools. Jig-

saw [SGL07] is a text analytics tool to visualize extracted text entities in different repre-

sentations, such as graphs (Figure 2.2), scatter plots, or fairly free-form “shoeboxes”, in

which the connections between entities are made explicit by color coding and visual links.

Goyal et al. [GLF13] showed that users’ sensemaking performance improved significantly

when provided with a visualization of shared entities across documents compared to

when only provided with a note-taking tool. The Analyst’s Workspace [AN12] provides

similar capabilities as Jigsaw, but exploits a vast amount of display space for externalizing

the human memory by spatial organization of entities. Note that all of these examples

employ pre-processing of a well-defined dataset. Ideally, a general-purpose sensemaking

tool should not require pre-processing to allow for spontaneous integration of various

kinds of data sources and formats.

Indeed, document analysis tools exist to help users understand an unstructured body

of information. A powerful example is nSpace’s Sandbox [Wri+06], which supports

information gathering from different sources and manual arrangement or automatic

categorization of these information artifacts to externalize discovered facts. Similarly,

CLIP [MT14] enables users to structure their knowledge in a graph, where entities are

represented as nodes, which can be connected by edges and linked to a timeline. In

9



2 Related Work

Figure 2.3: CLIP [MT14] allows to structure knowledge in a graph (A), as well as in a timeline (B). Further-
more note taking (C) is supported.

addition, users can attach an “evidence list” of relevant documents to nodes, as shown in

Figure 2.3. In ScratchPad [Got07], nodes can represent entire website snapshots, elements

(like text passages or images) on websites, or user-specified concepts, which can be

interactively linked. Similar tools have been introduced to create collections or structured

summaries of web site components [Sch+02; Don+06] or information collections from

arbitrary sources [Ber+08] in a pre-defined layout. Kandogan et al. [Kan+11] showed

that free-form spatial interfaces are perceived as more flexible and provide a potentially

clearer perceptual arrangement than strictly laid out interfaces, like a spreadsheet. Some

sophisticated commercial note-taking software (e.g., EverNote1 or OneNote2) support

collecting users’ notes and information snippets, like screenshots or web pages. Similarly,

several mind mapping tools (e.g., VUE [SK05]) enable users not only to add text nodes,

but also images and document links to the mind map for externalizing their mental

concepts.

1https://evernote.com/
2https://www.onenote.com/
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2.2 Sensemaking on the Desktop

2.2.2 Spatial Organization

As an alternative approach to complex sensemaking tools, large displays provide “space

to think” [AEN10], which can support analysts as well. In absence of other tools, informa-

tion foraging and sensemaking is facilitated through spatial organization of information

in documents and relationship extraction from multiple documents [AN12].

Multiple researchers have found improved performance in analysis tasks when using

large displays compared to small displays [Cze+03; BNB07; YHN07; Liu+14; Red+15],

and documented increased subjective satisfaction [AEN10; BB09]. However, it has re-

cently been shown that performance does not increase linearly with increasing display

space [Lis+15] and that effective interaction can be challenging [Ni+06]. Jakobsen and

Hornbaek [RH11] compared the use of focus+context, overview+detail, and zooming

techniques on three different display sizes. In their study, performance on a very large

display setup was not superior to a medium-sized display.

Among the opportunities of large displays are the ability to divide the space into focus

and context areas [Gru01; BB09], placing application windows as reminders [HS04],

as well as clustering or piling windows [AEN10; Wal+11a]. Large displays thereby act

as externalized memory, as users employ the space to organize and memorize informa-

tion [AEN10]. These spatial organization strategies have not only been observed on large

displays when working with digital data, but also on physical desks, where knowledge

workers often use piling to organize their papers [Mal83; Kid94]. To support spatial orga-

nization strategies on large displays, researchers have introduced novel spatial document

and window management techniques. For instance, Scalable Fabric [Rob+04] supports

the categorization into focus and context areas by scaling down peripheral windows

on a moderately large display space. The Analyst’s Workspace enables users to manage

piles and other spatial organizations of window groups and uses visual links to connect

related entities between document windows [AN12]. Collaborative information linking

combines a large single-display groupware with a bookmarking tool and visual links to

let users solve a knowledge-intensive task [WS11]. VisPorter [Chu+14] combines spatial

document arrangement with a collaborative concept map, while Savil [CN18], as shown

in Figure 2.4, uses visual links on documents directly.
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Figure 2.4: Sensemaking with SAViL [CN18] using text documents and visual links on multiple displays.

2.2.3 Collaborative use of large displays

Several special-purpose applications have been developed specifically with collaboration

support in mind. These information systems include topics such as web search [AM08;

TDR09], text analysis [IF09], collaborative picture galleries [MPW06] and network visual-

ization [Ise+09]. For example, in a collaborative tabletop environment, Cambiera [IF09]

supports the spatial arrangement and mutual awareness of opened documents and key-

word searches within this documents. However, no abstraction into concepts, relations

or (visual) links to specific sections within documents are possible.

Tools supporting co-located, synchronous user interactions do not need to be built

from scratch. Forlines et al. [For+06] built a wrapper for Google Earth to support

viewport synchronization, multi-user interaction, and annotations, without changing

the application’s core implementation. Isenberg et al. [Ise+09] are following a similar

approach, by, for example, adding multiple color-coded mouse cursors within an existing

applications. Both tools still need modifications to support collaboration and therefore

can not easily be combined with other groupware applications.

To overcome these limitations in conventional windowing systems, Hutterer and Thomas [HT08]

created multi-pointer X (MPX), an extension to the X Window System for multi-pointer
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interaction. This is in line with the observations of Lauwers and Lantz [LL90] which have

already suggested using existing single-user applications in any windowing system with

collaboration support. However, this approach does not support any more advanced

collaboration features, such as interaction histories, access control mechanisms or any

automated translation or communication between applications.

Adding multi-input support to a single, shared display is commonly referred to as a

single-display groupware (SDG) [SBD99]. Typical examples for SDG systems are wall

displays [CBF14; Ise+09] or tabletops [IF09; MPW06; TIC09; TDR09]. One problem

reported commonly is the mutual distraction of users while performing individual work.

For example, cursor movements by other users [Wal+09] and changes of the spatial

display layout [EGR91] are often causes for disruption. As a result multiple, users often

use their personal territories on a high-resolution display to visualize a lot of information

simultaneously [Ise+09; TDR09; Bra+13]. This can lead to fragmentation and loss of

mutual awareness [SS97]. On large displays, common problems include locating the

cursor and items of interest within the whole information space [SS97] and interacting

with distant display locations [RL04]. Spotlights [Kha+05] have been introduced to guide

the users attention to individual regions on large screens. VisLink [CC07] and visual

links across applications [Wal+10; CN18] use visual line connections to guide users to

related elements (e.g., text or map locations) inside distinct application windows as well

as outside the users visible field of view. Visual links have also been shown useful in

multi-user SDG systems to show relations between information in personal windows

and shared information [WS11].

Bradel et al. [Bra+13] investigated collaborative sensemaking on a large display using

either Jigsaw or a simple document viewer with highlighting and annotation. They

observed that users had fewer documents open with Jigsaw compared to the document

viewer, but speculated that this difference was caused by the different window man-

agement behaviors of the two sensemaking tools. However, an alternative explanation

could be that the users employed different externalization strategies in Jigsaw, so that

the actual need for multiple document windows was reduced.

Currently many visual analytics applications are adopting web technologies. To handle

multiple devices and users, several frameworks allow application developers distribut-

ing their web applications across multiple displays. An early example is Multibrows-

ing [Joh+01] which allows moving information to different devices connected to the

system. More recent systems, like Panelrama [YW14] and PolyChrome [BE14], allow
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splitting the user interface across multiple devices, but require a deeper integration

with the individual applications. SAGE2 [Mar+14] and Savil [CN18] cover the entire

large display with web-browser windows and provide a multi-user interaction capable

windowing system running in the browser, at the cost of no longer being able to run

native applications.

2.3 Enabling technologies

In this section, we describe technologies, software and frameworks that are essential to

the implementation of our system:

Qt3 is a cross-platform application development framework, which we use in many

parts of our system: We create different types of windows, including a transparent, full-

screen, “glass-sheet” window, used to draw visualizations on the desktop, small, moving

windows to render custom cursors, and, normal windows with ordinary GUI elements.

There are components for networking, including WebSockets, parsing and creating

of JSON encoded documents, and, launching and controlling of external applications.

Furthermore, we use code from the (no longer maintained) libqxt4, which is an extension

library for Qt. It provides cross-platform, system-wide, window related operations, for

example, get information about all opened windows on a computer (e.g., position and

size on the screen and window title), change the state of arbitrary windows of other

applications (e.g., minimize, maximize, resize, and, acquire focus) and, register global

keyboard shortcuts.

The X Window System5 provides on many, especially Linux-based, operating systems

the basic framework and protocol to display, move and resize windows, and, interact

with them using mouse, keyboard and other input devices. Today it is slowly replaced by

Wayland6. In our work on multi-user systems we strongly depend on the Multi-Pointer

X [HT08] (MPX) extension to the X server, which allows to use multiple, independent

input devices on one computer.

Synergy7 is an input redirection system, which initially was completely open source,

3https://www.qt.io/
4http://bitbucket.org/libqxt/libqxt
5https://www.x.org
6https://wayland.freedesktop.org/
7https://symless.com/synergy
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but current development is only partially released as open source8. We based our work

on the original, open source version of Synergy, modified by Dokter [Dok10] to use MPX

for allowing multiple users controlling multiple computers simultaneously.

With the Firefox9 web browser, we integrate the web as application platform. We use it

to show local files as well as resources and application on the web. D3.js10 is a JavaScript

library to create dynamic and interactive Data-Driven Documents, which we used to

create a fully interactive sensemaking tool (section 3.3). Recoll11, a full-text search tool

operating in the web browser, we use to provide searching in local files on our system.

8https://github.com/symless/synergy-core
9https://www.mozilla.org/firefox/

10https://d3js.org/
11http://www.recoll.org/
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In this chapter, we describe the sensemaking environment that we have designed during

the course of this thesis. A large seamless desktop lets users employ familiar tools for

foraging by providing a “shoebox” for potentially interesting information. Visual links

together with guidance to hidden content help users in finding and locating information.

An observation graph lets the users structure findings explicitly at any time without

disrupting the workflow. Users can connect observations with evidence using deep visual

links to maintain an overview of their work. Finally, the visual links allow for bidirectional

traversal, so that users can conveniently navigate without fearing to become lost in the

data. An additional benefit of our sensemaking environment is that it lends itself to

collaborative work, as we will show later.

3.1 Requirements and Design Principles

No investigation or analysis task is the same. To allow for usage of our techniques in a

broad field of scenarios and independent of office space setup and budget, we formulated

several requirements and principles used while designing and developing our system:

Commodity Hardware To allow for a broad usage, standard computer hardware and

operating systems should be supported. Every reasonably new desktop and laptop

computer should be able to run our system.

Scalability Users should be able to take advantage of all available hardware. This

includes connecting multiple computers to the system, as well as using multiple or

larger (tiled) displays. Furthermore computers and components should be able to

join or leave the system dynamically at any time, without influencing other parts

of the system.

Minimally Invasive Instead of providing a single monolithic and specialized analysis

software, a software platform should be provided which is compatible with a wide
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range of existing tools, platforms and work practices. Existing applications should

not require any or only small modifications and continue to work normally, even if

they are used outside of the software platform. Standard behaviors of the operating

system should be supported, like drag and drop, clipboard and other interaction

techniques.

Modularity Existing workflows should be enhanced instead of enforcing new workflows.

Users should be able to choose which parts of the system to use and which parts

are not required or should be replaced by different software.

Open Standards and Open Source To increase interoperability with existing and new

applications, open standards should be used whenever available and suitable.

Using open source technologies increases longevity and simplifies customization

and adaptation to specific environments.

During the course of this thesis, we performed experiments in a small office for up

to three persons, and, a larger laboratory with a tiled display. In the office, we used a

standard desktop computer, a standard laptop computer and a desktop computer with

six 22-inch monitors connected as a small tiled display, as shown in Figure 3.1. In the

laboratory, we worked with a tiled display of 24 50-inch monitors (Figure 1.1), where

either 16 monitors could be driven by a single computer or 24 monitors by a cluster of 8

computers. All computers where either connected using ethernet or Wi-Fi.

Figure 3.1: Six 22-inch monitors are setup to for a tiled display. Two pairs of keyboard and mouse allow two
users to interact with it simultaneously.
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3.2 Seamless Collaborative Desktop

Figure 3.2: Example of an arrangement of two standard computers (left & right) and one computer with a
large (six monitor) display (center) on an office table. Users can “teleport” with their mouse to
each computer without changing the actual physical input devices.

We wanted a seamless desktop that is agnostic of the computing infrastructure, be

it a single host computer, or a cluster of hosts [GS16]. The entire seamless desktop

should be opportunistically controlled by multiple users, simply by grabbing any free

mouse/keyboard. Additional computers, such as notebooks, can be added using standard

cabled or wireless network infrastructure. Adding users should be possible at any time,

even in the middle of a session.

What is required to successfully convey the illusion that users are interacting together on

a seamless desktop? The first group of requirements concerns the users’ input devices.

We assume one mouse and one keyboard per user. Users should be able to use their

input devices as usual, without having to consider display boundaries, as shown in

Figure 3.2, or coordinate with other users. This implies the following requirements:

R1 Multiple computers should be operated with one set of input devices.

R2 Multiple sets of input devices should be usable on one computer, including multiple

mouse cursors.

R3 Multiple application foci should be provided, so that multiple users can interact

one-on-one with applications on a single computer.

The second group of requirements concerns the applications:

R4 Multiple applications should run concurrently, either on the same or on different

computers.
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R5 Multiple clones of one application window can be created and linked to the state

(i. e., viewport scrolling) of the master window.

R6 Multiple instances of a document, which are being modified by multiple users,

should be automatically synchronized.

3.2.1 Design

To allow for a minimally invasive approach that extends, rather than replaces, existing

software applications, we selected a standard web-browser (Firefox on Linux) as the main

application platform. The minimally invasive approach is realized by a only requiring

a web-browser plugin and a background service for the operating system (Figure 3.3).

Both use only the standard API provided by operating system and browser. All standard

features of operating system and browser remain accessible at any time, and native

software can be used as well. Existing applications do not require any modification and

continue to work normally, even if they are disconnected from the special sensemaking

infrastructure. This approach differs from previous approaches, which usually wrap all

the physical computing resources into a monolithic software framework. Letting users

keep their familiar tools benefits productivity and satisfaction.

Operating System

Web‐browser

Service processPlug‐in

Observation
Graph

Network
To other hosts

...

Synergy

MPX

Web‐browser

Plug‐in

Document 1

Web‐browser

Plug‐in

Document 2

Figure 3.3: The software architecture is minimally invasive: It only requires the installation of a web-browser
plug-in and a service process. The observation graph runs as a web application. New software
components are shown in orange.

On each host, a service process must be started, with the first host running as a server and

all other hosts as clients. The server host advertises its address via periodic broadcasts.

Client service processes listen to the broadcasts and connect to the advertised server

address. After establishing the connections, the server brokers communication among

clients using a JSON protocol, which we will describe in detail in section 4.1.1.
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To facilitate a seamless desktop, the arrangement of the displays on each client host is

recorded in a spatial model maintained by the server. In addition to the spatial model, the

server maintains a list of user records, indicating the host where the user’s input devices

are connected and assigning a distinct cursor color for each user. To display visualizations

and user interface elements for collaboration, it opens a transparent overlay window

covering the entire desktop. A control GUI can be invoked on demand to interactively

set these parameters.

3.2.2 Input redirection

Our system provides bidirectional input redirection from any physical input device to any

display in the cluster (R1). Events from a physical input device are intercepted and

injected into the event manager of the destination host. On the destination computer,

the input events appear to be coming from virtual input devices. We use a heavily

modified version of Synergy1, based on the work of Mark Dokter [Dok10], which works

bidirectionally: On the one hand, every host injects events from the attached input

devices into the network, tagged with a particular user’s identity. On the other hand,

every host receives events from all other host and determines if they concern the part of

the seamless desktop managed on that host, based on the spatial model.

Moreover, we use MPX to support multiple sets of input devices per host [HT08] (R2). MPX

supports multiple concurrent window foci on our main application platform, Firefox. We

use the transparent overlay to render multiple cursors in distinct colors. By connecting

MPX to our input redirection, any user may control any application on any display connected

to any computer using any input device (R3). With ample display space, joint inspection and

manipulation of the same document can be carried out in two synchronized windows,

as we will explain in the next section.

3.2.3 Web application redirection

Support for multiple concurrent applications on one computer (R4) is trivially fulfilled

by a multi-tasking system such as Linux. Each computer in the cluster runs arbitrary

native applications, so that users can keep using their favorite tools.

1http://synergy-project.org/
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Figure 3.4: Cloning a web-browser to another desktop. An icon in the browsers toolbar indicates that it is
synchronized to another browser (red circle in the left image). After moving the viewport in the
source browser (left), the viewport of the synchronized browser (right) has automatically been
updated.

However, our main application platform is the web-browser. It puts an additional level of

indirection between applications and the operating system. For example, applications and

data in web applications are loaded on demand, avoiding the need to install applications

before use. This makes it easy to migrate application state across computers.

Conventional static web pages and server-side technologies such as REST encode the

user’s document view in the URL. Feeding this URL into a web-browser on another

computer results in displaying a clone of the same web page, that is a document view

with the same content. We exploit this fact by letting the user invoke a cloned web-

browser instance with the same URL on any computer in the cluster. The clone can

be coupled to the master instance (Figure 3.4), so that that basic browsing functions

(scrolling, resizing, scaling, page change) are reflected by the clone (R5). This is useful
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for ”teleporting” information across large display areas to make them better readable for

a collaborating user [BB05]. We also allow to reserve the roles of master and clone or

enable bi-directional synchronization, as long as only one user at a time manipulates the

browser.

Figure 3.5: In the cloned window there are two additional elements available in the browsers toolbar. One
indicates the source of the clone, and the second one the connection status.

Additional controls in the browser toolbar (Figure 3.5) indicate the state of the connection

and allow to change the synchronization mode. The source of the cloned window is

indicated by showing the name of the computer and the color of the user of the source

window. A button with an icon provides information about the status of the synchro-

nization, which can be unknown, synchronized, or disconnected. When the connection

to the source window has been lost, or before receiving any updates from the source

window, the status is unknown. Otherwise a click on the button enables or disables

synchronization, effectively changing the roles and mode of synchronization.

Combining input redirection and web-browser cloning achieves the illusion of a seamless

desktop. For instance, a user can drag a web-browser window across multiple displays even if

they are connected to different hosts. What really happens is that the original window is

closed and a clone of it is created at the destination host. During dragging, a captured

image of the browser content is shown on the overlay window.

That is, while traversing the source node’s desktop, normal dragging is carried out by

the local window manager. As soon as the mouse moves to the target node’ desktop,

an event in the input redirection component is triggered. A preview picture of the

23



3 Sensemaking Environment

Figure 3.6: Migrating a browser window to another desktop. The source window is shown on the left, a
preview while dragging in the middle, and the target window on the right.

web-browser window is rendered and transmitted to the daemon on the target node,

along with the current URL of the dragged web-browser (Figure 3.6). At the target node,

the preview picture is attached to the mouse cursor and rendered on the glass-sheet.

When the user drops the web-browser in the target location, the daemon on the target

note creates a new web-browser instance with the URL specified in the input redirection

event. In a final step, the source web-browser is deleted to finish the illusion that the

web-browser has been migrated to the new location. Alternatively, a copy operation retains

both web-browser instances and synchronizes their behavior.

Since we allow arbitrary web applications, document manipulations across browser

instances are not automatically synchronized. However, many web applications are able

to synchronize with their web server in real-time. Changes reported to the web server are

forwarded to other users viewing the same document, effectively allowing shared work

(R6). One could serialize the full internal state of a master web-browser and duplicate it

in a clone. However, for the analysis scenarios investigated so far, we found it sufficient

to rely on cloning the URL and using shared web applications such as Google Docs or

Wikipedia.
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3.3 Observation Graph

Figure 3.7: OG and two source documents. In OG, concepts are rendered as nodes, relationships as edges.
Here, the concept “POK” is selected and its properties are shown in the detail panel on the
left. References that act as evidence for a node are shown as small circles below the nodes. The
dashed red frame around the reference circle and the red circle showing “1” in the reference list
indicate that the document is currently open. The reference for the node “Hank Fluss” is opened
on the left, and the reference for the node “POK” on the right. The specific text sections that
support the nodes are highlighted and connected with visual links to the reference circles.

3.3 Observation Graph

With the observation graph (OG) we introduce a lightweight, general-purpose sense-

making tool that supports users in organizing their findings into observations (concepts

and relationships), displayed as a node-edge diagram. The nodes are laid out manually,

which is meant to act as memory aid and as an external representation of the user’s

internal knowledge [Kir95], which can help to make inferences [LS87]. Observations

can be color-coded, for example, to classify nodes. Every observation can be given a

unique name and can be associated with additional data, such as textual notes. Details

about a selected observation are provided on demand in a side-panel, as shown for

the node “POK” on the left side of the OG in Figure 3.7. In larger observation graphs,

OG supports selection of individual observations, rubberbanding, zooming, panning,

and searching for observation by name. A video demonstrating the usage of the OG is

available online2.

OG lets users link each observation to multiple pieces of evidence from the source

documents, serving as evidence for its validity. Links can be created either manually or

2https://youtu.be/mDbbrWxaRC0
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through keyword search in documents. The system treats the ”external” links created in

this way as fist class objects by making them deep and bidirectional.

Links to evidence are deep: Links can not only refer to entire documents, but inside these

documents also to individual phrases or terms as well as non-textual content like images

or graphs. Deep links allow a user to quickly revisit the exact piece of evidence they

were previously investigating. When document views are open, cross-application visual

links [Gey+14] are used to connect observations with evidence.

Link traversal is bidirectional: Users can revisit evidence from observations, or they can

revisit observations from evidence. Hence, users can freely arrange documents on a large

display, with or without attributing meaning to the placement. They can chose to keep

the documents open or close them after visitation without the fear of being unable to find

the exact evidence again in a large pile of documents. When users reopen documents,

the system automatically places the document window close to the referenced graph

node. Hence, users can make effective use of the large display space to organize their

information sources without considerable window management overhead.

Taken together, these two properties of links make working with many documents

significantly more powerful, in particular, on large displays. Our OG implementation

is aware of all currently open and active documents. When a document is activated,

all links to it are highlighted in the OG. This enables analysts to quickly identify how

important it is with respect to the overall information captured in the the OG.

Figure 3.8: Adding a relationship to two concepts. A highlighted section of a document can be added as a
new relationship between nodes using a context menu. This can be used to create new concepts,
to connect selected concepts, or to add references to concepts or relationships. In this case, a
reference is added between “Elian Karel” and “POK”.
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3.3.1 Interaction with the observation graph

Observations can be either created manually in the OG, or directly in a source document,

based on mouse selection. When creating concepts out of a source document, the deep

link to the selected statement inside the document is automatically attached to the node

or edge. Nodes and edges out of source documents can either be created from the context

menu of a selection within a document, as shown in Figure 3.8, or by dragging the

selection onto the OG viewer, as shown in Figure 3.9. When dropping a selection into

the OG viewer onto a node or edge, the reference is added to the according concept or

relationship. Otherwise, a new node is added at the position of the drop.

(a) Select (b) Drag (c) Drop

(d) Revisit

Figure 3.9: Adding a reference with drag and drop. If desired a specific section within the document can be
selected ((a)). Then the selection or the icon next to the browsers address bar can be dragged
((b)), and dropped onto the graph ((c)). Clicking on a reference opens the according document
and initiates a visual link to the referenced content ((d))

Users can open multiple OG instances, zooming in on specific observations. Multiple

OG instances are helpful if concurrently working users want to specialize or if the OG

is too far away from the currently inspected document. Each user can own a personal

OG instance, indicated by drawing the graphs header in the user’s personal color. The

owner of a graph is always the last user who interacted with that graph instance.
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Each OG instance has individual navigation (viewport, zoom-level, search terms), and an

individual selection of observations. The selected observations are used when the user

invokes a context menu to add links to currently selected observations. For example,

when the user selects two concepts in the OG and then opens the context menu, the user

will be presented with the possibility to link the selected concepts with the current page

(and, optionally, the selected phrase).

3.3.2 Deep visual links

In the OG, links are represented as small glyphs adjacent to the observations. When a

link is selected, the referenced window is brought into focus. If no window is displaying

the requested document, a new window is opened and placed as closely to the node as

possible, which leads to a dynamic spatial organization, prioritizing the current working

set of documents. Moreover, the document is automatically scrolled to the location of the

evidence. The evidence itself is highlighted with a colored frame and connected to the

graph with a visual link, as can be seen in Figure 3.9d. The reference glyphs attached

to the nodes also reveal whether the document is currently open on the desktop (red

highlight in Figure 3.10).

Figure 3.10: Reference glyphs in the Observation graph.
Once a configurable maximum number of
references is exceeded, they can be collapsed
and expanded. A red circle (right) indicates
that the according document is currently
open on the desktop.

3.4 Visual Linking

As discussed in section 2.1.2, visible content can be overlooked for many reasons.

While traditional highlighting techniques such as color work reasonably well on a

uniform background, a cluttered environment, e.g., due to many windows, or other

factors such as large display sizes can increase the chances of relevant content being

overlooked [HBW08]. A remedy for overlooking content are visual links [Ste+11], explicit

edges connecting individual pieces of information. The system developed in the course

of this thesis [Gey+14] is based on previous work of the author [Gey13]. Compared to
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the previous system, we decreased visual clutter and improved usability and visual

appearance.

After the service process has received a user-triggered search string, it forwards the

request to every connected client application, enabling each application to add its regions.

Upon receiving a request, each client searches its content for instances of the requested

identifier and reports back the bounding boxes of all found occurrences. For simple

selection types, like individual words, bounding boxes already provide an accurate

approximation of the relevant region. To highlight and link more complex shapes, such

as objects in a map or graph, a client is free to use arbitrary polygons for representing its

regions.

Visual links are drawn between all highlighted regions across application boundaries.

The naive approach that connects all highlighted regions to a common center results in a

cluttered visualization (Figure 3.11a). Therefore, we bundle links using force-directed

edge bundling [HW09], an algorithm based on an iteratively refined system of control

points, attracting each other (Figure 3.11b). The system is initialized by calculating the

center of gravity of all occurrences. Then, the highlight region closest to the center of

gravity is determined, and all other regions are connected to it. Moving the center of

gravity avoids an artificial branching point. Next, all links are subdivided into segments

of approximately equal length, and, finally, force-directed edge bundling is applied. Due

to potentially large differences in the length of individual links, the forces affecting a

single link can change rapidly, leading to sharp corners in the link routes. To address

this issue, we apply a geometric smoothing on the points forming the link routes after

executing the bundling algorithm.
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(a) Straight routing

(b) Force-directed edge bundling [HW09]

(c) Dijkstra [Dij59] based routing

Figure 3.11: Comparison of straight routing of links to a common center (a), force-directed edge bundling
(b) and a prototype of routing using Dijkstra’s algorithm [Dij59] on a grid (c), which could be
used to prioritize and penalize routing links in certain regions, as done by Steinberger et al. to
prevent covering important content [Ste+11].
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3.5 Visualizing Hidden Content

Directly accessing all content, both visible and hidden, poses a number of challenges. To

address these challenges, we elicited six requirements that a technique for visualizing

hidden content needs to address. This list evolved out of an initial set of requirements

which we based on our experience with designing visualization interfaces for application

domains such as systems biology and our own needs when working on search tasks. We

then created multiple prototypes, which we informally evaluated with users, leading us

to the following final set of requirements:

R I: Mental map. Users should be aided in building a mental map of the explored

documents. Ideally, this overview should make use of the investigator’s spatial

memory by pointing out occurrences at their actual position on the desktop (if

occluded), or at least preserve relative arrangement of occurrences (if currently

not on the desktop). For such a mapping, it is necessary to communicate the

information’s location or at least the direction in which information can be found.

R II: Indicate occurrences and relevance. Sources or sections mentioning a search term

multiple times tend to be more relevant compared to documents or parts that only

contain a few instances of a term. Thus, users may want to prioritize densely

populated documents or sections in their search. To support this requirement,

visual cues should indicate the amount of information available at a specific

location or in a certain direction.

R III: Fast previews. To enable users to quickly judge whether looking at a specific

region in a document in detail could be interesting, getting fast previews of hidden

content should be possible.

R IV: Fast navigation. Fast navigation between all available chunks of information is

essential for an efficient exploration. Once a user has chosen to closely investigate

a piece of hidden information, it should be possible to quickly navigate there with

minimal interaction.

R V: Heterogeneous sources. The integration of information from different sources is

essential to capture all types of hidden content. The technique should connect

information from open application windows, minimized windows, and documents

which are only present as a file on a disk or available on the Internet. All sources

should be handled in a unified manner to allow for all types of hidden content.

R VI: Changing content. The technique must be able to accommodate arbitrary changes

to the content presented on the desktop. In particular, the arrangement of windows
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on the desktop can change at any time: Windows can be moved, resized, minimized,

or closed. Moreover, the content and viewport of windows may change at any time,

possibly removing existing information, adding new information, or changing

location and visibility of information.

Smart Preview for Off-Screen Content Indicators for Occluded Windows

Visualization for Out-of-Viewport Content

Indicators for Off-Screen Content

Figure 3.12: Visualization of occluded, out-of-viewport, and off-screen content. Multiple browser windows
and files stored on the computer contain occurrences of the search term “France”. Most
occurrences are either outside one of the browser’s viewports, which is indicated by arrows and
links to the out-of-viewport locations, or are occluded by another window, which is indicated
by semi-transparent red window labels. The arrows pointing to applications in the taskbar
indicate off-screen content in a minimized window (Wikipedia) containing 12 occurrences of the
search term and 16 files found by the desktop search engine. Hovering over an arrow, reveals a
smart preview showing the regions of the documents containing occurrences.

For visualizing hidden content, we take two steps: indicating that relevant content is

hidden in the first place, and revealing the hidden content on demand. We introduce

novel techniques to visualize occluded content, i.e., content that is occluded by other

windows, out-of-viewport content, i.e., content that is outside of the application window

but within the limits of the display, and off-screen content, i.e., content that is outside of

the available display space or that is in closed, minimized, or not accessed documents. All

of these techniques are integrated with visual links to create a strong visual connection

between all related pieces of information—hidden as well as visible—resulting in an

information exploration interface that makes hidden content easily accessible and reduces

the risk of overlooking content (see Figure 3.12). A video demonstrating our hidden

content visualization techniques is available online3.

3https://youtu.be/F2k4V8KGllI
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3.5.1 Visualizing Out-of-Viewport Content

Relevant content is often hidden due to the limited viewport size. Large portions of

content can be situated in virtual space outside of a window’s viewport. We distinguish

two cases of out-of-viewport content: (1) The target region is outside the current viewport,

but would be visible on the screen if the application’s viewport was extended, and (2)

the target region is outside the screen. We consider the latter case as off-screen content,

which is treated in a later section.

For the former case we use smart links: semi-transparent outlines—one for each target

region—that indicate the location of invisible target regions (Figure 3.13a) and are

connected to other visible or hidden occurrences with visual links. Smart links clearly

indicate the occurrence and relevance of hidden content (R II) and support a user’s mental

map (R I). If the user hovers over a target region outside the application’s viewport, as

shown in Figure 3.13b, all of the application’s content that fits on the desktop is rendered

in order to provide context to the otherwise ‘disembodied’ target region, thus providing

fast previews of the hidden content (R III). When the user selects such a target region,

the application’s viewport is automatically centered around the region, allowing the

user to immediately continue working with the application at the chosen position, thus

facilitating fast navigation (R IV).

(a) (b)

Figure 3.13: Links to out-of-viewport content. (a) Smart links pointing to out-of-viewport occurrences of
a search term. (b) Hovering over a smart link reveals a semi-transparent overlay showing the
actual content.
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3.5.2 Visualizing Occluded Content

To direct the user’s attention to windows containing occluded content, we use markers,

connected to visual links, as shown in Figure 3.14a that contain the title of the windows

where relevant content was found. We chose this approach over showing direct links to

occluded content (as we do for out-of-viewport regions), since user-feedback indicated

that direct links produce too much clutter. When hovering over such a marker, we

overlay the hidden window semi-transparently and highlight and connect the relevant

content (R III), as shown in Figure 3.14b. To avoid interference with the background

window, the overlay can optionally be shown completely opaque. To ensure fast nav-

igation to the occluded region (R IV), a click with the mouse on the overlay moves

the respective window to the top of the window stack, thus permanently revealing the

occluded information.

(a) (b)

Figure 3.14: See-through visualization for occluded content. (a) A marker showing a part of the window title
indicates occluded content. (b) On hovering over the marker covered content is superimposed,
including highlights for the occluded content.

3.5.3 Visualizing Off-Screen Content

If a target region is located either outside the screen, within a minimized windows, or

in unopened files, it is not possible to draw a link to a specific target region. Instead,

we visualize off-screen content by drawing an arrow pointing into the direction of the

target, or at the icons representing the minimized windows and unopened files. To
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(a)
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Figure 3.15: Smart preview. (a) A preview of a complete web page with the relevant regions highlighted. The
necessary scaling makes it hard to recognize information. (b) All regions containing relevant
information are detected and embedded within a bounding box, that makes sure some context
is retained. Overlapping bounding boxes are merged. (c) By clipping the unimportant regions
much more detail for the relevant parts is revealed.

avoid clutter in cases where multiple target regions are off-screen, we only draw a single

arrow for each icon or window edge. For the latter case we adjust the arrow to point

towards the center of gravity of all outside regions. Additionally, we draw a text label

next to the arrow to show the number of hidden target regions in the given direction

(see Figure 3.12). These encodings indicate occurrences and relevance (R II).

To get an overview of the whole document (R I) and to enable fast navigation (R IV), we

provide a smart preview of the complete document, which appears when hovering over

the arrow. For search tasks, it is reasonable to assume that users are only interested in

those parts of the document that contain relevant information. We use this consideration

to present the user with a more compact preview where regions containing no relevant

information are clipped, freeing up space for increasing the size of interesting areas

(see Figure 3.15). In this way, all hidden regions of the document are presented at once.

To decide which areas should be removed, we first calculate bounding boxes of all

highlighted regions, then loop through all bounding boxes and mark regions with a

certain margin above and below as important and finally hide all unmarked and therefore
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unimportant regions (see Figure 3.15c).

These smart previews can be zoomed and panned to explore all target regions in detail

(R III). To facilitate orientation (R I), the current viewport of the application is highlighted

using a rectangle in the preview. Once a target region has been identified by the user,

clicking on the target region hides the preview and scrolls the document to the location

of the requested information (R IV).

When using the smart preview for minimized windows, we draw an arrow next to

the application’s icon in the task bar to indicate that it contains target regions. Upon

hovering over the arrow, the smart preview is revealed (see Figure 3.12). When the user

selects a target region, the minimized window is restored and the viewport is centered

on the selected target.

(a) (b)

Figure 3.16: Links to unopened documents. (a) The icon of a desktop search engine is marked with an
arrow. The number shown inside the icon indicates the number of documents containing the
current search term. (b) Within the desktop search engine, occurrences are highlighted and
smart previews are provided.

Information may also only be available in unopened documents. To integrate unopened

documents, we query a desktop search engine to find occurrences of search terms. Similar

to our approach for minimized applications, we draw an arrow next to the desktop

search engine’s icon in the task bar and show the number of documents found within

the icon, as shown in Figure 3.16a. When opening the search engine, we highlight the
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search term in the search engine’s previews and provide smart previews to reveal the

details, as shown in Figure 3.16b.

3.5.4 Collaborative Visual Links and Observation Graph

For efficient collaborative usage of Visual Links (section 3.4 and section 3.5) and OG

(section 3.3) we identified two additional requirements:

Figure 3.17: Observation graph with multiuser hints. Colored icons indicate search activity of other users.
These icons appear next to concepts in the graph, whenever another users search or visual link
matches the according concepts name. The color indicates the users identity and a click on the
icon connects the own graph to the other users link.

First, users should be able to work concurrently, without interfering with each other.

To reduce interference, visual links are assigned to users. Whenever a user invokes a

new visual link, only already existing visual links created by that user are removed.

Conversely, visual links from other users will not include a user’s personal OG instance.

This keeps interference low when performing individual search processes.

Second, users should be aware of available information and other user’s search activities.
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Awareness of visual link ownership is increased by assigning visual links a unique

personal color per user. Besides, awareness of other users’ search activities is retained

within OG instances by placing icons next to a visual link, as shown in Figure 3.17.

These icons indicate another user’s activity related to a given observation. The color

of the icon corresponds to said user’s unique color. A click on the icon connects to the

corresponding visual link and allows for a fast navigation to the other users regions of

interest. This feature can be used to synchronize with other users about their findings.

During activation, visual links keep a list of owners. In the beginning, the list contains

only the user which initiated the visual link. Whenever another user connects to an

existing visual link, an entry is appended at the end of the list. Aborting or disconnecting

from a visual link removes a user from the list. During activation, the visual link retains

the color of the first user in the list. When the list is empty, the visual link is removed.
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In this chapter we will first describe the core of our system, which provides a powerful

messaging infrastructure. Afterwards we will describe several components which add

different capabilities to the system. Our infrastructure only uses standard hardware and

software.

We observed that visual analysis software, like most types of information systems, is

moving towards a web-centric architecture. Today, an analyst or knowledge worker

wishing to conduct everyday work entirely using web applications can do so with rela-

tively few restrictions. Consequently, we have chosen a minimally invasive, web-centric

approach, to allow integrating existing web applications and visual analysis software

with little or no effort into our system. We can even leverage existing synchronization

mechanisms built into many web applications today.

Instead of building a monolithic framework, we stitch together individual desktop envi-

ronments and software. This provides three important advantages: First, the engineering

effort for the stitching is much smaller than development of a new monolithic frame-

work, which would have to duplicate many existing GUI functions. Second, existing GUI

functions, such as window management, do not have to be duplicated. Third, existing

application software does not have to be re-written or ported to the new framework.

4.1 Overall Architecture and Communication Protocols

The backbone of our system is a central service written in C++, which runs in the

background as a daemon and accepts connects from other applications taking part in

our system. These other applications are integrated using a minimally invasive approach

through the use of a plug-in API or minor modifications of the application source code,

if no API is provided [Wal+10]. The data exchange between the server and the clients

is handled using standard network sockets. We support Transmission Control Protocol
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Figure 4.1: System overview with three computers connected to each other. Multiple users can control the
same computer, each with their own set of input devices (see section 4.2.1). User input can be
redirected to other computers (see section 3.2.2). Data is transferred with existing protocols
as well as a custom, JSON based protocol (see section 4.1.1). Different client applications, for
example a Browser (see section 4.1.3), can connect to the system.

(TCP) sockets, which are available in almost every programming language and hardware

platform, and WebSockets [FM11], which are implemented on top of the TCP stack and

have a good support in modern web browsers.

4.1.1 Protocol

We use a simple, yet powerful and flexible protocol. Messages are encoded as JavaScript

Object Notation [Bra14] (JSON) objects, where every message is described by attributes of

an object. A ’task’ property is required to identify the type of the message and any other

property can be used to fit the requirements of each message type. An example message

which is send upon registering a browser to our system is shown in Listing 4.1.
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{

’task ’: ’REGISTER ’,

’type ’: ’Browser ’,

’pid ’: 2957,

’client -id ’: ’firefox :1482318266292:2957 ’ ,

’cmds ’: [’open -url ’, ’save -state ’, ’scroll ’],

’viewport ’: [137, 184, 296, 75],

’geom ’: [135, 113, 300, 148],

’url ’: ’https :// www.tugraz.at/institute/icg/research/team -

schmalstieg/’

}

Listing 4.1: Example message of a Firefox Browser instance registering to the system.

Several message types are known and handled by the server, but it also allows to

forward unknown messages to another client. This enables customized client-to-client

communication without any awareness or modification of the server required. We will

discuss some of the supported message types later, when they are required by different

parts of our system. Refer to the appendix for a complete list of commands.

Binary data can be sent as Base64 [Jos06] encoded string attributes of the JSON messages.

Nevertheless, sometimes it is desirable to send raw binary data. For example, during the

development of a browser extension (section 4.1.3) using the WebSocket API provoked

noticeable delays, if the message size was too large, or even sometimes exceeded the

maximum allowed size of text messages. To work around this problems and to improve

efficiency, binary data is sent as raw binary data, whenever the underlying socket API

supports it. Binary messages start with a header containing a message type and an ID or

sequence number, followed by any amount of binary data. We use binary messages as

primary means of transfer for (large) image data.

4.1.2 Multicomputer, Configuration & GUI

The server can also connect to servers on other computers and forward messages to them.

To enable for an easy setup in a local network, every server broadcasts its name and

port using the User Datagram Protocol (UDP) on a fixed port. A Qt-based GUI dialog

(Figure 4.2) shows all servers for which it received a broadcast. By clicking on the name

of a server a connection is established. Messages can be forwarded to a specific client

on any connected computer, to all clients on a specific computer and broadcasted to all

connected clients on all connected computers. The resulting architecture is depicted in

Figure 4.1.
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Figure 4.2: Configuration tool for setups with multiple computers. On the right side the screen spaces of all
connected computers are aranged. Here two computers are connected: One large screen (red)
and a smaller laptop (blue).

The largest part of the GUI is taken up by an area depicting the contours of the displays

of all connected computers. Each computer’s screenspace is represented by a colored

rectangle, sized according to the desktops resolution. Additionally the name of the

computer is shown within this rectangle. Using drag and drop, the user can arrange all

computers in a two dimensional space. This layout is required for pointer navigation

with input redirection, which we will discuss in section 3.2.2 in more detail. Each user

can be assigned a different color, which is used, for example, for rendering cursors and

visual links.

Furthermore different components of the system are started and configured automatically.

This includes in particular input redirection with Synergy (section 3.2.2) and the glass

sheet for rendering visualizations on top of the desktop (section 4.3).
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4.1.3 Browser Extension

By using browser extensions or plugins, it is possible to extend the functionality of

browsers without the need to modify or recompile the browser itself. We created a plugin

for the Firefox1 web browser. It automatically connects to the daemon and provides

functionality to get information about opened websites and interact with the browser.

Using WebSockets for the connection allows for a biderectional communication with the

daemon.

Render website An image of the currently display website can be rendered. By using the

HTML 5 Canvas API2and the Firefox specific CanvasRenderingContext2D.drawWindow()3

function, it is possible to not only render the current viewport but the whole loaded web-

site. The resulting image is sent back as binary message to the client that has requested

the image.

Get content bounding boxes Clients can request coordinates of the bounding boxes of

specific parts of the displayed website. There are three possibilities to specify parts of the

website:

• The current mouse selection of the user

• All occurrences of a keyword

• Specific sections addressed by XPaths4

Retrieving the bounding boxes of the current mouse selection or the occurrences of a

keyword is based on the implementation of the work by Waldner et al. [Wal+10]. To

search for a keyword, Document.evaluate()5 is used to find it within all text nodes of the

doucment. To calculate the bounding boxes, Waldner et al. added an element into the

Document Object Model [WHA98] (DOM) tree around each occurrence or the current

selection and then calculated the bounding boxes from them. Calculating the bounding

boxes without modifying the DOM tree was not possible, because the API only allowed

to retrieve the bounding box of whole elements, which can potentially contain much

more text than just the requested keyword. We instead use the newly available Selection

1https://www.mozilla.org/firefox/
2https://www.w3.org/TR/2dcontext/
3https://developer.mozilla.org/docs/Web/API/CanvasRenderingContext2D/drawWindow
4https://www.w3.org/TR/xpath-30/
5https://developer.mozilla.org/docs/Web/API/Document/evaluate
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API [Niw17], which does not require to modify the DOM tree anymore, but instead

allows to calculate bounding boxes of every possible part of the document. It allows

specifying ranges by two nodes and offsets in the DOM tree or retrieving it from the

current selection. Using Range.getBoundingClientRect()6 the performance overhead is

now minimal and significantly lower than before. Leveraging the new selection API, we

can provide the possibility to get the bounding boxes for any given selection specified

by two XPaths and offsets. An example of a message specifying a selection inside a

document is shown in Listing 4.2.

{

"selections ": [

{

"start -node": "./ ARTICLE [1]/P[2]/ text()[1]",

"start -offset ": 277,

"end -node": "./ ARTICLE [1]/P[2]/ text()[1]",

"end -offset ": 311,

"type": "dom -range"

}

],

"title": "Military Weapons Missing",

"url": "file :/// home/user/userstudy/vast14 -mini -challenge -html/

MC3 /02287. html"

}

Listing 4.2: Example data of a selection inside a document of one of our user studies. It contains the URL
and title of the document and the start and end nodes and offsets of a single selection.

Report changes All changes with an influence on the displayed content are reported to

the daemon. This includes scrolling, zooming, loading and reloading pages and changing

tabs. These events are detected by registering different event listeners with the browser.

Remote Control Browser On receiving specific messages the plugin can control certain

aspects of the browser. It can open new windows or tabs, change the size or position of

a browser window, or scroll the contents of a displayed website to a specific position.

6https://developer.mozilla.org/en-US/docs/Web/API/Range/getBoundingClientRect
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Drag & Drop Common web browsers allow to drag the URL of the currently displayed

website to other applications. But information about the URL is not always enough. Ad-

ditionally, drag and drop does not work reliable with MPX, which we require to support

multiple users on a single computer (as we will discuss in detail in section 4.2.1).

The plugin installs a custom drag handler, which is called upon dragging the URL or

the current mouse selection. In this handler, we add additional data to the DataTransfer7

object, which then can be accessed from the window that receives the drop. The data

that is sent includes, in addition to the URL or selected text, the position of the current

mouse selection (using start and end nodes, as shown in Listing 4.2), the document title

and its favicon. With multiple pointers, the data associated with the drag was always the

data of the primary pointer. To be able to retrieve the data of the correct drag, the plugin

also sends the data to the daemon which knows which pointer initiated the drag.

Context menu, key listener, toolbar icon The plugin can also extend the browser

context menu, add toolbar icons and listen to key and mouse events triggered inside the

browser, which is used by many parts of our system:

• For adding observations to the OG (section 3.3.1), a context menu is provided for

selected content (Figure 3.8). The same menu can also be invoked from a button in

the browser toolbar.

• For cloned browser windows (section 3.2.3), additional controls in the browser

toolbar (Figure 3.5) indicate the state and can be used to change the synchronization

with the clone’s source.

• Visual links (section 3.4) can be triggered by pressing CTRL with a browser having

input focus or by pressing a button in the browser toolbar.

Identify Window For certain tasks it is required to identify the window of an application.

But for safety reasons browser plugins usually do not have any access to the underlying

window manager and operating system. Nevertheless we found a way to identify the

process ID of a Firefox instance. Using this process ID, the daemon is able to identify the

browsers window (see section 4.3.1). Firefox allows plugins to locate certain files8, which

includes the lock file of the instance of the browser the plugin is running within. This

7https://www.w3.org/TR/2011/WD-html5-20110113/dnd.html#the-datatransfer-interface
8https://developer.mozilla.org/docs/Mozilla/Tech/XPCOM/Using_nsIDirectoryService
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lockfile is a symbolic link with a non existing target, but its name includes the process

ID of the running browser instance.

4.2 Seamless Collaborative Desktop

In this section, we describe how we implemented support for multiple users on one

computer and seamless across desktop boundaries to meet the requirements identified

in section 3.2.

4.2.1 Multi-user Input

We use the Ubuntu9 operating system which uses the X-Window System [SG86] with sup-

port for MPX. This allows using multiple sets of input devices on one computer [HT08].

It supports multiple concurrent window foci and does not require any modifications

to existing applications. Each window is assigned the focus of one ore more sets of

input devices and receives the events of all these devices without a way to distinguish

between them. To distinguish between the input from different devices, applications

have to specifically handle MPX input event messages. Whenever an application queries

data from an input device and multiple devices are present, data from the application

window’s client pointer is returned. The client pointer is either specified explicitly or

otherwise chosen randomly from all devices focused in the window. This automatic

selection did not match our expected behavior, so we followed a recommendation of the

creator of MPX and explicitly set the client pointer each time a pointer interacts with a

window to this very same pointer. This allows users to intuitively change the input focus

by mouse click, as they are used to from their own computer with single user input.

Cursor Unfortunately, MPX is not widely used and therefore support for it in common

window managers is not always reliable. For example, rendering multiple mouse cursors

without flickering was not possible. To overcome this problem, we hide the mouse cursors

rendered by the operating system with XFixesHideCursor from the XFixes10 extension and

render cursors as small Qt Windows. An event handler for MPX mouse move events is

globally registered with the operating system and moves these windows to the locations

9https://www.ubuntu.com/
10https://cgit.freedesktop.org/xorg/proto/fixesproto/plain/fixesproto.txt
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of the real pointers. Furthermore it is only possible with the XFixes extension to get the

currently assigned cursor image of a pointer. Unfortunately this is only possible for the

first pointer [Wal11]. Because of this, we show always the same cursor image in the color

of the assigned user. Additional content can be attached to the cursor, for example to

show a window preview on dragging (see section 4.2.2).

Clipboard Modern operating systems allow users to transfer data between - and also

within - applications by using a clipboard. Typically, the current mouse selection can be

copied into the global clipboard by pressing Ctrl + C and inserted later at the new cursor

position - possibly in an other application - by pressing Ctrl + V . The X Window System

usually offers a second clipboard, always containing the current mouse selection11. Even

with MPX, there are, unfortunately, only one or two global clipboards available. To

prevent users inadvertently interfering with each other when using the same clipboards,

we provide a separate pair of clipboards for each user, which we will describe in detail

after introducing the open-source software Synergy in the next section.

4.2.2 Input Redirection

We address basic input redirection with the open-source software Synergy12. Events from

the physical input devices are intercepted and injected into the event manager of the

destination computer. On the destination computer, the input events appear to be coming

from virtual input devices, while the events are actually received over the network.

We use a Synergy version, modified by Dokter [Dok10] to use a peer-to-peer architecture,

rather than the standard client-server architecture. The standard version of Synergy

installs as a device server on the computer where the physical input devices are attached

and device clients on the remote controlled computers. Our modified version installs the

same software component on each computer, which combines the capabilities of Synergy

server and client: On the one hand, every computer injects events from the attached

input devices into the network, tagged with one particular user’s identity. On the other

hand, every computer receives events from all other computers and determines if they

concern the desktop area managed by that computer, based on the spatial model we

provide.

11https://specifications.freedesktop.org/clipboards-spec/clipboards-latest.txt
12http://synergy-project.org/
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Additionally to the modifications of Dokter, we improved and added several features of

Synergy:

Figure 4.3: The screen space of all computers is mapped into a 2d space. For this example we use the same
setup as shown in Figure 3.2. Each computer’s screenspace is represented by an accordingly
shaped rectangle. The current position of the cursor (inside the blue rectangle) is extrapolated
using its position a certain time in the past. Based on the resulting intersection the cursor is
warped to the left computer’s screen (red rectangle).

Navigation To setup the navigation between the different screens, Synergy is configured

to have links between the edges of these screens. For example, the right edge of the

screen of the first computer can be linked to the left edge of the screen of the second

computer. For more complex arrangements this simple mapping might not be powerful

enough. For this, we built a new navigation system into Synergy, where all the screens

are arranged as rectangles in a two dimensional space. When leaving the screen, the

movement of the pointer is extrapolated as a ray and the intersections of this ray with

the other screens rectangles calculated (see Figure 4.3). If there is a hit, the pointer is

warped to the closest intersection. This allows for an intuitive navigation between all

screens as long as they are organized in such a way, that they can be approximately

mapped into a two-dimensional space.

Configuration Synergy had to be configured with a static configuration file before

running it. Furthermore, it was designed for controlling multiple computers from a

single computer. One Synergy server was launched on the main computer, and, on each

auxiliary computer, a Synergy client was started.

For dynamically adding and removing computers from our system this approach was

not flexible enough. To provide the required flexibility, we modified Synergy to combine

a Synergy server and any number of Synergy clients in a single application. The number
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of clients can be changed at any time. Furthermore, we extended Synergy to allow

configuration changes sent to a listening TCP socket. JSON encoded messages can be

sent to connect to launch additional clients or disconnect any active client, or to update

the geometry of any client. The configuration GUI (see section 4.1.2) uses such a socket

connection to dynamically configure input redirection. On computers which are set as

accessible from other computers, a Synergy client is started. On computers with disabled

access, any possibly running Synergy client is stopped.

Input focus As elaborated in section 4.2.1, every window on the desktop has an

implicitly or explicitly chosen client pointer. Synergy intercepts all input events; therefore,

we used this hook to change a windows’ client pointer whenever a user clicks into its

area on the screen, by using the MPX function call XISetClientPointer13. We could use

this also to implement access control to applications, and, prevent remote users from

changing local system settings; however, for our purposes this was not required.

Multi-user clipboard In the X Window System clipboard operations are implemented

using Selections14. First, whenever the user request to put content into the clipboard,

the according application acquires ownership of the selection, but without copying any

data yet. Afterwards, the user can request to insert the contents of the clipboard into any

other application. To accomplish that, the application requests the actual contents of the

selection from the application currently holding the ownership of the global selection. To

enable the transfer of the contents of the clipboard to other computers, Synergy installs a

global event listener with the operating system to receive any clipboard related events.

Whenever an application acquires ownership of the clipboard, Synergy immediately

requests the contents of the clipboard and afterwards acquires the ownership of the

clipboard on its own. If the user then changes to a different computer, Synergy transfers

also the contents of the clipboard to that computer and provides them to any application

requesting data from the clipboard.

As this mechanism is still limited to one global clipboard we extended it to support an

arbitrary number of users on the same computer as well as on multiple computers. For

this purpose, we extend the Synergy protocol to include the pointer id for each message

related to clipboard synchronization. Unfortunately, the operating system is not able

to differentiate between different sources, even when there are multiple pointers active.

13https://linux.die.net/man/3/xisetclientpointer
14https://tronche.com/gui/x/icccm/sec-2.html
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To overcome this limitation whenever someone copies something into the clipboard,

we use XIGetClientPointer()15 to get the client pointer of the window which currently

holds the clipboard. Then we copy the clipboard to an internal storage tagged with the

according user’s id. Immediately after reading the contents of the clipboard, Synergy

takes ownership of the clipboard, such that a later request to paste the content of the

clipboard will be handled by Synergy. When the contents of the clipboard are requested,

we check which user’s cursor is active in the requesting window and sent back the user’s

contents previously copied into the internal storage. When a user navigates with the

cursor from one computer to another, the internal storage of the user’s clipboard is

transferred to the new computer, providing a seamless clipboard across all participating

computers.

One issue with this approach is that it will not properly work when multiple users

interact with the clipboard at exactly the same time. But as the usual timeframe required

to interact with the clipboard is only a few milliseconds, this is normally not an issue. To

completely ensure interference can not happen, modifications to the operating system

would be required.

Window dragging across computer boundaries Drag and drop with the X Window

System is implemented using the XDND protocol16. Unfortunately, available software

often does not fully comply with the specification. For example, the Firefox web browser

did not accept drop events when they where not sent as result of hardware event. Events

injected by virtual input devices where simply ignored. For this reason, we do not

support general drag and drop across computer boundaries, but instead provide the

ability to move browser windows across computer boundaries. Clicking on a window

while holding Ctrl initiates window cloning. The browser plugin sends a message with

information about the currently displayed content (Listing 4.3) to the server, which in

turn grabs the mouse to be able to catch the next mouse click anywhere on desktop.

While the mouse is moving, a preview image of the dragged window is attached to the

cursor. When a cursor moves to a different computer, the drag data and its preview

image are transfered to the other computer as well, to keep the illusion of a seamless

dragging operation. With a mouse click the dropping process is initated. A new browser

instance or tab is opened, showing the same URL and location. The (unique) ID of the

15https://linux.die.net/man/3/xigetclientpointer
16https://freedesktop.org/wiki/Specifications/XDND/
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source browser window is also transferred, so that synchronization (as we discuss in

section 3.2.3) is possible.

{

"task": "drag",

"url": "https :// docs.google.com/document/<document -identifier >",

"scroll ": [0,0],

"elements -scroll ": {

"./ DIV [4]/ DIV [0]/ DIV [0]/ DIV [7]/ DIV [0]": [0 ,884]

},

"view": [922 ,105 ,572 ,426] ,

"tab -id": "55 dc2c78fcfa42cb00e54137325ef91939d2ceb5",

"type": "browser",

"screenPos ": [1021 ,418]

}

Listing 4.3: Example data of a message initiating a document clone operation.

MPX was originally intended for use with multiple physical input devices connected

to the same computer, and Synergy was designed to control multiple computer with a

single set of input devices. By combining both technologies, we arrive at the combined

effect of being able to control any application on any display connected to any computer

using any input device. Per default, we make all displays accessible. However, if a user

desires privacy for a personal display, such as a notebook computer, the users allowed to

enter the personal display can be restricted.

Of course, using multiple input devices in the same application instance only works with

applications designed for multi-user operation, which is rarely the case. Fortunately, this

restriction turns out to be of little practical consequence. Concurrent operation inside one

application instance is rarely an important requirement for analysis work. Collaborators

mostly take turns between working in parallel with separate documents and discussing

common findings, with one user being active at a time [GG00]. With ample display

space, joint inspection and manipulation of the same document can be carried out in

two synchronized windows, as we have explained in section 3.2.3.
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4.3 Glass Sheet Visualizations and Annotations on the Desktop

4.3.1 Identify and Monitor Windows

For annotating content on the screen, it is a basic requirement to know the contents

position on the screen. When extending applications by plugins (as in section 4.1.3),

for security reasons, access outside the applications window is strongly restricted. It

is often even not possible to retrieve the position of any window content in absolute

screen coordinates, but only in coordinates relative to the application’s window. Solving

this problem requires to find the applications window geometry. Our server has access

to a list of all open windows including their unique ID, process ID of the application,

title and geometry. If the operating system’s window ID is accessible to the plugin API,

then identifying the correct window is trivial. But most of the time, another way to

identify the correct window is required. For this purpose, we first retrieve a list of all

open application windows and then filter step by step by the following criteria:

• Process ID (sometimes it is possible to retrieve the process ID of the running

application. See section 4.1.3)

• Window geometry (ignore title bar of maximized windows, because they are

integrated into the global menu bar)

• Window title (User programs and window managers often add their name or other

information to the title, so we only check if the window title starts with the title as

reported by the plugin)

As soon as only one match is left, the filtering process is stopped. If more then one

window is left, the top-most window is selected. This usually works, as the top most

window is most likely the window with which the user has interacted with most recently.

When more than one matching window remains, the filtering process is repeated every

time the server detects a change in any of the opened windows. Once a unique match is

found, the process is not repeated again.

Knowing the windows geometry allows to render annotations on the screen and to

detect window overlap, which is needed by our hidden content visualization techniques,

described in section 3.5.
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4.3.2 Retrieve Geometry of Applications Taskbar Icon

Rendering annotations next to the icon of an application in the taskbar, for example to

indicate hidden content in minimized applications (Figure 3.16a), requires knowledge

about the icon’s geometry. Unfortunately, this information is not exposed by the window

manager, and a thorough search for existing solutions yielded no results. For example,

on Ubuntu, the operating system we are using, the BAMF17 daemon is responsible for

selecting the icons for running applications, and afterwards the Unity18 launcher places

them in a side panel. However, apart from the list of running applications, no further

information about order or exact placement of icons on the screen is exposed.

To work around this limitation, we investigated how icons are placed within the launcher

(Figure 4.4) of the Unity desktop environment. The size of the launcher can be configured

by the user; however, it is possible to retrieve the geometry of the window displaying the

launcher. This is achieved by identifying that window through its unique title, using the

method described in the previous section 4.3.1. From the size of the launcher window,

we derive the size of the individual icons and the geometry of the area where icons are

displayed.

On top, a list of the user’s manually pinned or locked favorite applications is shown,

followed below by icons of all other currently running applications. Ubuntu uses dconf19,

a key-based configuration system. Querying it for the key /com/canonical/unity/launcher/fa-

vorites returns the list of all favorite applications. After removing all non-alphanumeric

characters from an applications name, it can be matched against the entries in that list.

The previously calculated size of the icons and the position of an application in the list

leads to the actual position of that applications icon in the launcher.

4.3.3 Visual Links and Hidden Content

These other applications are integrated using a minimally invasive approach through

the use of a plug-in API or minor modifications of the application source code, if no API

is provided [Wal+10]. The data exchange between the server and the clients is handled

using WebSockets. To add the described user interface components on top of the existing

screen content, we create a transparent Qt window which we render using OpenGL.

17https://launchpad.net/bamf
18https://launchpad.net/unity
19https://wiki.gnome.org/Projects/dconf
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Figure 4.4: Ubuntu Unity application launcher. The geometry of the
launcher window (red rectangle) can be retrieved from the
operating system. The width is user configurable and the
padding is fixed, therefore we use the width to calculate the
height of the icons. With this information and the list of cur-
rently running applications we can calculate each individual
application’s launcher icon’s geometry.

After the server has received a user-triggered search string, it forwards the request to

every connected client application, enabling each application to add its regions. Upon

receiving a request, each client searches its content for instances of the requested identifier

and reports back the bounding boxes of all found occurrences. For simple selection types,

like individual words, bounding boxes already provide an accurate approximation of

the relevant region. To highlight and link more complex shapes, such as objects in a map

(as can be seen in Figure 3.12) or graph, a client is free to use arbitrary polygons for

representing its regions.

Visual links are drawn between all highlighted regions. The naive approach that connects

all highlighted regions to a common center results in a cluttered visualization. To remedy

this, we bundle links using force-directed edge bundling [HW09], an algorithm based

on an iteratively refined system of control points, attracting each other. The system is

initialized by calculating the center of gravity of all occurrences. Then, the highlight

region closest to the center of gravity is determined, and all other regions are connected

to it. Moving the center of gravity avoids an artificial branching point. Next, all links are

subdivided into segments of approximately equal length and finally, force-directed edge

bundling is applied. Due to potentially large differences in the length of individual links,

the forces affecting a single link can change rapidly, leading to sharp corners in the link

routes. To address this issue, we apply a geometric smoothing on the points forming the
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link routes after executing the bundling algorithm.

All rendering output is directed to an off-screen buffer first. This buffer is four times the

size of the screen and copied into the fullscreen window. Using hardware accelerated

texture filtering, the visualization is automatically smoothed while being downscaled. If

the hardware and operating system allow proper blending of OpenGL output directly

with the desktop, then it is possible to skip the additional rendering step into the

offscreen buffer. This greatly reduces memory usage, but, of course, also creates less

smooth visualizations.

The use of alpha-transparency allows blending with the desktop content. Screen pixels

that are not covered by the visualization are masked, to allow mouse events passing

through. In this way, the user can interact with all content that is not covered by our

visualization.

For rendering see-through visualizations and smart previews, the client application

is required to send an image of its content to the server. We use a hierarchical tile

map, where each level consists of a single or multiple tiles, which add up to a full

preview image of the client application’s content at a specific zoom level. Using different

resolution images for the individual zoom levels, we create tiles in a resolution that

is sufficient for a single level of zoom. As the user zooms into the preview or moves

the viewport, missing tiles are asynchronously requested from the corresponding client

application.

While working in a desktop environment, the arrangement of opened windows can

change at any time. As this possibly affects the position and occlusion of regions, we

need to react to such changes. Current operating systems usually do not allow receiving

notifications for changes in windows of other applications. As a workaround, we use a

window monitoring component, which periodically requests a list of all opened windows,

including their geometry and stacking order, and compares this information with the

previous state. If any changes are detected, the server triggers the recreation of the

visualization for all active identifiers.

As a proof of concept, we have integrated several widely used applications into our

system. A browser add-on allows searching for words or phrases matching a given

search identifier. The bounding boxes of all found occurrences, both within and out of

the current viewport, are sent back to the server for further processing. As a non-textual
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example, we have used the Google Maps JavaScript API20 to create a mash-up which

supports the search for geographic locations by name and the retrieval of corresponding

screen coordinates on the map. Retrieving the name of a location on a map and querying

by this name is also supported. (Unfortunately it is currently not possible to retrieve the

outline geometry of search results. Data could be queried from OpenStreetMaps).

For connecting minimized windows and the desktop search engine, the location of the

associated icons needs to be known. Therefore, we query the list of windows in the task

bar and calculate the exact location of each icon using the known icon sizes (section 4.3.2).

To retrieve the data for the smart preview for unopened files, they are opened in the

background in their respective applications, while visual feedback is suppressed.

For a basic integration with our system (to show the number and location of elements) ap-

plications need to implement a simple WebSockets protocol, which all modern browsers

support. For a full integration, applications need to provide imagery of hidden areas

for the preview, which is typically supported in either the GUI library or the graphics

API.

4.4 Observation Graph and Deep Links

The OG viewer is implemented as a web-application, using HTML5 and the D3 [BOH11]

library for rendering. It runs in a web-browser and communicates with other web-

browsers (and the documents or web-based applications therein) through a plug-in for a

standard web-browser (Mozilla Firefox), using JSON and WebSockets. The main state

of the OG (observations with metadata and links) is fully synchronized, while every

OG instance can have additional individual state per user and per browser window.

Other web-based applications can send messages to modify the OG, and all opened OG

instances in the cluster get notifications. The resulting approach is minimally invasive:

Installing the plug-in, which only uses the standard API of the browser, is sufficient to

integrate any web application with the OG system. Existing web applications do not

require any modification and continue to work normally.

References to specific selections in a document are stored in a record consisting of the

document’s URL and two XPath pointers (plus character offset) bounding a section of the

20https://developers.google.com/maps/documentation/javascript/tutorial
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DOM. This approach works for static web pages and many dynamic web applications,

as long as the DOM does not change in a way that invalidates the XPath pointers.

Our minimally invasive web-based approach differs from previous document analysis

software, which imports all document sources into a monolithic software framework,

replacing standard desktop operations, such as window management or scrolling in the

browser, with proprietary ones. Our approach works for all common DOM elements,

including SVG-based visualizations. For example, we conceptually could easily store

and re-identify a selected bar in a bar chart or other visual glyphs.

The communication between the different browser windows is implemented in two

variants: Either the web-browser instances communicate with each other in a peer-to-peer

manner or via a service process. The peer-to-peer variant makes our implementation

fully independent of the underlying operating system, since only a web-browser is

required. We favor this variant, if portability and easy deployment are most important.

The variant using the service process requires an initial software installation, but pro-

vides three important additional capabilities: First, it optimizes placement of windows

containing links to the graph, so that they are close to their referring node.

Second, it draws visual links between a node shown in the OG viewer and its source sec-

tion on the glass-sheet. We include visualization techniques for hidden content [Gey+14],

in which visual links connecting to relevant entities are rendered, and pointers to oc-

cluded occurrences of a search term are added. OG and the visual links can be employed

independently of each other.

Third, the service process synchronizes OG among multiple users occupying separate

computers in a local network.
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In this chapter, first, we report on explorations and evaluations of how individual

users perform sensemaking tasks when they are given a choice of implicit and explicit

structuring of information. Second we report about informally collected feedback from

a pair of users on the same tools and task as in the first evaluation. Finally, in the last

section, we report about two user studies with the goal to compare the effectiveness and

efficiency of our hidden content visualization techniques (as described in section 3.5)

and traditional search for finding hidden content. The first study had a low, and the

second study, a higher number of simultaneously opened windows on the desktop.
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5.1 Observation Graph

In this section we report on two exploratory evaluations of our system. Individual user

were asked to work on an intelligence analysis task on a large display. We observed the

influence of using an observation graph (OG), as described in section 3.3, in comparison

to conventional note taking in a Google Docs document1 on display space usage [Gey+17].

We assumed the graph itself would allow users to externalize their mental models and use

spatial encoding in a more compact manner than by spatially arranging entire application

windows. In addition, we aimed to explore the different sensemaking strategies by the

users through observations and subjective feedback.

5.1.1 Study Design

Figure 5.1: A desktop on a tiled display. Six monitors connected to a single desktop PC serve as a large
display in an office.

The studies were conducted on a standard desktop computer (Intel Core i7-930 CPU

@ 2.8GHz, AMD Radeon HD 7870 GPU, Ubuntu, Firefox) connected with six 22-inch

monitors with a resolution of 1920x1080 pixels each. The monitors were placed a regular

office desk in a 3 × 2 arrangement. The user was sitting 70cm away from the central

monitor. The display setup is shown in Figure 5.1 and was 155cm wide, covering a

visual angle of 95
◦.

1https://docs.google.com
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Conditions

In a between-subjects design, we assigned each half of the users to one of two condi-

tions:

In the control condition (CC) documents were shown in regular browser windows. To

search through the data, we provided users with Recoll2, a browser-based full-text search

tool. Selecting a document in Recoll opened it in a new window with the same size

as the Recoll window. In addition, visual links, as described in section 3.4, could be

invoked to connect text fragments between all open document windows. Links could

be triggered from a selected word, phrase, or by searching for a term. In contrast to

Andrews et al. [AN12], we did not perform named entity extraction for visual links,

to avoid introducing a confounding factor between the study conditions. We chose to

use visual links, as they have been shown to improve performance when recognizing

related items on the screen compared to simple highlighting [Ste+11] — an aspect that is

especially pronounced in large display setups, where conventional highlighting might

be missed if located outside the user’s field of view. Users were provided with an empty

Google Docs document to take notes.

In the OG condition (OG), users could record information by creating nodes and edges

in the graph and by adding notes to them. Linking between the OG and the document

windows, with references to exact sections in the document, allowed for quick switching

between the graph and the source information. Visual links could also be used for

connecting arbitrary selected text between documents, as in CC, but also to connect node

labels in the OG with the web documents. No separate text document for note-taking

was provided.

OG differs from CC in the following aspects: (1) it provides visual abstraction of the

contained information, (2) it organizes the information in a graph structure, (3) it provides

linking between the graph nodes and edges and their associated source information, and

(4) it automatically places document windows according to the user’s graph layout.

We chose a between-subjects design, as this allowed us to use only one task, limit the

length of the analysis session, and avoid learning effects. On the downside, between-

subjects designs can distort the results due to individual variability. We will therefore

not only report statistical significances, but also present the quantitative results visually,

and provide qualitative results.

2http://www.recoll.org/

61

http://www.recoll.org/


5 Experiments and Results

Procedure

Figure 5.2: Initial setup of the desktop for the OG condition. The window on the center-bottom monitor
contains an empty OG. The center-top monitor displays a file browser and the desktop search
engine. The initial setup for the control condition was identical, with the exception that OG was
replaced by a Google Docs document for note-taking.

At the beginning of the session, as shown in Figure 5.2, the Recoll window was placed in

the middle of the upper central monitor. For OG, the empty OG window was placed on

the lower central monitor. For CC, an empty Google Docs document was used instead.

Users first were introduced to the tools using an unrelated data set. The search tool and

the use of visual links was introduced for both conditions; the OG was introduced only

for participants in the OG condition. After the introduction, users were asked to replay

the demonstrated actions and encouraged to ask questions about the setup. They were

free to test the system as long as they needed to get familiar with it.

The subsequent analysis session was limited to an hour, after which users were asked to

present their intermediate results. After they completed the session, we asked users to

fill out a questionnaire, followed by a semi-structured interview. Moreover, sessions were

video-recorded, and all graph activities (concept or edge creation, adding or removing

references), link activities (creation and deletion), window activities (opening, closing,

moving, resizing), and keyword searches were logged.

5.1.2 Pilot study

This study was conducted with 10 users. All users were recruited from a local university

and had a background in computer science. Nine users were male, one female, aged

26 to 40. Two users normally work on a 15-inch laptop, two users use a single 22-inch
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monitor, and all other users typically work on two monitors ranging from 22 to 27 inch.

As computer scientists, users were familiar with sensemaking tasks, such as related

work research. All users reported to use one or more dedicated tools for such tasks: Five

users frequently use dedicated note-taking or reference management tools. Five users

use general-purpose tools like text files or sheets of paper instead of, or additionally to,

note-taking software, and five users reported to use browser tabs or multiple application

windows to organize information sources for sensemaking.

We used the task descriptions and data from the VAST 2014 MiniChallenge 1 [CGW14].

The data comprised over 800 text articles, as well as some resumes, a map, an organization

chart, and two spreadsheet documents. We used the first question from the MiniChallenge

as the analysis task, which asks participants to identify leaders and important members

(actors) of a potential terrorist network called POK.

Results

To analyze the influence of the sensemaking tools on the analysis task and on display

space usage, we first discuss the observed performance differences, then report observa-

tions and feedback on the usage of the sensemaking tools, and finally report differences

in display space usage.

We compared the questionnaire items, the usage frequencies of the tools, as well as the

number of correctly identified members in the analysis task by Independent Samples

t-tests. The display usage parameters (average and maximum number of open windows

and display coverage, respectively) were compared using a MANOVA. We report signifi-

cant differences, but do not mention explicitly whenever differences are not statistically

significant. Due to the low statistical power of the experiment caused by the small sample

size, we cannot reject the null hypotheses for non-significant results with a high certainty.

We therefore also report the mean differences along with a visual representation of the

results.

Task performance To assess the task performance of the users, we counted the number

of correctly identified members of the potential terrorist network. On average, OG-users

and CC-users scored similarly, with a mean of 6.0 and 6.8 correctly identified members,

respectively (see Figure 5.4). Users’ subjective satisfaction with the outcome was also
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Figure 5.3: Comparison of survey responses for the two conditions. Circles represent individual answers,
the horizontal lines represents the average for each condition, and the gray boxes represent 95%
confidence intervals. Answers were given on a 5-point Likert scale ranging from 1 to 5. High
values indicate a positive rating (e.g., helpful, easy, good, pleasant) and vice versa. There was a
significant difference in responses to H3 regarding the helpfulness of the large display, which
was rated higher in the control condition. The graph (only asked in the OG condition) was rated
very helpful except for by one participant.

rated similarly, with 3.8 for OG-users and 3.0 for CC-users on average, on a 5-point

Likert scale (see Figure 5.3 O1).

Figure 5.4: Number of files opened, number of times links were used (significant difference), number of
search queries executed, number of references used out of OG, and number of actors found (the
task, out of 20 actors total) for the OG and control condition.

Sensemaking tools usage Users opened a similar number of files (63 for OG-users and

62 for CC-users on average) and conducted a similar number of queries (89 for OG-users

and 83 for CC-users on average), as shown in Figure 5.4. They also rated the search tool

similarly helpful (4.4 for OG-users and 3.8 for CC-users, as illustrated in Figure 5.3, item

H2).
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Keyword linking CC-users employed keyword linking significantly more frequently

than OG-users (2 vs. 14, on average), even though OG-users were also instructed how to

link keywords across document windows and how to link concept keywords from the

graph to documents. Usage of visual links also varied strongly between CC-users. CC5,

for instance, used the links only twice, and also rated the helpfulness of links much lower

than the other participants (see single low value for H4, right column, in Figure 5.3).

Instead, he intensively used the Google Docs document and also wrote down the file

names where he found the information. He then subsequently worked on various hints

and took notes whenever necessary:

“Actually, there was always one term I was currently working on and, therefore, I

found further things, which I searched for as well.”

(User CC5)

User CC2, in contrast, used links frequently and reported:

“When I switched on the links, I immediately found them [the windows] again.”

(User CC2)

User CC1 also appreciated links primarily to find documents again:

“In principle, I tried to arrange windows approximately according to the topics. But

somehow, that did not work so well. [...] So I tried to find a window again, which I

had lost, with the links.”

(User CC1)

By analyzing log files and reviewing video recordings, we found that users also used

links right after opening a document to search for the term they had previously used in

Recoll to find the document. This would not only highlight occurrences of the search

term in this newly created document, but also render links to the other open documents.

Afterwards, they read through the new document; if they found some (new) aspects, they

occasionally investigated possible relations to other open documents using the links.

Four of the five CC-users utilized the Google Docs document to take notes. User CC1

took notes on paper instead. The participants came up with different strategies how

to structure their findings in the document. Users CC2 and CC4 noted a list of names

together with a few associated notes. User CC3 tried to reconstruct the chronological

order of events on January 20, while user CC5 copied entire paragraphs from the source

documents into the file, together with the source file name.
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Observation graph From the OG, OG-users revisited documents (i.e., reopening or

revealing windows) by clicking on linked references 11 times on average (see “# Refs

opened” in Figure 5.4). Like for keyword linking, we observed a strong between-subject

variation in terms of usage. While PG1 and PG3 used cross-referencing frequently, PG5

used it only once. User PG5 also issued the lowest scores for questionnaire items I1 (“I

had a very good overview of the documents I had already visited”), I2 (“It was very easy to find

and revisit key documents again”), and I3 (“It was very easy to find the relevant passages in the

key documents again.”), as illustrated by the single low values for I1, I2, and I3, left column,

in Figure 5.3. This user invested the majority of the study time reading the documents

and hardly used OG or the large display space at all. Interestingly, though, he identified

10 network members, which is more than all the other users. However, apart form this

user, all OG-users issued the highest possible score for the question whether the graph

was helpful to solve the task (Figure 5.3, H1).

Similarly to the different strategies for organizing findings in the Google Docs document

by CC-users, OG-users used various approaches to organize their graph. Participants

OG1, OG2 and OG4 used nodes for people, organizations, places, events and diseases,

with zero to one document reference per node and edges for relations between the nodes,

as shown in Figure 5.5.

Figure 5.5: Final desktop state of user OG2: only three screens are used. The inset shows the OG in detail
(The desktop behind the OG was empty).

The other two users had smaller graphs. User OG3 created two nodes for the two most

relevant organizations, connected by the labeled edge “kidnapping”. Both nodes were

connected to a few nodes describing general concepts like “history”, where document

references were attached to.

Finally, user OG5 had only four isolated nodes in his graph at the end of the study
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(“POK”, which is the potential terrorist network, “POK leaders”, “KIDNAPPING”, and

“GAStech”, which is the affected company), where a few references were attached.

On average, users had 10 nodes in their graph, 10.25 references from nodes to document

passages, with 7.75 edges and 7 references from edges. Three OG-users mentioned in the

interview that they were still in the process of shaping the graph at the end of the study,

so going back to files was rarely necessary. Still, users appreciated the possibility. User

OG5 answered the interview questions on whether finding information sources again

was easy as follows:

“Yes. Once it [the document] was linked [to the graph], one could open it again with

once click.”

(User OG5)

Display usage To quantitatively compare display usage between the two groups, we

measured the display usage as the percentage of display space covered by application

windows in one-minute intervals. The average display space covered by application

windows over the entire task of CC-users was significantly higher than of OG-users (51%

vs. 23%, see Figure 5.6). This difference was even more pronounced for the maximum

display usage with 66% for CC-users and 27% for OG-users, which was also statistically

significant.

Figure 5.6: Usage of display space and windows in the two conditions. All results show significant differ-
ences between the two conditions. Display usage and the number of windows were consistently
higher in the control condition.

Figure 5.7 shows heat maps of how the displays were used during the analysis session.

The left heatmap shows the OG condition and the right heatmap shows the Links
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Condition. The position and size of each window were recorded in one-minute intervals,

aggregated for all users. Note how, in OG, the windows are concentrated on the two

center screens, while the two screens on the left are never used, and the two right

monitors were used only occasionally. In contrast, all CC-users utilized at least five of

the six monitors.

In line with our results about display usage, we also found a considerable difference

between the number of open application windows in the two conditions. The average

number of open application windows was significantly higher for CC-users (8.04) than

for OG-users (3.74); see Figure 5.6. The maximum number of open windows was also

twice as high for CC-users, which is also a significant difference (5.4 vs. 12.2). Note,

however, that the number of opened files (and therefore also the number of opened

windows) was almost identical between those two groups, as shown in Figure 5.4. This

implies that the difference was not caused by the number of visited documents, but by

the way users managed their document windows. We observed that OG-users closed

document windows right after reading, and only kept them open occasionally. User OG3

explained this behavior as follows:

“If I had the link [reference in the graph], then I knew, now I only need to look for

the [POK] leaders in the graph, and therefore, I close it [the window].”

(User OG3)

OG-user OG4 stated that she did not need the space to solve the task, and OG5 suspected

that he did not use the display space because he is used to less space as he uses only a

single 15-inch laptop monitor. Similarly, OG3 explained:

“I think I did not use it because I am not used to it, because I only have two [monitors].

I am used to having everything on top of each other.”

(User OG3)

Figure 5.5 shows a screenshot of user OG2 at the end of the study. He never used

more than three monitors at the same time. In the interview, he explained that two

windows and two monitors were enough: one for the graph, and one for browsing the

information.

CC-users tended to keep documents with relevant content open for a longer time

compared to OG-users. For instance, CC2 stated:
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(a) OG condition

(b) Control condition

Figure 5.7: Heatmap of the display usage in the OG and control condition showing the position and size of
each window as recorded in one-minute intervals, aggregated for all users. Note that in the OG
condition the windows are concentrated on the two center screens, while the two screens on the
left are never used. Windows are much more distributed in the control condition.
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“I left windows open whenever I thought that the information within could still be

somehow interesting.”

(User CC2)

We observed that CC-users exploited the large display space to spatially organize

their document windows. This is a well-known strategy of knowledge workers on

large displays [BB09; AEN10; Wal+11a]. In the interview, three out of five CC-users

could explicitly describe their strategy for utilizing the display space. For instance, CC1

structured his documents mainly around persons. Figure 5.8 shows a screenshot of his

desktop at the end of the experiment. CC3 tried to build a timeline and sub-divided

the six monitors into three logical groups (current information, search document, and

long-time storage). CC4 used the two central monitors as “working screens”, and the

side monitors as “info screens”.

Figure 5.8: Final desktop state of user CC1 with window groups across the entire desktop and active
keyword links to highlight related information across open document windows.

These observations are also reflected in the questionnaire results. We found a significant

difference between the ratings for the helpfulness of the large display to solve the task

between OG-users (average rating 2.6) and CC-users (average rating 4.4, see H3 in

Figure 5.3). On average, CC-users also issued higher ratings for the questionnaire items

D1 (“It was very easy to find open documents on the large display”) and D2 (“It was very

easy to manage (place, re-size...) multiple windows on the large display”), as visualized in

Figure 5.3.
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Discussion

It was interesting that users performed equally well in the analysis task, irrespective of

the tools they used (OG or Google Docs document). They explored approximately the

same amount of documents and issued a similar number of keyword searches. Without

OG, a significantly higher number of document windows was opened. Consequently,

with OG only a small fraction of the available display space was used. Users without

OG all utilized the entire display space to spatially organize document windows.

In terms of performance, we could not observe differences. It seems that the outcome

of the task was not influenced by the provided sensemaking tools, but the process was.

Without OG, users exhibited well-known spatial organization strategies with a large

amount of document windows on large displays.

Based on these findings, we conclude that spatial organization indeed is a successful

strategy to externalize mental concepts. However, we argue that it is not necessary to use

wall-sized displays to perform this spatial organization. Instead, a light-weight general-

purpose sensemaking tool, like the OG viewer employed in our study, can provide this

spatial organization support in an abstracted, spatially compressed format. While spatial

window organization is inspired by piling of physical paper on the desk [Mal83], it

seems that even a simple tool like OG can provide organization facilities that go beyond

clustering and piling. The answer to our initial research question (“Do users exploit a large

display space when using a simple, well-designed sensemaking tool to the same extent as without

such a tool?”) therefore is: “No, with an appropriate sensemaking tool, users do not (need to)

organize their documents spatially on a large display.”

We observed that in the graph condition, users made use of multiple windows and

multiple screens mainly for comparisons (i.e., the “work zone”) instead of spatial organi-

zation and closed documents after they extracted the relevant knowledge. We believe

that the ability to return to the relevant passage within the original document was a

major factor why users in our study reduced the number of open document windows

and, as a consequence, the used display space. As user OG3 explained:

“If I had to look something up again (what did I read here?), the graph helped a lot,

because it was already organized, and I just click the reference to arrive exactly at the

document and look it up again.”

(User OG3)
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It has to be noted, though, that maintaining these references is not always technically

possible with our current implementation, especially, when a web application makes

frequent changes to the DOM structure. To improve the technical ability for retrieving

references, we could use different strategies, including caching the document. In cases

where referencing or caching is not possible, we expect that users would return to their

conventional organization strategies and leave windows or browser tabs open until the

end of the sensemaking session.

A question that remains open is how display space usage evolves over time. Our study

was limited to an hour, and there was an extensive number of documents to be explored,

so users rarely revisited documents. They rather skimmed one document after the other

without later verification. Reopening and comparing documents may increase the need

for display space to enable effective side-by-side comparison. A longer-term evaluation

of display space usage in combination with OG is therefore important future work.

In a longer-term field study one could also explore the limitations of OG. The VAST

mini-challenge task we used in this study had an inherent graph structure that was

supported well by OG. Due to time constraints, users were only asked to answer the

first question concerning the network of people. The second question was about the

temporal sequence of events. We expect that OG would provide limited help for this task.

However, a similar tool for linear (chronological) organization of concepts and findings

could make OG suitable for temporal tasks as well.

5.1.3 Hypotheses

Based on the outcome of the pilot study we formulated the research questions for a

second, larger study [Gey+17]. Our hypotheses were that (1) both groups would use

spatial organization to externalize their knowledge and that (2) — despite having the

same window management — users of the control condition would spatially organize

document windows on the large display (as observed by Andrews et al.), while OG users

would rather spatially organize nodes of the concept graph.

All 20 users (10 female; age 22-49) were knowledge workers (students, researchers,

or administrators). Sixteen users had a computer science background; all users were

familiar with sensemaking tasks, such as literature research. Some users reported to have

experience with dedicated tools for sensemaking or information management, such as

Evernote, Mendeley, OneNote, or Trello.
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We used the task descriptions and data from the 2011 VAST MiniChallenge 3 [Gri+11].

The data comprised around 4.500 text articles, of which 13 contained manually generated

news regarding a terrorism threat in the fictitious Vastopolis area. The task was to identify

any imminent terrorist threats in the Vastopolis metropolitan area and to provide detailed

information on the threat.

5.1.4 Results

Figure 5.9: Comparison of survey responses for the two conditions. Circles represent individual answers,
the horizontal lines represents the average for each condition, and the gray boxes represent 95%
confidence intervals. Answers were given on a 5-point Likert scale ranging from 1 to 5. High
values indicate a positive rating (e.g., helpful, easy, good, pleasant) and vice versa. There was
a significant difference in responses to I3 regarding the easiness of revisiting specific sections
within documents.

To test our hypotheses, we compared display space usage, measured as the percentage

of display space covered by application windows in one-minute intervals. The average

display space covered by application windows over the entire task in the control group

was significantly higher than in the OG group (t(18) = −4.991, p < 0.001, 61% vs. 38%,

see Figure 5.10). This difference was similarly pronounced for the maximum display

usage with 71% control to 49% for the OG group, which is also statistically significant

(t(18) = −3.254, p = .004).

Figure 5.11 shows heat maps of how the displays were used during the analysis session.

To create these figures, the position and size of each window was aggregated for all

users. Note how, in OG, the windows are concentrated on the two center screens, while

the peripheral four monitors were used only occasionally.
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Figure 5.10: Usage of display space and window numbers were significantly higher in CC.

We found a considerable difference between the number of open application windows

in the two conditions. The number of open application windows was significantly

higher for CC than OG (6.7/3.8 average, U = 12, p = .004); see Figure 5.10. The

maximum number of open windows was also significantly higher for CC (10.3/5.9,

t(18) = −2.860, p = .01). CC users also conducted a significantly higher number of file

queries (35.2/18.2, U = 0, p < .001). However, the number of opened files was similar in

OG as in CC (31.1/29.3, U = 44, p = .650). The number of distinct files that were opened

was almost equal (21.5/21.3). This implies that the difference was not caused by the

number of visited documents, but by the way the document windows were managed.

Most OG users only kept windows open occasionally. For instance, one user explained

that “I usually closed them right after usage to keep the space tidy.” CC users tended to keep

documents with relevant content open for a longer time compared to OG users, or never

closed them.

We also interviewed users about display arrangement strategies. While only four OG

users mentioned a specific strategy how to arrange windows, seven users of CC were

able to describe their window management strategies. We grouped interview responses

into two different categories. The most popular strategy was to spatially group windows

according to common concepts (described by two OG and four CC users). Two OG and

three CC users partitioned their display into functional units, such as a main and pe-

ripheral area. However, these differences are only partially reflected in the questionnaire

results. Overall, CC group rated the large display only slightly more pleasant to use

(3.7 vs. 4.3), while, overall, the software provided was rated equally well by the two

groups.
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(a) OG condition

(b) control condition

Figure 5.11: Heatmap of the display usage in the OG and control condition showing the position and size
of each window as recorded in one-minute intervals, aggregated for all users. Note that in the
OG condition the windows are concentrated on the two center screens, while the other screens
are used much less. Windows are much more distributed in the control condition.
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In general, structuring approaches were diverse across all participants, but we could

observe many commonalities. OG users created a more or less detailed concept graph,

while CC users collected text snippets and notes in the provided Google Doc. Almost all

users applied some groupings on their findings. While this is inherently supported by

OG, all but one CC users also logically grouped blocks of text in their documents (e.g., by

source document or abstract concepts, such as “bioterrorism” or “airport”). Additionally,

users tried to maintain links to the original files. OG users had 6-33 file references in the

graph. Similarly, all but two users in CC noted file names manually in the text files.

Many users mentioned in the interview that directly linking the source files to nodes or

edges in OG was helpful. They revisited on average 7.4 files through such references.

OG users rated “It was very easy to find the relevant passages in the key documents again.”

significantly higher than the control group (4.5/3.7, U = 24, p = .037). However, the

question “I had a very good overview of the documents I had already visited” was rated low by

both groups (2.8/2.4, t(16) = −.339, p = .739). Some users criticized that the search tool

Recoll did not visually mark files that have already been opened. OG users explicitly

noted that having numbers as file names made it hard to recall what the content of the

particular file was. The node references therefore only showed up as numbers. With

conventional web sources, OG showed a favicon or, if not available, the first letter of the

sources domain name.

There was no difference in task performance between the two groups. All users made an

effort to follow leads and to extract a potential terrorist plot — albeit not necessarily the

correct one. Only few users identified elements of the ground truth plot (three OG users

and four users of CC). The average number of opened documents out of the set of the 13

ground truth documents was low with 1.3 in OG and 1.6 in CC (t(18) = −.468, p = .668).

Three OG users and four users of CC did not open any ground truth document at all.

Users’ subjective satisfaction with the outcome was stated similarly for the two groups,

with 3.4 in OG and 3.0 in CC on average, on a 5-point Likert scale (U = 43.5, p = .608).

5.1.5 Multi-user Experiment

We ran the same task as before (section 5.1.3) with a pair of users and briefly report our

observations. Our test users stated that, in their normal environment (sitting in the same

office opposite to each other), they would use either a whiteboard or a GoogleDoc for

sharing. They did not find it disturbing to work on the same computer and the same

shared OG, as everyone could use a separate area. If desired, they shared findings in a
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central area used by both. This behavior is also clearly visible on the heatmap shown

in Figure 5.12, which shows the mouse pointer positions of each user, recorded in one

minute intervals throughout the whole study.

Figure 5.12: Heatmap of mouse positions during a study with two users. As they explained in the post-study
interview the used the left and right sides as private workspace and the central monitors to
share, show and collaborate.

Users liked dragging of websites and selections onto the OG (either to create new nodes

or to attach document references to existing nodes). The OG was useful to see what

the other person has already found. The OG was also very useful to show the other

user something which they found earlier. They liked to be able to just look in the OG

and click to open the document, without having to search the document again. Private

areas (left and right) were utilized to perform individual search (Figure 5.13). The central

displays were used as collaboration area to show documents to the other user, since the

middle was the easiest location were both could read. However, they also noticed that

sometimes no one felt responsible for windows on the shared space, and, as a result,

unrelated windows were not closed, and therefore cluttered the available space.

Both users found it very helpful to get automatic links to newly opened documents, as

it gave them awareness of related content already found by themselves, as well as by

the other user. This allowed them to group together related documents very easy. One

user also liked the indication of the other users link activity, as described in section 3.5.4,

however, the other user did not notice them during the study. Furthermore, he would

have liked to have the possibility to mark documents as being not useful, so that he or

the other user do not have to read them again.

Finally, besides being used for intelligence analysis and other information foraging and

sensemaking tasks, both users hypothesized that such a system could be very useful
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Figure 5.13: Screenshot of the final state of a desktop used by two users. The focii of the two users are
indicated with red and blue color. Each user used their own graph and search window, and
shared windows on the central monitors.

for programmers and requirement engineers to design, for example, class hierarchies

or components and their connections, or, more generally, to perform any collaborative

design task. For this, although, it would be beneficial to provide custom and domain

specific symbols, shapes and connection types in the OG.
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5.2 Guidance to Hidden Content

We conducted two exploratory user studies to evaluate our hidden content visualization

techniques, as described in section 3.5, for three desktop scenarios of varying diffi-

culty [Gey+14]. The scenarios involved up to three browser windows (including on map

instance) for the first study and up to twelve web browser windows for the second. To

gather meaningful feedback, a major part of the studies focused on an informal post test

interview about the used hidden content visualization techniques.

5.2.1 Study Design

As baseline condition we used the standard searching and highlighting technique of

the web browser (Firefox), synchronized across all browser windows, to isolate the effect

of our visualization. Participants could mark (brush) words in the web browser and press

a keyboard shortcut ( Ctrl + F ) to search the document for the marked word. The found

terms use the default, colored box to highlight all occurrences. Pressing the Enter button

repeatedly advanced to the next occurrence of the word within the same application.

As an alternative method, participants could also type the search term into a text field.

To search for the same term in a different application window, participants only had to

switch the window and continue with the inspection of the highlighted occurrences. A

new search term replaced the previous one. Switching windows was possible through

standard operating system features.

We tested the baseline condition against our fully functional, real-time hidden content

visualization implementation. The ability to interact with all types of links was provided,

which either brought covered windows to the front or scrolled the regions outside the

viewport into sight. The procedure to trigger a search was identical to the one used in

the baseline condition.

The studies were conducted on a standard desktop computer (Intel Core i7-930 CPU @

2.8GHz, AMD Radeon HD 7870 GPU, Ubuntu, Firefox) with a 22-inch monitor with a

resolution of 1920x1080 pixels. The monitor was placed on a regular office desk and the

users were seated approximately 70cm away.
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Procedure

The studies were conducted as within-subject experiments over the described two

conditions and three tasks for each condition. For each task, we measured task completion

time and correctness.

During the first study, participants told the experimenter when they were ready to start

with a task and reported their answer to the experimenter when they were finished. The

experimenter measured the time for each task on a stop watch.

For the second study, we provided the participants with a tool to measure time and

record answers (Figure 5.17). To start a trial, participants clicked on a button located in

the master window on screen. The same window included check boxes for answering

the questions and completing the trial. We automatically measured the time between the

initiation and competition of a trial.

Prior to each task, participants were given a warm-up period, which allowed them to

become familiar with the technique and the content of the application windows. After

each condition, participants were required to assess their subjective satisfaction with

the technique on a questionnaire containing six questions. After the hidden content

visualization condition, we presented them with an additional questionnaire, comparing

the individual approaches we employ for the different kinds of hidden content. Upon

completion of the experiment, the participants were asked to take part in an unstructured

interview.

5.2.2 Hypothesis

The goal of the user studies was to compare the effectiveness and efficiency of our hidden

content visualization techniques and traditional search for finding hidden content in

information analysis tasks. We formulated the following three hypotheses for this

experiments:

[H1] Using the hidden content visualization leads to a faster retrieval of hidden data. Our

techniques visualize all hidden regions that are placed within the boundaries of the

screen and offers a preview for regions which are outside the screen. By interacting with

these links, every hidden region can be accessed with one or two clicks. Thus, we expect

our hidden content visualization to be faster than a sequential search through all hidden

regions.
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[H2] With the hidden content visualization, fewer errors are made. Because we visualize every

occurrence of a search term, we expect users to miss fewer occurrences than by stepping

through all windows and occurrences within windows sequentially.

[H3] Visualizing hidden content has a positive impact on understanding the spatial distribution

of the data. Our hidden content visualization either shows the exact location of hidden

regions or points towards the direction where they can be found. Thus, we hypothesize

that it is easier for users to orient themselves within the data, if our visualization

technique is used. As a consequence, we also expect it to be easier for users to locate

data they have not yet explored.

5.2.3 Three Window Study

We recruited 18 participants from a local university (aged 24 to 36, 2 females). They were

from the fields of computer graphics and visualization. 11 participants indicated that

they had experience with visual data analysis.

Tasks and Apparatus

Users were asked to perform three information analysis tasks, with three desktop

windows opened concurrently. All tasks dealt with the economic development of airports

in two different geographic regions: Africa and Latin America. To generate two setups

with equivalent complexity, we have altered the original data to include the exact same

number of hidden and visible regions.

The default window setup is shown in Figure 5.14. We placed one browser window

occupying the left side of the screen, which listed all airports in the chosen region,

including their names and countries they belong to. On the lower right side, we placed a

map application, which was centered over the area under investigation. On the top right

side, we opened a second HTML document, which included the evolution of the busiest

airports in the area over a period of four years. The only overlap, and thus possible

source of covered regions was set up between the two windows on the right. The content

of both browser windows was about ten times bigger than what could be presented on

the screen.

The tasks were designed with different complexity levels in mind and were performed

according to their complexity.
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Figure 5.14: Window setup for the user study. One browser windows shows a list of airports in Africa or
Latin America, a second browser window displays the evolution of the busiest airports in the
area over four consecutive years, and a map centered on the same area is available.

Task 1 was designed as a simple search task with a variable number of hits and the

requirement to take some information from the context area of the search results into

account. It was to be carried out on the left browser window only, which contained

a list of all airports in the area including some details about the airport. Users were

asked to count the number of airports located in two given countries. As there was no

one-to-one relationship between airport names and occurrences of the country name, a

simply count of the number of highlighted regions or search hits was not sufficient to

complete the task. Participants had to search the context region of the search terms. The

only possibility for hidden content was outside the screen, as the window spanned the

entire height of the screen and did not include any hits in the area scrolled away to the

right.

Task 2 was designed as a data retrieval task in a structurally fixed setup. It was to be

carried out in the top right window only, which listed the busiest airports in the area

for the last three years. Users were asked to tell the experimenter which airports had

an increase in the number of passengers per year for all shown years. To complete the

task, users had to check if an airport was listed in all three tables, find the occurrences

of the airport in the tables and check the passenger number for the given year. Thus,
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the context information present in the table was highly important. For this task, hidden

content was not only outside the screen, but also outside the window viewport. As there

was only a single window needed for the task, no occlusions with the other window at

the right took place.

Task 3 was designed to be the most complex task. It involved the combination of

information from all three open windows. Users were asked to find all countries in the

area, which are south of the equator (map application) and have an airport included in

the list of the ten busiest airports (top right window). For each matching country, the

users should count the number of airports found in the country (left window). As all

three windows were involved in the task, content could be hidden due to being outside

the screen, outside the viewport of one window, or covered by another window.

To remove the overhead of window reorganization from the measurements, participants

were instructed not to change the window layout. To avoid learning effects due to

knowledge of the data, each user completed all three tasks on both data sets, once with

each technique. To reduce the influence of learning effects due to the repetition of tasks,

the order of the conditions and the assignment of the condition to geographic region

was counterbalanced.

Results

We measured the time users needed to complete each task, the correctness of the reported

numbers, and subjective measures, which were given on a seven-point Likert scale. As a

measure of correctness, we determined the deviation of the reported numbers from the

actual number for task 1 and task 3 and the number of wrongly classified airports for

task 2. As no category tested entirely positive for being normal distributed, all measures

were evaluated using Wilcoxon Signed Rank tests (α = .05). Timing results are illustrated

in Figure 5.15 and questionnaire results are given in Figure 5.16.

Our analysis did not reveal a difference in completion time between the techniques for

task 1 (W = 29, p = .54). We found a significant difference in completion time between

the techniques for task 2 (W = 125, p = .005), and task 3 (W = 123, p = .006).

The average number of errors was very low for all tasks and techniques (traditional

search: 0.03; guidance to hidden content: 0.04). There was no measurable difference to

be found for error.
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Figure 5.15: Mean completion time with standard error. While there is no difference for the simplest task
(Task 1), guidance to hidden content perform significantly better for the more complex tasks.
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Figure 5.16: Mean questionnaire results given on a seven point Likert-scale. Higher results are better in all
cases (* elements have been inverted).

We found a significant difference for the questionnaire items subjective search speed (‘I

could find the hidden content quickly.’) (W = 171, p < .001), subjective navigation speed (‘I

could navigate to hidden content very quickly’) (W = 91, p = .002), subjective confidence

(‘I am sure I did not miss any highlighted elements’) (W = 105, p = .001). and subjective

benefit (‘The technique would be beneficial for my every day computer work’) (W = 90,

p = .02).

The difference in subjective difficulty (‘It was very hard to find all hidden elements.’)

(W = 71, p = .06) and subjective demand (‘The task was very mentally demanding’)

(W = 27, p = .36) were not statistically significant.
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Observations and Feedback

All users quickly developed successful strategies using guidance to hidden content. For

activities which involved checking regions outside the screen, the fastest participants

accessed the required information directly in the preview pop-up without moving the

viewport to the highlighted regions. This strategy could even be completed with the

lowest zoom-level; most participants, however, zoomed in one level, which eased the

reading of the preview.

If participants used the zooming feature too excessively, they sometimes became unsure

which region they had already counted and so they had to start over. In the interview,

they mentioned it would be useful to have even larger preview pop-ups to reduce the

necessity of zooming. While concentrating on the preview, it does not matter if nearly

all other content is covered. Two users had problems matching the viewport inside the

preview pop-up and the real applications viewport, as, due to the compressed view, the

aspect ratios do not match.

For regions outside the viewport, participants developed different strategies. If both

regions outside the viewport and outside the screen appeared at the same time, partic-

ipants most often used the preview only, because it also includes regions outside the

viewport. If no regions outside the screen were present, users had to interact with the

regions outside the viewport. About half of the users clicked on the regions to scroll

them into sight; the other half hovered over the region and read the information directly

from the superimposed preview. Four participants stated that they sometimes confused

regions outside the viewport with regions inside other windows, and they would prefer

the system treating these regions like regions outside the screen.

When regions were covered by other windows, only few participants accessed the covered

content by hovering over the region or clicking on the region to bring the window to the

front. Most participants clicked somewhere on the window to bring it to the front. In

the interview, they stated that due to the simple window setup, it was easy to infer to

which window the regions belonged to and it was simply faster to click on the window

than moving the pointer to the region. When a location on the map was covered by the

top right window, some participants did not explicitly access the map at all. If they only

needed to check if a country was above or below the equator, the link to the covered

regions was enough to answer the question as long the equator was not covered too.
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Using guidance to hidden content, the least successful strategy was manual scrolling.

Due to the delay introduced by the system, the rendered links always lag behind during

smooth scrolling. This can be confusing and does not result in the ability to access content

quickly. About half of the participants tried this strategy (at least during the warm-up

period). All of them altered their strategy quickly. Most of them mentioned, that they

believe that our visualization would also work well in conjunction with scrolling, if the

delay could be reduced.

With a small amount of interesting content, participants sometimes where slower with

marking a search term, initiating a new guidance process, opening the preview pop-

up and zoom/scroll to the location than simply just scrolling there. Some users also

mentioned that they think guidance to hidden content is not really useful for simple

search tasks involving little content, but gets increasingly useful with complex tasks

involving multiple windows.

With traditional search, participants often got lost while searching for elements. Most

often they missed that the search had restarted at the beginning of the document. Even

when the search advanced to the next occurrence, they sometimes were unsure, if they

just saw the same content scrolled down a little, or if the entire content was new. In

the interview, all participants confirmed that the guidance and the preview helped

them a lot to get a better location awareness inside (large) documents and in this way

reduced the mental load during search. Still, even with guidance, three participants

found it sometimes difficult to orient themselves after jumping to a hidden location.

They mentioned that some form of smooth scrolling would help.

Participants said that they would especially like to see the guidance feature to connect

spreadsheet applications as well as code editors and documentations. Additionally,

integrating a call hierarchy or references to a variable inside an IDE was considered as a

useful extension.

Discussion

Based on the lower task time achieved with guidance to hidden content for task 2 and 3

and the higher subjective search and navigation speed, we conclude that H1 is supported

and guidance to hidden content leads to a faster retrieval of hidden content. The results

also indicate that the usefulness of our technique increases with the complexity of the

task. However, we assume that if the number of linked items on the screen increases too
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much, the additionally introduced clutter and overlap between regions will lead to a

worse performance. Due to the low error rate, we can not draw any conclusions about

H2. Based on the participant feedback that guidance helps not to miss elements, it might

be possible to confirm this hypothesis for more complex window setups. Because all

participants stated that guidance to hidden content helped them to get a better location

awareness inside documents, we conclude that H3 is also supported.

The overall positive user feedback, which is also reflected in the questionnaire results,

indicates that guidance to hidden content has a high chance of being used in real world

situations, especially for complex information retrieval tasks. Due to the fact that the

tasks focused on quickly gathering small pieces of information, participants did not need

to read through text or other content. In cases where not only the highlighted regions are

of interest to the user, the prominently drawn links might be disturbing or even cover

important content. This fact was not captured in the study and techniques like fading

out the visualization after some time might be needed in order to make the technique

fully acceptable by users.

5.2.4 Twelve Window Study

Motivated by the results from the previous study, we improved the hidden content

visualization techniques:

First, differentiating between out of viewport regions inside or outside the screen area

showed to be not very useful and confused users, especially with many occurrences.

Therefore, for the second study, we treated all out of viewport regions the same and did

not show markers for regions outside the viewport, but still inside the screen area.

Second, visualizing individual covered regions also caused confusion. For this pur-

pose, we introduced markers for windows containing hidden content, as described in

section 3.5.2.

With these changes and improved system performance, we performed a second, more

complex study with a larger number of windows. For this study, we recruited 18

participants from a local university (aged 20 to 37, 3 females) with a background in

computer graphics and visualization. 10 participants indicated that they have experience

with visual data analysis.
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Tasks and Apparatus

Participants were asked to perform three information analysis tasks, with thirteen

desktop windows opened concurrently. No restrictions where enforced during the test,

i.e., users were allowed to move or to rearrange windows. All tasks dealt with properties

of aircraft and airports. To generate two setups with equivalent complexity, we have

altered two original data sets taken from Wikipedia to include the exact same number of

hidden and visible regions for different properties.

The default window setup is shown in Figure 5.17. We placed a master browser window

on the left side of the screen which was used to start a new trial and indicate answers.

Twelve additional windows were randomly distributed across the whole screen, each

approximately one third the size of the screen. The synchronized highlighting and

guidance functionality was provided among all thirteen windows. Due to the large

number of windows, participants were confronted with numerous overlapping windows

and covered regions. Also, the shown documents were about six to ten times larger than

the viewports they were displayed in.

We consciously avoided tabbed browsing, i.e., nested window management, in the study,

since it would have made the design more complex, and we were primarily interested in

testing the performance of our techniques with larger numbers of (partially) overlapping

windows.

We designed the following tasks with increasing complexity:

Task 1 was designed as a simple information retrieval task testing the effectiveness of

finding information. Participants had to find a single keyword in a subset of the open

windows. They were additionally asked to take information from the context area of

the search results into account. Participants should tell whether each of the six aircraft

described within the documents is controlled using a yoke or a side-stick. For two aircraft,

the information was unavailable and no answer was required.

Task 2 was designed as a more complex search task testing the efficiency of locating

documents containing relevant information. Participants were asked to tell the experi-

menter which of two given keywords were contained within every of the twelve browser

windows. The windows contained none, one, or both keywords.

Task 3 was designed as a research task testing the effectiveness of finding information.

It required long content interaction, using three search terms, scanning through entire
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Figure 5.17: Window setup for the user study. Twelve browser windows are randomly arranged. Another
window on the left, is used by the participants to start new trials and indicate their answers.

paragraphs, and reasoning. Participants were asked to find all aircraft equipped with a

certain number of engines. The number of engines was indicated by a specific phrase.

Participants had to read the context surrounding the phrase, as some documents con-

tained the given phrase even though the aircraft had a different number of engines. Out

of the six documents describing an aircraft, three contained the requested number of

engines. For the remaining aircraft, participants where asked which of them have two

more features installed, resulting first in two and finally one matching aircraft.

Participants completed all three tasks twice, once with each technique. To avoid learning

effects due to knowledge of the data, all tasks where available with two different

sets of keywords or features. To reduce the influence of learning effects due to the

repetition of tasks, the order of the conditions and the assignment of the task sets was

counterbalanced.

Results

We measured the time participants needed to complete each task, the correctness of the

reported numbers, and subjective assessments, which were given on a seven-point Likert

scale. As no category tested entirely positive for being normal distributed, all measures

were evaluated using non-parametric tests. Wilcoxon signed rank tests (α = .05) were
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used for completion time, error rate, and the subjective task evaluation. The results

comparing the individual approaches used by our hidden content visualization were

analyzed using Kruskal-Wallis tests (α = .05). Timing results are illustrated in Figure 5.18,

and questionnaire results are provided in Figure 5.19 and Figure 5.20.

Task 1 Task 2 Task 3
0

50

100

150

200

Completion Time

Standard Search Hidden Content Visualization

T
im

e 
(in

 s
)

Figure 5.18: Mean completion time with standard error. Our hidden content visualization performs sig-
nificantly better for tasks with a lot of unrelated content (Task 2) or only simple information
retrieval (Task 1). For the research task (Task 3) the differences are not significant.

Our analysis revealed a difference in completion time between the techniques for Task 1

(W = 141, p < .005) and Task 2 (W = 171, p < .001). We found no significant difference

in completion time between the techniques for Task 3 (W = 80, p = .085).

The average number of errors was very low for all tasks and techniques (traditional

search: 0.05; hidden content visualization: 0.04). There was no measurable difference to

be found for error.
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Figure 5.19: Mean questionnaire results given on a seven point Likert-scale. Higher results are better in all
cases (* elements have been inverted).

We found a significant difference for the questionnaire items subjective search speed (‘I

could find the hidden content quickly.’) (W = 129, p < .005), subjective difficulty (‘It was

very hard to find all hidden elements.’) (W = 106, p = .022), and subjective navigation

speed (‘I could navigate to hidden content very quickly.’) (W = 135, p = .003). The

differences in subjective demand (‘The task was very mentally demanding.’) (W = 70,
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p = .07), subjective confidence (‘I am sure I did not miss any highlighted elements.’)

(W = 49, p = .08) and subjective benefit (‘The technique would be beneficial for my every

day computer work.’) (W = 38, p = .29) were not statistically significant.

Observations and Feedback

Also in the this study, participants quickly developed successful strategies using our

hidden content visualization, very similar to the first study.

If multiple windows containing scrolled-away content had large overlapping areas, some

participants had problems to recognize which window each visualization belongs to. In

the interview, they mentioned it would be useful to assign different colors to different

windows or have the covered window marker also for partially covered windows.

In the hidden content visualization condition, no participant used the window manager

to switch between open windows. Most of them mentioned that the hidden content

visualizations enables them to locate target windows and regions faster than before. Two

participants stated that they would like to have the indicators for found information

inside the task-bar or window list, as they think a one-dimensional search within a linear

list is faster than a two-dimensional search for highlights on the whole screen.

Participants said that enhancing the smart preview by showing only headings of the

previewed document and expand or navigate to the sections content on demand would

increase the acceptance as an everyday tool.

One participant tried to use scrolling within a see-through preview and stated in the

interview the scrolling would be a useful extension to the preview.

Discussion

Based on the significantly lower task time achieved with our hidden content visualization

for Task 1 and 2 and the higher subjective search and navigation speed, H1 is supported

again, and our hidden content visualization leads to a faster retrieval of hidden content.

The results also indicate that the usefulness of our technique increases with the number of

windows containing no relevant content. For Task 2, only half of the windows contained

relevant content, which caused participants using standard search to check twice as

many windows as required. Task 3 required far less navigation to different windows and,
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Figure 5.20: Mean questionnaire results for the different approaches combined our hidden content vi-
sualization given on a seven point Likert-scale. No significant difference was found in the
data.

additionally, involved a reduced number of windows during each step. The largest part

of the task required retrieving and combining information from the content. We believe

that the major time-consuming activity for Task 3 was understanding and interpreting

content instead of navigation and that this resulted in no significantly faster results for

our hidden content visualization. Due to the low error rate, we still can neither accept

nor reject H2. In line with the first study, all participants stated that our visualization

helped them to get a better location awareness inside documents, again supporting H3.

The similar results to the first study and the overall positive user feedback, in particular

for the smart preview and the see-through visualization of the smart links (see Fig-

ure 5.20), indicate that visualizing hidden content is a useful tool especially for complex

information retrieval tasks possibly with a high amount of unrelated content.
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We have presented a collaborative sensemaking environment, that is minimally invasive

concerning current work practices and existing tools. Our environment spans a seamless

desktop across many displays in a compute cluster, combined with web-centric appli-

cation support. It supports foraging in web-applications and aggregating the findings

explicitly in an observation graph (OG). By allowing visual links to span from the OG

to evidence in the documents and vice versa, and, also to hidden content, we obtain

a versatile tool that can accommodate a variety of work styles and supports gradual

transition from perusing many documents to a more formal structuring of findings.

6.1 Spatial Organization

One of our key findings is that the use of space to think varies with the tools to think. This

is equally true for individual users and collaborative work, although the details differ.

We have shown that users do not make use of even a moderately large, six-screen display

setup to spatially organize documents, if they have an alternative for spatial organization

of abstract concepts and quick retrieval of evidence. However, users do not stick to a

single display either: Display space is used to visualize the abstracted information, to

place all relevant tools side by side, and to compare multiple documents.

In our control condition using only visual links reaching across documents without

supportive sensemaking tool, we could reproduce the findings of previous work: Users

applied spatial strategies to organize a lot of open windows on a large display space.

However, users of the OG did not perform any clustering or rough categorization of

document windows. Instead, we observed this kind of behavior within the OG viewer

itself. This implies that the spatial organization behaviors observed by Andrews et

al. [AN12] are valid in general, but that source documents themselves are only used if

no other, efficient abstract representation is available.
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We also argue that the use of a sensemaking tool is preferable for other reasons: Docu-

ments often contain multiple concepts or relationships, and, therefore, a document can

frequently not be sorted in a unique pile. It is trivial, however, to extract multiple concept

nodes or relationships from one document and organize them in different categories.

Also, a graph provides access to formalized, abstracted knowledge, which can be more

easily revisited at a later time or communicated to others than an informal “pile” of

documents.

We conclude that display space should be big enough to provide a “work zone” to

efficiently look up and compare information, but that the need for display space to

externalize mental models can be replaced by more compact abstract representations.

This has immediate implications for knowledge workers: Instead of investing in large

display setups and deal with their usability, technology, and performance limitations, it

is better to invest in improved sensemaking tools.

While we only investigated the use of displays for information foraging based on text

documents, we hypothesize that our results can be generalized to many visualization

applications, where users will prefer succinct and meaningful abstractions to large display

spaces. For example, Reda et al. [Red+15] and Yost et al. [YHN07] both argue that large

displays are beneficial, because they can reduce zooming and panning. We agree that

zooming and panning or switching between windows on a small screen are hindrances

to exploration, but we argue that a moderately sized screen setup with enough space

for the “work zone” and meaningful abstraction can be a powerful substitute for large

display setups. In fact, OG can be considered a visual abstraction of the window layout,

which itself is a visualization of the document content.

Of course, large displays have a distinct advantage: They can be filled with simple

visualizations and do not require the development of meaningful abstractions for a wide

variety of data types and usage scenarios. It is not even clear whether good abstractions

exist for all relevant scenarios. However, the fact that even the largest display does not

scale to an arbitrary dataset size provides motivation to investigate efficient abstractions

independently of the display modality.

We also investigated the role of large displays with regards to collaboration. We could

observe the establishment of personal territories [Tse+04]; however, the OG proved its

value as sharing happened primarily through entering observations and link there. We

conclude that more exploration of collaborative sensemaking using visual links provides

exciting opportunities for future work.
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6.2 Seamless desktop infrastructure

We have presented the first infrastructure that spans a seamless desktop across multiple

computers without wrapping everything into a monolithic software architecture without

any real applications. Instead, we rely on existing, mature web applications to manage the

content and provide content-level synchronization across multiple computers and users.

We achieve the illusion of a seamless desktop by the combination of software components

for input redirection and output ”redirection”; the latter in the form of web-browser

instances that are manipulated by a custom software component. Our infrastructure is

easy to set up and maintain, and leaves room for exploring new collaborative analysis

strategies via arbitrary web application software.

In contrast to previous work, like SAGE2 [Mar+14] or SAViL [CN18], our framework

does not monopolize input and output resources. We extend native system components,

such as the window manager, web browser instances, mouse cursor and input focus.

All features and behaviors of these system components, including enhancements from

third-party desktop tools, are retained. This improves the chances that users can continue

with their established work practices and adopt the new collaborative features as an

enhancement rather than as a replacement of existing features. We believe that this deep

integration with the underlying GUI is important for minimizing disruptive changes in

the user experience and ensuring maximum productivity of the users.

6.3 Guidance to Hidden Content

We have presented techniques for visualizing search terms in areas of documents that

are covered by other windows, outside the window’s current viewport, outside the

screen, contained in a minimized window, or in unopened files. We introduced smart

previews that allow efficient exploration of content outside visible areas by providing

a content-sensitive, space conserving, compressed preview of the whole document’s

virtual area, whereas smart links paired with a transparent overlay and click-to-show

functionality allows for a fast navigation to covered content.

Future work should aim to reduce the visual clutter that may arise when a large number

of regions are selected. We envision a combination of more sophisticated bundling

algorithms, context-preserving routing [Ste+11], and smart fading of the links over time

to further improve the situation.
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Moreover, to improve temporal consistency and reduce lag, our system should be ex-

tended to track changes of relevant objects over time and incorporate temporal coherence

into the layout planning. This would also allow us to avoid radical layout changes

resulting from small changes (such as scrolling by a single line) in the underlying

scene.

Finally, we want to pick up comments from study participants and plan to integrate our

hidden content visualization techniques with an integrated development environment

such as Eclipse, where search tasks and visiting all references and modifications of

specific variables are crucial tasks in developing and debugging software.
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List of Acronyms

DOM Document Object Model [WHA98]. 43, 44, 57, 72

JSON JavaScript Object Notation [Bra14]. 14, 40, 41, 49, 56

MPX Multi-Pointer X [HT08]. 12, 14, 15, 21, 45–47, 49, 51

OG Observation graph. 2, 25–28, 37, 38, 45, 56, 57, 60–78, 93, 94, 118

Qt Qt cross-platform application development framework https://www.qt.io/.

14, 41, 46,

SDG Single-display groupware. 13

TCP Transmission Control Protocol. 39, 40, 49

UDP User Datagram Protocol. 41
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List of Commands

This section lists all commands supported by the protocol described in section 4.1.1.

CMD

Execute a command in a client application.

REGISTER

Register as a client to the server. 41,

RESIZE

Client notification to the server that its windows size has changed.

SYNC

Synchronize the state of a client.

CONCEPT-DELETE

Delete a concept.

CONCEPT-NEW

Create a new concept.

CONCEPT-UPDATE

Update properties of a concept.

CONCEPT-UPDATE-REFS

Update the list of references of a concept.

GET

Request a configuration value from the server.

GET-FOUND

Response from the server as answer to GET with the actual value.

SET

Set a configuration value of the server.

DUMP

Dump the internal concept and link structure to the terminal.

ABORT

Remove a link for a given keyword or all links.
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FOUND

Response to link request with the found regions.

INFO

Sent from the server to clients to inform them about link requests from other clients.

This allows clients to collect information about all currently active links, even if

they are only active within other windows..

INITIATE

Request the server to initiate a new link.

UPDATE

Update the clients regions of a link for a given key keyword.

CONCEPT-LINK-DELETE

Delete a link between two concepts.

CONCEPT-LINK-NEW

Create a new link between two concepts.

CONCEPT-LINK-UPDATE

Update properties of a link between two concepts.

CONCEPT-LINK-UPDATE-REFS

Update the list of references of a link between two concepts.

CONCEPT-SELECTION-UPDATE

Update the selected concepts and links.

LOAD-STATE

Load links and graph from a previously saved file.

REPLAY-LOG

Execute the user actions from a saved log file.

SAVE-STATE

Save the current state of the system to a file. This includes the currently active links

and the concepts, links and references in the graph.

WM

Request the server to issue a command to the window manager. The follow-

ing commands are available: activate-window, open-url, windowownerchange,

dragstart.
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System Description 

You will be asked to solve an intelligence task (details are provided later). We provide the following 

environment to analyze the data:  

● You can use the entire display space to analyze your data 

● You can use the file browser window to browse through the data 

● You can use the recoll search tool to search within the provided documents 

● You can use the concept graph tool to create a concept map (see figure below) about the data 

o In the concept graph window, click the middle mouse button to create a new concept 

(a node of the graph).  

o Alternatively, create a new concept by selecting text in a document and dragging the 

icon next to the browsers address input field onto the concept graph window.   

o You can freely move concepts inside the concept graph window. 

o Connect two concepts in the concept graph window by selecting both concepts and 

pressing [E] (or click “Relate Selected Concepts” in the side bar).  

o Alternatively, add a connection between two concepts by selecting both concepts in 

the concept graph window and afterwards selecting text in a document and opening 

the context menu. In the context menu select “Concept Graph Action” and use 

“Create Relation” to connect the selected concepts.  

o Add a link to a document to a concept or edge in the concept graph window by 

dragging the icon next to the browsers address input field onto a concept or relation.  

o Click on the desktop icon on the left upper monitor to open another window 

containing (a part of) the graph.  

 

You will be able to play around with the system before starting the actual task until you feel 

comfortable. 
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System Description 

You will be asked to solve an intelligence task (details are provided later). We provide the following 

environment to analyze the data:  

● You can use the entire display space to analyze your data 

● You can use the recoll search tool to browse and search within the provided documents 

● You can use the provided Google Doc to take notes 

● You can use visual links to search for keywords across all open document windows 

o To start a link, mark the text you want to link in your open document window. Then 

open the context menu and select “keyword links” or press the “Ctrl” key.  

o To remove links, open the dropdown menu right of the browser address bar and click 

“abort all”.  

You will be able to play around with the system before starting the actual task until you feel 

comfortable.  
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Questionnaire  

Study: _________________ Condition: ______________ 

Participant: _____________ 

Please answer the questions below with a value from 1 (= I fully disagree) to 5 (= I fully agree).  

 
G1. It was very easy to add nodes to the concept graph in the graph window 

1  2  3  4  5 

 
G2. It was very easy to add edges to the concept graph (i.e., to connect two nodes) in the graph  

1  2  3  4  5 

 
G3. It was very easy to add nodes to the concept graph from within the document 

1  2  3  4  5 

 
G4. It was very easy to add edges to the concept graph from within the document 

1  2  3  4  5 

 
G5. It was very easy to remove nodes or edges from the concept graph 

1  2  3  4  5 

 
G6. It was very easy to arrange the nodes of the graph  

1  2  3  4  5 

 
G7. It was very easy to add references to the concept graph  

1  2  3  4  5 
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I1. I had a very good overview of the documents I had already visited.  

1  2  3  4  5 

 
I2. It was very easy to find and revisit key documents again  

1  2  3  4  5 

 
I3. It was very easy to find the relevant passages in the key documents again.  

1  2  3  4  5 

 
D1. It was very easy to find open documents on the large display  

1  2  3  4  5 

 
D2. It was very easy to manage (place, resize...) multiple windows on the large display 

1  2  3  4  5 

 
S1. It was very easy to search within the provided documents.  

1  2  3  4  5 

 
O1. I am very satisfied with the outcome of this session  

1  2  3  4  5 

 
O2. The large display hardware was very pleasant to use  

1  2  3  4  5 

 
O3. Overall, the software was very pleasant to use 

1  2  3  4  5 

Please rate how much the items listed below helped you to solve the task with a value from 1 (= not 
at all) to 5 (= very much).  
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H1. Concept Graph 

1  2  3  4  5 

 
H2. Search Tool 

1  2  3  4  5 

 
H3. Large Display Space 

1  2  3  4  5 

 
H4. Visual Links 

1  2  3  4  5 
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Questionnaire  

Study: _________________ Condition: ______________ 

Participant: _____________ 

Please answer the questions below with a value from 1 (= I fully disagree) to 5 (= I fully agree).  

 
L1. It was very easy to link between documents 

1  2  3  4  5 

 
L2. It was very easy to remove existing links between documents 

1  2  3  4  5 

 
I1. I had a very good overview of the documents I had already visited.  

1  2  3  4  5 

 
I2. It was very easy to find and revisit key documents again  

1  2  3  4  5 

 
I3. It was very easy to find the relevant passages in the key documents again.  

1  2  3  4  5 

 
D1. It was very easy to find open documents on the large display  

1  2  3  4  5 

 
D2. It was very easy to manage (place, resize...) multiple windows on the large display 

1  2  3  4  5 

Links Questionnaire (section 5.1.1)
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S1. It was very easy to search within the provided documents.  

1  2  3  4  5 

 
O1. I am very satisfied with the outcome of this session  

1  2  3  4  5 

 
O2. The large display hardware was very pleasant to use  

1  2  3  4  5 

 
O3. Overall, the software was very pleasant to use 

1  2  3  4  5 

 

User studies supplemental documents

Links Questionnaire (section 5.1.1)

124



Please rate how much the items listed below helped you to solve the task with a value from 1 (= not 
at all) to 5 (= very much).  

 
H2. Search Tool 

1  2  3  4  5 

 
H3. Large Display Space 

1  2  3  4  5 

 
H4. Visual Links 

1  2  3  4  5 
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Interview  

Study: _________________ Condition: _________________ Participant: _____________ 

Task 

Please provide the answers to the questions on the task description!  

Concept graph 

Explain all nodes and edges in the graph  

 

Explain how you came up with the nodes and their connections  

 

Describe how the information in the documents were turned into concepts (= nodes) and relations 

between concepts (= edges)  

 

Was it easy to find information again that was referenced from the graph? (refer to questionnaire 
scores)  

 

Was it easy to link information sources to the graph? (refer to questionnaire scores)  

 

Display 

How did you like the display setup? What did you like about it? What did you dislike?  

 

Did you have a certain strategy how to use the available space?  

 

Was it easy to find information again that was placed on the screen?  

 

Did you keep a lot of windows open and distribute them on the screen? Why (not)?  
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Comparison to everyday setup 

What do you normally use to organize your information sources? (e.g., browser bookmarks, 

reference manager, ...)  

 

Do you sometimes use mind mapping tools or something like that? Why not?  

 

How would you solve a task like this on your normal workstation?  

 

For which everyday task of yours would such an environment be beneficial? Would you use it?  
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Interview  

Study: _________________ Condition: _________________ Participant: _____________ 

Task 

Please provide the answers to the questions on the task description!  

Visual Links 

Did you use the visual links (a lot)?  

 

Do you think they were helpful to solve the task?  

 

Describe in which situations you used the links?  

 

Was it easy to find information again that you considered important before?  

 

Display 

How did you like the display setup? What did you like about it? What did you dislike?  

 

Did you have a certain strategy how to use the available space?  

 

Was it easy to find information again that was placed on the screen?  

 

Did you keep a lot of windows open and distribute them on the screen? Why (not)?  

 

Comparison to everyday setup 

What do you normally use to organize your information sources? (e.g., browser bookmarks, 

reference manager, ...)  
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Do you sometimes use mind mapping tools or something? Why not?  

 

How would you solve a task like this on your normal workstation?  

 

For which everyday task of yours would such an environment be beneficial? Would you use it?  
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Task Description 

Note: This scenario and all the people, places, groups, technologies, contained therein are fictitious. 

Any resemblance to real people, places, groups, or technologies is purely coincidental.  

 

In the roughly twenty years that Tethysbased GAStech has been operating a natural gas production 

site in the island country of Kronos, it has produced remarkable profits and developed strong 

relationships with the government of Kronos. However, GAStech has not been as successful in 

demonstrating environmental stewardship. 

 

In January, 2014, the leaders of GAStech are celebrating their newfound fortune as a result of the 

initial public offering of their very successful company. In the midst of this celebration, several 

employees of GAStech go missing. An organization known as the Protectors of Kronos (POK) is 

suspected in the disappearance, but things may not be what they seem. 

 

It is January 21, 2014, and you are called in to help law enforcement from Kronos and Tethys assess 

the situation and figure out where the missing employees are and how to get them home again. Time 

is of the essence. 

You have one hour to provide answers for the following questions:  

 

1) Who are the members of the Protectors of Kronos network:  

    Who are the leaders? 

    Who is part of the extended network? 

    How has the group structure and organization changed over time? 

    Where are the potential connections between the POK and GAStech? 

You have the following data at your disposal: 

● A map of Kronos  

● A chart describing the local GAStech organization.  

● A spreadsheet of GAStech employee records. 

● Resumes and short biographies of many, but not all, of the GAStech employees 

● Historical reports and descriptions of the countries involved  

● Relevant current and historical news reports from multiple domestic and translated foreign 

sources, in text file format. Because these articles have come from multiple sources and 

original formats, some of them may contain corrupted characters, which is typical for this type 

of data.  

You are free to use whatever tool you think is useful for solving the task.   
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Task Description 

Note: This scenario and all the people, places, groups, technologies, contained therein are fictitious. 

Any resemblance to real people, places, groups, or technologies is purely coincidental. 

 

Intelligence analysts are looking for information related to potential terrorist activity in the Vastopolis 

area. News reports have been provided and it is up to you to identify any potential threats and give as 

much detail as possible on them, and be sure to include the documents you use as evidence. 

Potential Threats: Identify any imminent terrorist threats in the Vastopolis metropolitan area. Provide 

detailed information on the threat or threats (e.g. who, what, where, when, and how) so that officials 

can conduct counterintelligence activities. Also, provide a list of the evidential documents supporting 

your answer. (Detailed answer) 
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Participant ________________ Synchronized Search

Please tick an answer from 

1 (totally disagree) to 7 (totally agree): 

Q1 I could find the hidden content very quickly. 

1 2 3 4 5 6 7

Q2 It was very hard to find all hidden elements. 

1 2 3 4 5 6 7

Q3 The task was very mentally demanding. 

1 2 3 4 5 6 7

Q4 I could navigate to hidden content very quickly. 

1 2 3 4 5 6 7

Q6 I am sure I did not miss any highlighted elements.   

1 2 3 4 5 6 7

Q8 The navigation technique would be beneficial for my every day computer work.    

1 2 3 4 5 6 7

User studies supplemental documents
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Participant ________________ Guidance to Hidden Content

Please tick an answer from

1 (totally disagree) to 7 (totally agree):

Q1 I could find the hidden content very quickly.

1 2 3 4 5 6 7

Q2 It was very hard to find all hidden elements. 

1 2 3 4 5 6 7

Q3 The task was very mentally demanding.

1 2 3 4 5 6 7

Q4 I could navigate to hidden content very quickly.

1 2 3 4 5 6 7

Q5 The highlighting technique introduced a high amount of visual clutter. 

1 2 3 4 5 6 7

Q6 I am sure I did not miss any highlighted elements.

1 2 3 4 5 6 7

Q7 The highlighting technique was visually pleasing.

1 2 3 4 5 6 7

Q8 The highlighting technique would be beneficial for my every day computer work.

1 2 3 4 5 6 7

Q9 Preview Pop-ups make finding and navigating to scrolled content easier and faster.

1 2 3 4 5 6 7

Q10 The See-through technique helps finding and navigating to covered content.

1 2 3 4 5 6 7

Q11 Visual Links make finding and navigating to all types of content easier and faster.

1 2 3 4 5 6 7

Q12 Covered Links help finding and navigating to scrolled content inside the screen easier and faster.

1 2 3 4 5 6 7

Hidden Content Visualizations Questionnaire (section 5.2.1)
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Task (Africa)

On your desktop, you can see three open application windows: 

Google Maps: A map zoomed to Africa. 

Firefox – list of the busiest airports in Africa: Rankings of the busiest 
airports in Africa for four consecutive years.

Firefox – list of airports in Africa: A list of all African airports and the countries
they are located within.

Task 1

“Firefox – list of the busiest airports in Africa”

Which of the busiest airports in Africa had an increase in the number of 
passengers/year for all listed records?

Task 2

“Firefox – list of airports in Africa”

How many airports are located in Nigeria and Egypt respectively?

Task 3

All windows

Within a given time frame, we will ask you to count the number of airports in any 
country which is:

● in Africa
● north of the equator (countries along the equator do also count) 
● which have an airport included in the list of the 10 busiest airports in 

Africa 

Tell the experimenter the number of airports of every country fulfilling the above 
requirements.

Tell the experimenter when you are ready to start.
You will get a clear signal when the time is over. 

User studies supplemental documents
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Task (America)

On your desktop, you can see three open application windows: 

Google Maps: A map zoomed to America south of the United States.

Firefox – list of the busiest airports in South America: Rankings of the 
busiest airports in South America for four consecutive years.

Firefox – list of airports in America: A list of all American airports south of the 
United States and the countries they are located within.

Task 1

“Firefox – list of the busiest airports in America”

Which of the busiest airports in America had an increase in the number of 
passengers/year for all listed records?

Task 2

“Firefox – list of airports in America”

How many airports are located in Mexico and Venezuela respectively?

Task 3

All windows

Within a given time frame, we will ask you to count the number of airports in any 
country which is:

● in America (South of the United States)
● south of the equator (countries with more then half of its area south of 

the equator do also count)
● which have an airport included in the list of the 10 busiest airports in 

South America 

Tell the experimenter the number of airports of every country fulfilling the above 
requirements.

Tell the experimenter when you are ready to start.
You will get a clear signal when the time is over. 

Hidden Content Task America (section 5.2.3)
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