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Abstract

The human organism is a highly complex system that is prone to various diseases. Some
diseases are more dangerous than others, especially those that affect the circulatory system
or the aorta in particular. The aorta is the largest artery in the human body. Its wall
comprises several layers. When the intima, i.e. the innermost layer of the aortic wall, tears,
blood enters and propagates between the layers causing them to separate. This is known
as aortic dissection (AD). Without immediate treatment, an AD may kill 33% of patients
within the first 24 hours, 50% of patients within 48 hours, and 75% of patients within 2
weeks. However, proper treatment is still subject to research and active discussion. By
providing a deeper understanding of aortic dissections, this work aims to contribute to the
continuous improvement of AD diagnosis and treatment. This goal is reached by presenting
AD in a new, immersive visual experience: Virtual Reality (VR). The visualization is based
on a CT scan of a real human patient suffering from AD. Given the scan, relevant visual
information is segmented, refined and put into a 3D scene. Further enhanced by blood
flow simulation and VR user interaction, the visualization helps in better understanding
AD. The current implementation serves as a prototype and is considered to be extended by
minimizing user interaction when new CT scans are loaded into VR (i) and by providing an
interface to feed the visualization with simulation data provided by mathematical models
(ii).
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1
Introduction

The aorta is the main artery in the human organism. As such, it is of crucial impor-
tance.

When the innermost layer of the aortic wall tears, blood enters the tear and propagates
between the layers causing them to seperate. This disease is known as aortic dissection
(AD). Like any disease affecting the aorta, AD has a high risk of mortality. Yet our
understanding of AD is still inadequate and therapeutic measures are far from mature.
This is due to the fact that medical research is often based on clinical cases and, when
it comes to AD, these cases are rare, often misdiagnosed, or even diagnosed post mortem
only. Even if AD is properly diagnosed in an early stage, the emergency situation requires
prompt action instead of copious research.

As a consequence, computed simulations enjoy great popularity in medical research, es-
pecially when it comes to lethal diseases. However, even though there is a lot of research
done on AD, medicine is missing a comprehensive AD simulation considering
more than just parts of the overall problem. But even if such a simulation would
exist, an extensive, yet easy-to-understand visualization is at least as important
as the simulation itself.

Given that both, comprehensive simulation and extensive visualization exist, medicine
might be able to gain a deeper understanding of AD. This understanding will allow
medicine to diagnose AD at an earlier stage and with higher certainty. Moreover, medicine
will be able to improve therapeutic measures given that the understanding of AD could
be deepened in some way.

As a matter of fact, this works contribution is a fundamental one: given underlying
computer simulations, it provides a way to visualize AD in a realistic manner. Based
on Virtual Reality (VR), the solution provides a visual user experience that is im-
mersive: while conservative methods might require a researcher to sight a huge amount
of medical images, VR allows the researcher to examine the problem from the inside. As
such, the given solution is likely to do what it’s made for: help medical researchers in

1



2 Chapter 1. Introduction

better understanding AD. The solution is based on real-patients CT scans. Given these,
the aorta is segmented. In a next step, the segmented aorta is converted into a 3D model
that can be examined in VR. Along with the model comes texture generation: to provide
a realistic representation of a real aorta, the walls have to be rendered using realistic colors
and patterns. Given the model, the solution is enhanced by blood flow visualization and
the implementation of user interaction: while VR allows free movement out-of-the-box,
a user should be able to fly through the aorta in order to be able to examine the whole
vessel. Besides the users capability to fly, he apparently requires the ability to control
speed and direction of the flight. Using the controls shipped with a common VR system,
the visualization allows the user to interact with the virtual environment he is placed in.

Evaluated results present some quantitative measures suggesting an immersive user
experience. As such, the implemented solution serves as a mighty tool when it comes to
the task of understanding a disease that may kill any of us: AD.



2
Medical Background

This chapter provides basic knowledge on (i) aorta and (ii) aortic dissection (AD). It con-
cludes by pointing out the crucial role of medical imaging, computed simulation of aortic
dissection, and visualization of simulation data.

The aorta plays an important role in the human organism. This fact is argued in
section 2.1. As a consequence of the aorta’s importance, diseases affecting the aorta are
serious. One of the most serious aortic diseases is AD. To understand AD, a basic un-
derstanding of the aorta’s histology is required. The aorta’s histology is discussed in
section 2.2. In addition, understanding the aortas anatomy is necessary for classifying
different types of AD. Anatomy is covered in section 2.3

Given some basic knowledge on the aorta itself, the chapter continues by dealing with
AD. AD is defined as a tearing of the innermost layer of the aortic wall causing
blood to flow between the layers forcing them apart. This definition as well as a
brief classification of the disease is given in section 2.4. Section 2.5 continues with pathol-
ogy. Pathology describes AD in detail: (i) it’s direct formation and temporal course
(pathogenesis), (ii) it’s origin (aetiology), and (iii) the impact it has on the organism
(pathophysiology). Altogether, the study of pathology points out that AD can cause a
life-threatening situation. However, as discussed in section 2.6, there are different classes
of AD. Some of them have a higher risk of mortality than others. The epidemiological
studies briefly sketched in section 2.7 support that observation. Studying the symptoms
of AD in section 2.8 shows that AD is hard to diagnose: there exists a broad variety of
symptoms. All of them could have various causes. This fact emphasises the importance of
a fast and a rigorous diagnosis. Modern approaches of diagnosis are subject to section 2.9.
Finally, proper diagnosis is crucial for deciding the right therapy which is outlined in sec-
tion 2.10. Criado stated that our understanding of AD is not yet complete and
therapy is just at the beginning [1]. As concluded in section 2.11, the life-threatening
situation an AD may cause and the currently cursory understanding of the disease is the
reason for this work: complex computer simulations and visualizations may help when it
comes to gaining more knowledge on how to manage AD.

3



4 Chapter 2. Medical Background

2.1 The aorta’s role in the organism

Understanding the role of the aorta in the human organism allows to comprehend the risk
coming from diseases that affect the aorta, AD included.

The human organism is a highly complex system. It is made up of trillions of cells [2, 3].
A cell is a separate, autonomous and self-sustaining unit, that can feed, grow and multi-
ply [4, 5]. To do so, it needs nutrients. When processing these nutrients, the cell discards
waste products. One of these waste products is CO2 (carbon dioxide). It is generated
when the cell gains energy by burning nutrients using O2 (oxygen). Therefore, in order
to keep a single cell and subsequently the whole organism itself alive [4], every cell needs
to be supplied with nutrients and O2. At the same time, it must be ensured that CO2

and other waste products are transported away from the cell and excreted from the body.
All processes comprising the supply of cells and disposal of waste products from cells are
together known as metabolism [4].

In metabolism, blood, often referred to as the liquid organ, plays a crucial role: it is re-
sponsible for the delivery and removal of substances [6]. From the heart, it is transported
through a dense network of blood vessels to the individual cells. Together, the heart and
vessels are important components of what we call the circulatory system [7].

The heart is an approximately fist-sized, muscular, and hollow organ [8]. It is divided
into four chambers: left and right ventricle and left and right atrium. With rhythmic
contractions, the heart pumps blood into blood vessels. The blood vessels are named
differently depending on their role and size: vessels that carry the blood away from the
heart are called arteries, whereas vessels that lead the blood to the heart are called veins.

The largest artery in the human body is the aorta. It starts from the left heart extending
down to the abdomen, where it splits in the two common iliac arteries. All arteries branch
off from the aorta. Figure 2.1 shows how the blood circulates through the body and Fig-
ure 2.2 shows a schematic sectional image of the heart. Systematically, the circulatory
system is divided into a systemic circulation and a pulmonary circulation. Starting
from the left ventricle, the blood is pumped through the aortic valve (figure 2.2, 1) into
the aorta and thus into the systemic circulation. Via the arteries, which branch out more
and more finely, it finally arrives in the smallest blood vessels, the capillaries. There,
oxygen and nutrients are released to the cells. In return, the blood absorbs carbon dioxide
and other waste from the cells. In the intestine, it releases various waste materials and
absorbs new nutrients. Then, the blood flows through the capillaries into the veins. From
there it enters the right atrium (figure 2.2, 2), which is separated from the right ventri-
cle by the tricuspid valve (figure 2.2, 3). After the blood reaches the right ventricle, it
passes the pulmonary valve (figure 2.2, 4) and travels to the lung. When arrived in the
lung, it releases the carbon dioxide and absorbs oxygen. Then it flows through the veins
back into the left atrium (figure 2.2, 5) and from there via the mitral valve (figure 2.2,
6) back into the left ventricle where the cycle begins again. In addition to the fact that
the aorta is an important traffic route in the circulatory system, it has another important
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Figure 2.1: Schematic diagram of the circulatory system.

role: its vessel wall is highly elastic. Thus, it contributes to the so-called Windkessel
effect, which establishes a balance between systolic and diastolic blood pres-
sure and thus converts the blood intermittently ejected from the heart into a continuous
bloodstream [9].

From the previous section it is clear to see that the aorta plays a highly important role
in the human organism. Diseases affecting the aorta often lead to a patient’s death. It is
therefore of high interest to deeply understand these diseases and use this understanding
to improve treatment strategies.
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2.2 Histology of the aorta

Understanding AD requires a profound knowledge of how the aortic wall is made up. This
knowledge is subject to histology, the branch of medicine that studies tissues and their
microscopic structure [10]. Understanding the structure of the inner wall of the aorta is
further helpful when it comes to a reasonable visualization of the aorta.

The wall of large blood vessels comprise multiple layers (Figure 2.3). In medicine, these
layers are called tunicae. The tunicae of the aortic wall are: the (i) outermost layer (tunica
externa or adventitia), the (ii) middle layer (tunica media or media), and the (iii) inner
layer (tunica intima or intima).

The intima comprises the endothelium, a subendothelial layer of loose connective
tissue and the lamina, a layer separating intima and media. The endothelium is a uni-
cellular layer. Its flat, polygonal-shaped cells are aligned lengthwise along the vessel. To
ensure an optimal blood flow, the endothelial cells have a smooth surface. To repel solid
components of the blood and thus prevent deposits on the wall, the nucleus of the endothe-
lial cells bulges into the inner cavity of the vessel, the so-called lumen. The endothelium
plays a crucial role in the exchange of substances between the blood and the surrounding
tissue. In addition, it prevents the penetration of unwanted substances into the vessels.
Moreover, the endothelium can release substances to communicate and interact with the
surrounding layers. Thereby it contributes to the regularization of the vasotonus, the
tension of the vessel. Finally, the endothelium plays a significant role in the control of
blood clotting: certain active substances contained in the endothelium prevent thrombus
formation inside the vessels. The endothelium is wrapped into a layer of connective tissue
(subendothelial layer) which is again surrounded by the internal elastic lamina (mem-
brana elastica interna). The lamina has small holes to allow substances to diffuse from
the blood into the outer layers of the wall of the vessel. Beyond that, the lamina delimits
the intima from the media.

The media is made up of muscular tissue, elastic fibers and connective tissue. The
muscular cells are arranged in five to seven layers of circular smooth muscle. They give
the vessel a high tensile strength and ductility. The media is responsible for toning the
vessel, i.e. it contracts or dilates the vascular lumen in response to hormonal or nervous
stimuli. The ability of the vessel to change its lumen enables the aorta to transform the
thrusts of blood rhythmically pumped from the heart into a continuous bloodstream. This
is called the Windkessel effect. The media is surrounded by the external elastic lamina
(membrana elastica externa) separating it from the adventitia.

The adventitia is a coat of loose connective tissue that consists of a structural pro-
tein called collagen and elastic fibers [11]. It is bound to the stroma, the tissue that
embeds the vessel in its environment. The adventitia isolates the vessel from neighboring
structures. Further, traversed by fine veins called vasa vasorum (vessels of the vessel) the
adventitia plays an important role in the supply of the vessel. Finally, vascular nerves
(nervi vasorum) are found in the adventitia. They stimulate the media to contract or
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dilate the vascular lumen.

AD is a disease where the aortic wall gets damaged. Therefore it is important to un-
derstand how the aortic wall is made up to understand AD.

2.3 Anatomy of the aorta

Beyond understanding AD, it is important to know how it can be treated. The treatment
of AD depends on the type of AD. Therefore, a proper classification of AD is highly im-
portant. Many classifications consider the exact origin of the AD. It is thus important to
have a basic knowledge of the anatomy of the aorta.

Anatomy is defined as the branch of science concerned with the bodily structures of
humans, animals, and other living organisms, especially as revealed by dissection and
separation of parts [12]. Anatomy therefore describes the aorta itself and provides a sys-
tematic subdivision of the aorta. From a high-level point of view, the aorta can be
separated into the thoracic and abdominal aorta depending on where the corresponding
section is located. A more distinctive and commonly used [13, 14, 15, 4] separation divides
the aorta into five different sections (Figure 2.4): the (i) ascending aorta (aorta ascendens),
the (ii) aortic arch (arcus aortae), and the descending aorta (aorta descendens), which is
further subdivided into the (iii) thoracic aorta (aorta thoracalis) and the abdominal aorta
(aorta abdominalis) comprising the (iv) suprarenal abdominal aorta (aorta abdominalis
suprarenalis) and the (v) infrarenal abdominal aorta (aorta abdominalis infrarenalis).

The ascending aorta originates from the opening of the aortic valve (valva aortae) in the
left ventricle of the heart (ventriculus cordis sinister) [16]. The root of the ascending aorta
is where the coronary arteries (arteriae coronariae), responsible for supplying the heart,
originate from [17]. The ascending aorta is completely embedded into the pericardium
(pericardium), has a total length of about five centimeters, and runs in cranial (towards
the head) direction up to the second right costal cartilage. It makes a transition into the
aortic arch at the pericardial reflection on the aorta [18].

The aortic arch connects the ascending aorta with the descending aorta. It lies within the
mediastinum and runs to the left of the trachea [19] where it continues as the descending
aorta [20]. There are three branches originating from the aortic arch [20]. The first and
largest is the brachiocephalic trunk (truncus brachiocephalicus). It splits into the right
subclavian artery (arteria subclavia dextra) and the right common carotid artery (arteria
carotis communis dextra) supplying blood to the right arm, the neck and the head. The
second branch is the left common carotid artery (arteria carotis communis sinistra) and
the third one the left subclavian artery (arteria subclavia sinistra).

The aortic arch is followed by the thoracic aorta. The thoracic aorta is part of the
descending aorta and runs caudal (towards the tail) down to the diaphragm [21, 22,
23]. There are several paired branches originating from the thoracic aorta. They supply
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Figure 2.4: The aorta is anatomically divided into five different sections.

various structures and organs such as the chest wall, the thoracic vertebrae (vertebrae
thoracicae), the spinal cord (medulla spinalis), the dorsal muscles, the lung (pulmo), and
the esophagus (oesophagus). Finally, the thoracic aorta passes the diaphragm through the
aortic hiatus (hiatus aorticus) and becomes the abdominal aorta which is starts at last
vertebra of the thoracic spine (T12).

Between the first and the second vertebra of the lumbar spine (L1 and L2), the renal
arteries (arteriae renalis) branch off the abdominal aorta [24]. The part of the abdomi-
nal aorta that is above these branches is called suprarenal abdominal aorta and the
part below is called infrarenal abdominal aorta accordingly. The suprarenal abdomi-
nal aorta supplies the stomach (ventriculus), the spleen (lien), the duodenum (intestinum
duodenum), the pancreas (pancreas) and the liver (iecur) while the infrarenal abdominal
aorta supplies the lower sections of the gastrointestinal tract, the rectum (rectum) and
some pelvic organs. At its end, the abdominal aorta leads into the iliac bifurcation
which supplies blood to the lower limbs and the pelvis.

A basic knowledge of the anatomy of the aorta is essential for the classification of the
AD.
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Figure 2.5: Aortic dissection is an acute aortic syndrome.

2.4 What is aortic dissection?

The AD is a highly lethal disease. It is described by a tearing of the intima allowing the
blood flow to enter the aortic wall. The blood thereby creates a new, secondary channel
referred to as the false lumen. The false lumen propagates and often compresses the true
lumen leading to ischemic complications [1]. In most of the cases, these complications
result in the patients death. In 2001, Vilacosta and Roman proposed to summarize aortic
diseases with a similar clinical profile under the term acute aortic syndrome (AAS) [25].
These diseases comprise: the aortic dissection, the intramural thrombus (IMH) and the
penetrating atherosclerotic aortic ulcer (PAU). Figure 2.5 shows how these diseases are
related to each other. Both, the IMH and the PAU often cause an AD. The AD is mostly
found in patients with a history of hypertension. Proper treatment of AD requires a correct
and rigorous diagnosis which again depends on how ADs can be classified. However, the
AD is hard to find and is often misdiagnosed. Epidemiological studies show that the AD
is still a wide field of research.

2.5 Pathology of aortic dissection

Pathology is the study of diseases. It can further be subdivided into three parts: (i)
direct formation and the temporal course (pathogenesis), (ii) causes (aetiology) and
(iii) effects (pathophysiology) of diseases [26]. Understanding the pathology of AD
shows the high risk implied whenever an AD occurs.
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Figure 2.6: AD is initiated by a tear of the aortic wall allowing blood to enter the media
dividing it. Blood propagates longitudinal and creates a false lumen.

2.5.1 Pathogenesis

Pathogenesis deals with the direct formation and the temporal course of a disease.

Figure 2.6 shows AD. It is usually caused by the tearing of the intima [27]. The tear is
called entry. In most cases, it originates from the lumen. However, the tear can also be
initiated by the rupture of the vasa vasorum bleeding into the media (IMH) and tearing
the intima from the outside.

The most common site of initiation is the ascending aorta (50%) [28]. In 65%
of all cases, the intima rips a few centimeters above the aortic valve, in the rising section
of the aorta. 20% of ruptures occur in the descending section of the aorta immediately
after the left subclavian artery. Less frequently the crack occurs in the aortic arch (10%
of all cases) or in the abdominal aorta (5% of all cases) [29].

In any case, high arterial blood pressure causes blood to be squeezed out of the lumen
and into the entry. As a result, the blood increases the crack and propagates into
the media. It tears apart the tissue of the media and divides it into an outer one-third
and inner two-thirds [30]. Finally, the blood propagates in longitudinal direction.
Propagation can be both proximal (towards the heart) and distal (away from the heart).
Blood may also propagate in both directions. When blood expands in the media, it cre-
ates a cavity called the wrong lumen. In contrast, the original lumen is called true
lumen. The intermediate wall separating the two lumens consists of intimal tissue and is
called an intimal flap.
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Depending on the blood pressure and resistance of the media, the wrong lumen can
extend from a few millimeters to a few centimeters. In extreme cases, the entire
aorta is affected by bleeding. Arteries that branch directly from the aorta, such as pelvic
arteries, kidney arteries, or neck arteries, can also be affected. This case is known as
circumferential dissection. In rare cases, the false lumen tears again causing the blood
to flow back into the true lumen. The second tear is called re-entry.

In any case, the change in physical conditions leads to a change in local haemody-
namics. AD often causes a thickened intima while the media is locally thinned
and severely damaged. Due to increased pressure, the adventitia is often bloated
at an acute stage. In chronic stage, a thickened adventitia is more likely to be found.

The blood flow between true and false lumen is called communication in medicine.
When there is no communication, the AD may be less obvious [31].

2.5.2 Aetiology

Aetiology studies the origin of a disease. In aetiology, an essential object of investiga-
tion is predisposition. Predisposition is the susceptibility to a particular disease. It is
often possible to establish a relation to different characteristics, such as gender, genetic
predisposition or psyche. The most common predisposing factors in case of AD are hyper-
tension, a degeneration of the media or dispositions that favor atherosclerosis.

A degeneration of the media can come from congenital diseases associated with connec-
tive tissue changes. These include Marfan syndrome, Ehlers-Danlos syndrome, a bicuspid
aortic valve or cystic media necrosis [32]. However, in a majority of cases, media degener-
ation is caused by an inadequately treated hypertension disorder.

Atherosclerosis refers to pathological storage of cholesterol and other fats in the in-
tima. Atherosclerosis can be favoured by various factors. For example, men are far more
likely to be affected by atherosclerosis than women. Other factors that favour atherosclero-
sis are: advanced age, increased cholesterol, consumption of cigarettes or increased blood
pressure. It is believed that the fatty deposits of atherosclerosis may also be caused by
endothelial dysfunction. Over many years, these deposits can lead to stain-shaped, in-
flammatory changes in the blood vessels. These changes are known as plaques. In the
long term, plaques may lead to a narrowing of the lumen. As a result, plaques may tear.
The rupture of plaques leads to penetrating aortic ulcer (PAU).

In addition to media degeneration and atherosclerosis, there are some rarer causes that
can also lead to AD. These include (i) intramural haematoma (IMH), (ii) inflamma-
tory diseases of the arteries (vasculitis) with the aortic involvement, or (iii) coarctation.
Coarctation is a narrowing of the aorta, which occurs either alone or in conjunction with
congenital heart defects.

In addition, cases of AD can often be diagnosed in relation to the consumption of
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cocaine or methamphetamine. Smoking is another factor that increases the risk of
AD.

Finally, external influences can be named as causes of AD. One of these influences could be
blunt chest trauma, e.g. caused by car accidents. Another influence can be a medical
intervention such as cardiac catheterization. AD can generally be a late consequence
of heart surgery. About 18% of all cases of AD show at least one open heart surgery
in the patient’s history. The risk is particularly high for patients with aortic valve
replacements.

2.5.3 Pathophysiology and direct complications

Pathophysiology studies abnormal functions of an organism as a result of the disease.
A complication is an undesirable consequence of a disease. In practice, however, these
concepts are difficult to separate.

In case of AD, different complications may occur depending on the situation. In the
best case, a re-entry forms soon after the entry causing the blood to immediately flow
back into the true lumen. This case maintains the systemic blood flow. If small enough,
this case of AD may remain symptomless and without complications.

However, serious consequences are expected in more common cases. Often acute
blood loss leads to shock: the body recognizes the lack of blood and therefore withdraws
the remaining blood from the periphery (arms and legs) to ensure the supply of vital or-
gans in head and torso. This process is called circulation. It works by narrowing arterioles
and simultaneously widening peripherical venules. However, in case of AD this protective
mechanism has serious consequences: blood liquid leaks into tissue surrounding the arte-
rioles while microthrombi forming in the venules prevent the undisturbed reflux of blood.
As a consequence, the shock leads to ischema of vital organs and often in a multi-organ
failure, which is lethal in any case.

In addition to shock, further complications can occur: if there is a large pressure in the
wrong lumen, it may compress the true lumen causing stenosis (narrowing) of the aorta.
As with shock, aortic stenosis may also lead to ischemia of organs such as the brain,
kidneys, liver or intestine. Depending on which organ or area is affected by ischemia, se-
vere secondary complications such as stroke or other neurologic deficits, acute renal
failure or paralysis may be the result.

Even the heart may be affected by a ischemia when blood flow is limited in the coro-
nary arteries. In addition, AD can lead to a dilation (extension) of the heart valves,
followed by regurgitation (reflux) of blood into the heart essentially causing heart
failure.

As AD causes blood to be squeezed into the media, the blood is only held by the ad-
ventitia. The structure of the aortic wall is apparently weakened locally. This fact
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may cause aortic rupture with leads to immediate death without emergency surgery
repair.

The above-stated complications are most likely to occur in case of acute AD, i.e. an
AD whose origin dates back less than two weeks. Beyond the 2-week limit, the risk of
complications decreases if thrombosis occurs in the wrong lumen. This case is
known as non-communicating dissection.

Summing up, the pathology of AD characterizes this disease as a life-threatening one.

2.6 Classification of aortic dissection

An AD may behave different than another one. Some ADs have a higher risk of mortality
than others. Different ADs require different strategies of treatment. It is therefore crucial
to come up with a rigorous classification scheme for ADs.

Basically there are different ways to classify an AD. Various decision-making criteria
are used. Classical approaches ask for affected sections of the aorta. Other approaches
include related disease patterns and consider the circumstances that led to AD. Finally,
an AD can also be classified according to time criteria.

In 1965, the American cardiac surgeon DeBakey divided AD into three different cat-
egories. In his classification, an AD has type I when both the ascending and descending
aorta are affected. An AD of type II is given when only the ascending aorta is affected
and type III accordingly if only the descending aorta is affected.

In 1970, this classification was simplified by Stanford University staff. In their classifica-
tion scheme, Stanford A sums up the two types of DeBakey I and DeBakey II. Accordingly,
DeBakey III became Stanford B. As a result, the classification according to Stanford re-
duces the classification to the question whether the entry is in the area of the ascending
aorta or not. An AD of type Stanford A is also referred to as a proximal (going to the
center) AD, while an AD of type Stanford B is also known as a distal (running from the
center) AD.

Simplifying DeBakey on two types was motivated by the following idea: a given clas-
sification should allow to directly deduce a patient’s risk and further therapeutic steps.
The classification according to Stanford is still the most common way of classifying ADs.
Figure 2.7 shows DeBakey and Stanford classification.

It remains controversial if AD classification schemes should be extended to the more gen-
eral disease pattern of AAS. This would lead to classification schemes considering the
AD-related disease patterns of PAU and IMH. Asian countries tend to strict separation,
as there are incidents of spontaneous healing in case of PAU and IMH. As a matter of
fact, they apply more conservative therapies to these diseases. In Europe, on the other
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Figure 2.7: Aortic dissections are classified depending on where the initial tear occurs (i)
and what parts of the aorta are affected (ii).

hand, a common classification scheme for AAS-related diseases is preferred [33]. A classi-
fication in this way was first proposed in 1989 and taken up by the European Society of
Cardiology (ESC) in 2001 [34]. They differentiate between five classes. Class 1 is the
classic dissection with an intimate flap between true and false lumen. Class 2 describes
those cases where media separation is accompanied by intramural bleeding. Class 3 refers
to cases of a discrete/subtle dissection without heamatoma. The ESC speaks of class 4 if
there is a plaque rupture followed by a PAU. Finally, an AD is assigned to class 5 if it was
either caused traumatic or iatrogenic.

In addition to the aforementioned classification schemes, a temporal classification can
further help in risk estimation: an AD is called acute if its symptoms first occured within
the last 14 days, otherwise it is called chronic.

2.7 Epidemiology of aortic dissection

Epidemiology is the branch of medicine which deals with the incidence, distribution, and
possible control of diseases and other factors relating to health [35].

To conduct epidemiological studies regarding AD, an international consortium to eval-
uate incidents of AD has been founded in 1996. It is called international registry of
acute aortic dissections (IRAD). The IRAD database currently contains more than 3000
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records of acute AD [36]. Many studies relate to these records. One of these studies
states that AD manifests in various ways and typical symptoms are rare or suggestive of a
diverse range of other conditions leading to the fact that AD is often hard to diagnose [37].

In 1993, Spittell et al. have studied 236 cases of acute AD [38]. They concluded, that in
38% of all cases, the AD has not been found in initial diagnose and in 28% of all cases,
it was only found post mortem [38]. It has therefore to be assumed that patient records
used in various studies are incomplete. Due to this fact, various studies note that
true incidence and prevalence remains unclear and may be underestimated [37, 39, 40,
41, 42]. Nienaber und Clough reason that used data is often taken from retrospective
registers of specialized centers. This data depends on correct hospital coding and misses
incidents leading to death before hospital admission [40]. Li and Liu supplement that in
case of acute type A AD (TAAAD) already 20% of all patients die before being admitted
to hospital [42]. They further state that AD is often misdiagnosed as ventricular arrhyth-
mia or myocardial infarction. Olsson et al. discuss that knowledge on prevalence und
incidence is often based on small studies that only consider short periods of time [43]. In
contrast, they present a study based on findings over 15 years. In 2000, Meszaros et al.
have published a long-term study researching 27 years of AD [44]. However, even though
there are various studies, the aforementioned arguments reason that it is hard to present
unambiguous results regarding the incidence rate of AD. Different studies may diverge
and deviate between two to ten cases per 100.000 person-years.

For epidemiological studies, the IRAD database is used to derive the typical AD patient:
he is male, in his seventh decade with a history of hypertension who presents with abrupt
onset of chest pain [37]. However, there are rare cases with according medical history in
which AD may occur much earlier [45, 46, 46, 47, 48, 49, 50, 51]. On average, man are
about twice as likely to be affected from AD as women [37]. Around two thirds of all
AD incidents are type A dissections [37]. Another study does research on cases of AD in
iceland between 1992 and 2013 [41] and lists the survival rate of affected patients: 17.6%
of all subjects die before hospital admission, 21.4% within 24 hours and 45.2% within 30
days. During the time period of the study, type A dissections were often treated using
open surgery while the common treatment for type B dissections shifted from open surgery
to endovascular repair. It has been observed, that the mortality rate dropped every year
while the five-year survival rate increased within the last third of the study. An american
study expects half of the patients to be dead by the third day, and almost 80% by the end
of the second week [1]. According to IRAD, certain types (Type A) of dissections, if left
untreated, kill 33% of patients within the first 24 hours, 50% of patients within 48 hours,
and 75% of patients within two weeks [36].

Summing up, epidemiological studies show that AD is hard to diagnose on the one
hand and has a high rate of mortality on the other hand. Diagnosis and therapy are
therefore still fields of wide and intensive research.
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2.8 Symptoms of aortic dissection

As already discussed, AD is often an acute disease with life-threatening complications. If
not treated surgically within a short period of time, it will lead to death in many cases.
To quickly decide the right therapeutic measures in an emergency, however, requires the
correct diagnosis. In addition to knowledge of the medical history, an essential component
in the process of diagnosis is the detection of the symptoms.

In the case of an AD, however, this proves to be difficult. There are few signs that
clearly indicate an AD. In chronic cases, the AD may be completely asymptomatic. It
is therefore often only discovered by accident when people are free of complaints. In the
case of the acute AD, the symptoms are extremely versatile. Most of these symptoms are
however signs of the complications of AD, not of the AD itself. The leading symptom of
acute AD is a sudden, severe pain. Patients often describe it as a tearing, ripping, shearing
or stabbing sensation. Sometimes patients also speak of a migratory pain. Such a feeling
can be justified by the propagation of dissection along the aorta. The origin of the pain
is to be found where the intima is tearing. As the most common form of AD is proximal,
the pain most commonly originates from the chest in the area of the left shoulder blade.
In contrast, a pain that can be found between the shoulder blades in the back area is a
typical sign of distal AD.

So if there is a pain in the chest or back area, it can point to an AD. However, there
are still other diseases that can be attributed to such pain. These include, for
example, myocardial infarction, pulmonary embolism or acute coronary syndrome. As a
matter of fact, the pain does not allow a clear identification of an AD. In any case,
the high blood loss is accompanied by signs of shock: pallor, cold sweat, hypotension and
tachycardia are the typical characteristics [52]. Furthermore, in a clinical examination a
blood pressure difference > 20mmHg between the arms can point to an AD [53]. Even a
clouded awareness is not uncommon in patients with AD.

If the AD results in ischemia of one or more organs, further symptoms can be found.

In case of myocardial infarction, Horne et al. distinguish between typical and atypical
symptoms [54]. Typical symptoms include: radiating chest pain and collapse. Frequently
occuring atypical symptoms are: shortness of breath, nausea and vomitting, dizziness and
fever.

If the AD causes ischemia of the brain, the symptoms of a stroke occur. Among these,
the most common symptoms are: paralysis, sensory deficiencies, speech disorders, visual
disturbances (hemianopia), headache and vertigo [55].

If the AD results in ischemia of the intestine, the symptoms of acute mesenteriale
ischemia (AMI) occur. These include in addition to acute pain: nausea and vomiting,
irritation of the peritoneum, fever, diarrhea, hematochezia, vomiting (hematemesis) and,
in rare cases, the fecal vomiting [56].
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Circulatory disturbances in the extremities often lead to attenuation or a complete loss
of pulse. As can be seen, symptoms that are observed in case of AD are often symptoms
of complications of AD. It is therefore not easy to directly infer AD from given
symptoms in practice. Therefore, the use of technical aids for diagnosis is of great
importance in the case of AD.

2.9 Diagnosis of aortic dissection

In general, the symptoms of an AD depending on the type of AD are of different severity
and very versatile. Without technical aids, an AD is difficult to diagnose, as there are no
typical clinical signs that clearly distinguishes AD from other diseases. However, the often
life-threatening situation forces a rapid clarification of the suspected diagnosis in order
to be able to determine further therapeutic measures. Using technical aids for diagnostic
purposes is therefore particularly important in the case of AD. Advances in the field of
medical imaging have established imaging techniques for the diagnosis of AD [57, 58,
59, 60, 61, 62, 63, 64, 65, 66].

The simplest method of investigation is a echocardiography. It is basically an ul-
trasound examination of the heart. There are two types of echocardiography: transtho-
racic echocardiography (TTE) and transesophageal echocardiography (TEE). At TTE,
the heart is examined by placing an ultrasound sensor on the chest wall. However, studies
have shown that this type of diagnosis is inadequately accurate [62]. For this reason, TEE
is more common. An ultrasonic probe is pushed through the esophagus to the height of
the heart. The procedure is simple and allows to identify complicated dissections with the
patient in bed [67] within 15 minutes [66]. The results of the investigation are much more
precise [62]. TEE is usually available and can also be performed in unstable patients or
during surgery. In case of TEE, the patient is not exposed to any radiation exposure. The
aortic sections nearby the heart as well as the thoracic aorta descendens are well visible
on TEE. If the dissection is in this area, the true lumen is usually reliably distinguishable
from the wrong lumen. Nevertheless, the use of TEE requires expertise in interpreting the
results. In addition, changes in the aortic arch and the abdominal aorta are hard to find
using TEE; these areas are also referred to as the blind spots of TEE. As a matter of fact,
there are cases in which no abnormalities can be found in a echocardiography [37].

As a consequence, other imaging techniques are preferred. These include: magnetic res-
onance imaging (MRI), computed tomography (CT), or angiography [37]. They
are more complex than TEE, but they allow a comprehensive and accurate representation
of the entire aorta. In addition, they are able to show affected side branches and bleeding
in the direct neighbourhood of the aorta. However, these procedures have some disadvan-
tages over TEE: (i) they require the patient to be fit for transport, (ii) they allow only
limited monitoring of a patient, (iii) the contrast agents used in some of these procedures
may lead to allergic reactions, and (iv) a patient is exposed to high radiation in case of CT.
As a consequence of (iv), MRI is usually preferred over CT from a health point-of-view.
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The downside of MRI is that it is usually not available 24/7. This is why CT or CTA
(computed tomography angiography) has established as today’s gold standard in
diagnosing AD.

Even though modern state-of-the-art imaging techniques provide high resolution images
of the interior of the human body, AD may be missed in individual cases due to its vari-
ous manifestations [68, 69]. In addition to the imaging methods, however, no investigation
techniques have yet been found to help diagnose AD. Furthermore, there are often several
hours between onset and diagnosis of AD [70]. So, although there might be a reasonable
suspicion of AD, diagnosis may not be early enough to prevent catastrophic effects
in time [71]. Therefore, a more profound knowledge is required to improve diagnose
and treatment of AD. Comprehensive computer simulation and detailed visualization in
Virtual Reality is an approach to help in finding these improvements.

2.10 Therapy of aortic dissection

In 2010, the American College of Cardiology (ACC) in cooperation with the American
Heart Association (AHA) published guidelines for the diagnosis and the management
of patients with thoracic aortic disease (TAD) [72]. In 2014, the European Society of
Cardiology and the European Association for Cardio-Thoracic Surgery (ESC/EACTS)
published similar guidelines together [73]. In 2017, the Japanese Association for Thoraic
Surgery (JATS) revised and summarized the ACC/AHA-guidelines [74]. Figure 2.8 shows
an overview on how to proceed with a patient when AD has been diagnosed.

All guidelines agree that initial management focuses on the prevention of further
complications. Highly frequent monitoring is as essential as the decreasing of the aortic
wall stress. The latter is achieved by controlling heart rate and blood pressure. To control
blood pressure, the intravenous administration of beta blockers is recommended if there
are no contraindications. Beta blockers are drugs that suppress the impact of adrenalin
and noadrenalin. After the patient is successfully stabilized in the initial phase, further
treatment depends on the type of AD. Therapeutic measures are thereby usually derived
using the ”Stanford” classification.

In case of an acute AD with affected aorta ascendens (AD type A) an emergency
surgery repair is the most common recommendation. Such a surgery should be done as
soon as possible, optimally within the first few hours after the AD has occured. Primary
goal of the surgery is to eliminate the entry tear. To do so, the common procedure is the
partial replacement of the aorta using a stent graft. A stent graft is an artificial vessel
supported by a mesh of wire (Figure 2.9). A study proposes to simulate the placement of
the stent graft before the surgery is actually carried out [75].

Replacing parts of the aorta using a stent graft is currently considered to be the fastest and
safest solution for type A AD [76, 77]. In some cases, the surgery requires the additional
replacement of the aortic valve. In case of aortic arch repair, the surgery requires further
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measures sustain the function of brain, spinal cord or kidneys. The mentioned surgeries
are open repairs in most cases.

If the AD affects the aorta descendens only (AD type B), a surgery is often tried to
be avoided. In some cases, especially when the dissection is chronical, medical treat-
ment is considered to be sufficient. Indications for surgery of type B dissections are:
ascending aorta involvement, limb of mesenteric ischemia, aneurysm expansion, progres-
sion of dissection, ongoing pain, or uncontrolled hypertension. If type B dissections require
surgery, endovascular repair (EVAR) is preferred in the abdominal area. This method is
less invasive. Also, in the thoracic area, endovascular surgery (TEVAR) is becoming more
and more debated [78, 79, 80, 81, 82].

After successful surgery of AD, lifelong clinical monitoring is necessary in every case.
The ACC/AHA recommends computed tomography imaging or magnetic resonance imag-
ing at a schedule of one-, three-, six-, and 12-months after dissection. The ESC/EATS
speaks of CT at one-, six- and 12 month intervals and recommends a TEE in combination
with a chest X-ray if a patient is unable to undergo CT because of severe renal dysfunc-
tion. In any case, if the patient proves to be stable, this procedure should be repeated
every year [72].

The various consortiums that spread all over the world performing active research on
how AD could be treated best prove that the fight against this life-threatening disease
leaves room for improvement.

2.11 Summary

The aorta is the largest artery in the human body. It plays a crucial role in blood circula-
tion which in turn is essential for metabolism, the sum of processes that keep the human
organism alive. As a consequence, diseases affecting the aorta are often life threatening.
One of these diseases is AD, the tearing of the inner layer of the aortic wall allowing
blood to propagate between innermost and outermost layer of the aortic wall. Studying
AD from various points-of-views reveals it’s tragic truth: AD is a dangerous disease
often leading to a patients death. Different attempts of classification are crucial for
meeting the right decisions when it comes to treatment. However, results of diagnosis
show that an AD is often hard to find. Epidemiological studies support that fact: AD
is often missed or even only found post mortem. Therapy, while already performed over
decades and steadily improved, is still at the beginning. A deeper understanding of AD is
required to improve measures further helping to properly treat or even completely avoid
this threatening disease. Comprehensive computed simulations and immersive Vir-
tual Reality visualizations are a crucial step towards gaining more knowledge
on how to fight AD.



3
Technical Background

Visualizing the simulation of aortic dissection is a complex work comprising several steps:
medical images need to be retrieved, stored, preprocessed and modelled into an immersive
visual experience. While chapter 4 covers chosen methods for implementing the visualiza-
tion and chapter 5 presents the final solution, this chapter considers some selected topics
of technical background required for implementing such a visualization.

What had been a challenge several decades ago is common practice today: thanks to
radiography, we are able to gain insight into a human body in a non-invasive way.
Computed tomography is one of the widespread modalities used for that. Besides
mentioning physical prinicples of radiography, section 3.1 covers the methods used in im-
age reconstruction.

After the image has been retrieved by the scanner, it needs to be stored digitally. When
storing a medical image, certain requirements need to be fulfilled. The widely used
open standard Digital Imaging and Communications in Medicine (DICOM) serves among
other things the purpose of ensuring these requirements. It is discussed in section 3.2.

Stored images apparently contain a lot more than just the object of interest. There-
fore, the object of interest needs to be segmented. Segmentation is a hard problem in
computer vision and image understanding. Numerous algorithms exist to automate that
task. Segmentation is covered in section 3.3.

In order to visualize segmented image data, it has to be converted into a 3D model.
3D models and how they are stored digitally is subject to section 3.4.

Eventually, the 3D model needs to be visualized in VR. Section 3.5 provides an extensive
insight into mathematical methods used for visualizing a 3D world in Virtual
Reality.

Virtual reality offers a new visual experience of computer graphics. Coming along with
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that visual experience is the wish for interaction with the Virtual Reality. Section 3.6
covers technical background for one important step towards the enhancement of user ex-
perience providing interaction: the computation of a centerline that can later be used
as a path for flight control.

Finally, the chapter closes with section 3.7 discussing some methods that could be used
for the evaluation of VR applications.
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3.1 Medical imaging

3.1.1 The challenge of medical imaging

The evolution of photography has a long history reaching back to the discovery of the
camera obscura. By the end of the 19th century, taking pictures of real world scenes had
become a matter of course. On the contrary, taking pictures of the inside of a solid
body with an opaque surface had seemed impossible back then. This suddenly changed
in 1895 when the german physics professor Wilhelm Conrad Röntgen observed some rays
of mysterious origin that were able to expose a photographic film even when optically
shielded. Signifying their unknown quantity, he called them X-rays. His discovery has
had an enormous impact on medicine and is considered to be the birth of medical imag-
ing [83]. Medical imaging comprises various techniques facing the challenge of visualizing
the interior of a body with no or minimal invasion.

3.1.2 The basic principle of radiographic image modalities

As a beam of X-rays passes through a solid body, some of it’s initial energy is imparted to
the volume. This is called attenuation. The attenuation of X-rays depends, among other
things, on the material they pass through. This dependency is the key concept when it
comes to radiography, an imaging technique based on X-rays. Given an X-ray beam with
an initial intensity I0, a material thickness of ∆x and a material-dependant constant µ
called the linear attenuation coefficient, the remaining intensity Id of the beam after being
shot through some material can be described by:

Id = I0 · e−µ∆x (3.1)

However, equation 3.1 is oversimplified as it ignores some significant facts. First, the beam
is usually passing a non-homgeneous volume. This is obvious considering the beam being
shot through a human body comprising different tissues. Second, attenuation does not
only depend on the material but also on the energy of the ray (Figure 3.1). Third, the
intensity of the beam is polyenergetic.
Taking these considerations into account, the intensity Id of the beam has to be formulated
as:

Id =

∫
I0(E) · e−

∫
µ(x,E)dxdE (3.2)

Even though equation 3.2 is physically correct, it is intractable for image reconstruction
from a mathematical point-of-view [83]. Therefore, a monoenergetic source with an effec-
tive energy E can be assumend and the remaining intensity Id is described by:

Id = I0(E) · e−
∫
µ(x,E)dx (3.3)

Given the initial intensity I0 and a remaining intensity Id, equation 3.3 can be rearranged
to yield a basic projection measurement gd:

gd := −ln
(
Id
I0

)
=

∫
µ(x,E)dx (3.4)
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Figure 3.1: Linear attenuation depends on energy in a non-linear matter.
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Equation 3.4 leads to a fundamental observation: the measurements taken in radio-
graphic imaging modalities are line integrals over the attenuation coefficient.

Figure 3.2 illustrates the meaning of this line integral. It depicts an X-ray beam being
shot through a human body. The beam originates from an X-ray tube and it has an
initial energy (intensity). The gray values of the (already reconstructed but preliminary
unknown) cross-section correspond to the attenuation of the beam at a single point within
the slice. The beam passes different layers of tissue until it’s remaining intensity is finally
captured by a detector. The remaining intensity is therefore related to the sum of the gray
values along the beam. When this procedure is repeated with tube and detector moved
into x direction, a 1D projection of the cross section at a certain angle is produced.

3.1.3 CT scanners

Medical radiography uses a wide range of different modalities to produce images. One of
them is projectional radiography. It produces 2D images using X-ray radiation and is still
widely used today. Another modality is computed tomography (CT). Taking X-ray
measurements from different angles, tomographic images are obtained. By stacking these
images on top of each other, specific areas of a scanned object can be reconstructed in
three dimensions. Figure 3.3 shows the formerly mentioned 1D-projection of the cross sec-
tion taken from different angles. The projections are apparently not the same for different
angles. The different projections are used for later image reconstruction. Projections are
taken from angles between 0°and 180°. Angles beyond 180° are not necessary as these
would cause the beam to come from the opposite direction of an angle already used.
Therefore projections beyond 180 degrees would result in yielding completely redundant
information.

A tomographic image (slice) is a reconstruction of the value of µ at each pixel within a cross
section. However, different scanners vary in their effective energy E. Scanning a single
object using different scanners would therefore lead to different numerical results. This
makes the comparison of different scans impossible. To overcome this problem, so-called
CT-numbers have been introduced. The CT number is defined as

h = 1000× µ− µwater
µwater

and is expressed in Hounsfield Units (HU). These units are named after Godfrey Hounsfield
who participated in the early development of computed tomography. µwater is defined as
0 HU and is the radiodensity of destilled water at standard pressure and temperature. As
air does not attenuate X-rays, µair = 0 and therefore −1000 HU. Table 3.1 shows a list of
some (organic) substances and their corresponding HU. It can be seen that the Hounsfield
Units for different substances might vary and even overlap with the unit related to another
substance. This gives an intuition of the segmentation problem described in section 3.3:
while the lung can easily be distinguished from bones, blood and soft tissue are closer to
each other in terms of radiodensity. As a matter of fact, vessel segmentation is not an
easy task.
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Figure 3.2: An X-ray beam is shot through the body. As it passes the body, it gets
attenuated. The remaining intensity is captured by a detector.
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Figure 3.3: As tube and detector rotate around the object of interest, different 1D projec-
tions are retrieved: for 0°(a) the projection is not the same as the one for 45°(b).
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Substance HU

Water (reference) 0

Air -1000

Lung -700 to -600

Fat -120

Urine -5 to +15

Kidney +20 to +45

Blood +13 to +50

Muscle +35 to +55

Liver +60 ± 6

Soft Tissue, Contrast +100 to +300

Spongy bone +700

Compact bone +3000

Table 3.1: Hounsfield Units for different (organic) substances

3.1.4 Image reconstruction using backprojection

Given a single cross section, a CT scanner produces a 1D projection for each angle between
0°and 180°(a certain stepsize is assumed). Stacking all these 1D projections on top of each
other yields an image referred to as sinogram. A sinogram of a full cross section scan
can be seen in figure 3.4. Each line of the sinogram depicts the 1D projection of the cross
section at a given angle. Thus, the y-axis of the image relates to θ. A simple algorithm
to reconstruct the tomographic image given these 1D projections uses the sinogram. It is
called backprojection.

Backprojection iterates over all horizontal lines of the sinogram. Each line is tiled in y
direction resulting in a 2D image of the 1D projection. The height of the image matches
the height of the sinogram, i.e. the 1D projection is repeated for the overall number of 1D
projections available for the given scan. After generating the image, it is rotated by the
angle θ it corresponds to. Finally, these images are summed resulting in the recon-
structed image. Figure 3.5 illustrates the process of reconstruction given a simple 4x4
image with different intensities a, b, c and d.

The method of summation can intuitively be explained as follows: given a 1D projection
of the cross section, the overall sum is assumed to be the same on any point of the y-axis.
Hence, a black line on the image indicates that there was (almost) no attenuation when
the beam was shot through the cross section at the corresponding position given some
angle θ. When this assumption is made for all angles, overlapping them would result
in the original attenuation at any point in R2. Due to the way the final image is
reconstructed, it is referred to as backprojection summation image. Figure 3.6 shows
some of the tiled 1D projections rotated by their corresponding angle. The projections are
taken from the sinogram depicted earlier (Figure 3.4). Along with these titled projection,
figure 3.6 shows the summation images obtained when summing up all titled projections
up to the current angle.
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Figure 3.4: The unfiltered sinogram of a cross section scan. Each horizontal line of the
sinogram depicts a 1D projection of the cross section taken at a specific angle.

In addition, figure 3.7 shows original cross section (left) and the final reconstructed sum-
mation image (right). It can clearly be seen that the summation image is far away from
ground truth and very blurry. This is due to the fact that low frequent signals are highly
overlapping in the sinogram. To overcome this problem, filtered backprojection is
used.

3.1.5 Image reconstruction using filtered backprojection

Considering the sinogram depicted in figure 3.4, low frequent signals of the image are highly
overlapping. To overcome this problem, the sinogram is transformed into Fourier
space. After that, a ramp filter is applied to the transformed sinogram. Figure 3.8
shows the original signal (orange) and the modified signal (blue) after the ramp filter
(green) has been applied. It can be seen that a modification of the original signal results
in a new signal that suppresses low frequencies.

After the filter is applied to the sinogram in Fourier space, the sinogram is transformed
back into image space. Figure 3.9 shows the sinogram after the ramp filter has been
applied.

Using the filtered sinogram, filtered backprojection works the exact same way the
non-filtered version does: each horizontal line of the sinogram is extracted, tiled and
rotated. Finally, the sum of all tiled 1D projections is the reconstructed image. Fig-
ure 3.10 shows the tiled 1D projections and some intermediate summation images. When
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Figure 3.5: Given a (formerly unknown) image, 1D projections can be generated for
different angles. The summation of these projections followed by a proper division yields
the original image again (2-4).
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(a) 50° (b) 100° (c) 150°

Figure 3.6: Tiled 1D projections and corresponding summation images for θ = 50 (a), 100
(b), and 150 degrees (c). The more images are summed up, the more of the original image
gets reconstructed.
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(a) original slice (b) reconstructed slice

Figure 3.7: Using simple backprojection to reconstruct a tomography image (a) leads to
blurry results (b) due to suppressed high frequencies in the sinogram.
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Figure 3.8: Translating the sinogram into Fourier space, it can be seen that low frequent
signals are dominant. The application of a ramp filter supresses them in favor of high
frequencies.
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Figure 3.9: The filtered sinogram of a cross section scan. It is less blurry than the non-
filtered one as low frequency signals of the image have been suppressed.

compared to figure 3.6, it can be seen that the intermediate results are far less blurry than
the intermediate results that have used the non-filtered version of the sinogram.

The final result of the reconstructed image compared to the groundtruth of the cross
section can be seen in figure 3.11. By applying the filter, low frequency signals where
suppressed. The reconstructed image is close to the (usually unknown) ground
truth.

New generation CT scanners provide some technical improvements to the process de-
scribed above. One major improvement is that instead of using a single X-ray beam and
a single detector, a so called cone beam and multiple detectors are used. In addition, a
body is usually scanned while the table with the patient is constantly moving resulting in
a helical scan that allows to rapidly collect multiple cross sections. These improvements
allowed to highly increase the speed of image acquisition: while early clinical machines
took up to several hours to scan a patient, modern scanners can do that job in under
100 milliseconds [83]. Even though these improvements have also made the mathemat-
ics of reconstruction more complex, the basic principle of reconstruction remains the same.

Whatever image reconstruction is finally chosen, a thoughtful way of storing the re-
trieved data has to be found. This issue is covered in the next chapter.
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(a) 50° (b) 100° (c) 150°

Figure 3.10: Above: Tiled 1D projections for θ = 50 (left), 100 (center), and 150 degrees
(right). Below: the more images are summed up, the more of the original image gets
reconstructed.
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(a) original slice (b) reconstructed slice

Figure 3.11: Filtering the sinogram in Fourier space enables a useful reconstruction (right)
of the ground truth (left).

3.2 Storing medical images

After medical images are acquired by a device (e.g. a CT scanner), they have to be stored
digitally for further processing or analysis.

Even though storing an image might seem to be a trivial task, the rapid expansion of
telecommunication has contributed to the raise of the requirements for managing medi-
cal images in a thoughtful way. Müller describes the growing need for the standardiza-
tion of storing and exchanging medical images resulting in DICOM (Digital Image and
Communications in Medicine), an open standard which is well defined and widely spread
today [84]. As already suggested by it’s name, DICOM is far more than just a technical de-
scription on how to store images: it further defines a standard on how medical image data
is supposed to be transferred and ensures that images are embedded in what DICOM calls
the real world context [85]. Whenever possible, DICOM utilizes relevant parts of other
standards such as JPEG or TCP/IP. Figures 3.12 - 3.14 show how DICOM defines the real
world: a patient has one or more studies. Studies contain series comprised of different data.

In general, the DICOM model describes patients, studies, images, and other features of
medical imaging. In addition, the relation between these entities is defined. The entity
model connects real-world entities to the classes that model the corresponding DICOM
information entities [86]. DICOM ensures, that these additional information is always
stored along with the corresponding pixel data. Therefore, by using the file format
proposed by DICOM, medical image data always comprises information about the patient,
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about when which diagnosis or treatment has been given, and about which devices have
been used.

Technically, a DICOM file acts as a container. Even though it contains just a single
node for pixel data, the concept of frames allows DICOM to not only store single images
but rather three- or four-dimensional data. The DICOM file format is widely supported
by medical imaging devices aiming towards vendor independent management of medical
image data. In addition, DICOM is well understood by various software applications such
as [87, 88, 89, 90, 91, 92, 93, 94, 95]. On top of that, many libraries and toolkits support
DICOM, e.g. [96, 97, 98, 99]. DICOM is used in any field of medicine where imaging is
prevalent, including: radiology, cardiology, oncology, radiotherapy, neurology, orthopedics,
gynecology, dermatology, pathology, and others.

Summing up, there exists a variety of techniques for retrieving medical images. How-
ever, even though these techniques widely differ in how an image is acquired, the storage
of the image itself calls for a common standard in order to exchange devices and
visualization software. In addition, the medical domain requires the storage of images to
be in such a way that relevant real world information is uniquely linked to the image or a
series of images. With DICOM as a file format, these needs are covered.

3.3 Image segmentation

3.3.1 A definition of image segmentation

In 1978, Barrow and Tenenbaum described segmentation as the process of partitioning an
image into semantically interpretable regions [100]. Approximately 10 years later, Leclerk
distinguishes between image partitioning and scene partitioning and by defining image
partitioning as the delineation of regions that have coherent attributes in the image, he
considers it to be the basis of image understanding [101]. A few years later, Haralick
and Shapiro come up with another definition that summarizes what has been thought be-
fore: they refer to segmentation as the partition of an image into a set of non-overlapping
regions whose union is the entire image. They mention the purpose of segmenation seper-
ately: to decompose the image into parts that are meaningful with respect to a particular
application [102]. This definition is simplified by Shapiro and Stockman as they define
segmentation to be the partition of an image into a set of meaningful regions that cover
it [103]. Szeliski calls image segmentation the task of finding groups of pixels that go
together [104].
Besides verbal definitions, there exist some formal definitions on image segmentation. A
recent one is given by Salem et al. [105]: considering a digital image I to be a function
that maps a discrete image position (m,n) to a color C

I : {(m,n) : 1 ≤ m ≤M, 1 ≤ n ≤ N} → C,

the segmentation can analogously be described as a function S mapping each discrete
image position (m,n) to a class K:
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S : {(m,n) : 1 ≤ m ≤M, 1 ≤ n ≤ N} → K

Even though there are various definitions on image segmentation, literature agrees on the
fact that segmentation is an old and hard problem that is still under wide and active
research. There are numerous algorithms that try to solve the problem of image segmen-
tation. In 2006, the Ei Compendex listed more than 4000 segmentation algorithms [106].
They can basically be divided into four types of segmentation techniques: thresholding,
boundary-based, region-based, and hybrid techniques [107].

3.3.2 Segmentation based on thresholding

Algorithms belonging to the family of thresholding techinques divide a gray-valued picture
into background and foreground using a threshold. Given a threshold value t, the segmen-
tation mask M that assigns a 1 to each foreground pixel and a 0 to each background pixel
can formally be written as:

M(u, v) = 1{I(u,v)<t} =

{
1 if I(u, v) < t

0 else

Different thresholding methods differ when is comes to treating the problem of how to find
the right threshold automatically [108, 109, 110, 111, 112, 113]. Even though thresholding
is a simple concept, it has successfully been applied to CT scans when threshold values
were derived using radiographs instead of reconstructed images [114, 115].

3.3.3 Boundary-based segmentation

Boundary-based algorithms assume that there is a significant change in pixel properties
when regions change. These algorithms can further be subdivided into ridge-based and
edge-based methods. Ridge-based methods try to follow local maxima in the original im-
age. In contrast, edge-based methods try to track those peaks in the gradient space. The
two dimensional gradient of a (discrete) image leads to an image showing the edges of the
original as depicted in Figure 3.15.

Edge-based algorithms often lead to problems with missing, spurious or discontiuous edges.
In addition, noise will cause the gradient operator to produce unwanted, artificial edges.
Trying to overcome this problem by simply smoothing the image before edge detection
might be suitable in simple cases (artificial images) but cause real edges to vanish in general
(natural images). Many algorithms try to solve that problem by introducing new ideas
based on simple gradient operations [116, 117, 118, 119, 120]. Another, more complex
attempt to overcome this problem is to introduce more sophisticated frameworks such as
active countour [121]. However, even though these approaches are frequently used today,
the cannot solve the segmentation problem reliably in general [122].
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(a) original image (b) gradient image

Figure 3.15: When the gradient operator is applied to an image, its edges get amplified.
However, edges are sometimes missing, spurious or discontinuous.

3.3.4 Region-based segmentation

Region-based algorithms assume that regions in an image have similar properties. A
formal definition of region-based segmentation is given by Zucker [123] and requires any
pixel (3.5a) to be in one (3.5b) and only one region, (3.5c) to be connected to at least
one other pixel of the same region, and (3.5d) to have some similarity to any other pixel
within its region. Finally, no two adjacent regions are allowed to consist of pixels fulfilling
the same predicate P (3.5e) where P asks whether a specific property holds for a given
pixel and can be thought of as a similarity measurement.

R =
⋃n

i=1
Ri (3.5a)

Ri
⋂
Rj = ∅ ∀i, j (3.5b)

Ri is a connected region ∀i (3.5c)

P (Ri) = TRUE ∀i (3.5d)

P (Ri
⋃
Rj) = FALSE for any adjacent region Ri and Rj (3.5e)

Region-based segmentation is prone to error: due to limitiations in spacial resolution of
CT or MR images, false bridges between two distinct regions might cause such algorithms
to interpret the two regions as one. Another source of error could be a region that is
partially occluded by another region with similar properties. There are several proposals
on how region growing could be implemented [124, 125, 126]. The bottleneck of region-
based approaches is to find a good predicate. Many solutions require manual guidance
such as the definition of seed points or the preliminary knowledge of regions (k-means).
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3.3.5 Hybrid segmentation approaches

Hybrid methods combine different segmentation techniques to improve their results. Some
of these methods try to extract some knowledge from statistical features [127, 128, 129].
They often combine edge-based and region-based approaches [127, 128, 130, 131]. Many
hybrid methods either require manual tuning of parameters [130] or initial seed points [132,
133]. Some solutions depend on mathematical morphology as morphology is considered
to be attractive for this purpose [134]. These methods are said to be able to efficiently
deal with geometrical features such as size, shape, contrast or connectivity, features, that
are considered to be related to objects in an image [134]. Therefore, they are supposed
to be well suited for image segmentation. One algorithm that is based on mathemati-
cal morphology and is implemented in various, freely available medical imaging software
packages [87, 94] is watershed [135, 136]. The original concept of watershed is taken from
geology: a source of water is placed in each local minima. As the valleys get flooded,
watersheds develop according to geodesic saliency [137].

3.3.6 Segmentation in medical imaging

Regardless of the underlying image modality, image segmentation plays a crucial role in
medical imaging. It is used in various applications such as the location of tumors [138], the
measuring of tissue volumes, the segmentation of organs [139], the diagnosis of anatom-
ical structures [140], surgery planning and many others. Modern approaches of image
segmentation are often based on machine learning [141, 142, 143, 144]. However, image
segmentation is a hard problem, especially when it comes to medical images: conventional
algorithms such as methods based on threshold often struggle with the lack of distinct
edges between tissues while machine learning algorithms often fail due to small, highly
artificial or rarely classified training sets. Typical applications of image segmentation usu-
ally require an expert to enforce prior knowledge to the underlying algorithms, fine-tune
parameters, and manually improve the segmentation proposed by any applied algorithm.
This is especially the case when it comes to the segmentation of vessels as they are often
hard to distinguish from surrounding tissue. Freely available medical imaging software
such as InVesalius [94] or 3DSlicer [87] offer different segmentation algorithms. They de-
liver acceptable results for easy-to-solve segmentation tasks such as the segmentation of
the lung but when it comes to complex problems such as the segmentation of a dissected
aorta, manual correction is required to gain a usable result. For a complete automation of
the segmentation, there is a need for further investigation on more advanced algorithms
such as [145, 146, 147, 148, 149, 150].

3.4 Image modelling

3.4.1 Definition and types of 3D models

Rendering a 3D object in Virtual Reality requires a so-called 3D model of the object. A
3D model is a digital (mathematical) representation of a three-dimensional object.
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There exist various concepts how these models are described mathematically and - as a
matter of consequence - stored digitally. These concepts can basically be divided into
three types: wireframe models, solid models and surface models [151].

Wireframe models describe the outer hull of a 3D object using straight lines, con-
ics and simple spline curves [151].

On the contrary, solid models describe the whole volume of a 3D object. They are com-
posed of 3D primitives being merged by using different simple mathematical operations
such as addition or subtraction. As a matter of fact, solid models provide informational
completeness regarding their volume. Given that, they are often used in the CAD/CAM
domain.

However, even though both, wireframe and solid models are a good solution for mod-
elling ”artificial” objects, it is hard to use them when it comes to the modelling of highly
complex, ”natural” 3D objects. This is due to the fact that both types of models use
mathematical functions to describe a 3D object. As such, they can be considered simple
and abstract and they lack of required accuracy when modelling natural objects in a true-
to-detail manner.

A better suited model for that purpose is the surface model. Surface models, just
as wireframe models, describe the hull of a 3D object. Unlike solid models, surface models
do not allow holes or cracks. Moreover, they can be geometrically incorrect. They often
approximate the hull of the 3D object by using polygon modelling. As convexity is a
required property of a polygon to ensure a correct rendering in 3D [152], a widely used
polygon is the triangle. Thus, the 3D object is finally described by a triangle mesh.

3.4.2 Data structures and file formats for digital 3D models

There are various data structures to represent and file formats to save digital 3D models.
This work uses two of them: WEM and STL.

The WEM (Winged Edge Mesh) data structure initially described by Baumgart [153].
It is one way to digitally represent polygon models. The data structure explicitly links
mesh-related primitives when surfaces meet at a common edge. These primitives are: ver-
tices, edges and faces. A vertice is basically a point in 3D. Connecting two of these points
results in an edge. A face is an area bounded by edges. In case of triangulated meshes,
faces are triangles. By linking these primitives together, 3D models can be described in a
way that allows important surface operations such as adjacency queries to be performed
efficiently.

STL (abbrev. ”stereolithography”) is a widely spread and simple file format for storing
3D models. It is well understood by various 3D software applications. STL is restricted
to surface descriptions, i.e. further model information such as color, texture, scaling or
additional meta information is usually not preserved when saving files in this format. How-
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Figure 3.16: The application of mathematical operations allow to translate a 3D model
into a 3D scene and project the 3D scene onto a plane.

ever, as CT scans do not contain any of these information, STL is a suitable intermediate
output for the purpose of this work. In STL, a triangulated surface is described by a list
of triangles. Each triangle is again described by it’s unit normals and it’s vertices. STL
can be saved in either ASCII or binary format.

3.5 Mathematical Background of VR Visualization

3.5.1 The 3D model and different coordinate spaces

Rendering a scene to Virtual Reality is similar to conventional screen rendering. From
a high-level point-of-view, it applies various mathematical operations on every vertex of
the model until the final image is obtained. These operations basically transform the
model from one so-called coordinate space into another. Figure 3.16 shows the the
different coordinate spaces the model is transformed into. First, the model is represented
in model space. When loaded into a scene, the origin of model space is set to the origin
of world space. The first transformation translates the model into world space by apply-
ing scaling, translation and rotation to the model. After that, a second transformation
translates the model into view space (sometimes called camera space). This allows the
scene to be seen from the cameras (or eyes) point-of-view. Finally, the model is translated
into projection space by skewing it in such a way, that a 3D effect is retained on a 2D plane.

The following section derives the mathematical operations needed for the final
translation. First, a 2D model is considered. Then, this model is extended to 3D.
Finally, the translation process is extended to fit Virtual Reality.

3.5.2 Placing a 2D model in a 2D world

Figure 3.17a shows a simple model. It can be described by the following model coordinates:

v1 =

(
0
0

)
, v2 =

(
1
0

)
, v3 =

(
1
1

)
, v4 =

(
0
1

)
(3.6)
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The model can be placed anywhere in the world (i.e. v1 is not at the origin any more) by
scaling, rotating and translating it.

Scaling the model

To scale the model, a factor is multiplied to each of it’s vertices x and y coordinate. In
Figure 3.17b the original model (gray) is scaled to half of it’s size (blue) using a scaling

vector s =
(
0.5 0.5

)T
. The scaled vertices are obtained by pointwise multiplication

(denoted by ◦ here):

v1 ◦ s =

(
0
0

)
, v2 ◦ s =

(
0.5
0

)
, v3 ◦ s =

(
0.5
0.5

)
, v4 ◦ s =

(
0

0.5

)
(3.7)

Rotating the model

Figure 3.18 illustrates the principle of rotation. It works by applying trigonometric
functions on a rotation angle. The coordinates of a single point p originally rotated by
α can be expressed as:

x(α) = x = l · cos(α)

y(α) = y = l · sin(α)
(3.8)

p′ is the result of p being rotated another θ degrees. The new coordinates are:

x′(α, θ) = x′ = l · cos(α+ θ) = l · cos(α)cos(θ)− l · sin(α)sin(θ)

y′(α, θ) = y′ = l · sin(α+ θ) = l · sin(α)cos(θ) + l · cos(α)sin(θ)
(3.9)

Substituting 3.9 using 3.8 yields:

x′ = x · cos(θ)− y · sin(θ)

y′ = x · sin(θ) + y · cos(θ)
(3.10)

Applying 3.10 to the model given in 3.7, a 45◦ rotation yields (Figure 3.17c):

v1.x = v1.x · cos(45◦)− v1.y · sin(45◦) = 0

v1.y = v1.x · sin(45◦) + v1.y · cos(45◦) = 0

v2.x = v2.x · cos(45◦)− v2.y · sin(45◦) ≈ 0.35

v2.y = v2.x · sin(45◦) + v2.y · cos(45◦) ≈ −0.35

v3.x = v3.x · cos(45◦)− v3.y · sin(45◦) ≈ 0.71

v3.y = v3.x · sin(45◦) + v3.y · cos(45◦) = 0

v4.x = v4.x · cos(45◦)− v4.y · sin(45◦) ≈ 0.35

v4.y = v4.x · sin(45◦) + v4.y · cos(45◦) ≈ 0.35

(3.11)
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(a) simple square (b) scaled square

(c) rotated square (d) translated square

Figure 3.17: Different operations applied subsequently on a simple model: transformation
from model coordinates into world coordinates
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Figure 3.18: A point originally rotated by α is now rotated by θ

Translating the model

Translation can be obtained by adding a translation vector (e.g. t =
(
xoff yoff

)T
=(

0 0.8
)T

) to the models vertices:

v1 + t =

(
0

0.8

)
, v2 + t ≈

(
0.35
0.45

)
, v3 + t ≈

(
0.71
0.8

)
, v4 + t ≈

(
0.35
1.15

)
(3.12)

Figure 3.17d shows the final position of the model in world space.

3.5.3 A framework for mathematical convenience

A combination of all translation operations yields:

v1.x = (0.5 · v1.x) · cos(45◦)− (0.5 · v1.y) · sin(45◦) + 0 = 0

v1.y = (0.5 · v1.x) · sin(45◦) + (0.5 · v1.y) · cos(45◦) + 0.8 = 0.8

v2.x = (0.5 · v2.x) · cos(45◦)− (0.5 · v2.y) · sin(45◦) + 0 ≈ 0.35

v2.y = (0.5 · v2.x) · sin(45◦) + (0.5 · v2.y) · cos(45◦) + 0.8 ≈ 0.45

v3.x = (0.5 · v3.x) · cos(45◦)− (0.5 · v3.y) · sin(45◦) + 0 ≈ 0.71

v3.y = (0.5 · v3.x) · sin(45◦) + (0.5 · v3.y) · cos(45◦) + 0.8 = 0.8

v4.x = (0.5 · v4.x) · cos(45◦)− (0.5 · v4.y) · sin(45◦) + 0 ≈ 0.35

v4.y = (0.5 · v4.x) · sin(45◦) + (0.5 · v4.y) · cos(45◦) + 0.8 ≈ 1.15

(3.13)

Using matrices, 3.13 can be simplified to:

v1 = T ·R · S · v1,

v2 = T ·R · S · v2,

v3 = T ·R · S · v3,

v4 = T ·R · S · v4

(3.14)
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where T , R and S are translation-, rotation-, and scaling matrix:

T =

1 0 0
0 1 0.8
0 0 1

 , R =

cos(θ) −sin(θ) 0
sin(θ) cos(θ) 0

0 0 1

 , S =

0.5 0 0
0 0.5 0
0 0 1

 (3.15)

T needs to be 3x3; R, S and all points are extended to allow a consistent mathematical
framework. The extended points are called homogeneous coordinates and the extension(
x y

)T 7→ (
x y 1

)T
is called a transformation into projective space. Finally T · R · S

can be precomputed. The result is known as the model matrix M :

M = T ·R · S =

0.5 · cos(θ) −0.5 · sin(θ) 0
0.5 · sin(θ) 0.5 · cos(θ) 0.8

0 0 1

 (3.16)

Any point (e.g. v4) can now be translated using M :

v4 = M ∗ v4 =

0.5 · cos(θ) −0.5 · sin(θ) 0
0.5 · sin(θ) 0.5 · cos(θ) 0.8

0 0 1

0
1
1

 ≈
0.35

1.15
1

 7→ (
0.35
1.15

)
(3.17)

On top of that, matrix notation allows all model coordinates of an arbitrary model V to
be translated into world coordinates V ′ at once:

V ′ = M · V = M ·
(
v1 v2 ... vn−1 vn

1

)
=

(
v′1 v

′
2 ... v

′
n−1 v

′
n

1

)
(3.18)

In case of the given model, this multiplication results in:

0.5cos(θ) −0.5sin(θ) 0
0.5sin(θ) 0.5cos(θ) 0.8

0 0 1

 ·
0 1 1 0

0 0 1 1
1 1 1 1

 =

 0 0.35 0 −0.35
0.8 1.15 1.15 1.15
1 1 1 1

 (3.19)

3.18 and 3.19 show that this method is apparently convenient in notation. However, more
important and due to respective hardware design computational performance is increased
using matrix multiplication.

3.5.4 An extension to 3D

Extending scaling and translation to three dimensions is rather trivial:

S =


sx 0 0 0
0 sy 0 0
0 0 sz 0
0 0 0 1

 , T =


1 0 0 tx
0 1 0 ty
0 0 1 tz
0 0 0 1

 (3.20)

On the contrary, rotation gets more complicated in 3D. While a point is simply rotated
around it’s origin in 2D, 3D rotation can occur around any of the axis (x, y, z). However,
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z is invariant
when rotating 
around z-axis

Figure 3.19: Rotating a point around an axis. The coordinate of the axis is invariant. The
point is just rotated in the plane spanned by the other two axes
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it can be observed a point being rotated does not change the coordinate of the axis it is
currently rotating around (Figure 3.19).

Considering a rotation around the z-axis, the rotation matrix Rz is similar to the 2D case

Rz =


cos(θ) −sin(θ) 0 0
sin(θ) cos(θ) 0 0

0 0 1 0
0 0 0 1

 , (3.21)

The same principle holds for Rx (and Ry respectively): the column corresponding to the
rotation around x (or y) is taken from the identity matrix (invariance). The other two
columns describe the rotation in the plane spanned by the remaining axes:

Rx =


1 0 0 0
0 cos(θ) −sin(θ) 0
0 sin(θ) cos(θ) 0
0 0 0 1

 ,

Ry =


cos(θ) 0 sin(θ) 0

0 1 0 0
−sin(θ) 0 cos(θ) 0

0 0 0 1


The final rotation is given by a rotation around all three axis: R = Rx ·Ry ·Rz.

3.5.5 From world space to view space

A scene can be populated with various models by applying different model matrices onto
them. One important object is the camera. As any other object, it can be placed some-
where into the world using a model matrix. Then, to observe the scene from the cameras
point-of-view, the coordinate system of the camera has to become the new origin, i.e. all
world coordinates need to be translated into camera coordinates (or view coordinates).
The camera model is designed for convenient use: it consists of two points, namely posi-
tion and target (the point the camera is looking at). The (unit) vectors of the cameras
coordinate system can directly be derived from these points. They are called lookat, head
and right. lookat points from position into target direction:

lookat = ‖position− target‖ (3.22)

head and right could be found using the cross product:

head =
lookat× right
‖lookat× right‖

right =
head× lookat
‖head× lookat‖

(3.23)

However, the two equations in 3.23 are not solvable as they depend on each other. The
solution to this problem comes from the knowledge that head is always parallel to the
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yz-plane. Choosing an arbitrary vector that fulfills this constraint (e.g. tmp = (0, 1, 0))
can be used to compute right :

right = tmp× lookat (3.24)

Finally head is:

head = lookat× right (3.25)

Using the cameras coordinate system, the following translation matrix could be used to
move the camera into world origin.

T =


1 0 0 −position.x
0 1 0 −position.y
0 0 1 −position.z
0 0 0 1

 (3.26)

Being in world origin, the camera needs to be aligned: lookat and −z, head and y, and
right and x need to be colinear. The corresponding rotation matrix is given by:

R =


right.x right.y right.z 0
head.x head.y head.z 0
lookat.x lookat.y lookat.z 0

0 0 0 1

 (3.27)

R·T matches the cameras coordinate system with world origin and its inverse V = (R·T )−1

known as the view matrix translates world coordinates into camera coordinates.

3.5.6 Projecting the scene on a viewport

Figure 3.20 shows a pinhole camera observing a scene by capturing all objects that are
visible inside the viewing pyramid. The viewing pyramid is defined by α. When used
in CG, the pyramid is additionally truncated by the near plane n and the far plane f
resulting in the viewing frustrum.
Figure 3.21 shows the principle of projection: the frustrum is mapped to a cube. The
cube is then mapped onto a 2D plane (screen).
Equation 3.28 shows a simple projection matrix:

P =


1 0 0 0
0 1 0 0
0 0 a −1
0 0 b 0

 (3.28)

Right multiplication of an arbitrary point p = (x, y, z, 1) with P yields:

pT · P =
(
x y z 1

)
·


1 0 0 0
0 1 0 0
0 0 a −1
0 0 b 0

 =
(
x y az + b −z

)
= (p′)T (3.29)
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Figure 3.20: Basic Setup of a pinhole camera. Objects inside the viewing frustrum are
captured and projected onto screen

viewing
frustrum

 
cube

white plane = screen

Figure 3.21: The principle of projection. The viewing frustrum is mapped to a unit cube
using the projection matrix. Any point inside the viewing frustrum is then mapped using
the same matrix. Finally, all points are mapped onto a screen plane
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As the camera looks toward z-direction, −z is a positive number. The back-transformation
of the homogeneous coordinate (p′)T yields

(
x
−z

y
−z

az+b
−z
)
. This reveals perspective: far

away objects are divided by a large z becoming small while near objects are divided by
a small z staying large. Reconsidering equation 3.28, a and b need to be found. Two
points (one at near plane and one at far plane) are inspected: p1 =

(
0 0 −n 1

)
and

p2 =
(
0 0 −f 1

)
. Multiplying them with P yields:

pT1 · P = p′1 =
(
0 0 −an+ b n

)T
pT2 · P = p′2 =

(
0 0 −af + b f

)T (3.30)

Back-transforming both points to euclidean coordinates yields:

p′1 =
(
0 0 −an+b

n

)T
p′2 =

(
0 0 −af+b

f

)T (3.31)

As shown in Figure 3.21, p′1 has to map to
(
0 0 1

)
and p′2 has to map to

(
0 0 −1

)
.

This leads to:

−an+ b = n (3.32)

af − b = f (3.33)

Subtracting 3.33 from 3.32 yields:

−a(n− f) = n+ f (3.34)

3.34 is now solved for a:

a =
f + n

f − n
(3.35)

Substitution of a in 3.32 yields: (
f + n

f − n

)
n+ b = n (3.36)

Now equation 3.36 is solved for b and the result is simplified:

b = n+

(
f + n

f − n

)
n = n+

(
1 +

f + n

f − n

)
= n+

(
f − n
f − n

+
f + n

f − n

)
=

2nf

f − n
(3.37)

Finally, P is:

P =


1 0 0 0
0 1 0 0

0 0 f+n
f−n −1

0 0 2nf
f−n 0

 (3.38)
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To derive the mapping of the y axis, p3 =
(
0 n · tan(α2 ) −n

)
is considered:

p3 · P = p′3 =
(

0 n · tan(α2 ) f+n
f−n(−n) + 2fn

f−n n
)

(3.39)

Back-transformation of 3.39 yields:

p′3 =
(
0 tan(α2 ) 1

)
(3.40)

p′3 has to map to
(
0 1 1

)
.

To derive the mapping of the x axis, the y axis procedure is repeated. The final projection
matrix is given by:

P =


cot(α2 ) 0 0 0

0 cot(α2 ) 0 0

0 0 f+n
f−n −1

0 0 2nf
f−n 0

 (3.41)

P maps all objects inside the view frustrum into the unit cube. The cube is projected onto
the plane by simple dropping the z-axis (not considering objects being partially outside
the frustrum or occluded by other objects).

3.5.7 Extending MVP to fit VR

To take a model, place it somewhere into a scene, observe it from a cameras point-of-view
and finally project it to screen, the matrices M, V, and P are used. However, Virtual
Reality requires another consideration: the encoding of depth information. The human
visual system reconstructs depth information by viewing a scene from two points
(eyes) being displaced from each other. Figure 3.22 shows P seen from two cameras
described by their centers of projection (Ol and Or) their image planes (Πl and Πr) and
the direction they look into (d). The image points pl and pr are the intersections of the
rays POl and POr with Πl and Πr.
The similarity of 4POlOr and 4Pplpr allows:

T + xl − xr
Z − f

=
T

Z
(3.42)

Solving 3.42 for Z yields:

T + xl − xr
Z − f

=
T

Z

⇔ T + xl − xr =
T (Z − f)

Z
=
TZ − Tf

Z
= T − Tf

Z

⇔ xl − xr = −Tf
Z

⇔ Z = −f T

xl − xr
= f

T

xr − xl

(3.43)

where xr − xl is called disparity. Equation 3.43 shows: the displacement of a projected
point is indirectly proportional to the distance it’s 3D point. Virtual Reality exploits
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Figure 3.22: View a scene from two different points allows depth reconstruction.
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that by rendering two images, one in front of each eye. In a common setup both displays
show the same image and the images are slightly displaced from each other. Displacement
is encoded using an eye matrix which is applied onto a scene after being transformed
into camera coordinates. Therefore, to load a model into Virtual Reality, the so-called
Model-View-Eye-Projection matrix MVEP is used.

3.6 Centerline computation

The centerline of a volume is a line through the center of that volume [154]. Given such a
volume, the automatic extraction of the centerline is a non-trivial task that is still under
active research [155]. Different proposals have been made to solve that problem in medical
or other applications [155, 156, 157, 158, 159, 160]. In their work on a clustering-based
algorithm, Ferchinie and Wang [156] distinguish four classes of algorithms: topological
thinning of an object (i), distance transform (ii), the ”prairie fire” approach (iii), and
methods based on Voronoi Diagrams (iv).

An algorithm using state-of-the-art concepts for centerline computation has been proposed
by Egger et al. in 2007 [161]. Even though their algorithm could be used in general,
it has been designed for the specific case of centerline computation in blood vessels. The
algorithm requires minimal user interaction, namely the definition of a startpoint and an
endpoint. Initially, it connects startpoint and endpoint - depending on the situation -
either by the shortest path algorithm of Dijkstra [162] or by a straight line. After that, it
aligns this path to the blood vessels using an active contour model (ACM) with polyhedra
placed along it [161]. The ACM was initially described by Kass et al. [121] and aligns the
centerline by minimizing the following energy functional:

E =

∫ 1

s=0
Eint(v(s)) + Eext(v(s))ds

where the smoothing is driven by the internal forces Eint while the external forces Eext
depend on the underlying image and ensure that the line sticks to the center of the ves-
sel. Even though the user-defined endpoints are fixed and therefore excluded from the
smoothing term of the energy, they have an impact on neighboring points. In their pro-
posal, Egger et al. have applied the described algorithm to different blood vessels such as
the iliac artieries or the aorta. They consider their solution to be fast and robust [161].

When less accuracy is needed, the algorithm can simplified in such a way that Eint is
set to zero. In this scenario, smoothing is negelected and the solution depends on the
underlying image only. A simple centerline computation based on Eext only can be per-
formed by using distance transform.

The distance transform is a 2D map where each position holds a value indicating a mea-
sured distance from the segments boundary to the segments center. To compute the
distance between two points, different measures, such as euclidean distance, can be ap-
plied. Figure 3.23 shows the principle of a distance map given a single cross section of the
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(a) a visualized distance map (b) pixel intensities relate to distance

Figure 3.23: A distance map computed the distance of each pixel from it’s closest border.
It can be visualized by representing numbers by intensity values.

aorta: the visualized distance map (a) is a graphical representation of how distance values
are represented by color intensity (b).
It can be interpreted as follows: the brighter a pixel is, the further away it is from the
segments boundary and thus the closer it is to the segments center.

Given a distance transform, a suitable threshold can be applied on the map. After that,
the maximum value of the distance transform corresponds to the center of the segment.
Iterating over a set of slices therefore results in a non-smoothed centerline. When the final
result does not need to be accurate in terms of anatomy, smoothing the given centerline
yields an adequate result.

3.7 Methods of evaluation

By providing an immersive visual experience, VR technologies aim to yield the perception
of being physically present in a world that does not exist. However, the impression of being
there is subjective and cannot be measured easily. As such, evaluating VR applications is
not an easy task and still a topic of active research. Elaborate strategies have to be used
to quantify results.

3.7.1 Evaluating computer games

Considering different types of software, a VR application of any kind can best be com-
pared with a computer game, especially when it comes to measuring the quality of the
application. However, the quality of a computer game can hardly be quantified as it
highly depends on user’s preference and experience. Among others, this problem has been
approached by Ramadan and Hendradjaya in 2014 [163]. They introduce their work by



3.7. Methods of evaluation 59

stating that measuring the quality of a game is mostly done in a user-centric way while
other types of software often underlie quality models with a higher grade of objectiveness.
They mention a first framework for the measurement of software quality introduced by
Cavano and McCall in 1977 [164]. In addition, they name two modern models based on
this framework [165, 166]. They further reference Fullerton stating different qualities that
should be present in a game [167] and several others suggesting methods of game test-
ing [168, 169]. They focus on these publications to derive a quality model for computer
games. Finally, they conclude that the quality of a game consists of four factors: user
experience (i) with subfactors of fun (a), balance (b) and usability (c), functionality
(ii) with subfactors of feature richness (a), availability (b), performance (c), internal com-
pleteness (d), and service compatibility (e), maintainability (iii), and portability (iv).

3.7.2 Evaulating VR applications

Considering medical applications, some game-relevant factors, such as fun or balance, i.e.
the games difficulty, can be neglected. Regarding Virtual Reality, the emphasis of eval-
uation is often put on user experience as this is what distinguishes Virtual Reality
from conventional computer games considering a users point-of-view. Various studies [170,
171, 172] have done extensive research on technologically mediated experiences in general
or Virtual Reality in particular. Barfield and Furness summarize some of these studies
and list different characteristics of virtual environment experience [173]. One way a VR
experience can be described is by evaluating the following factors: immersion, interactiv-
ity, and intuition. Lavroff extends that list by adding manipulation and navigation [170].
Zeltzer places any VR application into what he calls the AIP cube consisting of three axis:
autonomy, interaction and presence [172]. Waterworth and Waterworth propose a model
taking focus, locus and sensus into account [174]. Bowman and Hodges put their focus on
the interaction with virtual environments [175].

3.7.3 Immersion, Presence and performance

When comparing different studies on how to evaluate VR applications, immersion and
presence are the factors often being considered. However, Bowman and MacMahan note
that studies concerning Virtual Reality often confuse these two concepts [176]. A strong
distinction between the two terms is given by Slater as he considers presence to be the
user’s subjective psychological response to a VR system and immersion to be the objective
level of sensory fidelity a VR system provides [177]. Presence is based on research done
by Gregory [178] and Stark et al. [179], it can further be subclassified [180] and is subject
to various studies [181, 182, 183, 184, 185, 186, 187] that try to measure it in virtual envi-
ronments using different methods such as questionnaires [185, 188, 189] or the collecting
of physiological measurements of users being abandoned in Virtual Reality [190]. Simi-
lar approaches exist to quantify immersion [191]. However, by building on the definition
provided by Slater, immersion can be related to technical quantities. Even though the
impact of immersion on presence cannot be stated quantitatively, it apparently has a high
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influence.

Therefore, by reconsidering the four factors of game quality given by [163], user experience
is highly dependant on the applications functionality. In particular, the performance of
the application makes a strong contribution to how a user experiences Virtual Reality. As
a matter of fact, evaluating the grade of immersion by measuring the systems
performance is a huge step towards quality evaluation of VR applications. How-
ever, to simplify the task of evaluating immersion, the overall level of immersion can be
reduced to visual immersion when considering Virtual Reality applications. Bowman and
MacMahan point out that visual immersion is related to how close the systems visual out-
put is to real-world visual stimuli [176]. They further state that visual immersion depends
on many factors. According to them, these include: field of view, field of regard, display
size, display resolution, stereoscopy, head-based rendering, realism of lighting, frame rate
and refresh rate. Some of these factors are an essential part of any VR system, namely
stereoscopy and head-based rendering. Other factors such as field of view, field of regard,
display size, display resolution, frame rate, and refresh rate are defined by the specific
hardware being used. Finally, the realism of lighting or the overall realism of the scene
itself is determined by application development.

3.7.4 Performance measures in VR

Regarding conventional computer games, performance is often related to frame rate mea-
sured in frames per second (fps). However, frame rate just counts the number of frames
being generated in a second without taking into account that one frame might have taken
longer to compute than another one. Therefore, high average frame rates could serve as a
vague indication but they do not necessarily guarantee a jitter free, smooth user experi-
ence. Frame time, i.e. the time it takes for a frame to be computed, is another measure
that can be used instead of frame rates.
Even though frame time is more reliable when evaluating the performance of conventional
computer games, further considerations have to be made when it comes to the performance
of VR applications. While conventional computer games can directly render a computed
frame to the screen, VR applications have an intermediate step: a computed frame is not
directly rendered on the HMD but rather passed to a runtime. In a simple scenario, the
runtime basically applies some lens correction to the rendered frame before it is passed on
to the HMD. However, there might be cases when the time to compute a frame exceeds
the refresh interval. Therefore, the new frame is not available when needed. This is often
referred to as a dropped frame, app miss or app drop. Simply redisplaying the last frame is
unacceptable in VR as ignoring the head movement would cause a bad user experience. As
a consequence, the job of the runtime becomes significantly more complex when dropped
frames are encountered: it needs to generate a so-called synthesized frame. To do so, it
uses a technique called Asynchronous Spacewarp (ASW). ASW estimates a new frame
based on motion vector analysis of prior rendered frames.
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Methods

Visualizing a dissected aorta in Virtual Reality comprises several steps. Figure 4.1 shows
the basic workflow of the visualization process.
A high-level point-of-view might distinguish three steps in that workflow: image acqui-
sition and storage, the conversion of the digital image into a 3D scene that can be ex-
perienced in Virtual Reality, and the extension of Virtual Reality to interactive Virtual
Reality. However, this chapter presents a more-in-detail survey on different methods used
for implementing the visualization framework.

There are many programs that fulfull certain tasks such as segmentation, model gen-
eration, model refinement and rendering. These software is introduced in section 4.1.

The process of visualization starts with an input file. Different methods for retrieving
a medical image have already been discussed, but section 4.2 argues why a single file
downloaded from the internet has currently been the only file used for this project.

Given the input file, section 4.3 discusses how the aorta has been segmented in
the special case of this project. It introduces a MeVisLab network that has specifically
been designed for that case.

Section 4.4 deals with different methods chosen for modelling and rendering. First, a
MeVisLab network for generating a 3D model is introduced. Given the resulting model,
the steps required for model refinement are listed and discussed. Finally, the model is
prepared for being rendered in VR as it is described at the end of that section.

A VR application without the ability of interaction would not be sufficient for an im-
mersive user experience. Therefore, section 4.5 covers one method used for implementing
a simple flight control: the centerline extraction.

Finally, section 4.6 and section 4.7 describe some implementation details regarding the
modelling of blood flow and flight control.
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Figure 4.1: Workflow of visualizing the aortic dissection in interactive Virtual Reality
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4.1 Used Software

Given a DICOM file serving as an input to the visualization pipeline, different tools need
to be used to end up with a final visualization. This section describes them.

MeVisLab [95] stands for Medical Visualization Laboratory. It is a powerful modular
framework for image processing and it has a special focus on medical imaging. It pro-
vides different levels of development. At a high level, a developer can implement so-called
networks. These networks consist of modules that can visually be connected to gain new
functionality. A more sophisticated way of development is using python. Finally, MeVis-
Lab allows to implement own modules in C++. A network can be seen as a piece of
software fulfilling some tasks. As such, the network is the program which is delivered to
and used by an end-user. In this work, MeVisLab has been used for segmentation, the
generation of the 3D model and the computation of the centerline.

Blender [192] is a free and open source 3D computer graphics software. It is widely
used for modelling, texturing and animating 3D objects and scenes. It is written in C++
and functionality can be extended using python. It’s GUI is highly configurable and au-
tomatically adapts to different tasks within a project. It is shipped with a vast amount
of features and it provides different rendering engines for finalizing a project. When a 3D
model is loaded into Blender, so-called modifiers can be applied on that model. Depending
on the chosen modifier, different operations are performed on the model, e.g. smoothing or
application of wall thickness. The concept of modifiers has a huge advantage: the original
model is kept and modifiers can easily be activated or deactivated at any stage of design.
Blender also allows the generation of texture maps, i.e. fitting a bitmap on the mesh of a
model.

The GNU Image Manipulation Program (GIMP) [193] has been used for generating the
bitmaps that have been used as texture. GIMP is a cross-platform, free image graphics
editor which is often used for image retouching or editing. It allows an image to consist
of various layers and provides different blending modes for these layers. It is shipped
with different colour palettes, provides different tools for image manipulation and allows
automated image processing using scripts that can be implemented in different program-
ming languages, python being among them. One of GIMP’s features is that it comes with
different patterns an area can be filled with. In the process of visualizing the dissected
aorta, this feature has been used for texture generation.

After the model has been generated and textured, it has to be visualized in Virtual Real-
ity. For that purpose, Unity [194] has been used. Unity is a cross-platform game engine.
It has been developed by David Helgason, Joachim Ante and Nicholas Francis and a first
version has been launched on June 6, 2005 [195]. The goal of the project was to democ-
ratize the game development [196] by creating a game engine that is both, affordable and
professional. As per today, Unity is an extremely popular, widespread product. They
have around 770 million gamers all over the world playing games made by using the unity
engine [197]. Creating a Unity scene comprises the import of 3D models, light and mate-
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rial setup, and the implementation of behaviour. After creation, a scene can be exported
to different platforms. Unity supports more than 20 of these platforms, many popular
Virtual Reality and Augmented Reality systems being among them.

4.2 Image retrieval and file format

The implemented framework aims to visualize aortic dissections. Given that goal, any
digital medical 3D image could serve as an input for the framework. However, as dis-
cussed in section 2.9, CT scans are the most used modality in AD diagnosis. They are
usually stored using the DICOM standard. When used in clinical routine, these images
are supposed to be provided by medical doctors on-site. For this work, however, the
TRAGICOMIX dataset provided by OsiriX has been used [198]. OsiriX is a software for
inspecting medical images developed by pixmeo. In addition to their software, they have
an online image library providing various data sets impersonated and publicly available.
All their datasets are stored using DICOM standard and they are intended for research and
teaching. TRAGICOMIX is one of these data sets. It is a thoracic CT scan of a patient
with an aortic dissection status post surgical repair of the ascending aorta. After being
downloaded, the dataset has further been preprocessed using MeVisLab and Blender.

4.3 Image segmentation

Various methods for image segmentation have already been discussed in Section 3.3. All
of them have different advantages and disadvantages and there is no ”gold standard” that
clearly outperforms the other methods. Current methods often require manual refinement,
especially when it comes to the field of medical imaging, segmentation of vessels in par-
ticular. As manual refinement is a necessary post-processing step of segmentation and
there has only been a single data set being used for the development of the visualization
prototype, the given data set has been segmented manually in this work.

For that purpose, a MeVisLab network has been set up. It allows a DICOM file to
be loaded in a first step. Then, it provides an interface allowing a user to step through all
the slices of the scan. In each slice, a user can manually select the area of interest. The
network supports the user by smoothing the freehand selection. In addition, the selection
is closed automatically when the contour line gets close to the starting point of the selec-
tion.

The result of using this network is a so-called CSO (contour segmented object) file. It
contains a list of curves describing the segmentation. While being a tedious work, man-
ual segmentation also requires an expert’s knowledge, especially when it comes to vessel
segmentation: the fine structures of the vessels are sometimes hard to distinguish from sur-
rounding tissue, not only for algorithms but for humans as well. However, as the current
segmentation has served for testing purposes only, it has been performed by a computer
scientist. As a matter of fact, only clearly distinguishable parts of the aorta have been
segmented. In addition, the segmentation was not performed on each slide. Instead, each
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Figure 4.2: Using a MeVisLab network, the segmented aorta is converted into an iso
surface.

tenth slice has been segmented. When the model has been generated in a later step, miss-
ing information has been interpolated. This decision has been met based on the fact that
an inaccurate model is sufficient for implementation and testing of the visualization.

4.4 Modelling and rendering

4.4.1 3D model generation

Different ways to digitally store 3D models have been covered in section 3.4.1. As already
discussed, a surface model is the best way to represent ”natural” objects such as the aorta.
The surface model is stored using a triangle mesh. The generation of that mesh is per-
formed using a MeVisLab network that uses the formerly generated CSO file. Figure 4.2
shows the network. The visualization on the left side of the image shows the segmentation
curves. The right side shows the rendered model with a centerline inside. The network
works by generating a 3D mask using all segmented curves. It enhances the mask by apply-
ing an interpolation strategy on the segmentation data. This strategy is described in [199].

After the mask is generated, it is converted into an IsoSurface digitally represented us-
ing a WEM data structure. The generated IsoSurface can finally be exported using the
STL (abbrev. ”stereolithography”) file format. In this format, a triangulated surface is
described by unit normals and vertices. Figure 4.3 shows the exported STL file. The
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red color is not part of the file information and has been added additionally to improve
visibility.

The aorta, as it is exported by MeVisLab, is apparently not suited for an immersive visual
experience in Virtual Reality. Beside the fact that is does not look realistic, it has some
technical issues that need to be fixed before it can be rendered. For that purpose, it needs
to be refined.

4.4.2 3D model refinement

Model refinement has been done using Blender. The following steps were made in
Blender to improve the 3D model: normals have been inverted (i), a wall thickness has
been defined (ii), smoothness has been increased (iii), and texture has been applied (iv).

The inversion of the normals is more than a visual enhancement: it is required for
a proper rendering of the aorta. The reason for this is that the model generated by
MeVisLab is a surface model. 3D rendering engines render such objects using so-called
shaders, namely small programms compiled on the GPU. Shaders render surfaces by con-
sidering the normals of the faces. Therefore, considering a common shader, a hollow object
modelled by a surface model can either be seen from the inside or from the outside. The
rendered perspective depends on the direction the face normals point to. When a model
has normals pointing outside of the object, the inside perspective is not rendered correctly
and vice-versa. Usually, 3D modelled objects are seen from the outside. This is also true
for the model of the aorta: MeVisLab generates it to be used for an outside view. However,
the application of this work requires an inside view of the aorta. Therefore, blender has
been used to invert all normals pointing into the inside of the object.

Surface models describe the hull of 3D objects. As such, they have no real walls. When
considering objects being seen from the outside, this is usually not a problem. However,
placing the user inside the object having no real walls caused the rendered scene to be
inconsistent in some areas. To overcome this problem, a Solidify modifier has been applied
to the model. Figure 4.4 shows the settings that were used to apply wall thickness to the
wall of the aorta.

To increase smoothness, a modifier called Subsurf has been applied. It uses a method
called subdivision surface taking the coarse mesh as an input refining it by subdividing
it’s faces into smaller faces resulting in a smoother overall surface. The algorithm used
here is called Catmull-Clark and named after it’s inventors [200]. It basically adds a face
point and edge points to each face of the original surface. Then, it connects the face point
with each corresponding edge point. Finally, it adapts the original points to fit together
with the newly created points. By doing so, a smoother surface is obtained. To increase
smoothness, the process can be repeated as often as desired. However, higher smoothness
means more vertices and egdes and thus an increased memory consumption. In this work,
the model of the aorta has been smoothed by repeating subdivision surface two times.
This has increased the number of vertices by more than 20x. Table 4.1 shows blender
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Figure 4.3: The segmented 3D aorta. The red color is not part of the STL file and is
added for better visibility.
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Figure 4.4: Using Blender’s Solidify modifier, wall thickness has been applied to the model
of the aorta.

original Catmull-Clark x 1 Catmull-Clark x 2

Vertices 10,551 63,286 253,132

Faces 21,094 63,282 253,128

Mem 36.29 M 43.37 M 82.90 M

Table 4.1: Repeateadly running Catmull-Clark on the original model of the aorta rapidly
increases the number of vertices and faces of the model.

statistics regarding the increase of vertices and faces when applying Catmull-Clark in de-
tail. In addition to Catmull-Clark, the smoothness of the model has further been increased
using a Laplacian Smooth modifier. According to Blenders documentation, this modifier is
well-suited for objects that have been reconstructed from the real world [201]. It removes
noise while preserving the original model.

In a final step, the refined model needs to be equipped with a texture. A texture is an
image that is mapped onto a 3D model. It provides the model with a realistic looking
surface. Textures are often available at various online resources. Some famous texture
resources have been surveyed by Hossain and Serikawa in 2013 [202]. Even though these
resources provide a vast amount of different textures, obtaining a texture for the inside
of the aortic wall is not a common requirement in computer graphics. Thus, the texture
used for this work had to be generated artificially using the dried mud pattern provided by
GIMP. A red overlay had been applied to make the pattern more vessel-like. Considering
the histology of the aorta, the resulting pattern is a good approximation for the flat,
polygon-shaped cells of the endothelium.

4.4.3 Rendering the 3D model

To render the 3D model, it has to be placed in a 3D scene that is later rendered to
VR. For this purpose, Unity has been used. The model has been imported into Unity’s



4.5. Centerline computation 69

assets. It has not been transformed in any way as it was already properly scaled. The
mesh renderer that is applied to any object being loaded into Unity has been left with it’s
default settings. Based on the formerly generated Unity texture, a material has been
created and applied to the model of the aorta. The overall scene has been illuminated
using a directional light being properly positioned in the scene. In addition, the global
light settings (figure 4.5) have been left to default. Finally, the user is equipped with a
torch allowing to illuminate certain areas of the aortic wall. For that torch, a spotlight
has been chosen. It’s range has been set to 150 meters and the spot angle is at 30 degrees.
In order to render the scene to VR, Unity uses the SteamVR plugin which is shipped with
a predefined camera rig consisting of the camera view that is later rendered to the
head mounted display as well as prefabs for left and right controller. It has been used
instead of the default main camera loaded when a new Unity scene is created. All camera
settings have been left as the were predefined by the plugin.

4.5 Centerline computation

There are various ways how flying through the aorta could be implemented. This work
uses a simple approach: a user placed inside the aorta is supposed to fly along a predefined
path, namely the centerline. Even though the implementation of Virtual Reality interac-
tion by binding the players flight to a predefined centerline is a simple approach from a
players point-of-view, the automatic extraction of the centerline is a non-trivial task that
is still under active research [155]. Different methods for the automatic computation of
the centerline have already been discussed in section 3.6. As this work simply uses the
centerline as a path for the player to fly along, the exactness of results is not as important
as in other applications such as catheter simulation.

Therefore, the algorithm chosen in this work uses a simple approach, namely the compu-
tation of the centerline based on distance transform. The algorithm for centerline
computation has been implemented using MeVisLab. Figure 4.6 shows the whole network.

The network is divided into four parts.

Given a set of masks derived from the previous segmentation, the first part computes a
distance transform for each slice (figure 4.7).

Using the distance transform, the second part of the implementation determines a suit-
able threshold for each slice.

The threshold is further used to extract maximal values in each slice by the third part
of the algorithm. As a matter of how the previous steps work together, the maximum
value of the distance transform corresponds to the center of the segment. Iterating over
all slices therefore results in a non-smoothed centerline as it can be seen in figure 4.8.

In a final step, the implementation smoothes out the centerline. The result of this step
can be seen in figure 4.9. The list of points is finally ported to an XML-based file for
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Figure 4.5: Unity default light settings are used to configure global illumination.



4.5. Centerline computation 71

Figure 4.6: A MeVisLab network computing the centerline of the dissected aorta by
implementing the algorithm proposed by Egger et al.

Figure 4.7: Computing the distance transform for each slice is the first part of the centerline
computation.
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Figure 4.8: A non-smoothed candidate of the centerline based on previous thresholding
results.



4.6. Blood flow 73

Figure 4.9: The final centerline is smoothed out by the implementation.

further preprocessing.

In order to make use of the generated centerline in Virtual Reality, it has to be imported
into Unity. A C# script (PathEditor.cs) parses the XML file. By iterating over all the
given positions, a sphere is placed at each of the coordinates. The group of spheres is a
Unity GameObject, namely the path a player can fly along.

4.6 Blood flow

The field of science that deals with making fluid flows visible is called flow visualization.
It has been studied for centuries and is still an important field of research today. It has
numerous applications in many different industrial branches. To name a few, the study of
gaseous flows is a key issue in the development of cars, aircrafts, spacecrafts, and the de-
sign of machines such as turbines and combustion engines while liquid flows are studied in
context with naval applications such as ship design [203]. In addition, flow visualization is
widely used in civil engineering projects. Moreover, it plays an important role in chemistry.

Considering medical applications, flow visualization is a fundamental basis for un-
derstanding how blood flows through vessels [204, 205, 206, 207, 208, 209, 210,
211, 212] or how gaseous substances behave in the airways [213]. While experimental fluid
dynamics visualizes flow by using methods such as the application of colored oil to the
surface of an object placed into a wind tunnel or the usage of illuminated smoke, scientific
visualization is based on texture advection or complex mathematical models such as the
widely used Navier-Stokes equations [214].
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Moreover, the fast increase of computational power has led to an extensive use of nu-
merical methods following the emergence of a new branch of fluid mechanics referred to
as computational fluid dynamics (CFD). As modern computers can easily produce a
vast quantity of data, visualization has become even more important with respect to the
understanding and the evaluation of simulated results. Computer-aided flow simulation
and visualization can be considered especially important in medical applications as flow
cannot easily be researched in living beings.

While this work is focused on implementing a prototype for visualizing a real patients
aortic dissection in Virtual Reality, a practical use of the visualization requires it to be
based on blood flow data produced by computational models. This is fundamental for
providing a deeper understanding to how AD works and behaves. However, the imple-
mentation of CFD-frameworks modelling AD is still in progress. As a matter of fact, the
final definition of interfaces communicating with these frameworks is a future issue. For
the moment, the prototype visualizes blood flow by generating a predefined number
of red blood cell objects traveling parallel to the centerline with constant velocity.

Blood pressure could be modelled in a simple manner: the area of the aorta cross sec-
tions could be derived from the results of segmentation. Given these areas the velocity of
a single blood cell passing a specific cross section of the aorta could behave indirectly pro-
portional to the respective area. In other words, the velocity of a blood cell may increase
when the cell passes a narrow section of the vessel while it decreases when the aorta gets
wider. However, since the visualization needs to consider more details such as the Wind-
kessel effect or turbulence caused by the structure of the aortic wall, the simple approach
is not sufficient for realistic visualization. As previously mentioned, this information has
to be provided by underlying CFD-frameworks communicating with the visualization via
well defined interfaces. As a matter of fact, this concept has not been implemented.

Summing up, blood flow is one of the most crucial concepts of AD visualiza-
tion. It is supposed to help in gaining a deeper understanding on how AD behaves in
real world. Data provided by underlying CFD frameworks is required to obtain a realistic
visualization of blood flow. A proper definition of interfaces communicating with these
frameworks is a future issue.

4.7 Flight Control

Flight control is relevant for both, the player and the blood cells. However, even though
player and blood cells have a similar behaviour, there are some differences. The major
difference is that while blood cells fly automatically, a player flight is supposed to be con-
trolled by the user. Therefore, a framework has been implemented to keep the
flight control as abstract and extensible as possible. Figure 4.10 shows the basic
architecture of the flight control framework.
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As the HTC Vive controller could be used for various applications, the framework imple-
ments a generic PadController that allows any subclassed controller to react to a users
input. In addition, the PadController is the class linking the flight controller framework
into the Unity scene. FlightController is a subclassed PadController. Besides being a
PadController and therefore able to handle user input, the (player) FlightController

needs to interact with two important objects: the player itself (i), and the path the player
is supposed to fly along (ii).

The path (Path) is a simple class wrapping the centerline, a Unity GameObject con-
sisting of multiple spheres. It extends the GameObject by the ability to hop back and
forth between adjacent nodes (next(), previous()) and implements some more functions
to provide information about the current node and whether it is the start node or the end
node of the path.

The Player is the object that actually moves on a path. It is used by the aforemen-
tioned FlightController. It can perform operations such as moving (move()), increasing
the speed of flight (faster()), decreasing the speed of flight (slower()) or flipping its
flight direction (flip()). Flipping is a complex process as the handling of the controller
gets inverted when the player changes its direction. A Player is just one out of many
possible objects that could move along a path. There might be other objects, such as
the blood cells. Therefore, an abstract class for traversing along a path is implemented
(PathTraverser). The Player is a subclassed PathTraverser.

Any PathTraverser is able to move along a path. However, there are different algorithms
of how movement works. To solve this issue in an extensible way, the strategy pattern has
been used. The strategy pattern is a design pattern first described in Design Patterns:
Elements of Reusable Object-Oriented Software written in 1994 by Gamma et al. [215].
The pattern suggests a way to decouple algorithms from the objects using it. It thereby
enables a program to interchange algorithms at runtime. In case of the flight controller,
PathTraverser is part of the strategy pattern as the way an object actually traverses the
path is determined by the underlying strategy at runtime. Different strategies are imple-
mented: one strategy allows an object to move in forward direction only (Forward) while a
second one performs the same movement in backward direction (Backward). When one of
these two strategies reach an end, the moving object simply stops there. A third strategy
combines backward and forward strategy (BackAndForth). Using this strategy, an object
moves in either direction until an end is reached. Then the algorithm is exchanged by the
one not currently used which causes to object to flip direction. While blood has to flow
in one direction only, the player uses a BackAndForth strategy for movement.

Besides the strategy, the framework is enriched by wrappers. A wrapper can be wrapped
around any of the strategy implementations to modify its behaviour. In case of the
Player, the BackAndForth strategy is wrapped by a wrapper implementing interpolations
(Interpolation). This wrapper allows the Player to perform finer changes in speed as
the behaviour is not bound to directly hopping from one node to the next but is rather
able to do intermediate steps within a single hop. Summarized, the flight control frame-
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work allows the player to interact in its virtual environment, namely by controlling the
speed and direction of the flight though the dissected aorta. In addition, the framework
is designed using state-of-the-art patterns and with extensibility in mind.
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5
Results and evaluation

This chapter summarizes and evaluates the results of this work.

Section 5.1 describes the final framework and how a new CT scan could be visual-
ized with the aid of that framework. It focuses on the usage of implemented MeVisLab
frameworks and describes how the medical image is segmented, how the segmented image
is used for model generation, how the model is refined, how the texture is generated and
how the scene is set up in Unity. It also mentions some implementation-specific details
relevant for extending the framework.

Section 5.2 lists hardware and hardware requirements used for development and
testing of the framework. The VR system being used is briefly described and current
versions of specific tools are mentioned.

Finally, section 5.3 presents the results of performance tests that have been applied
on the visualization framework. The section concludes by pointing out that a smooth,
jitter free VR user experience of the visualization of the dissected aorta is given up to a
certain number of rendered blood cells using the aforementioned hardware.

79
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Figure 5.1: Using a MeVisLab network, the true lumen of the aorta is segmented manually
in an axial slice of a patients CT scan.

5.1 The final framework

This section describes the process of visualizing an aortic dissection in VR.

Given a medical image, may it come from a CT scan or any other source, has to be
loaded into MeVisLab (using the itkImageFileReader module) using the segmentation
network (segmentation.mlab, figure 5.1). If given, a (partial) CSO may be imported as
well (using the LocalCSOLoad module). This may be the case if one wants to continue
and unfinished segmentation or if a segmentation has to be refined or corrected. Given
the image, the View2D module (DrawContoursOnOriginalView) may be used to segment
the given slices. The CSOManager1 module may be used to order/group the segmenta-
tions. Finally, the CSO can be saved using the CSOSave module (SaveDrawnContours).
At the end of this step, the medical image and a corresponding cso file exist. As this step
requires user interaction, it cannot be fully automated as long as the segmentation itself
is not replaced by an algorithm that works without manual aid.

Given both, the medical image and the CSO file, the next step is model generation.
Again, a MeVisLab network is used for that step (dissection.mlab). It requires the
user to load the image (using the itkImageFileReader module) and the generated CSO
(using the LocalCSOLoad module). A CSOManager allows realignment of segmentation



5.1. The final framework 81

contours if desired. Given that, the CSO can be converted to a 3D mask using the
CSOConvertTo3DMask module. After that, MeVisLab converts the 3D mask into an iso
surface (WEMIsoSurface), IsoSurface, namely a surface described by the implicit equation
F (x, y, z) = f . The iso surface can finally be exported into an STL file (using the WEM-
Save module). Therefore, the resulting product of this step is a single STL file.

The STL file needs to be refined using blender now. Refinement steps and used have
already been described in section 4.4.2 and comprise: inversion of normals (i), application
of wall thickness (ii), and the generation of a texture map (iii). The latter is drawn using
GIMP as described in section 4.4.2 as well. At a later stage of the project, this texture
may be replaced by something more realistic. Some other ideas of visualizing the inner
wall of the aorta exist. They are discussed in section 6.1.1. At the end of this step, a
refined model and a corresponding texture exist.

The refined model and the texture are now needed for Unity scene setup. First, the
model has to be loaded into unity. Using the texture, a material has then to be generated
in Unity. This material has to be applied to the model in a next step. Camera and lighting
settings are described in section 4.4.3. The result of this step is a static 3D scene modelled
in Unity. It can already be rendered to VR.

The static Unity scene is now enriched by user interaction, namely the users ability to fly
through the aorta. The centerline of the aorta has been chosen as a path to fly along.
It is generated using MeVisLab. To do so, the segmentation has to be converted into a
3d mask (3dMaskGeneration.mlab). The responsible network loads the medical image
(itkFileReader) and the previously generated CSO file (CSOLoad). These files are then
used as an input for the CSOConvertTo3DMask module. Instead of converting the mask
to an STL file, it is now saved directly (using the nrrd file format). The resulting file is
then used as an input for centerline generation (GenerateCenterline.mlab). It is again
loaded using the itkImageFileReader module. MeVisLab applies a distance transform
on the mask, looks for a finds the center (maximum) in each distance transform, and
smoothes the resulting voxels that represent the centerline. At the end of this step, a
smoothed XMarker list can be exported using the XML file format (SmoothXMarkerList
and SaveBase).

As already described, the static scene in Unity consists of the model and the texture.
The centerline can now be loaded using PathEditor.cs. It parses the xml file and places
a sphere game object on each position of the centerline. The path is then used by the
flight controller described in section 4.7.

In a final step, the scene is enhanced by visualizing blood flow. As the underlying sim-
ulation of AD is still in development, interfaces for interaction are not yet defined. As
a consequence, the blood flow visualization is currently solved using a simple approach:
blood cells are Unity GameObjects that are generated ”at the one end” of the aorta. The
fly along the centerline with random offset and in opposite direction of the player. In a
later stage of the overall project, when interfaces between visualization and simulation
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Figure 5.2: The HTC Vive consists of a Head Mounted Display (HMD),
two handheld wireless controllers and two tracking stations. (source:
https://commons.wikimedia.org/wiki/File:Vive pre.jpeg)

are defined, the blood flow visualization may be replaced, e.g. by using Unity’s particle
system.

5.2 Environment of development

VR applications require hardware with high performace. Table 5.1 shows the system
requirements recommended by VIVE™ [216] and the system used for implementation and
testing this work. In addition, the HTC Vive has been the VR system being used. It is
developed by HTC and Valve Corporation. It consists of a head mounted display (HMD),
two wireless handheld controllers and two base stations called Lighthouses (see Figure 5.2).

The base stations are used for tracking purposes. HTC Vive is based on a VR design
paradigm called room scale. It allows a user to freely move around in the physical world
and transfers the user’s movement to virtual reality by tracking position and orientation
of HMD and controllers. When getting too close to physical walls, a piece of software
called chaperone virtually reminds the user to stay inside the predefined space.
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recommended used

Graphics
NVIDIA® GeForce® GTX 1060,
AMD Radeon™ RX 480,
equivalent or better.

NVIDIA® GeForce® GTX 970

Processor
Intel® Core™ i5-4590,
AMD FX™ 8350,
equivalent or better

Intel® Core™ i5-6600

Memory
4 GB RAM
or more

32 GB RAM

Video out
HDMI 1.4,
DisplayPort 1.2
or newer

HDMI 2.0

USB ports
1x USB 2.0
or better port

USB 3.0

Operating system

Windows® 7 SP1,

Windows® 8.1 or later,

Windows® 10

Windows® 10

Table 5.1: Recommended and used system requirements.

Table 5.2 shows the specifications of the different components of the HTC Vive
VR system as they are published on their official website [216].

In order to render a scene to the HMD, it has to be able to communicate with the appli-
cation running on the PC. For this purpose, the aforementioned runtime is used. Valve
distributes their runtime using STEAM™ , an online distribution platform they have for-
merly developed for conventional games in 2002. For this work, STEAM® VR Version
2018-05-06 has been the runtime being used. The visualization of the dissected aorta has
been developed using Unity Version 2017.3.0f3. In addition, the SteamVR Plugin Version
1.2.3 has been installed in Unity.

Given this environment, framerates have been measured using Unity’s built-in profiler
and stats-panel. For measuring frametime, dropped frames and warp misses, FCAT
VR Capture Version 3.26.0.0, a tool provided by NVIDIA [217], has been used. FCAT VR
Capture comes with a tool called FCAT VR Analyzer. It has been used to visualize the
results yielded using FCAT VR Capture. The Analyzer is based on Python and requires
pyqtgraph to be installed. For this work Anaconda 3.6.5 shipped with Python 3.6.3 has
been used. The installed version of PyQtGraph has been 0.10.0.

5.3 Application performance

Considering the runtime being in between the computation and the final rendering of the
frame, the following metrics have been measured in addition to the framerate to evaluate
the performance of the visualization: frametime (i), dropped frames (ii), and warp misses
(iii).
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Headset Specs

Screen Dual AMOLED 3.6” diagonal

Resolution 1080 x 1200 pixels per eye (2160 x 1200 pixels combined)

Refresh rate 90 Hz

Field of view 110 degrees

Safety features Chaperone play area boundaries and front-facing camera

Sensors SteamVR Tracking, G-sensor, gyroscope, proximity

Connections HDMI, USB 2.0, stereo 3.5 mm headphone jack, Power, Bluetooth

Input Integrated microphone

Eye Relief Interpupillary distance and lens distance adjustment

Controller specs

Sensors SteamVR Tracking

Input
Multifunction trackpad, Grip buttons, dual-stage trigger,
System button, Menu button

Use per charge Approx. 6 hours

Connections Micro-USB charging port

Tracked area requirements

Standing / seated No min. space requirements

Room-scale 6’6” x 5’ min. room size, 16’4” max. between base stations

Table 5.2: Specifications of the HTC VIVE Virtual Reality System.

In addition to their runtime, Valve provides a performance test checking whether the
current hardware is capable of rendering to VR. Figure 5.3 shows the output of the results
after running the performance test on the given hardware. One important result in this
test is the number of frames below 90 fps as 90 fps is widely considered to be the minimal
number of fps to provide a smooth user experience.

Frametimes, dropped frames and warp misses correlate with fps. All metrics are in-
fluenced by the number of game objects placed into a scene. In addition, the
complexity of a game object contributes to the overall performance. Regarding the visu-
alization of the aorta, the aorta itself is by far the most complex object in terms of mesh
complexity given by it’s number of vertices or number of edges respectively. However,
the aorta is a static object rendered only once while the blood cell is a moving object
being cloned multiple times. Tests have shown, that performance is mainly affected by
the number of blood cells used.

Evaluation has been done using different number of blood cells measuring overall mem-
ory consumption, average framerate, average frame timings, dropped frames, and warp
misses for 60 seconds (Table 5.3). Figure 5.4 shows different frame timings for 0, 2200
and 5000 blood cells. Figure 5.5 shows the same plot with corresponding interval plots.
As it can be seen in the interval plot for a setting with zero blood cells, all frames have
successfully been generated while the interval plot for 5000 blood cells shows a high num-
ber of dropped frames. Plots show, that frametimes drop after initialization phase. This
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Figure 5.3: The performance test provided by STEAM® VR checks the system’s capability
of rendering to VR.
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number of
blood cells

overall
mem consumption

avg fps
avg

frametime
dropped
frames

warp
misses

0 180 MB 112.4 4.29 ms 0 % 0

2,000 250 MB 110.3 7.37 ms 0.03 % 0

2,200 270 MB 102.4 9.00 ms 0.11 % 0

2,500 280 MB 72.9 11.56 ms 0.39 % 5

3,000 290 MB 64.3 13.16 ms 0.44 % 3

5,000 350 MB 22.7 26.11 ms 0.63 % 0

Table 5.3: Evaluation results with varying number of blood cells. Smooth results have
been obtained with blood cells up to 2,200.
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Figure 5.4: Frametime plots for three different settings with 0, 2000 and 5000 blood cells.

effect may be attributed to caching. In addition, the frametimes are oscillating at high
frequency. Analysing the running scene using Unity revealed that the oscillation is caused
by the garbage collector which runs at scheduled time steps. All in all, a good performance
providing a smooth user experience has been achieved with up to 2,200 blood
cells while 5000 blood cells had been far too much for rendering the scene smoothly.
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Figure 5.5: The interval plots show that all frames have sucessfully been generated for a
setting with 0 blood cells while most of the frames have been dropped logging a setting
with 5,000 blood cells.
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6
Discussion and future outlook

This chapter focuses on future outlook as discussed in section 6.1. While the current
framework proves that VR visualization of dissected aortas is feasible, various suggestions
may lead to a final product that might eventually aid medicals in their daily clinical rou-
tine. Among these suggestions are some describing how a higher degree of automation
may be achieved as this would be a desirable goal for a final product. Other suggestions
deal with new features that might enrich the current solution, may it be a more sophisti-
cated user interaction or the highly required development of interfaces for communication
with underlying simulation frameworks. In addition to these suggestions, performance and
portablity issues are briefly discussed.

The chapter ends with concluding words (section 6.2) highlighting the impact of the
work that has been done: visualizing AD in VR is both, feasible and meaningful. As such,
this work may be an influential contribution in fighting the tragedy of AD.

89
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6.1 Improvements

6.1.1 Automation and functionality

While some improvements can be issued to simple software engineering, others require
further research as they comprise problems that are not fully solved today. In particular,
the following steps lack solutions not depending upon user interaction to some extent:
segmentation (i), centerline computation (ii) and flow visualization (iii).

Regarding the automationion of segmentation, various proposals based on thresh-
olding [108, 109, 110, 111, 112, 113], boundary [116, 117, 118, 119, 120] or region [107,
124, 125, 126] have been made. Modern approaches of segmentation often rely on deep
learning [143, 155]. According to Chollett, deep learning is a subfield of machine learn-
ing [218]. While Chollet states conventional software development to be to process of
generating answers given rules and data, he considers machine learning to be the process
of generating rules given data and answers. In case of segmentation, real-life scans (data)
and manual segmentation done by experts (answers) would lead to rules allowing the al-
gorithms to segment vessels in formerly unknown datasets. However, as Tetteh states,
the assembly of a properly labeled dataset for training such algorithms is the bottleneck
for most medical applications [155]. Therefore, even though machine learning attempts
look promising, a research in this direction would comprise research in the acquisition of
large and meaningful datasets. Next to data acquisition, there are studies dealing with the
generation of medical image data [219]. However, even though data generation resolves
the aforementioned bottleneck, the question of artificial data being suitable training sets
for machine learning is another subject that requires further investigation.

The problem of centerline computation highly relates to the problem of segmentation.
When segmentation is solved reliably, centerline computation can be solved alongside [155].
In context of this application, two facts need to be pointed out: the centerline is just used
as a path for flight control (i) and the aorta is relatively thick and scaled to a high extent
when placed into the scene (ii). Since these two facts exist, a rough approximation of the
centerline is fully sufficient in context of the given application. Therefore, when segmen-
tation is solved, simple algorithms such as the previously mentioned distance transform
could be applied to the segmentation for centerline computation. However, further de-
velopment of the application might lead to the need of an accurate computation of the
centerline. In this case, the computation of the centerline becomes subject to addditional
research.

Flow visualization is another topic that offers multiple ways of improvement. At the
current state, the blood cells are generated with random offset to the centerline following
it’s path at constant speed. A more realistic visualization might take blood pressure into
account. From an intuitive point-of-view, the pressure increases when the radius of the
aorta decreases and vice-versa. Pressure and velocity are related in a proportional way.
Therefore, the velocity of a single blood cell could be modelled indirectly proportional
to the area of the cross section it currently passes through. This area is known from
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segmentation and could be interpolated for missing positions. Even though this visualiza-
tion would give a more realistic impression, it still disregards that blood pressure is not
constant. A realistic flow visualization requires complex mathematical models. A goal
for this work should be to provide an interface to such models so that they can feed the
visualization with their computations. This interface is a key concept towards a practical
use of this prototype in medical applications.

Navigation is another issue that needs to be considered. The current solution allows
the user to fly along a predefined path. Different attempts might need to be found in
coordination with medical staff using the final solution in clinical routine. The close ex-
amination of details might require the solution to allow a user to step aside the predefined
path in order to take a closer look at certain areas of the aortic wall.

This examination might raise the need for realistic texture. Available texture databases
might help in solving this issue. Texture could also be generated programmatically. This
approach would allow the solution to visually encode relevant information provided by
medical images or computed simulation.

One area that would require a programmatic solution of texture rendering is the visual-
ization of wall stress. A common way of visualizing stress is by using heatmaps. These
have to be generated using the information obtained from computed simulations. A heat
map might be applied on top of the already existent texture. Users might also require the
ability to toggle the display of additional informative textures such as heatmaps.

Another step towards realistic rendering could be a dynamic model of the aorta.
At the current state of development, the solution provides a static model of the aorta.
However, when considering time-dependant events such as the tearing of the aortic wall
animations might be needed.

6.1.2 Performance and other technical issues

From a technical point-of-view, a higher resolution would be helpful when examining AD
in VR. For this purpose, the currently used HTC Vive could be replaced by more modern
VR systems such as HTC Vive Pro released on January 2018 [220]. When upgrading
the VR system, better hardware might be required. This requirement might also arise
when the complexity of the visualization increases.

Next to upgrading the hardware, hardware agnostic improvements should be considered,
i.e. the software performance could be improved. A first step might be to find a proper
frustrum: in it’s predefined settings, Unity allows a user to look ahead for 1000m. As a
matter of fact, the software needs to precompute objects within that range. However, as
the aorta is a closed room, the frustrum could be scaled down to a reasonable size. The
size highly depends on the scale of the aorta. Next to reducing the distance of the far
plane, thoughtful considerations of removing game objects would highly increase perfor-
mance. In particular, the removal of unseen blood cells has to be thought of. However,
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as a user can freely move in virtual reality, it is not sufficient to simply remove all blood
cells the user has passed. A deeper analysis of bottlenecks might reveal more possibilities
to improve performance. Some bottlenecks might be: the resolution of the segmentation
in z-axis (i), the realtime computation of the centerline when using a dynamic model of
the aorta (ii), and the smoothness of the model of the aorta as it is driven by the number
of vertices and edges used (iii).

Another technical issue, next to performance, is that the solution might have to be adapted
for usage with different VR systems. Unity offers support on that issue but there might
be some yet unknown considerations to be taken into account.

6.1.3 Evaluation

In a final step, the process of evaluation has to be reconsidered. When the solution
reaches the state of being suitable for clinical routine, user studies among medical stuff
need to be arranged. Quantitative measures of user experience might need to be found.
If used, they would offer a way towards evaluation strategies that are more objective than
currently used ones, e.g. questionaires in user studies.

6.2 Conclusion

Within the last years, VR has gained high popularity. Also science is looking for practical
use of VR: the visualization of scientific data in VR seems to be a tempting goal. Even
though VR has lately been used in medical projects [221], a visualization of AD is, while
useful, yet unavailable.

This work has shown that medical image data can be ported to Virtual Reality
allowing a more profound understanding of the internals of a human body. In case of aor-
tic dissection, an immersive visualization aims in better understanding the highly lethal
disease that is still a topic of active research today. However, the current state of the solu-
tion does not offer a fully automated visualization and it is unlikely that when no further
restrictions are given medical image data can be ported to VR without any user interac-
tion. Nonetheless, increasing the grade of automation can be subject to further work, by
improving the automation of intermediate steps on the one hand and by coupling these
steps together more tightly on the other hand.

Summing up, the current solution shows that a VR visualization of AD is feasible
and meaningful. However, to develop a visualization that can be used in daily clinical
routine, some further work has to be done. In the end, a realistic simulation and
visualization of AD could be a crucial step in fighting against a disease that often
leads to tragic death: the aortic dissection. May this work be a milestone in this fight.
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