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Abstract

The innovations in computer science that have made possible the development of
increasingly powerful computer hardware and more advanced software architectures
have also allowed for the simulation of high-resolution model outputs based on
regional climate models (RCMs) at the 1 km scale. At this resolution, RCMs provide
more realistic simulations than lower-resolution models by explicitly resolving deep
convection and representing orography more accurately. Model outputs based
on 1-km-scale RCMs, however, have significant limitations and are subject to
various sources of uncertainty. Furthermore, the fact that reference datasets in
correspondingly high spatial and temporal resolutions are lacking makes it difficult
to evaluate high-resolution outputs from RCMs.

This work focuses on the modeling of near-surface winds and includes as a first
objective the development of an application for generating high-resolution wind
fields based on station data. Related to this objective, it introduces a weather
diagnostic application called the Wind Product Generator (WPG), which has been
developed within this work. The WPG is capable of automatically generating
gridded wind fields in near-real-time. In this project, the WPG is used to generate
high-resolution reference wind fields using observations from two dense networks
of meteorological stations, the WegenerNet Feldbach Region (FBR) network and
the WegenerNet Johnsbachtal (JBT) network.
The high-density WegenerNet FBR consists of more than 150 meteorological

stations distributed throughout a region characterized by hilly terrain and small
differences in altitude, while the WegenerNet JBT contains 11 meteorological
stations situated in a mountainous region exhibiting large differences in altitude.
Reference wind fields produced for the WegenerNet FBR network are found to be
reasonably accurate; reference wind fields produced for the WegenerNet JBT are
reasonably accurate in terms of wind speeds, but wind directions are less accurate
along mountain slopes, which are particularly challenging. In summary, the results
of these studies indicate that the WPG can serve as a valuable tool for evaluating
wind fields produced by high-resolution models.

Ultimately, the second main objective is the evaluation of high-resolution wind
fields from selected dynamical models based on the WPG-generated wind fields.
The spatial evaluation of high-resolution wind fields carried out in this study relates
to geographic information science. The added value that high resolutions provide to
model outputs is difficult to assess by traditional statistical methods. In this project,
a novel neighborhood-based spatial wind verification methodology is introduced,
allowing the evaluation of spatial differences and displacements between datasets.
That this methodology is feasible for such purposes is demonstrated by means of
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an intercomparison of WPG-generated wind fields with wind field analysis data
taken from the Integrated Nowcasting through Comprehensive Analysis (INCA)
system and with regional climate model wind field data from the non-hydrostatic
climate model of the Consortium for Small Scale Modeling Model in Climate Mode
(CCLM). Within this comparison, the quality and limitations of these models are
evaluated using WPG wind fields for representative weather events generated for
the WegenerNet FBR and WegenerNet JBT.
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Zusammenfassung

Innovationen in den Computerwissenschaften, welche die Entwicklung immer leis-
tungsfähigerer Computerhardware sowie Fortschritte in Softwarearchitekturen
ermöglicht haben, erlauben mittlerweile Simulationen von regionalen Klimamodel-
len (RCMs) mit einer horizontalen Auflösung von bis zu 1 km x 1 km. Bei solch
einer Auflösung liefern RCMs realistischere Simulationen im Vergleich zu Modellen
mit einer geringeren horizontalen Gitterweite, indem die Tiefenkonvektion explizit
simuliert und die Orographie genauer abgebildet wird.
Die vorliegende Arbeit fokussiert sich auf die Modellierung von oberflächen-

nahen Winden und beinhaltet als erstes Ziel die Entwicklung einer Anwendung
zur Erzeugung von hochauflösenden Windfeldern auf Basis von Stationsdaten. Im
Zusammenhang mit diesem Ziel wird eine Wetterdiagnostikanwendung namens
Wind Product Generator (WPG) vorgestellt, welche im Rahmen dieser Arbeit
entwickelt wurde und mit Hilfe derer automatisch gitterförmige Windfelder in
Nahezu-Echtzeit erzeugt werden können. In diesem Projekt wird der WPG verwen-
det, um hochauflösende Referenzwindfelder aus Beobachtungen von zwei dichten
Netzwerken meteorologischer Stationen, dem „WegenerNet Feldbachregion (FBR)“
und dem „WegenerNet Johnsbachtal (JBT)“, zu erzeugen.
Das WegenerNet FBR besteht aus mehr als 150 meteorologischen Stationen,

welche in einer Region gekennzeichnet durch hügeliges Gelände und geringe Hö-
henunterschiede verteilt sind, während das WegenerNet JBT 11 meteorologische
Stationen in einer Bergregion mit großen Höhenunterschieden umfasst. Die für das
WegenerNet FBR-Netz erzeugten Referenzwindfelder erweisen sich als angemessen
genau; jene für das WegenerNet JBT sind in Bezug auf die Windgeschwindig-
keiten angemessen genau, jedoch zeigen Windrichtungen entlang der besonders
anspruchsvollen Berghänge größere Abweichungen im Vergleich zu Beobachtungen.
Zusammenfassend zeigen die Ergebnisse der Studie, dass der WPG als wertvolles
Werkzeug zur Evaluierung von Windfeldern, welche beispielsweise mittels hochauf-
lösender Klimamodelle erzeugt werden, dienen kann.

Letztendlich ist das zweite Hauptziel die Evaluierung hochauflösender Windfelder
aus ausgewählten Modellen, basierend auf den WPG-generierten Windfeldern. Die
in dieser Studie durchgeführte räumliche Evaluierung hochauflösender Windfelder
ist im Bereich der Geoinformationswissenschaften angesiedelt. Den Mehrwert, den
hochaufgelöste im Vergleich zu niedrig aufgelösten Simulationen bieten, ist mit her-
kömmlichen statistischen Methoden schwer zu beurteilen. In diesem Projekt wird
eine neuartige, nachbarschaftsbezogene Methodik zur räumlichen Windverifikation
vorgestellt, die die Bewertung von räumlichen Unterschieden und Verschiebungen
zwischen Datensätzen ermöglicht. Dass diese Methodik für solche Zwecke prak-
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tikabel ist, wird durch einen Vergleich von WPG-generierten Windfeldern mit
Windfeldanalysedaten erzeugt mittels des Integrated Nowcasting through Compre-
hensive Analysis (INCA)-System und mit Klimamodell-Windfelddaten generiert
mittels des nichthydrostatischen Klimamodells des Consortium for Small Scale
Modeling Model in Climate Mode (CCLM) demonstriert. In diesem Vergleich
werden die Qualität und Grenzen dieser Modelle mit Hilfe von WPG-Windfeldern,
erzeugt für das WegenerNet FBR und WegenerNet JBT, evaluiert.
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1 Introduction

In recent decades, scientific research has placed significant focus on the topics of
weather and climate and the ways in which they impact ecosystems, societies, and
the lives of individuals (e.g. Hansen et al. 1981; Hasselmann 1993; Govindasamy
and Caldeira 2000; IPCC 2007; Shindell et al. 2012; IPCC 2012; IPCC 2014;
Hughes et al. 2017). The influence of climate on natural environments and human
life is most evident when it is studied on a regional to local scale (Prein 2013;
Prein et al. 2013b). Regional climate models (RCMs) are well-established research
tools for analyzing and understanding climate by generating key input data for
climate change impact studies, as well as for strategies for adapting to climate
change (Prein et al. 2013b; Rummukainen 2010; Leutwyler et al. 2016). These
models are deployed to obtain regional-scale simulations of phenomena such as
regional wind field patterns, precipitation, etc. and take into account important
local interactions between the Earth’s surface and atmosphere.
Since these models only cover limited geographical areas, information at the

model’s lateral boundaries is required, which is obtained from model outputs
at coarser grid scales. These outputs are usually generated by Global Climate
Models (GCMs), or through reanalysis, or by larger-scale RCMs. In conventional
models, small-scale convective processes such as moist convection need to be
parameterized. These parameterizations introduce a degree of uncertainty into
the model’s representations of clouds, precipitation, and small-scale wind patterns,
negatively impacting the model’s ability to represent climate change projections at
smaller scales (Prein et al. 2013b; Randall et al. 2003; Leutwyler et al. 2016).

Innovations in computer science and increases in the power of computer hardware
have allowed high-resolution outputs to be generated from RCMs at a 1 km
scale. At this resolution, simulations produced from RCMs demonstrate two
main improvements over lower-resolution simulations: first, these simulations
are more realistic, especially for regions with complex terrain, thus allowing
investigations of weather and climate in smaller sub-regions; and second, these
simulations can resolve associated processes such as deep convection without
requiring parameterizations. Multiple studies have demonstrated the added value
of such so-called Convection-Permitting Climate Simulations (CPCSs), especially
in simulations of small-scale precipitation patterns (Prein et al. 2013b; Langhans
et al. 2012; Weusthoff et al. 2010; Hohenegger et al. 2008; Kendon et al. 2017).
However, as new innovations are continually being developed, and CPCSs have only
been used in the last several years, more research is required to make a rigorous
and detailed evaluation of the quality of CPCSs.
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1 Introduction

1.1 Motivation and research design

Wind field evaluation data

The lack of datasets with spatial and temporal resolutions that match the resolutions
of CPCSs produced by RCMs makes evaluating these simulations difficult. The
model outputs generated by RCMs typically represent area averages of the involved
processes rather than processes at specific locations. The most suitable datasets
for evaluating simulations that use such models are therefore gridded fields of
meteorological data, where each cell in a grid is an average of best estimates for
the observation corresponding to that grid cell (Haylock et al. 2008; Haiden et al.
2011; Hiebl and Frei 2016)

The Wegener Center for Climate and Global Change at the University of Graz
has helped address the lack of suitable evaluation data for these simulations by
acquiring and automatically processing data from two networks of meteorological
stations: the high-density WegenerNet Feldbach Region (FBR) network, located in
a region of the Alpine foreland dominated by hilly terrain, and its sister network,
the WegenerNet Johnsbachtal (JBT) network, located in a mountainous Alpine
region characterized by highly complex terrain. The main aims of the Wegener
Center in establishing these networks are to evaluate RCMs and investigate weather
and climate on a local scale.
The observations acquired from these two station networks are controlled and

processed by the WegenerNet Processing System (WPS), which includes four
subsystems (Kirchengast et al. 2014): the Command Receive Archiving System
transfers raw measurement data via wireless General Packet Radio Service (GPRS)
transmission to the WegenerNet database in Graz; the Quality Control System
checks the data quality; the Data Product Generator (DPG) generates regular
station time series for all stations and parameters as well as gridded fields of weather
and climate products for the variables temperature, precipitation, and relative
humidity for the WegenerNet FBR; and the Visualization and Information System
offers the data to users via the WegenerNet data portal (www.wegenernet.org).
Further detailed information regarding the WPS and its subsystems can be found
in Kirchengast et al. (2014) and Kabas (2012).

The work presented in this thesis focuses on evaluating simulations of near-surface
winds on the basis of DPG station data, and comprises a first step towards filling a
critical gap in the development of the DPG. In particular, the project implements
a newly-developed wind field application named Wind Product Generator (WPG)
in conjunction with the DPG. The WPG uses the California Meteorological Model
(CALMET) as core tool and generates mean wind field data in near real-time at
10 m and 50 m height levels, with a spatial resolution of 100 m × 100 m and
a temporal resolution of 30 minutes, based on the meteorological observations
and surface-related datasets provided by the two WegenerNet regional networks.
Gridded wind field data are available from the WegenerNet FBR starting in 2007
and from the WegenerNet JBT starting in 2012. The WPG application can also
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1.1 Motivation and research design

be used to create wind fields based on data from other high-density networks, can
serve as a tool for evaluating high-resolution wind field simulations from different
types of models, and can aid investigations into the impact of airflows on a regional
to local scale, among other uses (Schlager et al. 2017; Schlager et al. 2018).

A spatial verification of wind fields: Geographic information science

The main scientific contribution of this thesis to the field of geographic information
science (GIS) deals with the spatial verification of high-resolution simulations of
wind.

Spatial verification methods were developed mainly to address challenges that
arise in the evaluation of high-resolution forecasts (Ebert 2008; Rossa et al. 2008;
Gilleland et al. 2009; Gilleland et al. 2010; Gilleland 2013). The verification scores
that traditional verification methods deliver often do not account for the ways
in which high-resolution forecasts improve upon lower-resolution forecasts, such
as the more realistic simulations they produce of the distributions and spatial
structures of weather events. In general, however, high-resolution forecasts are not
able to simulate the exact position of a weather event in space and time. In the
case that a forecast’s position is offset in relation to a reference field, a calculation
of skill measures based on traditional gridpoint-based methods will yield “double
penalties” that lower the forecast’s score. A double penalty is a penalization that
results, first, from the forecast simulating an event where it did not occur, and,
second, from the forecast failing to simulate an event where it did in fact occur
(Roberts 2008; Prein et al. 2013b; Skok and Hladnik 2018).

Coarser resolution models are generally favored by gridpoint-based verification
methods, even if human analysts would assess the high-resolution forecasts as
superior. Furthermore, gridpoint-based verification methods are not able to provide
important diagnostic information about the type of error occurring in the forecast,
such as whether the error results from scale-dependent or spatial properties,
displacements, or structural differences between features of the forecast and the
real data (Gilleland et al. 2010).
In recent years, several relatively new verification methods have been devel-

oped that largely come from the field of image analysis and computer vision
studies. These new methods use distinct approaches and have different charac-
teristics than gridpoint-based methods. For this reason, comparison of these new
methods has been one of the focuses of a Coordinated Intercomparison Project
(ICP) organized by the National Center for Atmospheric Research (details at
www.ral.ucar.edu/projects/icp). The ICP resolves questions concerning issues
such as the best methods to use for specific purposes, the best ways of obtaining
information about uncertainty, and specific characteristics of particular methods
(Gilleland et al. 2010).

Due to the high heterogeneity of precipitation patterns, most of these newly-
developed verification methods were used to evaluate gridded fields of precipitation.
Spatial verification methods for the evaluation of wind simulations, however,
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1 Introduction

have been less developed compared to spatial verification methods for verifying
precipitation, a fact that has been recognized by the open collaborative MesoVICT
project. This project conducts test cases for the verification of gridded fields of
precipitation data, and other variables beyond that, in a region of complex terrain
over the Alps. The project lists achieving progress in wind verification as one of
its primary goals (Dorninger et al. 2013; Skok and Hladnik 2018).
To address shortcomings in wind verification, Skok and Hladnik (2018) have

presented a novel wind verification method called the Wind Fractions Skill Score
(WFSS), an extension of the Fractions Skill Score (FSS) metric (Roberts 2008)
originally used for verifying precipitation.
In the present study, the WFSS is used to evaluate wind field analysis data

derived using the Integrated Nowcasting through Comprehensive Analysis (INCA)
system and dynamical climate model wind data derived using the non-hydrostatic
climate model of the Consortium for Small Scale Modeling Model in Climate Mode
(CCLM). For this purpose, the WPG-diagnosed empirical high-resolution wind
fields are used as reference data. The focus of this study is on evaluating spatial
differences and displacements between the datasets.

1.2 Objectives

The first overall objective of this thesis is to develop an operational diagnostic
application that can be used to evaluate wind fields produced from different types
of models. To accomplish this, the present study identifies two practical aims:

1. To develop an operational weather diagnostic application that automatically
generates high-resolution wind fields in near real-time, namely the WPG.

2. To implement the WPG application by applying it to the two regions moni-
tored by the WegenerNet FBR and WegenerNet JBT networks and using the
application to generate high-resolution wind fields based on the observations
of the two networks.

The second overall objective is the evaluation of wind fields from different types
of models against the WPG-wind fields, with the focus on evaluating spatial
differences and displacements between the wind field data. To accomplish the
second objective, the present study identifies another two practical aims:

1. To select WPG empirical wind field data, INCA analysis data and CCLM
regional climate model data for the two study areas, the WegenerNet FBR
and WegenerNet JBT, for selected weather events.

2. To evaluate INCA and CCLM wind fields based on the WPG reference wind
fields with use of the WFSS besides traditional grid point-based methods.
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1.3 Structure of the thesis

1.3 Structure of the thesis
The thesis is structured as follows. Chapter 2 outlines relevant literature with
respect to near-surface flows. Section 2.1 describes atmospheric processes occurring
within the planetary boundary layer that influence near-surface airflows. Starting
at a synoptic scale, the processes with the largest influence on synoptic systems
affecting mountainous regions are analyzed. The next part of this section discusses
processes that effect regional- to local-scale flow patterns. In section 2.2, the
current state of knowledge regarding climate change’s impact on near-surface wind
fields is outlined. Both observation-based climate effects and the results of climate
simulations related to near-surface wind fields are discussed in detail. Two different
modeling approaches, namely the dynamical modeling approach and the diagnostic
modeling approach for near surface wind are presented in section 2.3, and the
advantages, disadvantages, and limitations of each model are discussed. Finally,
section 2.4 introduces spatial verification methods that are used to evaluate model
results and discusses and compares the characteristics of these methods.
Chapter 3 provides an overview of the research areas and basic information

about the evaluation data used in this thesis, including the newly-developed WPG
application.
Chapter 4 presents the scientific approach of this thesis which is based on a

cumulative publication dissertation. First, the connection of different phases of
this thesis, and second a summary of all peer reviewed publications are presented
in this chapter.
Chapters 5 to 8 include the results of the presented thesis. In chapter 5 the

method used for analyzing the CALMET model’s sensitivity to geophysical pa-
rameters is presented, and the results of this sensitivity analysis are discussed in
detail. All manuscripts published within this research, as well as a summary of
the manuscript and a description of the activities of each author, are presented in
chapters 6 to 8.
Finally, chapter 9 summarizes the work and provides concluding remarks.
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2 State of Research and Relevant
Literature

This chapter reviews relevant literature. In the first part it focuses on the effects
of topography on near surface flows over a wide range of scales. In the second
part, the effects of climate change on near surface flows on a regional to local scale
are explained. The third part gives information about two specific types of wind
field modeling approaches. Finally, different spatial verification methods for the
evaluation of model outputs are introduced and compared with each other.

2.1 Airflows in hilly and mountainous regions

Airflows are influenced by topography over different scales and produce circulation
systems which can be classified into a hierarchy of circulation systems from synoptic
to local scales. Section 2.1.1 starts on a synoptic scale, and concentrates on three
major dynamic processes which are influencing airflows. In Section 2.1.2 effects of
topography on regional- to local-scale are discussed. The first part of this Section
describes wave motion through local gravitational effects and the second part
focuses on thermally induced winds on a local scale.

2.1.1 Synoptic-scale flows

Synoptic winds are airflows caused by large-scale weather systems, such as cyclones
or anticyclones, covering areas of greater than 1000 km in length. The topography
of mountainous regions affects approaching synoptic systems in specific ways that
influence weather conditions in these areas. These effects can be divided into three
major categories (Barry 2008): the blocking of airflows and formation of barrier
winds, the modification of frontal cyclones as they cross mountain ranges, and
enhanced cyclogenesis in the lees of mountains.

Blocking effects and barrier winds

The mesoscale blocking of air motion by orography is called a “barrier effect” and
occurs particularly where mountain ranges are high and continuous (Barry 2008).
Whether the resulting modification to approaching air masses take the form of the
airflow’s overflowing or being diverted depends on the height of a parcel relative to
the height of the mountain, the slope and dimensions of the mountain, the static
stability of the atmosphere, and the magnitude of the horizontal wind speeds. A
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2 State of Research and Relevant Literature

major factor that causes air masses to be redirected around rather than over a
mountain is stable stratification (Barry 2008). The blocking effects of ridges can
be expressed by the forecasting criterion, namely the local Froude number (Fr)
(Nicholls 1973) which is calculated by

Fr = U

Nh
, (2.1)

where U is the undisturbed speed of flow, N the Brunt-Väisälä frequency and h
the height of a mountain ridge. N describes vertical oscillations in the absence of
frictional and pressure effects.

If Fr is less than the critical value of 1, then at least some depth of flow is blocked
by the terrain and redirected around the barrier. A Fr larger than 0.75 indicates
that a part of the approaching upper-level flow propagates upstream and leaves
behind a decelerated flow at lower levels. In case where the Fr is larger than 1.5
some part of flow is decelerated to rest and a cavity of reverse flow occurs on the
lees-side of the barrier, which leads to a persistent lee circulation (Pierrehumbert
and Wyman 1985; Schär et al. 1998).
Furthermore, on a mesoscale, the effect of the Coriolis force on airflows cannot

be neglected. In the northern hemisphere, air masses that are deflected to the
left register as having lower pressure and consequently higher wind speeds than
air masses diverted to the right, especially for large Fr values. Air approaching a
barrier decelerates, while air crossing a summit region accelerates slightly. The
upstream extent of flow blocking and the degree of declaration can be estimated
by the Rossby number (RO) (Pierrehumbert and Wyman 1985) in combination
with Fr. The Rossby number is calculated by

RO = U

fL
, (2.2)

where f is the Coriolis parameter, U the crossmountain flow component and L
the mountain half-width. The major factor in limiting the upstream extent and
the degree of declaration is the Coriolis force. The limitation of the upstream
extent of flow blocking can be diagnosed by a distance called the Rossby Radius of
deformation (LR) (Barry 2008; Pierrehumbert and Wyman 1985) calculated by

LR = Nhm

f
, (2.3)

where hm is the height of the mountain ridge.
Flow patterns for a large Fr are illustrated in Fig. 2.1, where Ly indicates the

long dimension of a mountain ridge, L the relatively lower pressure of air masses
deflected to the left, compared to air masses at higher pressure diverted to the right
(H ). If LR is larger than Ly the flow splitting occurs further away from the ridge,
which causes the lower flow splitting around the barrier and the upper flow passing
over it (Fig. 2.1a, c). For a much smaller LR compared to Ly, the splitting is close
to the ridge and the flow is redirected to the left on the northern hemisphere,
resulting in a barrier wind (Fig. 2.1 b, d).
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2.1 Airflows in hilly and mountainous regions

Figure 2.1: Flow blocking effects for a large Froude number for LR > Ly (a)(c) and LR �
Ly (b)(d); (a)(b) for plan views and (c)(d) for vertical cross sections. Adapted from Barry
(2008) (a)(b) based on Pierrehumbert and Wyman (1985) and (c)(d) on Shutts (1998).

Frontal modifications

Approaching fronts can be modified by orographic effects or by frontal movements
themselves. Frontal characteristics can be modified by dynamic and thermodynamic
effects resulting from the forced redirection of air masses by mountain barriers.
Different types of mesoscale flow features are the result of the influence of mountain
ranges on the propagation and structure of a front (Kljun et al. 2001).

Schultz (2005) identified ten different mechanisms for the formation of prefrontal
troughs and wind shifts of cold fronts. A mechanism external to the front includes
the interaction of the cold fronts with mountain barriers. Air masses of cold fronts
slow down when approaching a mountain barrier, especially at lower altitudes. In
this case, accumulations of air near ground-level push cold air at higher altitudes
over the mountain range (Radinovic 1986). Some amount of air also passes through
gaps in the mountain barrier on to the windward side of the mountain, distorting
the frontal profile. The extent of a front becomes stretched as it descends the
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leeward side of a mountain, which causes baroclinic instability. If moist and
unstable warm air masses exist on the leeward side of the mountain, clouds form
and precipitation occurs as a result of the influence of the down-flowing cold air
on the warm air masses.

The retardation and blocking of an approaching cold front by a mountain is illus-
trated in Fig. 2.2. Dickinson and Knight (1999) performed idealized simulations of
fronts which are approaching mesoscale mountain barriers and found an associated
surface temperature gradient about 400 km behind the surface vorticity maximum
(Fig. 2.2a). The blocking of the front on the upstream side of the mountain causes
the separation between the temperature gradient and the surface vorticity, as well
as the development of new vorticity in the lee of the mountain in the presence of
lower-level warm advection (Fig. 2.2b, c). The vorticity maximum is reached at the
lee side of the mountain, when the upper-level potential vorticity is coupled with
the new surface vorticity (Fig. 2.2d) (Dickinson and Knight 1999; Barry 2008).

Figure 2.2: Schematic representation of a cold front moving over a mountain. The
potential vorticity is illustrated by the isolines. (a) The upper- and lower-level through of
a cold front are approaching a mountain barrier; (b) at the windward slope, the low-level
trough of the cold front gets blocked, and a lee trough and secondary trough is developing
along the lee slope; (c) the upper-level and lower-level frontal waves are separated; and
(d) the upper-level frontal wave is coupled with the secondary through in the lee of the
mountain. Adapted from Dickinson and Knight (1999).

Fig. 2.3 illustrates effects of mountain barriers on approaching warm fronts.
Modifications occur when air ahead of a warm front is trapped on the windward
slope of a barrier, slowing the motion of the lower-altitude part of the front
(Fig. 2.3a, b). The underlying cold wedge of this lower part is cut off from the
rest of the front, forming a stationary front that often causes continuing rainfall
on the lee side of the mountain (Fig. 2.3c). Frontogenesis may also occur in
pressure-trough areas in such a way that the frontal system moves away from
the mountain and becomes separated from the stationary, lower part of the front
(Barry 2008).
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Figure 2.3: Schematic representation of a warm front moving over a mountain. (a) Ap-
proaching warm front; (b) windward retardation of approaching air masses; (c) separation.
Adapted from Barry (2008).

Lee cyclogenesis

Lee cyclogenesis is the process by which cyclones are generated in the lee of
mountains as a result of the orographic blocking of air masses. This type of
cyclogenesis is most effective when airflows are roughly perpendicular to the main
ridge of a mountain. In the Alps, for example, such airflows occur when cyclones,
including their troughs or fronts approach the mountains from the west or northwest
(Schär et al. 1998). When these frontal systems impinge on the Alps, new cyclones
may emerge on the lee-side of the mountain as a result of the complicated three-
dimensional and time-dependent evolution of airflows. These new, eastward-moving
cyclones influence the climate of the eastern and southeastern areas of the Alpine
regions by forming secondary storm tracks over the Mediterranean Sea (Schär
et al. 1998). As part of the ALPEX studies, Pichler and Steinacker (1987) found
that two particular type of weather patterns lead to lee cyclogenesis in the Alpine
region: (a) the blocking of cold northwesterly air masses by the Alps, and (b)
the southwesterly upper-level flow of air ahead of an eastward-moving trough. In
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type (a), cyclogenesis takes place below this upper level northwesterly flow with
a weakened cyclone upstream of the Alps, that gets intensified in the lee of the
mountain ridge. The second type may lead to a warm front over northern Italy
and a cold front in the Gulf of Genova, caused by flow blocking and splitting.
These patterns are sometimes accompanied by the south and the north föhn,

the mistral, the bora, and other regional scale flow phenomena (Truhetz 2010;
Barry 2008). Ahead of a cold front, a strong prefrontal flow of warm, humid, and
weakly stratified air from the Mediterranean can cause the south föhn to shift to
the north (Fig. 2.4a) (Schär et al. 1998). Meanwhile, as cold fronts impinge on the
Alps, these fronts are slowed and modified in such a way that low-level flows are
blocked and split on the windward side, shifting southerly winds in northerly and
northwesterly directions; westward-deflected cold air masses then cause cold-air
outbreaks along the Mediterranean Sea between the Alps and the Pyrenees (Pettre
1982; Kljun et al. 2001). Such flow patterns cause the mistral, a flow of northerly
or northwesterly winds which blow through the channeling Rhone valley to the
Mediterranean (Barry 2008; Kljun et al. 2001; Schär et al. 1998)(Fig. 2.4b). The
splitting of westerly to northwesterly airflows in the west of the Alps leads to lee
vortex development (Aebischer and Schär 1998). The slowing of surface cold fronts

Figure 2.4: Schematic of the Alpine lee-cyclogenesis: (a) an intercepting cold front is
deformed and South Föhn results from prefrontal winds, (b) cold-air breaks out into
the western Mediterranean Sea (Mistral) and a lee-cyclone is formed, (c) the lee-cyclone
progresses eastwards and Bora and North Föhn appear. From Schär et al. (1998)

by orography and the presence of an overtaking upper-level trough may also cause
deep cyclogenesis events to develop over the gulf of Genoa (Buzzi and Tibaldi
1978). A part of the cold air mass crosses the Alps from the north or northwest,
often accompanied by clouds and precipitation. The resulting dry air that falls on
the southern slopes of the Alps, leading to warm, dry winds, is known as the north
föhn, while eastward-deflected cold air masses in the Alpine region contribute to
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the northeasterly bora winds that blow over the Dinaric Alps (Fig. 2.4c) (Smith
1987).

2.1.2 Regional- to local-scale flows

Gravitational effects

On regional to local scales of 1–100 km, the influence of the terrain on wind fields
becomes increasingly important. The major factors that determine whether airflows
are modified or redirected over or around obstacles are the vertical wind profile, the
stability structure of the atmosphere, and the shape of the obstacle (Barry 2008).
Figure 2.5 illustrates four basic types of flows that are caused by different vertical
wind profiles, as outlined in Förchgott (1949). Within a laminar stream flow, air
flows over an obstacle in the form of shallow waves (Fig. 2.5a). Wind speeds that
are slightly stronger at higher altitudes can cause a standing eddy to form on
the lee side of the barrier. Such standing eddies imply the presence of reversed,
upward-directed slope flows on the lee side of the obstacle; this phenomena has
often been observed in hilly terrains (Fig. 2.5b). In cases in which the vertical
wind profile contains steep vertical gradients, a train of lee waves forms on the lee
side of the obstacle (Fig. 2.5c). As long as flow conditions remain the same, these
lee waves, which are a form of gravity wave, remain stationary, which means that
the air’s natural wavelength is in resonance with the size of the obstacle (Barry
2008; Schär et al. 1998; Truhetz 2010). Finally, the rotor streaming type of airflow
occurs when wind speeds are strong and the direction of the wind varies according
to height. In such conditions, the airflow’s streamline gets separated from the
ground, and turbulence occurs on the lee side of the mountain, the combination of
which generates a system of quasi-stationary vortices below the wave crests (Barry
2008) (Fig. 2.5d).

In general, the vertical displacement of airflow in a stable, stratified atmosphere
that is caused by mountain barriers generates disturbances, and the energy as-
sociated with the airflow is carried away from the mountains by gravity waves.
The vertical and horizontal dimensions of the oscillations caused by these waves
are dependent on the stability of the stratification of the atmosphere. In a stable
atmosphere with weak winds, the period of an oscillation is short, with a large
amplitude. In an unstable atmosphere with strong winds, however, slow oscillations
with long wavelengths can generally be observed (Barry 2008; Schär et al. 1998;
Truhetz 2010).

There are two basic types of mountain lee waves that can be distinguished
according to the type of up-and-down oscillations the waves exhibit above and
downstream of a mountain ridge; Namely vertically propagating waves and trapped
lee waves. Vertically propagating waves extend to high altitudes, typically reaching
the lower stratosphere, and have a horizontal wave length of 30 km or more (Durran
1990). The amplitude of these waves becomes greater at higher altitudes, and
they are frequently tilted upwind (Fig. 2.6). These types of waves are produced by
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conditions such as static stability increasing with height above a mountain’s peak
and wind speeds with small vertical gradients. In addition, synoptic-scale flows
occurring perpendicular to a mountain’s ridge axis produce potential energy that
can allow a parcel to ascend a barrier. Strong downslope winds such as the föhn or
bora often accompany vertically propagating waves. Scorer (1949) has developed
the diagnostic parameter N/U = 1, where N is he Brunt-Väisälä frequency N and U
is the cross-mountain wind speed. This mean of comparing stability with vertical
wind profiles can also be used to compare terrain characteristics in order to identify
the type of a lee wave. A value of l that is nearly constant at all heights indicates
conditions that are conducive to a vertically propagating wave (Coughlin 2005).

Trapped lee waves, which occur downstream of ridges, tend to develop in cases
where vertical stability decreases and wind speed increases with height. These
waves occur with horizontal wavelengths of 5–35 km at a height of 1–5 km above
ground-level. Resonant lee-waves may occur if the lower layer of the airflow is
slower or more stable than the upper layer. A series of waves running parallel to a
ridge can produce clouds in parallel, spaced lines at regular intervals (Fig. 2.7).
These clouds might dissipate very slowly and propagate horizontally due to the
trapped wave energy located in the stable layer of the airflow. Trapped lee waves
may then develop if the vertical profile decreases sufficiently (Scorer 1949; Lin
2007; Barry 2008; Durran et al. 2015).
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Figure 2.5: Basic types of airflow over a mountain in dependence of different vertical wind
speed profiles: (a) Laminar streaming; (b) Standing eddy streaming; (c) Wave streaming,
with a crest cloud and downwind rotor clouds; (d) Rotor streaming. From Corby (1954).
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Figure 2.6: Schematic representation of vertically propagating lee waves. From EUMe-
Train (2017) (© COMET Program).

Figure 2.7: Schematic representation of vertically trapped lee waves. From EUMeTrain
(2017) (© COMET Program).
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Thermal induced winds

In addition to the above mentioned mainly mechanical ways in which mountain
barriers influence wind fields, wind fields are also affected by small-scale temperature
and pressure gradients. Especially in cases of low synoptic influences, these small-
scale gradients can lead to characteristic systems of air motion (Barry 2008). The
basic theory by which such thermally-induced flows are understood involves two
types of wind systems (Bianco et al. 2006): slope winds and mountain-valley winds.
In reality, the components of thermally-induced wind systems interact to create
complex everyday flow patterns, as illustrated in Fig. 2.8.
After sunrise, upslope flow systems develop, adding to continually prevalent

mountain winds. Upslope air flows, also known as anabatic winds, are generated by
the heating of the slope during daylight hours. Particularly in the mornings, this
heating produces a pressure gradient that causes winds to accelerate (Fig. 2.8a).
As daytime heating continues, it causes strong buoyancy effects, drawing air from
the interior of the valley. By means of a compensatory flow, this air is replaced
by warmer air from higher altitudes over the valley. The faster warming of the
valley floors compared to the plains leads near-surface air to rise, which causes a
pressure drop compensation between the valley and the plain, and the mountain
wind stops blowing (Fig. 2.8b).

Later, the faster warming of the air in the valley relative to that of the air in the
plain causes pressure to drop upstream of the valley, and the wind begins to blow
up the valley toward the mountain (Fig. 2.8c). In the late afternoon, slope winds
cease, but maximum wind speeds are reached as a result of a continuing valley
wind (Fig. 2.8d). At night, under calm, clear-sky conditions, radiative cooling near
the ground’s surface combined with the effect of gravity causes local downslope
drainage in addition to the valley wind (Fig. 2.8e). The faster cooling of the valley
then leads to a pressure drop compensation between the plain and the valley, and
the valley wind subsequently comes to a standstill (Fig. 2.8f). Later, due to a
pressure drop downstream of the valley, the mountain wind blows down the valley
toward the plain (Fig. 2.8g). Before sunrise, minimum temperatures are reached in
the valley, and the mountain wind dominates the circulation of airflows (Fig. 2.8h)
(Bianco et al. 2006).

In general, downslope winds are divided into drainage and katabatic winds.
While both types of downslope winds arise from radiative cooling and density
differences, katabatic airflows include large-scale slope flows like those occurring
over the ice domes of Antarctica and Greenland. The term “drainage wind” is
used to refer to small-scale flows that cause the formation of cold air pockets and
lakes of cold air (Barry 2008). An explanation of how downslope flows can be
characterized based on the terms of momentum equations can be found in Mahrt
(1982).

As described in Defant (1951), daytime up-valley winds are induced by upslope
winds, while nocturnal downslope winds, in turn, feed the mountain wind. The
factor with the largest influence on mountain-valley winds, however, is the shape
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of the valley and the aspect of its cross-section, not the slope of the valley floor
(Steinacker 1989). Compensatory flows, which run in the opposite direction of
mountain-valley winds above the mountain ridge crests, close the circulation
of air. These compensatory flows are not confined by topography and can be
superimposed upon by stronger synoptic-scale flows. As compensatory winds
are generally relatively weak and masked by prevailing synoptic winds, however,
such winds are observed infrequently (Zardi and Whiteman 2013; McGowan 2004;
Whiteman et al. 2000).
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Figure 2.8: Schematic representation of diurnal valley winds for symmetrical slope
warming and cooling, and autochthonous weather condition. From Bendix (2004) based
on Defant (1949).
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2.2 Climate change’s effects on surface wind fields

The Fifth Assessment Report (AR5) of the Intergovernmental Panel on Climate
Change (IPCC) indicated that confidence in long-term changes in surface and upper-
air wind speeds is low. This lack of confidence was mainly the result of shortcomings
in wind observation methods, the strong influence of topography on the planetary
boundary layer, and uncertainty regarding the quality of data products and model
outputs (IPCC 2013). Estimation of such changes is crucial, however, as severe
weather events such as high wind and gust speeds pose a significant risk to property
and human lives, such that failure to recognize changes may come at a considerable
economic and social cost (Cheng et al. 2014). Furthermore, emission-free energy
sources such as wind and solar energy are climate dependent, another reason why
estimating changes in climate and weather is essential (Fant et al. 2016). This
chapter focuses on the influence of climate change on near surface wind.

2.2.1 Climate change-related changes to near-surface airflows

The changes that have been observed in near-surface airflows are caused by a
complex interplay of changes to driving forces and drag forces that have occurred
on global, regional, and local scales. Driving forces are affected by changes in
atmospheric circulation, while drag forces are altered by changes in external friction
effects and internal friction effects in the atmosphere (Wu et al. 2018).
Evidence suggests that climate change has been causing shifts in atmospheric

circulation. General circulation in the extratropic zones consists of jet streams,
storm tracks, and atmospheric blocking (Woollings 2010). Changes in jet streams
that have been noted in the last several years are considered to be driven in large
part by the relatively strong warming of the Arctic region in comparison with the
warming of lower latitudes (known as “Arctic amplification”) (Feldstein and Lee
2014; Francis and Vavrus 2015; Barnes and Screen 2015; Meleshko et al. 2016).
Observational studies confirm that jet streams have generally moved closer to the
poles in either hemisphere, and also note that jet streams have weakened in the
northern hemisphere (Francis and Vavrus 2015; IPCC 2013; Schneidereit et al.
2012; Archer and Caldeira 2008). It is assumed that this weakening causes jet
streams to become more meandering, favors the occurrence of persistent weather
patterns, and subsequently increases the likelihood of extreme events (Francis and
Vavrus 2015).

The North Atlantic storm tracks have a pronounced impact on weather vari-
ability in Europe, and are often responsible for extreme weather events (Yin 2005;
Bengtsson et al. 2005; Kyselý 2007; Dong et al. 2013; Catto et al. 2014; Lau and
Nath 2014). The Fourth Assessment Report of the IPCC determined that northern
hemisphere storm tracks were shifting northward due to the overall warming of
the climate (IPCC 2012). This shift has been found to be a likely cause of the
greater persistence of air circulation patterns over Europe, which has the effect of
increasing the severity of temperature extremes (Kyselý 2007). Schneidereit et al.
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(2012), meanwhile, has determined that the behavior of the North Atlantic storm
tracks is strongly affected by the North Atlantic Oscillation.

The blocking of mid-latitude westerly flows by stationary high-pressure systems
is a phenomena that is closely related to the occurrence of cold and warm tem-
perature extremes in Europe that was just mentioned above (Cattiaux et al. 2010;
Barriopedro et al. 2011; Galarneau Jr. et al. 2012; Brunner et al. 2017). Whether
such blocking events occur depends on the state of atmospheric circulation, includ-
ing conditions such as speed and position of jet streams or the northward shifts of
northern hemisphere storm tracks described above, and is likely to be influenced
by the warming of the climate (Barnes 2013; Vries et al. 2013; Dong et al. 2013;
Kennedy et al. 2016).
External friction effects are mainly attributed to changes that occur to surface

properties. Urbanization, for example, entails changes in land use and land
cover that subsequently introduce changes in surface properties such as heat-
storage capacity, heat transfer (as expressed by the Bowen ratio), and surface
roughness. While quantifying the influence of drag forces on near surface flows
is difficult, Vautard et al. (2010) and Wever (2012) have argued that decreasing
wind speeds in the Northern Hemisphere are partly the result of an overall increase
in surface roughness. Internal friction effects are mainly caused by changes in
boundary layer conditions, including changes in static stability, vertical wind
shear, vertical momentum transport, and local circulation. Anthropogenic-induced
changes in atmospheric aerosol emissions and greenhouse gas concentrations can
affect atmospheric stability and, consequently, near-surface flows (Zhao et al. 2013;
Wu et al. 2018).

2.2.2 Observation-based studies

In observation-based studies of climate change that have been conducted on a global
scale, most of the collected datasets contained statistically significant features.
McVicar et al. (2012) reviewed 148 studies containing terrestrial near-surface wind
speed observations and reported that tropical and mid-latitude winds in both
hemispheres had decreased in speed by 0.14 m s−1 per decade. The conclusion that
near-surface wind speeds are decreasing overall is supported by a separate analysis
of 822 datasets recorded by land surface wind stations in northern mid-latitude
zones between 1979 and 2008.

The analysis demonstrates that strong wind speeds have generally declined more
than weak wind speeds during this period, and that wind speeds have declined
overall by 0.1 m s−1. In comparison, upper-air wind data obtained from radiosonde
observations indicate that upper-air wind speeds are increasing over Europe and
North America and decreasing over Central and East Asia (Vautard et al. 2010).
Wu et al. (2018) recently analyzed several studies on terrestrial near-surface wind
speeds spanning the last 30 years and found that near-surface wind speeds are
declining most significantly in Central Asia and North America, with a mean
decrease in each of these areas of 0.11 m s−1 per decade. Meanwhile, decreases in
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near-surface wind speeds in Europe and East and South Asia correspond with a
mean linear trend of a 0.08 m s−1 decrease per decade, while near-surface winds in
Australia were found to be decreasing at the slowest rate, a mean of 0.07 m s−1

per decade. As observational data in Africa is lacking, wind speed trends in this
continent are highly uncertain.
Kent et al. (2012) have intercompared twelve different datasets of wind speed

measurements over the global ocean from 1987 to 2009, and have found that
uncertainty increases when several models are used to estimate wind speeds based
on heterogeneous data. For example, for the determination of marine surface
wind speeds, data derived from satellites or reanalysis products is often used
in combination with in situ measurements. Large variations are seen between
different datasets with respect to the way in which wind speeds are represented.
Speed measurements of wind fields that are studied using in situ measurements
and reanalysis are stability-dependent and earth-relative, while datasets using
satellite measurements and blended datasets measure wind speeds in a neutral,
surface-relative form (Kent et al. 2012).
Regardless of this, several studies have reported positive and negative trend

bands for wind speeds across the North Atlantic Ocean and positive trends across
the west coast of North America. The trend of increasing mean wind speeds has
been found to be correlated with the trend of increases in the Southern Annular
Mode (Zhang et al. 2006; Compo et al. 2011; Berry and Kent 2011; IPCC 2013).

2.2.3 Climate model simulations

For the purpose of projecting climate change developments into the future, re-
searchers have increasingly sought to develop and improve complex three-dimensional
dynamical climate models. These models are typically constructed out of compo-
nent models that solve mathematical equations involving five model components:
atmosphere, land, ocean, sea ice, and land ice (Truhetz 2010; Armstrong et al.
2015). These components are interconnected by means of a coupler that passes
information between the components of the model. The Coupled Model Inter-
comparison Project Phase 5 (CMIP5) is a collaborative project that provides
global-scale climate simulations using GCMs, and which contributed to the Fifth
Assessment Report of the IPCC.

These simulations are based on a set of standardized assumptions regarding
future greenhouse gas concentrations. The CMIP5 has created four Representative
Concentration Pathways (RCPs) representing distinct timelines that could result
from various socioeconomic scenarios and which are based on consistent sets of
forcing projections (Fig. 2.9). These four RCPs are distinguished by the Radiative
Forcing (RF) levels (measured in W m−2) simulated in the year 2100 and after
2100, when stabilization is reached. The RCP2.6 is the pathway in which conditions
cause the lowest RF value, which peaks at approximately 3.0 W m−2 and decline
to 2.6 W m−2 in the year 2100; RF levels in the pathways RCP4.5 and RCP6.0,
meanwhile, stabilize after 2100 at 4.2 and 6.0 W m−2, respectively, while RCP8.5
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shows the highest RF levels, with an RF value of 8.3 W m−2 in 2100 and a rising
trajectory. These absolute RF values are estimated by taking into account both,
positive radiative forcing from greenhouse gases and negative radiative forcing
caused by aerosols. The trends for the different RCPs, including the total positive
anthropogenic greenhouse gas and anthropogenic aerosol negative RF are shown
in Fig. 2.9 (Vuuren et al. 2011; Moss et al. 2010; IPCC 2013).

Figure 2.9: Time evolution of total anthropogenic (positive) and anthropogenic aerosol
(negative) radiative forcing (RF) relative to pre-industrial (about 1765) for the represen-
tative concentration pathways (RCPs) (continuous lines) of the Intercomparison Project
Phase 5 (CMIP5), and Special report on Emissions Scenarios (SRES) scenarios (dashed
lines). The SRES scenarios have been used in an earlier project phase, the CMIP3. Adapted
from IPCC (2013).

Analyses of the outputs of the CMIP5 models indicate that, dependent on the
chosen RCP, an increase in mean surface temperatures for the projected period
of 2081–2100 relative to the reference period of 1986–2008 is likely in the 5–95 %
confidence range of these models. In RCP4.5, global average temperatures are
expected to increase by more than 1.5 °C compared to temperatures observed in
the reference period and by over 2 °C for RCP6.0 and RCP8.5 (IPCC 2013).
As for changes observed in atmospheric simulations, poleward shifts in mid-

latitude jet streams of up to two degrees have been estimated by CMIP5 models
by the end of the 21st century, with somewhat weaker shifts being estimated
in the Northern Hemisphere. Such changes impact the transport of momentum,
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energy, and water through the atmosphere, all of which is transported primarily via
extratropical storm tracks (O’Gorman 2010). O’Gorman (2010) have estimated that
climate change in the 21st century will be significantly affected by an intensification
of southern storm tracks, an increase in storm amplitude in both hemispheres, and
the complex relationship between storm-track intensity and global mean surface
temperature. In addition, Kug et al. (2010) have found that a poleward shift
of storm tracks in the Northern Hemisphere may amplify polar warming and
moistening. Changes in sea-level pressure, meanwhile, are correlated with poleward
shifts in mid-latitude storm tracks in the Southern Hemisphere, as well as with
the expansion of the Hadley cell (Yin 2005; IPCC 2013).
The extent to which storm-track intensities and high surface wind speeds are

correlated varies widely according to the model being used (Thompson and Wallace
2001; Yin 2005; Miller et al. 2006). Casas-Prat et al. (2018) has analyzed simulations
of surface winds based on five CMIP5 models and the RCP8.5 scenario and
found that the changes projected for the period 2081–2100 vary considerably from
one model to another, though projections of some regions consistently exhibit
statistically significant changes.

Figure 2.10 illustrates the ensemble of projected relative changes of 10 m surface
wind speeds observed in Casas-Prat’s study, including areas with statistically
significant changes such as the mid-latitudes of the North Atlantic and Pacific;
significant decreases of surface wind speeds are projected in this region, a trend
that differs starkly from that projected in the storm track region in the low- to
mid-latitudes, where a significant increase in wind speeds is estimated (Fig. 2.10).
For the Southern Hemisphere, a study by Swart and Fyfe (2012) reports that
westerly surface winds are also estimated to increase under all CMIP5 scenarios
except for RCP2.6, with the largest changes occurring over the Pacific (Bracegirdle
et al. 2013).

2.3 Wind field modeling methods

Regional near-surface winds are subject to a complex interplay of conditions,
including large-scale atmospheric circulation, various synoptic weather phenomena,
and interactions between the earth’s surface and atmosphere (see Section 2.1 above).
Depending on the type of model, numeric modeling approaches aim to account for
all of, or at least a part of, these conditions and the associated processes (Truhetz
2010).

In this chapter, two types of modeling approaches are introduced, and their
advantages and disadvantages are discussed.

Ultimately, the modeling approach described in Section 2.3.2 was used to generate
wind field datasets in near real-time based on observations derived from two dense
networks of meteorological stations; these generated wind fields were then used
to evaluate model outputs generated using the modeling approach described in
Section 2.3.1.
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Figure 2.10: Projected relative changes of 10 m surface wind speed for 2081–2100 (relative
to 1979–2005). Stippling indicates areas where projected changes are statistically significant.
From Casas-Prat et al. (2018)

2.3.1 Dynamic models

Dynamic models such as GCMs and RCMs are the most sophisticated options
available for determining the spatial distribution of wind. They are capable of
simulating physical processes that take place in the atmosphere, ocean, cryosphere,
and on the surface of the land, including synoptic processes and interactions between
the earth’s surface and atmosphere (Truhetz 2010). As such simulations require
extensive computational resources, dynamic models with equations representing
complex physical phenomena are generally simulated on supercomputers.
GCMs are designed to simulate the earth’s climate over the entire planet and

depict meteorological variables on a three-dimensional grid that spans the entire
globe. Given the extensive computing power required to run such models, the
horizontal resolutions of these models are generally limited, and the equations
governing the models are simplified (Truhetz 2010; Prein 2013). Quadrupling
the horizontal resolution of a given model, for example, entails that the model
includes 16 times as many gridpoints. To keep simulations stable in such cases, it is
necessary that the temporal resolution is four times higher. Ultimately, quadrupling
a model’s horizontal resolution requires 64 times as many computational steps as a
simulation with the original-resolution model (Prein 2013). Nevertheless, a higher
horizontal resolution is desirable because it allows for the simulation of smaller
atmospheric processes and provides better representations of orography, coastlines,
and surface fields. In the GCMs used in CMIP5, for example, model outputs in
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horizontal grids are spaced at a distance of approximately 60 km.
An example of the way in which governing equations are simplified to reduce

computing demands is seen in the hydrostatic assumption, where incompressible,
rotating, stratified fluid flows are assumed to be in hydrostatic equilibrium (Gibbon
and Holm 2011). On average, the earth’s atmosphere is close to hydrostatic
equilibrium, a state in which the vertical pressure gradient force is equal to the force
of the downward gravitational pull of the Earth (Truhetz 2010; Wedi and Malardel
2010). The hydrostatic assumption is made for synoptic-scale motions and large
spatial scales like those modeled in GCMs. Smaller-scale phenomena, including
deep convection, flows over mountains, and the entrainment of vertical fluid by
strong gravity waves, disturb this equilibrium, which means that such processes
cannot be represented by hydrostatic climate models (Prein 2013). Figure 2.11
illustrates the difference between hydrostatic and non-hydrostatic solutions of
high-resolution simulations of airflows over a mountain at a height of 100 m in
vertically stratified atmosphere, with 10 m s−1 near-surface wind speeds and wind
speeds increasing linearly up to 35 m s−1 at the tropopause (at a height of 10.5
km, or about 687 hPa).
Figure 2.11 also depicts orographically-forced gravity waves in the presence of

vertical wind shear as a reference solution that can be compared to the hydrostatic
and a non-hydrostatic solutions. The reference solution is provided using a state-
of-the-art Eulerian/semi-Lagrangian fluid solver (Prusa et al. 2008) (Fig. 2.11a),
while the hydrostatic (Fig. 2.11b) and non-hydrostatic (Fig. 2.11c) simulations are
generated using the Integrated Forecast System (IFS). The hydrostatic solution
is not able to reproduce the results of the EULAG simulation, and generates
vertically-propagating gravity waves. The non-hydrostatic solution, is able to
simulate horizontally-propagating trapped lee waves. A visual example of trapped
lee waves observed off of Amsterdam Island in the southern Indian Ocean, acquired
using the Moderate Resolution Imaging Spectroradiometer (MODIS), can be seen
in Fig. 2.11d (Wedi and Malardel 2010).

Due do the overly coarse spatial resolution of GCMs and the simplifications they
require, as explained above, significant differences may be found between GCM
simulations to regional-scale climate processes. To provide higher-resolution model
outputs on regional scales, RCMs are run on sub-domains. The numerical and
physical principles upon which this type of regional model is based are very similar
to the principles GCMs use. These models generally use larger-scale atmospheric
conditions at their lateral and surface boundaries that are derived from GCMs or
from RCMs with relatively coarse resolutions. This modeling approach, which is
illustrated in Fig. 2.12, is referred to as dynamical downscaling.
The exchange of information between a driving model (a GCM or RCM with

relatively coarse resolution) and a higher-resolution RCM can be realized through
two coupling methods: RCMs can be one-way coupled to their driving model so
that information from the driving model’s lateral boundaries is passed into the
RCM’s modeling domain, but no information is passed back to the driving model;
or, two-way coupled, such that information is received by the RCM and fed back
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2.3 Wind field modeling methods

Figure 2.11: Vertical cross-sections of orographically-forced gravity waves at the equator
in an idealized flow simulation (a, b, c): (a) non-hydrostatic EULAG simulation, (b)
non-hydrostatic and (c) hydrostatic IFS simulations. (d) Trapped lee waves propagating
at Amsterdam Island on 19 December 2009. Image taken from MODIS imager on board
of the Terra satellite. Adapted from Wedi and Malardel (2010).

to the driving model to enable a smoother transition between the driving model
and the RCM (Prein 2013).

Nudging is another technique by which RCMs can preserve large-scale informa-
tion within the modeling domain along with lateral boundary information. This
technique prevents drifts that can be caused by large-scale weather patterns in
RCMs (Omrani et al. 2012; Prein 2013; Lucas-Picher et al. 2016). There are two
basic types of nudging methods used to drive RCMs (e.g. Kida et al. 1991; Waldron
et al. 1996; Storch et al. 2000; Radu et al. 2008a): spectral nudging, which is
used at selected spatial scales, and indiscriminate nudging, which drives the RCM
indiscriminately at all scales. Winterfeldt and Weisse (2009) demonstrated that
spectrally nudged simulations generate instantaneous wind speeds and frequency
distributions that are more accurate than driving reanalysis data. Lucas-Picher
et al. (2016), have conducted a study comparing classic RCM simulations to
simulations driven by large-scale nudging to reproduce weather regimes.

The results of the study revealed that classic RCMs simulate the mean statistics of
weather regimes reasonably well, but daily weather regimes and seasonal anomalies
are reproduced more accurately by simulations driven by large-scale nudging. Some
studies, however, indicate that there are disadvantages to using large-scale nudging,
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Figure 2.12: Schematic representation of a double nesting approach.

such as a slight precipitation increase in simulations of extreme precipitation events
(Radu et al. 2008b; Alexandru et al. 2009).

As mentioned in Chapter 1, RCMs are becoming increasingly complex, and are
now capable of generating simulations with horizontal resolutions at the 1 km scale
(Awan et al. 2011; Suklitsch et al. 2011; Prein et al. 2013b; Leutwyler et al. 2016;
Kendon et al. 2017). One of the most complex tasks in climate modeling is correctly
representing cloud processes, including the very important process of cumulus
convection. These processes develop out of the interactions of various sub-processes
between the surface, the atmospheric boundary layer, and the free troposphere
(Fosser et al. 2014; Khodayar et al. 2013; Prein et al. 2013b). Since convective
processes are small scale-phenomena, they must be parameterized with coarse
resolutions in RCMs. The parameterization schemes used for such processes were
developed over the past several decades and generate known sources of errors, such
as representing the onset and peak of convective processes prematurely. Using scales
of 4 km or less allows to forgo most convection parameterizations and resolve deep
convection explicitly (Hohenegger et al. 2008; Brockhaus et al. 2008; Bechtold et al.
2004; Fosser et al. 2014); such simulations are referred to as Convection-Permitting
Climate Simulations (CPCSs), as briefly mentioned in Section 1.

Several studies have confirmed the added value of using CPCSs for numerical
weather predictions, especially when representing precipitation fields in cases of
moist convection in regions with complex terrain (e.g. Langhans et al. 2013; Mass
et al. 2002; Miura et al. 2007; Grell et al. 2000; Richard et al. 2007; Lean et al.
2008; Schwartz et al. 2009; Weusthoff et al. 2010; Baldauf et al. 2011; Hohenegger
et al. 2008; Prein et al. 2013b). Furthermore, Fosser et al. (2014) have investigated
30-year CPCSs and estimate that CRCSs of hourly intensity distributions and
diurnal cycles of precipitation improve significantly upon comparable models.
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2.3.2 Diagnostic models

Diagnostic models are designed to represent the actual state of the atmosphere
for regional to local scales, and their vertical extent is mostly limited by the
planetary boundary layer. They omit time-consuming integrations of nonlinear
equations, such as the governing equations of dynamical models, and are therefore
attractive for near real-time modeling (Truhetz 2010; Seaman 2000; Ratto et al.
1994). Dynamic processes such as flow splitting and grid-resolved turbulence are
not simulated by these models. Such models reconstruct 3D wind fields based
primarily on meteorological observations, including observations of the effects of
topography on airflow, and generate mass-consistent wind fields. In diagnostic
models, the most common method for determining unobserved vertical velocities
is computing them using the incompressible conservation of mass equation with
smoothed horizontal wind field components (Scire et al. 1998; Cox et al. 2005;
Seaman 2000).
The general approach taken in diagnostic modeling involves two steps. The

first step is the generation of an initial guess wind field based on meteorological
observations. In the second step, the initial guess wind field is adjusted for
topographic effects. Finally, to eliminate mass inconsistency caused by adjusted
vertical velocities, divergence minimization schemes that satisfy the incompressible
mass consistency are applied. More sophisticated diagnostic models, such as the
California Meteorological Model (CALMET), apply additional parameterizations
that allow the model to empirically take into account conditions such as the
kinematic effects of terrain, slope flows, and terrain-blocking effects (Scire et al.
1998; Truhetz 2010).

The quality of the model wind fields that are generated depends above all on the
quality and spatial and temporal resolution of the meteorological observations and
surface-related datasets used (Schlager et al. 2017; Schlager et al. 2018; Morales
et al. 2012; Cox et al. 2005; Gross 1996). Gross (1996) have compared the results
obtained using a Mass Consistent model with no additional parameterizations and a
non-hydrostatic RCM for an area of moderately complex terrain with dimensions of
approximately 25 km x 25 km. The observations that supplied the Mass Consistent
model were derived from the non-hydrostatic RCM’s simulations, and the results
indicated that the Mass Consistent model required observations from between 50
and 100 observation sites in order to reproduce detailed flow characteristics in the
modeling domain.
Cox et al. (2005) have compared the simulations of three diagnostic models,

namely the CALMET, the Stationary Wind Field and Turbulence model (SWIFT),
and the Mass Consistent Model associated with the Second Order Closure Integrated
Puff transport/dispersion model (MCSCIPUF) for a short-term period of 36 hours
in a relatively non-complex terrain with an average distance of approximately
5.6 km between observation sites. The CALMET and SWIFT model exhibited
nearly perfect performance measures with correlation coefficients of 0.98 and mean
absolute errors in wind speed simulations of less than 1 m s−1. For the MCSCIPUF
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model larger errors were estimated.
Two studies by Schlager et al. (2017) and Schlager et al. (2018) have confirmed

that a weather diagnostic application, the WegenerNet Wind Product Generator
(WPG) in particular, can be applied to meteorological station networks. In the
first of these studies, the WPG generated wind fields based on observations derived
from the WegenerNet FBR, a high-density network of over 150 meteorological
stations located in complex, hilly terrain. The WPG’s performance was evaluated
over a two-month period of representative weather conditions, and the results were
found to be highly accurate (Schlager et al. 2017). In a further study (Schlager
et al. 2018), the WPG was applied to a second network of meteorological stations,
the WegenerNet JBT, located in a mountainous region with very complex terrain
and consisting of 11 observation sites. The application’s performance was evaluated
again for a two-month period involving representative wind events. The estimated
wind speed results exhibited strong statistical agreement estimated with the real
observations.
As for wind direction, the statistical agreement with real observations varied

according to the station’s locations, as locations along mountain slopes proved
particularly challenging. Furthermore, the WPG was evaluated in this study
with respect to the nine-year climate data of the WegenerNet FBR and the five-
year climate data of the WegenerNet JBT. In these evaluations the climate data
generated by the WPG was of similar quality to the shorter-term simulations, with
simulations for the WegenerNet FBR performing slightly better. More information
regarding the WPG can be found in Sections 6.3 and 7.3.

2.4 Spatial verification methods

Most of the spatial verification methods can be classified into one of the follow-
ing four categories (Gilleland et al. 2010): a) neighborhood (or fuzzy), b) scale
separation (or decomposition), c) features based (or objects based), and d) field
deformation. The first two methods (a, b) are further generalized as filter methods,
while the second ones (c, d) are also denoted as displacement approaches.

The advantage of filter approaches is the ability to deliver a scale dependent
information about the forecasting skill. In case of neighborhood based approaches,
the statistics are calculated for a range of neighborhood sizes to smear out variability
at smaller scales and reduce the accuracy of the forecasts (Fig. 2.13a) (Roberts
and Lean 2008; Skok and Hladnik 2018). Scale separation techniques implement
single-band spatial filters to deliver information about the skill as a function of
the spatial scale. Therefore, phenomena of a particular size are isolated based on
calculating statistics for different spectral bands. Binary differences between a
forecast and observation, including constituent wavelet components are illustrated
in Fig. 2.13b (Briggs and Levine 1997; Tustison et al. 2001).

Displacement methods are trying to shift a forecast field spatially with the aim
to better match the observed field. In case of feature based approaches, single

30



2.4 Spatial verification methods

Figure 2.13: Schematic representation of characteristics of different types of spatial
verification methods categorized in filtering (a, b) and displacement methods (c, d):
Filtering methods apply a smoothing filter and calculate metrics at increasing spatial
scales. (a) neighborhood techniques calculate statistics for increasing neighborhood sizes,
whereas (b) scale-separation methods calculate statistics for different spectral bands based
on a bandpass filter to estimate performance at independent scales. The displacement
methods deliver information about amount and type of location errors (among others). (c)
feature-based methods analyze objects and their structures within a field (see individually
numbered objects), whereas (d) field deformation approaches are generally applied to the
entire field as a whole unit. From Gilleland et al. (2010)

objects like a storm are identified within the field and their structures are analyzed
separately (Fig. 2.13c) (Harris et al. 2001; Marzban and Sandgathe 2009; Scheuerer
and Hamill 2015; Lack et al. 2010). Field deformation methods are trying to
deform the forecast field to match the observation and deliver statistic about the
degree of deformation (Fig. 2.13d) (Hoffman et al. 1995; Alexander et al. 1999).
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In this context, the WFSS used in this work is classified as neighborhood base
verification metric, and is described in detail in Section 8.3.1. A comprehensive
literature review and qualitative comparison of selected methods can be found in
Gilleland et al. (2010).
Table 2.1 summarizes the measured attributes by the different methods and

indicates which method is useful for estimating skills for different situations. All
methods include algorithms for estimating intensity errors, but they are different
for each approach. As briefly mentioned above, filter methods are differing from
displacement approaches in their ability of estimating scale information or location
errors. Only feature-based approaches are attempting to identify structures in each
field and matched features are compared based on different attributes (Gilleland
et al. 2010).

Table 2.1: Types of information which can be estimated by the respective category of
spatial verification metrics. Reproduced from Gilleland et al. (2010).

Scales Location Intensity Structure Occurence
Category with skill errors errors errors (hits, misses, and false alarms)
Neighborhood yes No yes No yes
Scale separation yes No yes No yes
Features based No yes yes yes yes
Deformation No yes yes No No
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3.1 The WegenerNet networks
The first area considered in this study, the WegenerNet FBR, is centered near the
town of Feldbach (46.93◦N, 15.90◦E) and lies in the Alpine foreland of southeastern
Styria in Austria (Fig. 3.1a). The terrain is characterized by its many hills and
small range of altitude, with altitudes varying approximately 100 m between the
area’s valleys and crests. The area’s highest peak is the Gleichenberg Kogel, with
an elevation of 598 m, compared to about 250 m at the lowest point. A dense grid
of 155 meteorological stations covers an area of approximately 22 km x 16 km,
with the average distance between stations of approximately 1.4 km.

The stations are classified based on their sensor configurations into four different
categories corresponding to the types of measurements they are capable of. All
155 stations measure air temperature, humidity, and precipitation, and 14 stations
are equipped with additional sensors that permit them to measure wind speed and
wind direction. The observations of the meteorological stations are available going
back to the year 2007, with a 5-minute temporal resolution (Kirchengast et al.
2014; Schlager et al. 2017; Schlager et al. 2018).

This region exhibits a more Alpine climate in its valley floors, with cold winters
and hot summers, and a more Mediterranean climate along the hillsides, with
milder winters and hot summers as well. The area is subject to a rich variety of
weather situations, including strong convective activity and extreme precipitation
in summer (Wakonigg 1978; Kabas et al. 2011; Hohmann et al. 2018). Furthermore,
it exhibits rich weather variability, especially through strong convective activity
and severe weather in summer (Kirchengast et al. 2014; Kann et al. 2015a; O et al.
2017; O et al. 2018; Schroeer and Kirchengast 2018).

From a climatological perspective, the area is considered to be homogeneous with
respect to synoptic patterns of heavy precipitation (Seibert et al. 2007). The area’s
sensitivity to regional climate change can already be clearly measured (Kabas et al.
2011; Hohmann et al. 2018). The winds in this study area are characterized by
thermally-driven local flows and flows influenced by a dynamical process called
Alpine pumping (Lugauer and Winkler 2005; Schlager et al. 2017; Schlager et al.
2018).

The second study area, the WegenerNet JBT (Fig. 3.1b), is centered near the
village of Johnsbach (47.54◦N, 14.58◦E), named after the Johnsbach river basin
and overlaying with the Gesäuse National Park in the Ennstaler Alps, lying in
the eastern Alpine region in northern Styria, Austria. This mountainous region is
characterized by large differences in altitude, with summits of over 2300 m and
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valleys with altitudes of between approximately 600 m and 800 m (Strasser et al.
2013; Schlager et al. 2018). Eleven irregularly distributed meteorological stations
are installed at various elevations within an area of about 16 km x 17 km at
different elevations, including two summit stations situated at altitudes of 2191 m
and 1969 m (Schlager et al. 2018). Measurements for the observed variables are
recorded by the stations at a 10 minute intervals. The Alpine climate of this region
causes it to have annual mean temperatures of about 8◦C at lower altitudes, and
below 0◦C at higher elevations, and an annual precipitation sum of 1500 mm in the
valley and 1800 mm in the summit regions (Wakonigg 1978; Prettenthaler et al.
2010). The area’s wind system is mainly controlled by thermally-induced local
flows and westerly-flow synoptic weather conditions (Schlager et al. 2018).
The data used in this study, which was acquired from the stations of the two

WegenerNet regions, FBR and JBT, was automatically quality controlled and
processed by the WegenerNet Processing System (WPS) with its four subsystems
(Kirchengast et al. 2014): the Command Receive Archiving System, which transfers
raw data via wireless transmission to the WegenerNet database in Graz; the
Quality Control System, which checks data quality; the DPG, which generates
regular station time series and gridded fields of weather and climate products; and
the Visualization and Information System, which offers the data to users via the
WegenerNet data portal (www.wegenernet.org).
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3.1 The WegenerNet networks

Figure 3.1: (middle panel) Location of the study areas, the WegenerNet Feldbach Region
(FBR) in the southeast of Styria, Austria and the WegenerNetJohnsbachtal (JBT) region
in the north of Styria, Austria (white-filled rectangles, enlarged in (a) and (b)). (a) The
WegenerNet FBR with its 154 meteorological stations, with the legend explaining map
characteristics and station types. (b) Map of the WegenerNet JBT region (blackrectangle)
including its meteorological stations, with the legend explaining map characteristics and
station operators.
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3.2 The wind product generator introduction
Wind field evaluation data was generated for this study using the WPG, an
application developed and integrated into the DPG over the course of preparing
this thesis project. The WPG automatically generates high-resolution wind fields
in near real-time based on the DPG-controlled and -processed meteorological
observations and auxiliary geophysical information. A core tool for the WPG is
the empirical CALMET, which is based on the modeling approach explained in
Section 2.3.2 (Scire et al. 1998).

The WPG uses an enhanced version of the CALMET model, which includes algo-
rithms for empirically calculating solar radiation-based topographic shading across
different terrain heights, the slope and aspect of topography, and the position of
the sun. Furthermore, the enhanced CALMET model generates temperature fields
based on vertical temperature gradients estimated by the meteorological stations,
and accounts for the influence of vegetation cover based on leaf area indices (Bellasio
et al. 2005; Schlager et al. 2017; Schlager et al. 2018) (cf. Sections 6.3 and 7.3).

The WPG application can be applied to other high-density meteorological station
networks with different landscape characteristics and terrain, but area-specific
model parameters have to be adjusted according to the characteristics of those
regions (cf. Table 6.3 for the WegenerNet FBR and Table 7.3 for the JBT). The
CALMET model obtains geophysical information from the study areas in the form
of gridded datasets that include data concerning elevations, land-use types, and
relevant geophysical parameter values (see Table 6.4 for the WegenerNet FBR and
Table 7.4 for the JBT).

Gridded wind field datasets are available for the WegenerNet FBR dating back
to 2007 and for the WegenerNet JBT dating back to 2012, with a spatial resolution
of 100 m x 100 m and a temporal resolution of 30 minutes for both regions.
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This chapter outlines the methodology and scientific approach and explains the
connection of different research stages to achieve the two defined objectives, ex-
plained in section 1.2 above. These stages are starting from preparatory phases
which include literature reviews and ending up with final phases, which include
the completion of the entire work.

4.1 Scientific approach

The scientific approach to reach the first objective is separated into five phases which
are illustrated in Fig. 4.1. During the preparation phase the needed knowledge
is gained based on literature review and used as general input for the carried out
research. In a second step, the modeling phase started with the development of the

Figure 4.1: Conceptual workflow model of the scientific approach’s main phases to
accomplish the first objective, including references to according sections of the manuscript.
The objectives are defined in section 1.2.
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WPG, which has been applied to the WegenerNet FBR and WegenerNet JBT. Based
on finding systematic errors in the modeled wind fields for the WegenerNet JBT,
the WPG has been extended with addition functionality. During the evaluation
phase, the applications performance is evaluated for the WegenerNet FBR and
the WegenerNet JBT. Furthermore, the sensitivity of the CALMET model and
subsequently the WPG has been investigated within this phase. Last, all steps
result in the automatic generation of high-resolution wind field data for the two
study areas.

The second objective has been accomplished by four different phases of the
scientific approach which are illustrated in Fig. 4.2. The preparation phase includes
a comprehensive literature review about data preparation and verification methods.
With the obtained knowledge, methods for automatic selection and classification of
wind field data have been developed. The R code for the calculation of the WFSS
has been integrated into a Python environment to allow an automatic calculation
of this score based on selected wind field data. During the evaluation phase, spatial
verification as well as traditional gridpoint-based error measure were calculated for
the selected wind field data. Finally, going through all phases led to the wind field
evaluation results.

Figure 4.2: Conceptual workflow model of the scientific approach’s main phases to accom-
plish the second objective, including a reference to according sections of the manuscript.
The objectives are defined in section 1.2.
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4.2 Peer reviewed publications

The study areas, methods, evaluation periods and events, as well as the results
of the scientific approaches (cf. Section 4.1) are summarized in the chapters 5
to 8 and are mainly presented based on peer-reviewed publications, except the
results regarding the geophysical parameter sensitivity analysis. The method and
results regarding the sensitivity analysis of the CALMET model to geophysical
parameters have not yet been published, but are discussed in detail in chapter 5.

The chapters 6 to 8 include the following peer-reviewed publications for which the
chapter title is also the title of the publication:

Schlager, C., G. Kirchengast, and J. Fuchsberger (2017). “Generation of high-
resolution wind fields from the dense meteorological station network WegenerNet
in south-eastern Austria”. Wea. Forecasting 32.4, pp. 1301–1319. doi: 10.1175/
WAF-D-16-0169.1.

Contributions: Christoph Schlager collected the data, performed the analyses
and modeling, created the figures and wrote the first draft of the manuscript.
Gottfried Kirchengast provided guidance and advice on all aspects of the study
and significantly contributed to the text. Jürgen Fuchsberger provided guidance
on technical aspects of the WegenerNet networks and its data characteristics and
contributed to the text.

Schlager, C., G. Kirchengast, and J. Fuchsberger (2018). “Empirical high-
resolution wind field and gust model in mountainous and hilly terrain based on the
dense WegenerNet station networks”. Atmos. Meas. Tech. 11.10, pp. 5607–5627.
doi: 10.5194/amt-11-5607-2018.

Contributions: Christoph Schlager collected the data, performed the analyses
and modeling, created the figures and wrote the first draft of the manuscript.
Gottfried Kirchengast provided guidance and advice on all aspects of the study
and significantly contributed to the text. Jürgen Fuchsberger provided guidance
on technical aspects of the WegenerNet networks and its data characteristics and
contributed to the text.

Schlager, C., G. Kirchengast, J . Fuchsberger, A. Kann, and H. Truhetz (2019):
“A spatial evaluation of high-resolution wind fields from empirical and dynamical
modeling in hilly and mountainous terrain“, Geosci. Model Dev. 12.7, pp. 2855-
2873. https://doi.org/10.5194/gmd-12-2855-2019.
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Contributions: Christoph Schlager collected the data, performed the analyses
and modeling, created the figures and wrote the first draft of the manuscript.
Gottfried Kirchengast provided guidance and advice on all aspects of the study
and significantly contributed to the text. Jürgen Fuchsberger provided guidance
on technical aspects of the WegenerNet networks and its data characteristics
and contributed to the text. Alexander Kann provided INCA-related advice and
contributed to the INCA part of the text and Heimo Truhetz provided information
and advice on the CCLM model setup and characteristics and contributed to
the CCLM part of the text. All authors commented on the final version of the
manuscript.
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5 Geophysical parameter sensitivity
analysis

This section introduces the methods and results of an additional study regarding
the influence of geophysical parameters on the generation of wind fields. First, the
method of the CALMET model to geophysical parameters is presented and second,
the results regarding this sensitivity analysis are presented in the last part of this
chapter.

5.1 Method
As briefly explained in Section 3.2 above, the CALMET model includes surface
characteristics in form of two-dimensional gridded fields including terrain elevations,
land-use types and geophysical parameter values. A geophysical preprocessing tool
constructs the gridded datasets of geophysical parameter values for the CALMET
model, based on user defined geophysical parameters for existing land-use types
(Scire et al. 1998).

To analyze the sensitivity of the CALMET model to geophysical parameters,
wind fields were generated based on perturbations of the values of these parameters.
The sensitivity test was performed with wind field data generated from WegenerNet
FBR stations and geophysical parameter values for the predominant land-use types
of this region (Fig. 6.2). The wind fields that were generated using perturbed
parameter values were compared to reference wind fields; wind fields from August
10, 2008, generated based on the parameter values summarized in Table 6.4, were
used as a reference for thermally-driven circulations with weak wind speeds, and
wind fields from March 15, 2013 for strong wind speeds (Schlager et al. 2017).
For generating wind fields based on perturbed parameter values, value ranges
for the geophysical parameters were estimated on the basis of a literature review
considering the most common land-use classes, which are summarized in Table 5.1.
For the sensitivity analysis, 60 sensitivity cases were defined, 12 for each of

the 5 geophysical parameters. Table 5.2 provides a summary of these evaluation
cases, including the perturbed parameter values applied for each geophysical
parameter and the three-to-four most common land-use types, and the statistical
results for both reference periods. The cases xMin and xMax are defined as
cases corresponding to the minimum and maximum values of the geophysical
parameters (Table 5.1). Furthermore, to determine the degree of linearity of the
parameterization schemes that account for these parameters, two cases denoted by
XMin and XMax were identified. The influence of the perturbations was assessed
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by calculating the root-mean-square error (RMSE), bias (B), and mean absolute
error of wind direction (MAEDIR) (Table 6.5 or Table 7.6).

Table 5.1: Value ranges of the geophysical parameters for the dominating land use types
of the WegenerNet FBR (top half), and reference publications for each parameter on basis
which these value ranges were estimated (bottom half).

Land use type Surface roughness Bowen Soil heat flux Vegetative leaf Area
(abbreviation) length [m] Albedo ratio constant area index [%]
Agri. land - unirri. (AGRI) 0.10-0.50 0.10-0.60 0.30-2.00 0.10-0.30 0.20-3.20 57
Forest land (FOR) 0.50-1.50 0.10-0.50 0.20-2.00 0.00-0.20 0.60-8.00 35
Discon. urban fabr. (DUF) 0.50-1.50 0.10-0.40 0.50-4.00 0.20-0.40 0.40-2.20 5
Pastures (PAS) - 0.10-0.60 0.30-2.00 - - 3

Reference publications per geophys. parameter
Surface roughness length: Gao et al. (2015), Cheng and Byun (2008), Kalyanapu et al. (2009), Nicholas

and Lewis (1980), and EPA. (2004)
Albedo: Sütterlin et al. (2016), Salifu and Agyare (2012), Cheng and Byun (2008),

Lamptey (2010), and EPA. (2004)
Bowen ratio: Lin et al. (2016), Cheng et al. (2015), Lamptey (2010), Frey et al. (2011), and

EPA. (2004)
Soil heat flux constant: Lamptey (2010), Gao et al. (2015), Tsuang (2005), and Takashi et al. (1989)
Leaf area index: Salifu and Agyare (2012), Knote et al. (2009), and Sun and Schulz (2017)

5.2 Results
For thermally-driven circulations, the generated wind fields were found to be most
sensitive to changes in the surface roughness length parameter, followed by changes
in the Bowen ratio and albedo parameters. The results estimated for strong wind
speeds indicated that these three parameters are again the most influential, but in
the opposite order, as wind fields with high speeds were found to be most sensitive
to changes in Bowen ratio values, followed by changes to the albedo measure and
to surface roughness length. Changes to the values of the soil heat flux constant
parameter and leaf area index parameter had hardly any influence on generated
wind fields on either day.

The results also revealed that changes to parameters had a slightly larger influence
on thermally-driven circulations than on strong winds, especially with respect to
wind direction. A direct correlation was observed between the influence of changes
made to parameters and the total area dedicated to the corresponding land-use
type, with the exception of surface roughness length when applied to areas with
discontinuous urban fabric (DUF) under weak conditions (cases rough_duf_xMin,
rough_duf_xMax, rough_duf_XMin, rough_duf_XMax). Changes in parameters
were found to have the strongest estimated impact in the rough_duf_XMin case
for August 10, 2008, where an RMSE value of 0.153 m s−1, a B value of 0.103 m s−1

and a MAEDIR value of 4.220° were estimated. The high sensitivity of the wind
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5.2 Results

fields to parameters under weak conditions is caused by the downward extrapolation
of observations from the WN44 station, which is located in an area classified as
DUF and measures wind parameters at a height of 55 m.

Table 5.2: Statistical performance measures calculated for the WegenerNet FBR, for
perturbations applied to the parameter values, for the 10 August 2008 and 15 August 2013.

10 August 2008 15 March 2013
Sensitivity case Land use Param. RMSE B MAEdir RMSE B MAEdir
(per geophys. param.) typea valueb, c [ m s−1] [ m s−1] [°] [ m s−1] [ m s−1] [°]

Surface rough. length [m]
rou_duf_xMin DUF 1.00|0.50 0.0321 0.0197 0.9563 0.0025 0.0000 0.0062
rou_duf_xMax DUF 1.00|1.50 0.0245 -0.0145 0.7620 0.0017 0.0000 0.0042
rou_duf_XMin DUF 1.00|1e-4 0.1526 0.1028 4.2196 0.0157 -0.0001 0.0383
rou_duf_XMax DUF 1.00|2.50 0.0585 -0.0370 1.9842 0.0039 0.0001 0.0107

Mean value 0.0669 0.0178 1.9805 0.0060 0.0000 0.0149

rou_agr_xMin AGR 0.25|0.01 0.0602 0.0397 1.4159 0.0321 -0.0046 0.2958
rou_agr_xMax AGR 0.25|0.50 0.0150 -0.0075 0.2717 0.0061 0.0008 0.0594
rou_agr_XMin AGR 0.25|1e-4 0.0602 0.0397 1.4159 0.0321 -0.0046 0.2958
rou_agr_XMax AGR 0.25|1.00 0.0329 -0.0175 0.6390 0.0124 0.0017 0.1349

Mean value 0.0421 0.0136 0.9356 0.0207 -0.0017 0.1965

rou_for_xMin FOR 1.00|0.50 0.0023 -0.0001 0.0943 0.0054 0.0002 0.0495
rou_for_xMax FOR 1.00|1.50 0.0022 0.0001 0.0889 0.0039 -0.0001 0.0359
rou_for_XMin FOR 1.00|1e-4 0.0072 0.0001 0.4971 0.0324 0.0022 0.2830
rou_for_XMax FOR 1.00|2.50 0.0048 0.0005 0.3035 0.0089 -0.0001 0.0937

Mean value 0.0041 0.0002 0.2460 0.0127 0.0006 0.1155

Albedo [1/1]
alb_duf_xMin DUF 0.18|0.10 0.0008 0.0000 0.0018 0.0004 0.0000 0.0001
alb_duf_xMax DUF 0.18|0.40 0.0041 -0.0002 0.0168 0.0064 0.0000 0.0019
alb_duf_XMin DUF 0.18|0.00 0.0011 0.0001 0.0036 0.0005 0.0000 0.0002
alb_duf_XMax DUF 0.18|0.70 0.0080 -0.0006 0.0465 0.0146 0.0000 0.0079

Mean value 0.0035 -0.0002 0.0172 0.0055 0.0000 0.0025

alb_agrpas_xMin AGR|PAS 0.15|0.10 0.0019 0.0001 0.0288 0.0015 -0.0001 0.0025
alb_agrpas_xMax AGR|PAS 0.15|0.60 0.0103 -0.0005 0.4230 0.0343 0.0024 0.0807
alb_agrpas_XMin AGR|PAS 0.15|0.00 0.0029 0.0002 0.0696 0.0024 -0.0002 0.0063
alb_agrpas_XMax AGR|PAS 0.15|1.00 0.0449 -0.0057 1.6910 0.0936 0.0125 0.3916

Mean value 0.0150 -0.0015 0.5531 0.0330 0.0037 0.1203

alb_for_xMin FOR 0.10|0.10 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
alb_for_xMax FOR 0.10|0.50 0.0091 0.0005 0.2634 0.0234 -0.0010 0.0407
alb_for_XMin FOR 0.10|0.00 0.0020 0.0000 0.0357 0.0018 0.0001 0.0032
alb_for_XMax FOR 0.18|0.90 0.0404 0.0039 1.1565 0.0736 -0.0068 0.2235

Mean value 0.0129 0.0011 0.3639 0.0247 -0.0020 0.0669

Bowen ratio [1/1]
bow_duf_xMin DUF 1.50|0.50 0.0015 -0.0001 0.0054 0.0007 0.0000 0.0003
bow_duf_xMax DUF 1.50|4.00 0.0012 0.0001 0.0039 0.0006 0.0000 0.0002
bow_duf_XMin DUF 1.50|0.00 0.0041 -0.0004 0.0270 0.0090 0.0000 0.0051
bow_duf_XMax DUF 1.50|7.50 0.0015 0.0001 0.0056 0.0007 0.0000 0.0004

Mean value 0.0021 -0.0001 0.0105 0.0028 0.0000 0.0015

bow_agrpas_xMin AGR|PAS 1.00|0.30 0.0504 -0.0002 1.8859 0.0550 -0.0069 0.9310
bow_agrpas_xMax AGR|PAS 1.00|2.00 0.0507 0.0007 1.8100 0.0548 -0.0075 0.9247
bow_agrpas_XMin AGR|PAS 1.00|0.00 0.0525 -0.0022 2.3541 0.0628 -0.0066 1.0205
bow_agrpas_XMax AGR|PAS 1.00|3.70 0.0509 0.0009 1.8508 0.0549 -0.0077 0.9286

Mean value 0.0511 -0.0002 1.9752 0.0569 -0.0072 0.9512

bow_for_xMin FOR 1.00|0.20 0.0074 0.0004 0.1865 0.0064 -0.0005 0.0166
bow_for_xMax FOR 1.00|2.00 0.0032 -0.0001 0.0707 0.0028 0.0002 0.0064
bow_for_XMin FOR 1.00|0.00 0.0218 0.0012 0.5839 0.0274 -0.0008 0.0751
bow_for_XMax FOR 1.00|3.80 0.0047 -0.0002 0.1222 0.0041 0.0003 0.0111

Mean value 0.0093 0.0003 0.2408 0.0102 -0.0002 0.0273

aThe value ranges of Albedo and Bowen ration are similar for AGR and PAST (see also Table 5.1 for
information on value ranges)

bReference value|Perturbed value (see also Table 6.4 for information on reference values)
cPerturbed values: minimum (xMin) and maximum (xMax) values of the corresponding geophysical
parameters are defined based on literature; see Table 5.1 for information about the literature sources.
XMin(lut) = 2xMin(lut) − xMax(lut); XMax(lut) = 2xMax(lut) − xMin(lut).
In CALMET, negative values are not allowed, the surface roughness length must be greater than zero
(Scire et al. 1998).

continued . . .
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. . . continued

10 August 2008 15 March 2013
Sensitivity case Land use Param. RMSE B MAEdir RMSE B MAEdir
(per geophys. param.) typea valueb, c [ m s−1] [ m s−1] [°] [ m s−1] [ m s−1] [°]

Leaf area index [1/1 ]
lai_duf_xMin DUF 0.20|0.40 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000
lai_duf_xMax DUF 0.20|2.20 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000
lai_duf_XMin DUF 0.20|0.00 0.0001 0.0000 0.0001 0.0001 0.0000 0.0000
lai_duf_XMax DUF 0.20|4.00 0.0001 0.0000 0.0001 0.0001 0.0000 0.0000

Mean value 0.0001 0.0000 0.0000 0.0001 0.0000 0.0000

lai_agr_xMin AGR 3.00|0.20 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
lai_agr_xMax AGR 3.00|3.20 0.0002 0.0000 0.0001 0.0001 0.0000 0.0000
lai_agr_XMin AGR 3.00|0.00 0.0003 0.0000 0.0003 0.0004 0.0000 0.0003
lai_agr_XMax AGR 3.00|6.20 0.0003 0.0000 0.0005 0.0002 0.0000 0.0002

Mean value 0.0002 0.0000 0.0002 0.0002 0.0000 0.0001

lai_for_xMin FOR 7.00|0.60 0.0008 0.0000 0.0007 0.0005 0.0000 0.0004
lai_for_xMax FOR 7.00|8.00 0.0001 0.0000 0.0001 0.0001 0.0000 0.0000
lai_for_XMin FOR 7.00|0.00 0.0008 0.0000 0.0007 0.0005 0.0000 0.0004
lai_for_XMax FOR 7.00|15.4 0.0002 0.0000 0.0004 0.0002 0.0000 0.0002

Mean value 0.0005 0.0000 0.0005 0.0003 0.0000 0.0002

Soil heat flux const. [1/1]
shfc_duf_xMin DUF 0.25|0.20 0.0005 0.0000 0.0007 0.0002 0.0000 0.0000
shfc_duf_xMax DUF 0.25|0.40 0.0009 -0.0001 0.0022 0.0004 0.0000 0.0001
shfc_duf_XMin DUF 0.25|0.00 0.0011 0.0001 0.0032 0.0005 0.0000 0.0002
shfc_duf_XMax DUF 0.25|0.60 0.0016 -0.0001 0.0056 0.0007 0.0000 0.0003

Mean value 0.0010 -0.0000 0.0029 0.0005 0.0000 0.0002

shfc_agr_xMin AGR 0.15|0.10 0.0013 0.0001 0.0136 0.0011 0.0000 0.0013
shfc_agr_xMax AGR 0.15|0.30 0.0023 -0.0002 0.0438 0.0020 0.0001 0.0041
shfc_agr_XMin AGR 0.15|0.00 0.0022 0.0001 0.0391 0.0019 -0.0001 0.0037
shfc_agr_XMax AGR 0.15|0.50 0.0040 -0.0004 0.1123 0.0034 0.0003 0.0106

Mean value 0.002 -0.0001 0.0522 0.0021 0.0001 0.0049

shfc_for_xMin FOR 0.15|0.00 0.0022 -0.0001 0.0373 0.0019 0.0001 0.0034
shfc_for_xMax FOR 0.15|0.20 0.0013 0.0000 0.0133 0.0011 0.0000 0.0012
shfc_for_XMin FOR 0.15|0.00 0.0022 -0.0001 0.0373 0.0019 0.0001 0.0034
shfc_for_XMax FOR 0.15|0.40 0.0033 0.0001 0.0724 0.0029 -0.0002 0.0065

Mean value 0.0024 -0.0000 0.0401 0.0020 0.0000 0.0036

aThe value ranges of Albedo and Bowen ration are similar for AGR and PAST (see also Table 5.1 for
information on value ranges)

breference value|perturbed value (see also Table 6.4 for information on reference values)
cPerturbed values: minimum (xMin) and maximum (xMax) values of the corresponding geophysical
parameters are defined based on literature; see Table 5.1 for information about the literature sources.
XMin(lut) = 2xMin(lut) − xMax(lut); XMax(lut) = 2xMax(lut) − xMin(lut).
In CALMET, negative values are not allowed, the surface roughness length must be greater than zero
(Scire et al. 1998).

Figure 5.1 illustrates the spatial distribution of mean wind speed bias for the
cases in which sensitivity to surface roughness length, the albedo measure, and
the Bowen ratio value were highest, for both thermally driven wind (Fig. 5.1a)
and strong wind (Fig. 5.1b). The highest sensitivity was estimated for XMin or
XMax cases. As mentioned above, a correlation between the degree of sensitivity
to perturbations and the total area dedicated to the relevant land-use type could
be observed in all cases, expect for the rough_duf_XMin case on August 10, 2008.
In this case, the influence of the surface roughness length parameter, which was
used as input for the vertical extrapolation of half-hourly surface observations, is
evident.

In CALMET, the observed wind measurements are extrapolated from the heights
of the meteorological stations’ sensors to predefined vertical levels (10 m and 50 m)
before horizontal spatial interpolation is performed for the purpose of generating
the first guess wind field (Scire et al. 1998; Schlager et al. 2017; Schlager et al.
2018). The similarity theory (Van Ulden and Holtslag 1985) was selected as an
extrapolation method for this study. The distribution of the rough_duf_XMax
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case exhibits the largest bias values for thermally-induced wind events in the area
nearby the WN 44 station (see the upper-left panel of Fig. 5.1a). This station is
located in an area classified as DUF and measures wind parameters at a height
of 55 m. The relatively large B values in this case are caused by the low surface
roughness length values belonging to DUF areas, which are accounted for in the
downward extrapolation of wind speeds to the 10 m height level.
It is important to note that the XMin and XMax evaluation cases represent

unrealistically low and unrealistically high parameter values, respectively, and are
outside expected value ranges that occur in nature. Furthermore, the results of
the estimations for minimum (xMin cases) and maximum values (xMax cases) of
the geophysical parameters, which reflect more realistic value ranges all generally
exhibit low sensitivity to parameter perturbations, with a maximum RMSE value
of about 0.06 m s−1 for both periods. The B values, range from -0.01 to 0.04 m s−1

for thermally-induced winds, and from -0.008 – 0.002 m s−1 for strong winds.
Regarding MAEDIR values, ranges from 0 – 1.89° are estimated for thermally-
induced winds, and from 0 – 0.93° for strong winds.
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5 Geophysical parameter sensitivity analysis

Figure 5.1: Mean wind speed bias distribution for the WegenertNet FBR, for cases with
highest sensitivity (see Table 5.2 for definition of cases):(a) for thermally induced wind
events and (b) strong wind events.
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6 Generation of high-resolution wind
fields from the WegenerNet dense
meteorological station network in
southeastern Austria

The first publication introduces the WPG which has been developed and applied
to the WegenerNet FBR during the research phases as illustrated in Figure 4.1.
Furthermore, it illustrates the application’s performance, which has been evaluated
for two months including mainly representative weather conditions. Table 6.1
clarifies the respective contributions of all authors of this publication.

Table 6.1: Author contributions of the first peer-reviewed publication (Schlager et al.
2017).

Title:
Generation of high-resolution wind fields from the dense meteorological
station network WegenerNet in south-eastern Austria

Reference:

Schlager, C., G. Kirchengast, and J. Fuchsberger (2017). “Generation
of high-resolution wind fields from the dense meteorological station
network WegenerNet in south-eastern Austria”. Wea. Forecasting 32.4,
pp. 1301–1319. doi: 10.1175/WAF-D-16-0169.1

Author contributions:

Christoph Schlager:a,b Collected the data, performed the analyses and modeling, created the
figures and wrote the first draft of the manuscript

Gottfried Kirchengast:a,b Provided guidance and advice on all aspects of the study and significantly
contributed to the text

Jürgen Fuchsberger:a,b Provided guidance on technical aspects of the WegenerNet networks and
its data characteristics and contributed to the text

a Wegener Center for Climate and Global Change (WEGC), University of Graz, Graz, Austria.
b Institute for Geophysics, Astrophysics, and Meteorology/Institute of Physics, University of Graz, Graz, Austria.
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Meteorology/Institute of Physics, University of Graz, Graz, Austria

(Manuscript received 15 September 2016, in final form 8 February 2017)

ABSTRACT

An operational weather diagnostics application for automatic generation of wind fields in near–real time

from observations delivered by the high-density WegenerNet meteorological station network in the

Feldbach region of Austria is introduced. The purpose of the application is to empirically provide near-

surface wind fields of very high spatial and temporal resolution for evaluating convection-permitting cli-

mate models as well as investigating weather and climate variability on a local scale. The diagnostic

California Meteorological Model (CALMET) is used as the core tool. This model computes 3D wind fields

based on observational weather data, a digital elevation model, and land-use categories. The application

first produces the required input files from the WegenerNet stations and subsequently runs the CALMET

model based on this input. In a third step the modeled wind fields are stored in the WegenerNet data

archives every 30min with a spatial resolution of 100m 3 100m, while also generating averaged weather

and climate products during postprocessing. The performance of the modeling against station observa-

tions, for which wind speeds were classified into weak and strong wind speeds, is evaluated and reasonably

good results were found for both wind speed classes. The statistical agreement for the vector-mean wind

speed is slightly better for weak wind speeds than for strong ones while the difference between modeled

and observed wind directions is smaller for strong wind speeds than for weak ones. The application is also a

valuable tool for other high-density networks.

1. Introduction

Progression in computer technology and the growing

power of computers in data processing leads to more

complex and accurate nonhydrostatic climate models

for high-resolution simulations, with horizontal resolu-

tions at a scale of 1 km (Prein 2013; Suklitsch et al. 2011;

Hohenegger et al. 2008). Because of this higher resolu-

tion, such nonhydrostatic and convection-permitting

modeling (NHCM) provides more realistic simula-

tions, especially for regions with complex terrain (Awan

et al. 2011; Suklitsch et al. 2011; Prein et al. 2013).

The evaluation of regional climatemodels (RCMs) and

furthermodel improvements require, among other needs,

meteorological observations and gridded datasets with

correspondingly high spatial and temporal resolutions

(Kirchengast et al. 2014). RCMs generally simulate area-

averaged rather than point-scale processes (Osborn and

Hulme 1998). Therefore, the most appropriate data for

evaluation are gridded datasets where each grid value is a

best estimate average of the grid-box observations

(Haylock et al. 2008). For example, the European Climate

Assessment and Data (ECA&D) activity provides the

daily gridded observational dataset (E-OBS) based on

station datasets and other archives, consisting of tempera-

ture, precipitation, and sea level pressure for Europe. This

dataset is used on a regional scale for evaluating RCMs,

monitoring climate change, and for studies regarding cli-

mate variability (Haylock et al. 2008; Klok and Klein Tank

2009; Brunner et al. 2017).

The Wegener Center at the University of Graz,

Graz, Austria, established the long-term field experiment

WegenerNet Feldbach region, a dense grid of more than

150 meteorological stations within an area of about

20km 3 15km for investigating weather and climate

on a local scale as well as evaluating RCMs (Kirchengast

et al. 2014; O et al. 2017; Kabas 2012; Kabas et al. 2011).

The processing system developed to control and manage

observations from the meteorological stations is called the
Corresponding author: Christoph Schlager, christoph.schlager@

uni-graz.at

AUGUST 2017 S CHLAGER ET AL . 1301

DOI: 10.1175/WAF-D-16-0169.1

� 2017 American Meteorological Society. For information regarding reuse of this content and general copyright information, consult the AMS Copyright
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WegenerNet Processing System (WPS) and consists of

four subsystems. TheCommandReceiveArchiving System

(CRAS) is used to transfer the raw data via general packet

radio service (GPRS) to the WegenerNet Database,

the quality control system (QCS) checks the quality of

the data, the data product generator (DPG) produces

gridded fields of weather and climate products, and the

visualization and information system (VIS) offers the

data to users via the WegenerNet data portal (www.

wegenernet.org).

Products already implemented in the DPG are

gridded weather and climate products generated by a

point-specific interpolation of the main variables of

temperature, precipitation, and relative humidity. In

the case of the temperature, fields 2m above the

ground are produced, including calculated temperature

lapse rates from the observational datasets. The grid-

ded fields of relative humidity are constructed by an

inverse-distance weighted interpolation and for pre-

cipitation the inverse-distance-squared algorithm is

used. Detailed information related to the WPS and its

DPG subsystem can be found in Kirchengast et al.

(2014) and Kabas (2012).

The application introduced in this study fills a

critical gap in the DPG. Gridded wind fields gener-

ated from the existing wind observations of the 12

WegenerNet stations that are well distributed within

the 20 km 3 15 km area have not yet been im-

plemented into the DPG. Wind is often considered as

one of the most difficult meteorological variables to

model and depends on many different conditions,

including surface properties such as topography and

surface roughness. Therefore, a simple interpolation

of wind station data can only be performed in cases of

uniform characteristics of landscape and an addi-

tional tool is needed to determine the spatial distri-

bution of the wind parameters (Abdel-Aal et al. 2009;

Sfetsos 2002).

The key goal of this study is therefore the develop-

ment of an adequately realistic and robust operational

application for the automated generation of gridded

high-resolution wind fields from the observational data

of the WegenerNet.

In general, to determine the spatial distribution of

wind speed and wind direction, different types of model

simulations are used (Morales et al. 2012). Dynamic

mesoscale models like the Weather Research and

Forecasting (WRF) Model or the Integrated Now-

casting through Comprehensive Analysis (INCA) are

the most sophisticated options, since they are capable

of physically simulating synoptic processes and in-

teractions between the earth’s surface and the at-

mosphere (Truhetz 2010). These complex prediction

models solve prognostic equations and require extensive

computational resources. Therefore, because of the con-

siderable computing time and power needs, the spatial and

temporal resolution is limited (Jancewicz 2014; Truhetz

et al. 2007). An alternative model type was selected for

being able to develop wind fields with high spatial and

temporal resolution in near–real timewithout the need for

extensive computing resources.

Empirical diagnostic models, used to represent the

actual state of the atmosphere based on the data, are

such an adequate alternative (Morales et al. 2012). They

apply parameterizations to empirically take into account

processes like the kinematic effects of terrain, slope

flows, and terrain-blocking effects. They also include

divergence minimization schemes for satisfying the in-

compressible mass consistency. Dynamic processes, like

flow splitting, grid-resolved turbulence, etc. are not

taken into account by these diagnostic models (Truhetz

2010; Wang et al. 2008; Truhetz et al. 2007). Thus, they

need much less computing time for modeling.

In this study we employ the freely distributed di-

agnostic California Meteorological Model (CALMET)

for the development of high-resolution wind fields.

CALMET is an empirical model originally developed by

the California AirResources Board to provide wind fields

for the pollutant dispersion model called CALPUFF

(Scire et al. 1998; Cox et al. 2005). Themodel reconstructs

3D wind fields based on meteorological observations,

terrain elevations, and land-use information. The quality

of the modeled wind fields depends on the quality and

spatial resolution of the observations from in situ meteo-

rological station measurements as well as of the surface-

related datasets, which comprise digital elevation model

data and land-use-type data (Morales et al. 2012; Cox

et al. 2005).

The operational requirement for our application is

that the wind fields are automatically generated from

the observational data of the WegenerNet in near–real

time and stored to the WegenerNet archives with a

spatial resolution of 100m3 100m and a time resolution

of 30min. Furthermore, the model performance of these

produced wind fields has to be evaluated for periods

with representative weather conditions.

Reporting this work, the paper is structured as fol-

lows. Section 2 provides a description of the study area,

the WegenerNet Feldbach region in Austria with its

over 150 meteorological stations. Section 3 presents the

methodology for the empirical wind field modeling,

where first the characteristics of the CALMET model

and the application (developed in Python) for the au-

tomated production of the wind fields are explained.

Second, a description of atmospheric weather conditions

during the model evaluation periods is given. Section 4
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describes the results of the wind field modeling for the

selected periods in August 2008 and March 2013. Fi-

nally, section 5 provides the conclusions and prospects

of the study and the next steps of follow-on work.

2. Study area and WegenerNet data

The WegenerNet Feldbach region (Fig. 1) is located

in the Alpine foreland of southeastern Styria, Austria,

centered near the town of Feldbach (46.938N, 15.908E),
a region with high weather and climate variability

(Kirchengast et al. 2014; Kabas et al. 2011). The terrain

of this study area has many low hills and is characterized

by generally small differences in altitude with maximum

values of about 100m between the valleys and crests.

The highest peak is the Gleichenberger Kogel, with an

elevation of 598m, and most of the area is used for

agriculture, as illustrated by Fig. 2a.

The climate of this southeastern Alpine foreland re-

gion is more Alpine at valley floors with cold winters and

hot summers, andmoreMediterranean along the hillsides

with milder winters and hot summers (Kabas 2012;

Wakonigg 1978). Heavy convective rainfall from thun-

derstorms, with frequent hailstorms, dominates the pre-

cipitation in summer. Strong storms can occasionally

occur in the winter season (Kabas 2012; Prettenthaler

et al. 2010; Wakonigg 1978). Typical for the region are

thermally induced local flows and the influence of

thermally-driven regional wind systems with weak wind

speeds, caused by a dynamical process called Alpine

pumping (Lugauer and Winkler 2005).

The hills and valleys of the region exhibit temperature

contrasts, which the temperature fields produced using a

modified version of CALMET for fine-resolution weather

conditions are able to capture (Fig. 2b). The temperatures

in the late afternoon on 10 August 2008 are shown, with

higher values at lower altitudes and in the valleys and

lower values along the hillsides (Fig. 2b). In this modified

CALMET version, we used algorithms developed by

Bellasio et al. (2005) to account for topographic shading

effects and the height dependency of surface tempera-

tures. To be consistent with the published CALMET

model in this study, however, we used the original

CALMET code in our wind field modeling application.

The 153 stations of theWegenerNet are used to supply

in situ weather measurements as model input. These

stations, with an average station distance of about 1.4km,

in an area of around 20km 3 15km, measure meteoro-

logical parameters with a time resolution of 5min. The

stations are equipped with different sensor configura-

tions. The 130 base stations of the network measure the

main variables air temperature, relative humidity, and

precipitation. Three of the stations are lacking one or two

parameters (Fig. 1b; red circles). Eleven special base

stations measure soil moisture and soil temperature in

addition to the main variables (Fig. 1b; red triangles), 11

primary stations measure wind speed and wind direction

in addition to the main variables (Fig. 1b; blue triangles),

and one reference station measures wind, soil variables,

air pressure, and net radiation in addition to the main

variables (Fig. 1b; blue square).

All wind sensors from the primary stations and the

reference station, except for stations 44, 55, and 72, are

mounted on 10-m masts. Station 44 measures the wind

parameters at 55-m height, station 72 at 18m, and sta-

tion 101 at 14m (all mounted on top of silos, used in the

region for storing agricultural harvests). The observa-

tions from the stations provided by the Central Institute

for Meteorology and Geodynamics [Zentralanstalt für
Meteorologie und Geodynamik, (ZAMG); Fig. 1b; blue

stars] in Vienna, Austria, are integrated into the WPS

for use as reference. Table 1 summarizes the technical

characteristics of the WegenerNet stations equipped

with wind sensors (Kirchengast et al. 2014; Kabas 2012).

The observations of themeteorological stations and the

gridded data products produced by theDPG are available

to users in near–real time since 2007, generated with a

latency of about 1–2h. The same requirements apply to

the new wind field modeling application introduced here,

to reproduce the wind fields since 2007 and to provide the

ongoing data with a maximum latency of 2h.

3. Methods and evaluation periods

The core part of the new operational wind field ap-

plication is the CALMET model briefly introduced in

section 1 above (Scire et al. 1998).

The wind fields are computed by CALMET using a

two-step approach. The first step includes the adjustment

of an initial guess wind field in regard to kinematic effects

of terrain, slope flows, and terrain-blocking effects. Based

on the settings in the CALMET control file, a user has

different options to generate the initial guess wind field.

In the current studywe use the so-called observation-only

approach in order to ensure genuinely empirical wind

fields, which means that the initial guess wind field is

produced by an interpolation based solely on observa-

tional data. We enhanced the original CALMET code

related to the interpolation for the initial guess wind field

to enable less weight (influence radius) for stations that

are influenced by local terrain (the original CALMET

foresees a fixed influence radius).

In a second step, the observational data are used again

and blended into the step 1 wind field by an inverse dis-

tance weighting interpolation to produce the consolidated

step 2 wind field. Each station site with wind observations
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FIG. 1. (a) Overview of the WegenerNet Feldbach region study area [white rectangle; enlarged in (b)] to the

southeast of Styria, Austria. (b) The WegenerNet Feldbach region with its 153 meteorological stations, with the

legend explaining map characteristics and station types.
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affects the step 2 wind field within a user-defined radius of

influence. In addition, relative weighting parameters are

used to weight the observations and the wind fields pre-

viously produced in step 1. To derivemass-consistent wind

fields, the horizontal winds were adjusted by a divergence

minimization procedure. In the observation-only approach

the user has to define several critical parameters, which can

affect the results of the model runs significantly.

The chosen settings for the WegenerNet Feldbach

region, based on extensive sensitivity tests, and the ex-

planation of relevant model parameters are shown in

Table 2. Details related to model settings and options

FIG. 2. (a) Land use of the study area based on the CLC 2006 raster version dataset. (b) Example

temperature field of the study area (10 Aug 2008; LT 5 1600 UTC 1 2 h).
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can be found in the CALMET user’s manual (Scire et al.

1998). Adjustment of our application to other regions

needs repetition of the sensitivity test in those regions, as

is unavoidable with this type of empirical modeling.

Figure 3 shows the flowchart of our application, im-

plemented in Python, that automatically creates wind

fields with a time resolution of 30min and a spatial

gridding of 100m 3 100m. This application reads

the meteorological data for each time step from the

WegenerNet database and creates the needed surface

meteorological data files and the upper-air data files in a

CALMET-compliant format. This preparatory pro-

cessing step of the application includes the calculation of

vector-mean values from the 5-min observational wind

data. The vector mean of the observed wind speed yo
and wind direction fo is estimated by

y
o
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 1 u2

p
,

and

f
o
5

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

08 when y$ 0 and u5 0

1808 when y, 0 and u5 0

9082arctan

ffiffiffiffiffiffiffiffiffi�y
u

�2r
when y$ 0 and u. 0

9081 arctan

ffiffiffiffiffiffiffiffiffi�y
u

�2r
when y# 0 and u. 0

27082arctan

ffiffiffiffiffiffiffiffiffi�y
u

�2r
when y# 0 and u, 0

27081 arctan

ffiffiffiffiffiffiffiffiffi�y
u

�2r
when y$ 0 and u, 0

,

where themean values of the north component y and the

east component u are calculated from six observations

TABLE 1. Characteristics of meteorological stations with wind sensors (WN, WegenerNet station; ZAMG, National Meteorological

Service station).

Station ID Lat (E) Lon (N) Alt (m) Wind sensor height (m)

WN 11 15847052.800 46858052.900 300 10

WN 32 15854013.100 46858005.700 322 10

WN 37 16800018.100 46858000.200 330 10

WN 44 15851001.300 46857035.200 288 55

WN 72 15848055.500 46855054.600 337 18

WN 74 15851008.500 46855049.300 394 10

WN 77 15854025.600 46855058.700 302 10

WN 82 16800012.100 46855057.500 276 10

WN 101 15847048.600 46854017.000 304 14

WN 132 15851010.100 46852044.800 295 10

WN 135 15854032.500 46852050.400 305 10

WN 139 15859002.200 46852056.200 307 10

ZAMG FBa 15852047.000 46856056.000 322 10

ZAMG BGb 15854013.000 46852020.000 269 10

a Feldbach.
b Bad Gleichenberg.

TABLE 2. Settings of critical area-specific model parameters in CALMET, used in this study.

Parameter Value Remarks

TERRAD (km) 2.5 Radius of influence of terrain features

RMAX1 (km) 5.0 Max radius of influence over land at the surface layer

RMAX2 (km) 5.0 Max radius of influence over land aloft

R1 (km) 0.6 Relative weighting of the first guess field and observations in the surface layer

R2 (km) 0.6 Relative weighting of the first guess field and observations in the layers aloft

IEXTRP (flag) 24 Extrapolation of surface wind observations to upper layers with similarity

theory (layer 1 data at upper-air stations are ignored)

ZFACE (m) 0, 20, 80 Cell face heights on the vertical grid (the vertical levels correspond to the

midlevels, 10 and 50m, of these layer boundaries ZFACE)

BIAS (21 # BIAS # 1) 21.0, 0.0, 0.0, 0.0 Layer-dependent biases modifying the weights of surface and upper-air stations

(negative BIAS reduces the weight of upper-air stations, positive BIAS

reduces the weight of surface stations)
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for each CALMET time step (N 5 6 for a temporal

CALMET resolution of 30min) by

y5
1

N
�
N

i51

(y
o,i
cosf

o,i
)

and

u5
1

N
�
N

i51

(y
o,i
sinf

o,i
).

CALMET requires upper-air data consisting of vertical

profiles of wind speed, wind direction, temperature,

pressure, and elevation, usually obtained from radio-

sonde stations. The existing radiosonde station location in

southeasternAustria is notwithin or nearby the study area

and therefore is not representative of the WegenerNet

Feldbach region. Because of the distance between ra-

diosonde stations, and to keep the key operational input

independent from data external to the WegenerNet, 12

upper-air data files are created automatically for each

time step from the observed temperature, pressure, and

wind measurements at the locations of the WegenerNet

primary stations and the reference station.

For this purpose, temperature lapse rates are esti-

mated based on a linear and bilinear least squares ad-

justment for each time step from the 153 WegenerNet

temperature observations at different elevations in this

hilly terrain. The bilinear fits that are composed of two

lines are performed in 4-m increments of altitude z and

are estimated by

T(z)5

8<
:
g
1
z1T

top
when z,Z

top

g
2
(z2Z

top
)1T

top
when z$Z

top

,

where T(z) is the temperature at altitude z. The temper-

ature lapse rates are defined by g1 and g2, and the two

lines intersect at the altitude Ztop with the corresponding

temperature estimate Ttop. For the linear fit we set Ztop to

zero and fit just one line using the equation above. This

linear fit is compared with the best-guess approximation

of all bilinear fits, based on the performance parameter x2

(fit residuals). The regression parameters of the fit with

the smallest x2 are adapted as a result for Ztop, Ttop, g1,

and g2. These estimates are then used to compute the

temperature at the defined vertical levels (Table 2) for the

WegenerNet primary stations and the reference station.

FIG. 3. Work flow for the automatic generation of high-resolution wind fields from the

WegenerNet dataset.
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The CALMET model uses a terrain-following vertical

coordinate system, which means that its vertical levels

represent the height above ground.

The upper-air pressure variables are produced for each

level and time step by using the barometric law, starting

from the surface pressure observed by the reference sta-

tion. The air pressure P at the altitude z is calculated by

P(z)5

8>>>>>><
>>>>>>:

P
0

�
12

g
1
z

T
0

�Mg/Rg1

when z,Z
top

P
ztop

2
412 g

2
(z2Z

top
)

T
top

3
5
Mg/Rg2

when z$Z
top

,

where P0 is the air pressure at sea level (z5 0m), which

is calculated from the observations of the reference

station (z 5 302m) through the inverse of the equation

above. The sea level temperature T0 is computed for

the WegenerNet primary stations and the reference

station by the use of the regression parameters. After-

ward, we use the equation to estimate the pressure P(z)

for the terrain-following vertical levels. The regression

parameters Ztop, Ttop, g1, and g2 are those determined

by the least squares adjustment explained above. The

gas constant R, mean molar mass of dry air M, and

the gravity acceleration g are taken to be constant

with values, respectively, equal to 8.3145 Jmol21K21,

0.028966kgmol21, and 9.80795ms22.

In the case of upper-air wind variables the measure-

ments from the primary stations and the reference sta-

tion are used for the 10-m vertical level. The upper-air

wind variables for the highest defined vertical level

(Table 2) are set to the observed values from the highest

WegenerNet station with valid wind observations at the

current time step in each file.

In addition, the CALMET model requires a pre-

processed gridded geophysical data file consisting of ter-

rain elevations and land-use categories (CALMET input

data files; orange fields in Fig. 3). As our digital elevation

model (DEM), a dataset derived from airborne laser

scanning point clouds (provided online by gis.steiermark.

at) is used, illustrated by the elevations in Fig. 1b. Before

putting the data into the CALMET model, the original

spatial resolution of 10m is resampled and averaged to

100m. Figure 2a shows the land-usemap of the study area

based on the Corine Land Cover 2006 dataset (CLC 2006;

see EEA 2007) converted into a CALMET-compliant

format. The definitions of the CLC land-use categories

differ from the CALMET classes. In the entire CLC

dataset the third and most detailed level contains 44

classes, while the default classification scheme of the

CALMET model distinguishes up to 14 land-use types

only (Oleniacz and Rzeszutek 2014). We therefore re-

classified 13 CLC 2006 land-use categories of the study

area into six CALMET-compliant classes, and assigned

the appropriateCALMETgrid code to each category. For

each of these land-use categories the parameters shown in

Table 3 are applied to the CALMET geophysical dataset.

The model performance is evaluated using periods

with mainly two types of wind events: the thermally in-

duced wind events and the strong wind events, which are

representative of this study area. We chose the periods

August 2008 and March 2013. In August 2008 the study

area was mainly controlled by autochthonous weather

conditions, which mainly led to thermally induced wind

systems. Such weather conditions are characterized by

low wind speeds, cloudless skies, low relative humidity,

and increased radiation fluxes between the earth surface

and the atmosphere (Prettenthaler et al. 2010). The

synoptic influences are small, and the wind field is

dominated by small-scale temperature and pressure

gradients. In March 2013 several episodes of strong

wind occurred. The wind speed was classified as weak

(0:5m s21 # yo # 2:5m s21) or strong (yo . 2:5m s21), to

be able to estimate the performance for different

conditions. Wind speeds , 0.5m s21 were classified as

calm. In August 2008, 56% of the observed wind

speeds from the WegenerNet stations were classified

as weak and 8% as strong (36% being calm). In March

2013 as well 56% were weak but 19% were strong

(25% being calm). The limit of 2.5m s21 was chosen

because it is the typical maximum wind speed in the

TABLE 3. Geophysical parameters based on CLC 2006 and used in this study.

Land-use type

Surface roughness

length (m) Albedo

Bowen

ratio

Soil heat flux

constant

Vegetative leaf

area index

Discontinuous urban fabric 1.000 0.18 1.5 0.25 0.20

Agricultural land, unirrigated 0.250 0.15 1.0 0.15 3.00

Pastures 0.050 0.25 1.0 0.15 0.50

Forest land 1.000 0.10 1.0 0.15 7.00

Small body of water 0.001 0.10 0.0 1.00 0.00

Mineral extraction sites 0.050 0.30 1.0 0.15 0.05
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study area during autochthonous days, caused by Al-

pine pumping (Lugauer and Winkler 2005).

For statistically evaluating the modeling skill, we use

the statistical performance parameters summarized in

Table 4. As an evaluationmethod, we use the leave-one-

out cross validation for the WegenerNet and ZAMG

stations with wind data as listed in Table 5 (more details

in section 4 below). This evaluation methodology means

that observations at one wind station are removed from

the model input and generated wind fields are evaluated

against the wind data from this station.

Measurements from the Feldbach and Bad Gleichen-

berg ZAMG stations are only used as reference for eval-

uation and not as model input. We compared the modeled

outputs with the reference station datasets for each time

step of the validation period. For each reference station

location, the statistical performance parameters (Table 4)

are calculated by comparing the nearest-neighbor gridpoint

values to the observations at the corresponding location.

4. Results

We show typical examples of modeled wind fields

for thermally driven circulations on 10 August 2008

(Fig. 4a) and strong wind speeds on 15 March 2013

(Fig. 4b), both at a height of 10m. The top panel on the

left-hand side of Fig. 4 illustrates nighttime winds with a

down-valley direction caused by temperature and pres-

sure gradients on a local scale. The middle-left panel of

Fig. 4 shows the thermally induced wind field in the af-

ternoon, caused by the Alpine pumping. This typical

thermally induced regional wind of the study area is

called Antirandgebirgswind and arises usually in the

afternoon as a southerly wind (Wakonigg 1978). This

Antirandgebirgswind, with maximum near-surface wind

speeds of around 2.5ms21, is a characteristic regional flow

between the bordering mountains of the eastern Alps

(Koralpe, Gleinalpe, Fischbacher Alps, and the moun-

tainous region to the north of Graz) and the so-called

Riedelland, which is the hilly country region in southeast-

ern Styria comprising the study area and part of theAlpine

Foreland (Wakonigg 1978). The bottom-left panel of Fig. 4

shows the early evening situation, where valley winds arise,

generally from an up-valley direction.

Figure 4b displays a strong all-day northerly wind

from 15 March 2013, with maximum 30-min wind

speeds of around 8m s21 at 1000 UTC (1100 LT)

(middle-right panel). It can be seen that in the area

TABLE 4. Statistical performance parameters used for the evaluation of the wind field modeling results.

Parameter Equation Remarks

Bias
B5

1

N
�
N

i51

(ym,i 2 yo,i)
ym, modeled wind speed; yo, observed

wind speed

Std dev SDO 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�
N

i51

(yo,i 2 yo)

N

vuuut SDO, standard deviation of observed

wind speed; yo, observed wind

speed; yo, mean observed wind speed

Root-mean-square

error

RMSE5

ffiffiffiffi
1

N

r
�
N

i51

(ym,i 2 yo,i)
2 ym, modeled wind speed; yo, observed

wind speed

Correlation

coef

R5
1

(N2 1)
�
N

i51

�
ym,i 2 ym

sm

��
yo 2 yo
so

�
ym, modeled wind speed; ym, mean modeled

wind speed; yo, observed wind speed;

yo, mean observed wind speed; sm,

std dev of modeled wind speed; so,

std dev of observed wind speed

Index of

agreement

IOA5

1:02
�
N

i51

jym,i 2 yo,ij

c�
N

i51

jyo,i 2 yoj
, when �

N

i51

jym,i 2 yo,ij# cjyo,i 2 yoj

c�
N

i51

jyo,i 2 yoj

�
N

i51

jym,i 2 yo,ij
2 1, when �

N

i51

jym,i 2 yo,ij. jyo,i 2 yoj

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ym, modeled wind speed; yo, observed wind

speed; yo, mean observed wind speed;

c, factor set to 2 (Willmott et al. 2012)

Mean absolute

error of wind

direction

MAEdir 5
1

N
�
N

i51

farccos[cos(fm,i 2fo,i)]g fm, modeled wind direction; fo, observed

wind direction
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around WegenerNet station 135 the wind direction is

forced into a NW-to-W component, resulting from the

observations at this station. The influence of observa-

tions from a given station, weighted by the influence

radius parameter (Table 2) in step 2 of CALMET in-

terpolation scheme (as explained in section 3 above) be-

comes obvious in this particular example.

The enlarged sections in Fig. 5 with an area of about

3 km 3 3 km around the ‘‘Steinberg’’ hill display wind

fields (top two rows) and vertical cross sections (bottom

row) for different atmospheric stratification (for Fig. 5a

the same time slice as in Fig. 4a, bottom left). In Fig. 5a

the wind is again dominated by the thermally driven

Antirandgebirgswind under unstable conditions, as di-

agnosed by CALMET based on a small value of an in-

ternal stability factor (ratio of Brunt–Väisälä frequency

to wind speed) and a negative Monin–Obukhov length.

Higher vertical wind speeds can be observed, especially

at heights of 50m above ground. In CALMET such

terrain-forced vertical wind speeds are estimated based

on a stability-dependent decay function weighted by the

stability factor (Scire et al. 1998). The horizontal di-

rection of flow remains mainly unchanged and is not

modified across the local terrain. The temperature

contour of the vertical cross section (Fig. 5, bottom left)

shows temperature lapse rates with maximum temper-

atures of about 218C in the Raab valley north of the

Steinberg hill and minimum temperatures of about

20.38C at the top of the hill.

In winter, temperature inversions occur frequently in

relation to high pressure weather conditions with weak

wind speeds in the study area (Fig. 5b). In Fig. 5, the top

and middle panels on the right-hand side indicate the

modification of the wind field in a direction around the

Steinberg hill with generally low horizontal and vertical

wind speeds. The temperature contour of the vertical

cross section (Fig. 5, bottom right) illustrates the strong

temperature inversion with maximum temperatures

of about 58C on top of the hill and minimum temper-

atures in the Raab valley north of the Steinberg hill of

about 228C.
Periods with rapidly changing weather conditions,

such as fast-developing thunderstorms, cannot be re-

solved in detail by the CALMET diagnostic model

because of its limited time resolution of not shorter

than 30min.

Figures 6 and 7 illustrate the model performance for

the Feldbach ZAMG station and WegenerNet station

132 as typical examples of the performance of a single

station. The ZAMG station is located at 330-m height

near the town of Feldbach in the Raab valley, the main

valley of the study area (Fig. 1b).WegenerNet station 132

is located near the Poppendorfer stream at a height of

295m. The environment of the latter station is charac-

terized by low-density residential areas that influence the

representativity of wind observations for the 1-km scale

somewhat. In the scatterplots shown, the 30-min vector

mean values from the observed wind speeds are com-

pared with the modeled 30-min nearest-neighbor

grid points.

For the Feldbach station, the comparison shows a high

degree of similarity between modeled and observed

TABLE 5. Statistical performance measures calculated for representative meteorological stations for weak and strong wind speeds (top

half for August 2008; bottom half for March 2013). See Table 4 for more information on the calculations for the performance parameters.

The results for ZAMG FB and WN 132 are illustrated as examples in Figs. 6–9.

Station ID

Weak wind speed: 0:5m s21 # yo # 2:5m s21 Strong wind speed: yo . 2:5m s21

B

(m s21)

SDO

(m s21)

RMSE

(m s21)

R

(1/1)

IOA

(1/1)

MAEdir

(8)
B

(m s21)

SDO

(m s21)

RMSE

(m s21)

R

(1/1)

IOA

(1/1)

MAEdir

(8)

Aug 2008

WN 11 20.07 0.59 0.43 0.81 0.70 25 20.57 0.72 1.17 0.32 0.09 10

WN 32 20.04 0.68 0.40 0.85 0.82 17 20.59 1.03 1.18 0.42 0.17 14

WN 132 20.03 0.66 0.40 0.84 0.79 23 20.28 0.39 0.70 0.46 0.20 16

WN 135 20.36 0.76 0.57 0.81 0.71 33 21.24 0.66 1.44 0.44 20.21 22

ZAMG FB 20.20 0.73 0.43 0.85 0.77 14 21.02 0.82 0.43 0.75 0.16 13

ZAMG BG 0.06 0.64 0.37 0.87 0.82 14 20.28 0.58 0.63 0.71 0.46 14

Mean value 20.11 0.68 0.43 0.84 0.77 21 20.66 0.70 0.93 0.52 0.15 15

Mar 2013

WN 11 20.04 0.61 0.49 0.75 0.67 32 20.81 1.43 1.35 0.66 0.57 11

WN 32 20.05 0.76 0.48 0.83 0.78 01 20.70 1.51 1.38 0.65 0.49 04

WN 132 0.02 0.65 0.56 0.78 0.65 30 20.37 0.66 1.04 0.46 0.17 17

WN 135 20.15 0.78 0.67 0.68 0.68 36 20.78 0.99 1.32 0.59 0.31 35

ZAMG FB 20.17 0.70 0.43 0.83 0.74 22 20.90 1.28 1.14 0.84 0.55 07

ZAMG BG 0.01 0.68 0.66 0.67 0.58 32 21.43 1.24 1.77 0.71 0.25 30

Mean value 20.06 0.70 0.55 0.76 0.68 26 20.83 1.19 1.33 0.65 0.39 17
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wind speeds for both weak and strong conditions, with

correlation coefficients ranging from 0.75 to 0.85 (Fig. 6).

This indicates good representativeness for the 1-km scale.

Because of the influence of local terrain on WegenerNet

station 132, the results are slightly worse for this station,

especially for strong wind speeds (Fig. 7). For example,

the R value in August 2008 for strong conditions is 0.46

(Fig. 7a) compared with the Feldbach station with a value

of 0.75 (Fig. 6a); the correspondingR value inMarch 2013

is also 0.46 (Fig. 7b) compared with a value of 0.84 for

the Feldbach station (Fig. 6b). The mean absolute error

(MAEdir) of the wind direction is for both stations higher

in the case of weakwind speeds, as onemight expect from

the challenging effects that weaker wind speeds have on

wind direction estimations.

Figure 8 shows the relative frequency of wind di-

rections from the model compared with the observed

wind directions for the ZAMG Feldbach station, again

for the same periods and wind speed classes. It can be

seen that the distribution of wind directions is similar

FIG. 4. Modeled wind fields typical of the study area. (a) Thermally induced wind fields (10 Aug 2008) and

(b) strong region-scale winds (15Mar 2013). Times shown areUTC (corresponding to LT2 2 h on 10Aug 2008 and

LT 2 1 h on 15 Mar 2013).
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FIG. 5. Enlarged view of the subregion around the Steinberg hill east of reference station 77. (a) Thermally

induced wind fields under unstable conditions (10 Aug 2008) and (b) weak winds under stable conditions (15 Mar

2013); horizontal (y, black) and vertical (w, blue) wind components at (top) 10 and (middle) 50m above ground are

indicated. (bottom) North-to-south vertical cross sections of y2w wind vectors over the hill at the 10- and 50-m

levels as well as temperature contours (color shading). Times shown are UTC.
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among the observations and modeled values, which is a

satisfying result, indicating the applicability of the wind

fields. The largest difference between the modeled and

observed wind directions for this station can be seen in

Fig. 8c in August 2008 for strong wind speeds, with a

shift between the SSE and S sectors. In this case the

model calculates about 40% of the wind directions

for the SSE sector, while the observations show about

40% in the S sector. This shift can be explained by the

influence the environment of the station has on the

wind field.

Figure 9 shows wind roses divided by wind speed

categories for the Feldbach ZAMG station. Again,

similar patterns between observed and modeled values

for weak conditions are visible. For both periods, the

model properly calculates values below 2.5m s21

(Figs. 9a,b). In Fig. 9c, the shift between observed and

modeled values from the S to the SSE sector for strong

wind speeds can be seen in detail; for example, the 40%

model wind directions in the SSE sector all have weak

values below 2.5m s21, while the observations only show

around 15% in this sector, with wind speeds that are all

strong up to 3.5m s21. In March 2013 the strong wind

case (Fig. 9) aligns very well, with the observations in-

clined to somewhat stronger southward wind speeds

than the modeled ones.

Figures 10 and 11 show the analogous results for

WegenerNet station 132. The distribution of the observed

wind directions from station 132 has narrower wind cor-

ridors for weak wind speeds compared with the modeled

FIG. 6. Modeled vs observed wind speeds for the ZAMG station at Feldbach: (a) August 2008 and (b) March 2013

for weak (0:5m s21 , yo # 2:5m s21; gray dots) and strong (yo . 2:5m s21; black dots) wind speeds.

FIG. 7. As in Fig. 6, but for WegenerNet station 132.
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wind directions (Figs. 10a,b). From Figs. 11a and 11b the

same results become obvious: the corridor of the

observed wind directions with weak wind speeds is

narrower, with prevailing wind directions from the

NNW to the N or the S sector. For the strong wind

speed category the pattern of the modeled wind di-

rections is more similar to the observed wind directions

(Figs. 10c,d and 11c,d), with the modeled wind speeds

somewhat underestimated (Figs. 11c,d). Because of the

quite good accordance between modeled and observed

wind parameters for WegenerNet station 132, the overall

reasonableness of the wind field results is also un-

derscored by this station.

Table 5 summarizes the statistical results for all of

meteorological stations that were used for the perfor-

mance evaluation. In fact for internal extensive evalua-

tion, all stations were used, but the ones examined in

detail and summarized in Table 5 are well representative.

The results of the relative statistical parameters applied

to the vector mean of the wind speed [R and index of

agreement (IOA)] generally show better values for the

weak wind speed class than for the strong wind speed

class. On the other hand, the statistical measure applied

to evaluate wind directions (MAEdir) shows better re-

sults for strong wind speeds compared to weak wind

speeds. In general, the bias B is somewhat negative,

except for the Bad Gleichenberg ZAMG station and

forWegenerNet station 132 inMarch 2013 during weak

conditions.

The resulting RMSE values range from 0.37 to

0.67m s21 for weak wind speeds and from 0.43 to

1.77m s21 for strong wind speeds. For the weak wind

speed class the correlation coefficient is higher than

0.75 for all stations expect for the Bad Gleichenberg

FIG. 8. Relative frequency of wind directions for observed (blue line) and modeled (red line) values for the

ZAMG Feldbach station: (left) August 2008 and (right) March 2013 for (a),(b) weak (0:5m s21 , yo # 2:5m s21)

and (c),(d) strong (yo . 2:5m s21) wind speeds.
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FIG. 9. Relative frequency of wind directions based on wind speed categories for (first and third rows) observed and (second and

fourth rows) modeled values for the ZAMG Feldbach station: (left) August 2008 and (right) March 2013 for (a),(b) weak

(0:5m s21 , yo # 2:5m s21) and (c),(d) strong (yo . 2:5m s21) wind speeds.
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ZAMG station and WegenerNet station 135. For the

strong wind speed class the correlation coefficient is

generally worse, especially for WegenerNet station 11.

Regarding the IOA, we note that in this study the

IOA redefined by Willmott et al. (2012) is used with a

lower limit of 21 and an upper limit of 11 with values

approaching 11 representing a better degree of model

performance. For example, an IOA of 0.5 means that

the sum of the difference magnitudes betweenmodeled

and observed values is one-half of the sum of the ob-

served deviation magnitudes. Conversely, an IOA

of 20.5 implies that the sum of the difference magni-

tudes is twice the sum of the observed deviation mag-

nitudes. Values of IOA near 21.0 mean either that the

model-estimated deviations about yo are poor esti-

mates of the observed deviations or that there is in fact

little observed variability (Willmott et al. 2012). The

higher values of the IOA for weak wind speeds com-

pared with strong wind speeds therefore indicate that

the sum of the difference magnitudes compared with

the observed deviation magnitudes is lower for weak

wind speeds (somewhat better performance) than for

strong wind speeds.

5. Conclusions and prospects

This work has introduced an operational weather di-

agnostics application for the automatic generation of

high-resolution wind fields from the dense WegenerNet

Feldbach region network of meteorological stations op-

erated by the Wegener Center in southeastern Styria,

Austria. The wind fields are computed in near–real

time and stored in the WegenerNet data archives, avail-

able at 30-min temporal resolution and with a spatial

resolution of 100m 3 100m. The core part of the new

application is the freely available empirical model

CALMET, which we employ to simulate the wind fields

based on the WegenerNet meteorological observations,

FIG. 10. As in Fig. 8, but for WegenerNet station 132.
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a digital elevation model, and land-use categories. The

generated half-hourly high-resolution wind fields are also

averaged to further hourly and daily weather data prod-

ucts as well as monthly, seasonal, and annual climate data

products. These data products can be used for in-

vestigating weather and climate variability on a local

scale, as well as for the evaluation of convection-

permitting climate models.

FIG. 11. As in Fig. 9, but for WegenerNet station 132.
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We evaluated the results by identifying representative

monthly periods that included both frequently occurring

thermally induced weak wind speeds (August 2008) and

strong wind speeds (March 2013). Thanks to the dense

station network, the statistics show reasonably good results

for both periods and confirm the utility of the new wind

fields. The statistical performance measures applied to the

vector-mean wind speed show better results for weak wind

speeds than for strong wind speeds. The results related to

wind direction are found to be more accurate for strong

wind speeds than for weak wind speeds. The application

has been running operationally in the Feldbach region

since mid-2016 and the earlier data since 2007 have been

reprocessed.

Ongoing future work deals with applying the devel-

oped application to automatically produce wind fields

for a second study area, the WegenerNet Johnsbachtal

(Fuchsberger et al. 2016; Strasser et al. 2013), located to

the north of Styria in anAlpinemountainous region. This

second study area is characterized through a region of

complex terrain with high relief energy. The original

CALMET model calculates the energy balance without

considering topographic shading through relief. This is a

challenge in complex terrain since such shading signifi-

cantly affects the energy balance and, subsequently, the

wind field. Furthermore, surface temperature fields are

produced by a simple inverse distance interpolation

without taking the vertical temperature gradient into

account.

To improve the modeling of these physical effects, for

the second study area we implemented algorithms de-

veloped by Bellasio et al. (2005) into CALMET (version

6.5.0). These algorithms take into account the topographic

effects for the calculation of solar radiation as well as

the terrain elevation for estimating the temperature

field close to the surface; detailed information on

the implemented algorithms can be found in Bellasio

et al. (2005). We will use the original and the enhanced

CALMET model to identify and adapt the best

method of generating wind fields for the WegenerNet

Johnsbachtal network.

The wind fields produced based on the enhanced

CALMET version will as well be cross validated for the

WegenerNet Feldbach region. As a scientific application,

wewill then use the empirical wind fields for the evaluation

of nonhydrostatic climate model simulations in the two

WegenerNet regions for selected challenging weather sit-

uations. Beyond the two regions the new application can

also serve, after appropriate tuning, as a valuable tool for

high-resolution wind field modeling for other networks.
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7 Empirical high-resolution wind field
and gust model in mountainous and
hilly terrain based on the dense
WegenerNet station networks
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Abstract. A weather diagnostic application for automatic
generation of gridded wind fields in near-real-time, recently
developed by the authors Schlager et al. (2017), is applied
to the WegenerNet Johnsbachtal (JBT) meteorological sta-
tion network. This station network contains 11 meteorolog-
ical stations at elevations from about 600 to 2200 m in a
mountainous region in the north of Styria, Austria. The appli-
cation generates, based on meteorological observations with
a temporal resolution of 10 min from the WegenerNet JBT,
mean wind and wind gust fields at 10 and 50 m height levels
with a high spatial resolution of 100m× 100 m and a tem-
poral resolution of 30 min. These wind field products are au-
tomatically stored to the WegenerNet data archives, which
also include long-term averaged weather and climate datasets
from post-processing. The main purpose of these empirically
modeled products is the evaluation of convection-permitting
dynamical climate models as well as investigating weather
and climate variability on a local scale. The application’s
performance is evaluated against the observations from me-
teorological stations for representative weather conditions,
for a month including mainly thermally induced wind events
(July 2014) and a month with frequently occurring strong
wind events (December 2013). The overall statistical agree-
ment, estimated for the vector-mean wind speed, shows a
reasonably good modeling performance. Due to the spatially
more homogeneous wind speeds and directions for strong
wind events in this mountainous region, the results show
somewhat better performance for these events. The differ-
ence between modeled and observed wind directions de-
pends on the station location, where locations along moun-
tain slopes are particularly challenging. Furthermore, the
seasonal statistical agreement was investigated from 5-year

climate data of the WegenerNet JBT in comparison to 9-
year climate data from the high-density WegenerNet mete-
orological station network Feldbach Region (FBR) analyzed
by Schlager et al. (2017). In general, the 5-year statistical
evaluation for the JBT indicates similar performance as the
shorter-term evaluations of the two representative months.
Because of the denser WegenerNet FBR network, the statisti-
cal results show better performance for this station network.
The application can now serve as a valuable tool for inter-
comparison with, and evaluation of, wind fields from high-
resolution dynamical climate models in both the WegenerNet
FBR and JBT regions.

1 Introduction

Advances in computer sciences and the growing power of
computers enable highly resolved model outputs from re-
gional climate models (RCMs) with horizontal resolutions
at a scale of 1 km. At this resolution RCMs provide more re-
alistic simulations, especially for regions with complex ter-
rain, and allow the investigation of weather and climate in
small subregions (Awan et al., 2011; Suklitsch et al., 2011;
Prein et al., 2013, 2015; Leutwyler et al., 2016; Kendon et al.,
2017).

To evaluate RCMs and to improve the performance of
such models, meteorological observations and particularly
gridded datasets in correspondingly high spatial and tempo-
ral resolutions are needed. RCMs generally represent area-
averaged processes rather than on a point-scale (Osborn and
Hulme, 1998; Prein et al., 2015). Therefore, gridded fields
of meteorological data are the most appropriate evaluation

Published by Copernicus Publications on behalf of the European Geosciences Union.
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datasets, with each grid value being a best estimate average
of the grid cell observations (Haylock et al., 2008; Haiden
et al., 2011; Hiebl and Frei, 2016).

For investigating weather and climate on a local scale as
well as evaluating RCMs, the Wegener Center (WEGC) at
the University of Graz acquires and automatically processes
data from two station networks: the WegenerNet Feldbach
Region (FBR) and the WegenerNet Johnsbachtal (JBT). The
WegenerNet FBR is located in southeastern Styria, Austria
and covers a dense grid of more than 150 meteorological
stations within an area of about 22 km× 16km (Kirchen-
gast et al., 2014). The terrain of the FBR is hilly and char-
acterized by small differences in altitude, and the region is
quite sensitive to climate change (Kabas et al., 2011; Kabas,
2012; Hohmann et al., 2018). It exhibits rich weather vari-
ability, especially including strong convective activity and
severe weather in summer (Kirchengast et al., 2014; Kann
et al., 2015; O et al., 2017, 2018). Recently, Schlager et al.
(2017) also analyzed wind fields in this region.

The focus of this study is on the WegenerNet JBT, a station
network consisting of 11 meteorological stations, located in
a mountainous region in upper Styria, which is characterized
by a very complex terrain (Fig. 1). The WegenerNet JBT has
been realized through an interdisciplinary research coopera-
tion and the stations are operated by the WEGC and several
different partner organizations (indicated in Fig. 1). Details
related to the cooperation, partnerships and first results can
be found in Strasser et al. (2013).

All observations from the two WegenerNet regions are in-
tegrated into the WegenerNet Processing System (WPS), a
system to control and manage meteorological station data
(Kirchengast et al., 2014). This WPS consists of four sub-
systems: The Command Receive Archiving System transfers
raw data via General Packet Radio Service (GPRS) wireless
transmission to the WegenerNet database in Graz, the Qual-
ity Control System checks the data quality, the Data Prod-
uct Generator (DPG) produces regular station time series and
gridded fields of weather and climate products, and the Visu-
alization and Information System offers the data to users via
the WegenerNet data portal (http://www.wegenernet.org, last
access: 3 October 2018).

The DPG-produced weather and climate products are
stored to the WegenerNet data archives and have included
for many years the gridded fields of the variables tempera-
ture, precipitation and relative humidity for the WegenerNet
FBR. These fields are generated based on a spatial interpola-
tion of the station observations and provided with a latency
of about 1–2 h. Temperature lapse rates estimated from the
observational datasets at the many different station altitudes
are included in the generation of temperature fields over the
hilly terrain. Technically, for temperature and relative humid-
ity, the fields are constructed by an inverse-distance weighted
interpolation and for the precipitation the inverse-distance
squared weighted interpolation is used. Details related to the

subsystems of the WPS can be found in Kirchengast et al.
(2014) and Kabas (2012).

Furthermore, since the recent work of Schlager et al.
(2017), the DPG computes spatially distributed wind fields
for the WegenerNet FBR. Due to the dependence of wind on
many different conditions, including surface properties such
as topography and surface roughness, we use a newly devel-
oped application (named Wind Product Generator or WPG,
developed in Python) to determine the gridded field of wind
parameters (Abdel-Aal et al., 2009; Sfetsos, 2002; Schlager
et al., 2017).

The WPG uses the freely available empirical California
Meteorological Model (CALMET) as core tool and generates
wind fields in near-real-time. The CALMET model recon-
structs 3D wind fields (we focus on the 10 and 50 m height
levels) based on meteorological observations, terrain eleva-
tions and information about land usage. Before its routine
use for the WegenerNet FBR, the WPG has been evaluated
for a month including mainly thermally induced events and
another month with frequently occurring strong wind events;
the statistics showed good results for these periods. A de-
tailed description of the WPG application, and the statistical
results for the WegenerNet FBR, can be found in Schlager
et al. (2017).

The key goal of this study is the implementation, and eval-
uation of, the WPG to automatically produce high-resolution
wind fields in near-real-time also for the second study area,
the challenging WegenerNet JBT region with its terrain from
about 700 to 2300 m and less wind stations than for the We-
generNet FBR. The requirement for our WPG application is
to provide the JBT wind fields also with a spatial resolution
of 100m× 100m and a time resolution of 30 min to the We-
generNet data archives. An essential goal is the evaluation of
these wind fields for periods with representative weather con-
ditions and also the estimation of wind gust fields. Further-
more, the WPG‘s performance shall be estimated first-time
also for seasonal climate-averaged data for the WegenerNet
JBT in comparison to the WegenerNet FBR region.

The paper is structured as follows. Section 2 provides a de-
scription of the study area, the WegenerNet JBT region with
its meteorological stations. Section 3 presents the method-
ology for the empirical wind field modeling, where first the
characteristics of the CALMET model and the extensions in-
tegrated to the WPG (Schlager et al., 2017) for the automated
production of the wind fields are explained, in particular the
inclusion of a few auxiliary pseudo-stations (Fig. 1). Second,
the estimation method for the gust fields and a description
of atmospheric weather conditions during the model eval-
uation periods and of the evaluation methods is introduced
here. Section 4 describes the results of the wind field mod-
eling for the selected evaluation periods, July 2014 and De-
cember 2013, for the WegenerNet JBT as well as the results
of the seasonal climate datasets from the WegenerNet JBT
compared to those of the WegenerNet FBR. Finally, Sect. 5
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Figure 1. (a) Location of the study area WegenerNet Johnsbachtal (white rectangle, enlarged in b) in the north of Styria, Austria. The
WegenerNet Feldbach Region in the Alpine forelands of southeastern Styria, Austria, is also indicated for reference in the easternmost
part of the European Alpine region (details in Schlager et al., 2017; Fig. 1 therein). (b) Map of the WegenerNet Johnsbachtal region (black
rectangle) with its meteorological stations, including the selected mountaintop pseudo-stations, with the legend explaining map characteristics
and station operators.
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provides the conclusions as well as prospects for the next
steps of follow-on work.

2 Study area and WegenerNet data

The study area WegenerNet JBT (Fig. 1), named after the
Johnsbach river basin, is located in the Ennstaler Alps, an
eastern Alpine region in the north of Styria, Austria, and
overlays with the National Park Gesäuse. The area is sur-
rounded by the Gesäuse Mountains in the north, east and
west and by the Eisenerzer Alps in the south. The terrain is
characterized by large differences in elevation, ranging from
below 700 m in the valleys to over 2300 m at the highest sum-
mits (Strasser et al., 2013). The highest peak is the Hochtor,
with an elevation of 2369 m. The landscape is dominated by
alpine rock formations and sparsely vegetated areas (barren
land), forests and range land (Fig. 2a).

The climate is Alpine with annual mean temperatures of
around 8 ◦C at lower elevations and below 0 ◦C at higher el-
evations and with an annual precipitation of about 1500 to
1800 mm from the valley to the summit regions (Wakonigg,
1978; Prettenthaler et al., 2010). The summer-day tempera-
ture field illustrated in Fig. 2b, produced by a modified ver-
sion of CALMET (Schlager et al., 2017), shows the distinct
decrease in temperatures from lower to higher elevations. We
implemented algorithms developed by Bellasio et al. (2005)
as part of this modified CALMET version to account for to-
pographic shading and height dependency in surface temper-
atures (more details in Sect. 3). The wind field in the study
area is characterized by thermally induced local flows and in-
fluenced from larger scales mainly by westerly-flow synoptic
weather conditions.

The WegenerNet JBT comprises 11 irregularly distributed
meteorological stations within its area of about 16km×
17km. The station with the highest altitude was installed in
summer 2009 and is located on the summit of the Zinoedl at
a height of 2191 m. A second summit station was installed in
2011 on top of the Blaseneck at a height of 1969 m (Strasser
et al., 2013).

All stations are equipped with a diversity of meteorolog-
ical sensors. The observed variables wind speed (v), wind
direction (φ), air temperature (T ), air pressure (p) and rel-
ative humidity (RH) are continuously recorded at a 10 min
sampling rate and used as input for the WPG. Table 1 sum-
marizes the technical characteristics of the WegenerNet JBT
stations including the station operators, wind sensor heights
and observed variables for each station (including the ones
used). Due to a topography strongly influencing the local
wind fields at the Weidendom and the Tamischbachturm 1
stations, the observations of the wind variables from these
two stations are not used as input.

The observations of the Wegener JBT stations are partly
available since 2010, and partly since 2007 (Table 1, first col-
umn). For this study, wind fields have been calculated within

the period 2012–2017, and ongoing near-real-time data are
to be provided to the users with a maximum delay of 2 h.

3 Methods and evaluation periods

3.1 Advanced CALMET model

The core tool of the operational WPG is the CALMET model
(Scire et al., 1998). Based on the settings in the CALMET
control file, a user has three different options for the use
of the meteorological information as input data: in the no-
observations approach, CALMET uses data from numerical
prognostic models as input data, the hybrid approach com-
bines data from numerical models and meteorological ob-
servations, and the observations-only approach solely uses
meteorological observations. We use the observations-only
approach for the WPG, to ensure genuinely empirical wind
fields and to keep the key operational input independent from
data external to the WegenerNet (Schlager et al., 2017; Scire
et al., 1998). We consider this also the best-possible choice
for later intercomparison to, and evaluation of, dynamical cli-
mate model fields.

The CALMET model computes the wind fields in a two-
step approach. The first step (step 1) includes the adjustment
of an initial-guess wind field for kinematic effects of terrain,
slope flows and terrain blocking effects. In the observations-
only approach the initial-guess wind field is produced by an
interpolation of observational data.

In a second step (step 2), the observational data are in-
troduced again and blended to the step 1 wind field by an
inverse distance weighting interpolation to produce the final
step 2 wind field. Observations are excluded from this in-
terpolation method if the distance from a station location to
a particular grid point is greater than a user defined radius
of influence. Furthermore, relative weighting parameters are
used to weight the observed wind variables to the previously
computed step 1 wind field (Table 2). The procedure en-
sures divergence-free (mass-conserving) wind vector fields,
i.e., provides physically consistent fields under assumption
of incompressible flow.

Based on extensive sensitivity tests, we determined the set-
tings for the WegenerNet JBT shown in Table 2. Comparing
these to the settings of Schlager et al. (2017), Table 2 therein,
for the WegenerNet FBR, one can see that we in particular
found it beneficial to increase the influence of terrain fea-
tures and the first-guess file in the surface layer. A detailed
description related to model parameters, settings and options
can be found in the CALMET Manual (Scire et al., 1998).

In the original CALMET model, the energy balance is
calculated without considering topographic shading through
terrain. Furthermore, height dependency of surface temper-
atures is not taken into account and the temperature fields
are produced by a simple interpolation of point-specific ob-
servations. Especially in complex terrain like in the Wegen-
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Figure 2. (a) Land cover and use of the WegenerNet Johnsbachtal region (black rectangle) based on the CORINE Land Cover 2006 raster
version. (b) Example temperature field over the region during a summer day in July (18 July 2014; 15:00 UTC).

erNet JBT, such shading, vertical temperature gradients and
the vegetation cover significantly affect the energy balance
and subsequently the wind field.

To improve the modeling of these physical effects in this
challenging region, we improved an advanced model by im-
plementing algorithms developed by Bellasio et al. (2005).
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Table 1. Characteristics of meteorological stations of the WegenerNet Johnsbachtal (JBT).

Station name, Station Wind sensor Recorded
ID (starta) abbreviation Operator Lat (E) Lon (N) Alt [m] height [m] variablesb

Oberkainz,
501 (2010) OBK WEGC 47◦32′11.0" 14◦35′52.8" 920 14 v, φ, vg, φg, T , RH, P , Qg, Qr, sd, swe
Koelblwiese,
502 (2013) KOE WEGC 47◦31′54.0" 14◦36′37.0" 860 3 v, φ, vg, φg, T , RH, P , p, Qg, Qr, Qn
Schroeckalm,
503 (2010) SCH WEGC 47◦31′45.2" 14◦40′16.8" 1344 10 v, φ, vg, φg, T , RH, P , p, Qg, Qn, ρs
Blaseneck,
504 (2010) BLA WEGC 47◦29′57.7" 14◦37′07.9" 1969 6 v, φ, vg, φg, T , RH, Qg, Qn
Zinoedl,
505 (2009) ZIN WEGC 47◦33′55.4" 14◦39′57.8" 2191 6 v, φ, vg, φg, T , RH, Qg, Qn
Weidendom,
506 (2006) WEI NPG 47◦34′51.0" 14◦35′29.3" 590 2 v, T , h, P , Qg, wl
Gscheidegg,
507 (2008) GSC NPG 47◦30′52.0" 14◦40′28.2" 1690 6 v, φ, vg, φg, T , RH, p , Qg, sd, ρs
Tamischb. 1,
508 (2008) TA1 ZAWS 47◦37′02.4" 14◦43′01.2" 1431 7 v, φ, vg, φg, T , RH, Qg, Ts, sd, Tsn
Tamischb. 2,
509 (2008) TA2 ZAWS 47◦36′48.4" 14◦41′58.2" 1952 5 v, φ, vg, φg, T , RH
Gstatterboden,
510 (2007) GST AHYD 47◦35′29.0" 14◦37′44.0" 580 – P

Gaishorn,
511 (2007) GAI AHYD 47◦35′29.0" 14◦37′44.0" 720 – P

a start year of time series (earliest year in WegenerNet archive is 2007) b v wind speed, φ wind direction, vg peak gust, φg peak gust direction, T air temperature, RH relative humidity, P
precipitation, p air pressure, sd snow depth, swe snow water equivalent, ρs snow density, Qg global radiation, Qr reflected radiation, Qn net radiation, Ts surface temperature, Tsn snow
temperature and wl water level

Table 2. Settings of critical area-specific model parameters in CALMET, used in this study for the WegenerNet JBT.

Parameter Value Remarks

TERRAD [km] 5.0 Radius of influence of terrain features
RMAX1 [km] 5.0 Maximum radius of influence over land in the surface layer
RMAX2 [km] 5.0 Maximum radius of influence over land aloft
R1 [km] 1.1 Relative weighting of the first guess field and observations in

the surface layer

R2 [km] 0.6 Relative weighting of the first guess field and observations in
the layers aloft

IEXTRP (flag) −4 Extrapolate surface wind observations to upper layers with sim-
ilarity theory (layer 1 data at upper-air stations are ignored)

ZFACE [m] 0, 20, 80 Cell face heights in vertical grid (the vertical levels correspond
to the mid-levels, 10 m and 50 m, of those layer boundaries)

BIAS (−1≤BIAS≤ 1) 0.0, 0.0, 0.0, 0.0 Layer-dependent biases modifying the weights of surface and
upper-air stations (Negative BIAS reduces the weight of upper-
air stations, positive BIAS reduces the weight of surface sta-
tions)

These algorithms empirically take into account the topo-
graphic shading based on terrain heights, topography slope
and aspect and the position of the sun for the estimation of
solar radiation. In addition, temperature fields are modeled
based on vertical temperature gradients, estimated from the
meteorological stations located at different altitudes, and the
influence of the vegetation cover is accounted for, based on
the leaf area index (LAI) obtained from a geophysical dataset

(Table 3). Detailed information related to these algorithms
can be found in Bellasio et al. (2005).

The WPG runs this advanced CALMET model based on
a surface meteorological data file, upper-air data files and a
geophysical data file. In a predecessor step, the WPG auto-
matically generates these meteorological data sets from the
station observations and auxiliary geophysical information
stored in the WegenerNet database. Detailed information re-

Atmos. Meas. Tech., 11, 5607–5627, 2018 www.atmos-meas-tech.net/11/5607/2018/
73



C. Schlager et al.: High-resolution wind field and gust model 5613

Table 3. Geophysical parameters based on the CORINE Land Cover (CLC) 2006 dataset, used in this study for the WegenerNet JBT.

Surface Bowen Soil heat Vegetative
Land use type roughness length [m] Albedo ratio flux constant leaf area index

Discontinuous urban fabric 1.000 0.18 1.5 0.25 0.20
Agricultural land – unirrigated 0.250 0.15 1.0 0.15 3.00
Rangeland 0.050 0.25 1.0 0.15 0.50
Forest land 1.000 0.10 1.0 0.15 7.00
Small water body 0.001 0.10 0.0 1.00 0.00
Non-forest wetland 0.020 0.10 0.10 0.25 1.00
Barren land 0.050 0.30 1.0 0.15 0.05

lated to the WPG, including all processing steps, can be
found in Schlager et al. (2017).

The geophysical dataset consists of terrain elevations and
land use categories and was created in a preparatory step. In
this study we used a DEM derived from airborne laser scan-
ning point clouds (provided online by http://gis.steiermark.
at, last access: 3 October 2018), illustrated by the elevations
scale in Fig. 1b. The original spatial resolution of 10 m was
resampled and averaged to 50 (DEM50), 100 (DEM100), and
200 m (DEM200). In order to check the influence of the spa-
tial resolution on the modeling performance, the model was
tested with the different spatial resolutions. These sensitivity
tests showed very small differences between wind field re-
sults modeled based on DEM50 and DEM100, while some-
what higher differences (from smoothing effects) were found
when using DEM200. We hence selected the DEM100 as the
most adequate and computationally efficient resolution and
the 100m×100m gridding for this study, which also matches
the resolution of the land cover dataset discussed next.

Furthermore, the land use categories for the study were
determined based on the CORINE Land Cover 2006 dataset
(CLC 2006) (EEA, 2007). The definition and the maximum
number of the land use categories of the CLC dataset differs
from the classification scheme of the CALMET model. The
entire CLC dataset of the third and most detailed level con-
tains 44 different classes, while the CALMET classification
scheme only distinguishes up to 14 land use types (Oleni-
acz and Rzeszutek, 2014). Therefore, we reclassified the 17
CLC 2006 land use categories found in the study area into
seven compliant CALMET classes (Fig. 2a); the correspond-
ing parameters summarized in Table 3 were then used as the
CALMET geophysical dataset.

The observations of the three highest stations, Zinoedl,
Blaseneck and Tamischbachturm 2 (Table 1), are used to cre-
ate vertical profiles of wind speed, wind direction, tempera-
ture, pressure, and elevation, stored in upper-air datasets. A
detailed explanation of how the creation of upper-air datasets
works can be found in Schlager et al. (2017).

3.2 Auxiliary pseudo-stations for upper-air data

Based on finding a systematic underestimation of wind speed
in summit regions without any station, we extended the WPG
with a user option that enables the introduction of upper-air
pseudo-stations in the modeling domain. These user-defined
pseudo-stations are included to raise wind speed at higher
altitudes. For the WegenerNet JBT we defined five pseudo-
stations upon extensive sensitivity studies testing various se-
tups, located at the unobserved summit regions (Table 4,
Figs. 1 and 2). The magnitude of wind speed of a pseudo-
station (vp) is estimated for the highest defined vertical height
level (zmax), which corresponds to the highest ZFACE level
(Table 2; 80 m). The estimation is based on a linear interpo-
lation between neighbor station altitudes, except for pseudo-
station 5, which is located at somewhat lower altitude than
its neighborhood stations. The wind speed is hence calcu-
lated by a slight downward extrapolation for this latter sta-
tion. This magnitude is calculated by

vp(zmax)=vn1(zmax)+

[
vn2(zmax)− vn1(zmax)

zn2− zn1

]
(zp− zn1), (1)

where zp is the altitude of the pseudo-station and zn1 and zn2
indicates the altitudes of the defined neighbor stations with
real wind observations (Table 4, rightmost column).

The magnitude of the wind speeds vn1,2(zmax) at the high-
est height level of the neighbor stations used in Eq. (1) are
calculated by a logarithmic wind profile given as

vn1,2(zmax)= vn1,2(zs1,2)
ln(zmax/z0)

ln(zs1,2/z0)
, (2)

where vn1,2(zs1,2) are the wind speeds at the neighbor sta-
tions observed at the sensor heights zs1,2 (typically 5–10 m
above surface), and z0 is the surface roughness length at the
locations of the corresponding neighbor stations (up to 1 m).
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Table 4. Characteristics of upper-air pseudo-stations defined in the WegenerNet JBT region.

Station Neighbor stations
Station name abbreviation Latitude (E) Longitude (N) Altitude [m] (Table 1)

Pseudo-station 1 PS1 47◦36′49.5" 14◦36′06.0" 2061 TA2; ZIN
Pseudo-station 2 PS2 47◦32′59.6" 14◦31′24.9" 2126 BLA; ZIN
Pseudo-station 3 PS3 47◦33′36.9" 14◦37′45.0" 2068 BLA; ZIN
Pseudo-station 4 PS4 47◦33′16.0" 14◦43′33.7" 2139 BLA; ZIN
Pseudo-station 5 PS5 47◦29′02.1" 14◦42′06.3" 1892 BLA; ZIN

The wind direction at the pseudo-station φp(zmax) is esti-
mated through a vector-mean calculation by

φp(zmax)={
arctan2(u,v)+ 180◦ when arctan2(u,v) < 180◦

arctan2(u,v)− 180◦ when arctan2(u,v) > 180◦
, (3)

where the mean values of the south component v and the
west component u are calculated from the wind directions
and wind speeds at the two neighbor stations by

v(zmax)=−
1
2

[
vn,1(zmax)cosφn,1(zmax)+ vn,2(zmax)

cosφn,2(zmax)
]
, (4)

and

u(zmax)=−
1
2

[
vn,1(zmax)sinφn,1(zmax)+ vn,2(zmax)

sinφn,2(zmax)
]
. (5)

For providing φn1,2 to these equations, the wind directions
at the neighbor stations are extrapolated to zmax based on the
work of van Ulden and Holtslag (1985) by

φn1,2(zmax)= φn1,2(zs1,2) 2 d1

[
1− exp

(
−d2

zmax

zs1,2

)]
, (6)

where φn1,2(zs1,2) are the observed wind directions at the
neighbor stations at the sensor heights zs1,2. The empirical
constants d1 and d2 take the values 1.5 and 1.0, respectively.
For this extrapolation we assume neutral stability conditions,
which means the turning angle2 is set to 12◦. Details can be
found in van Ulden and Holtslag (1985) and the CALMET
user guide (Scire et al., 1998).

Equations (2) and (6) are then used again, but in this case
to compute the wind speed and wind direction at the pseudo-
stations (Table 4) for the defined height levels, based on the
values estimated at zmax from Eqs. (1) and (3).

The temperatures at the pseudo-stations are estimated
from the gridded temperature field generated by an interpola-
tion of the temperature observations. To calculate the temper-
atures for the defined station altitudes and height levels, tem-
perature lapse rates are estimated from the temperature ob-
servations of the meteorological stations; for the relevant de-
tails on the generation of the upper-air datasets see Schlager
et al. (2017).

An additional user option that we integrated into the WPG
concerns the replacement of missing observations from me-
teorological stations that are used to create the upper-air
datasets. If observations from such a station show invalid
values, indicated by quality flags, the WPG includes an algo-
rithm to replace these data with observations from the high-
est upper-air station with valid wind data. To indicate the data
quality to the users, we additionally provide gridded quality
flags, ranging from zero (good value) to four (bad value).

3.3 Wind gust fields as add-on product

As an additional post-processed product, we let the WPG
generate gridded fields of peak gust speed and the corre-
sponding gust direction for 10 m height above ground, based
on re-scaling the gridded mean wind fields with the aid of
complementary wind gust observations (vg, φg) of the me-
teorological stations (Table 1). While a detailed evaluation
of this add-on product is beyond the scope of this study
it fits to briefly introduce its generation and some exam-
ple results here, because these gust fields have also recently
become routinely available via the WegenerNet data portal
(http://www.wegenernet.org, last access: 3 October 2018).

More specifically, the gridded gust speeds are generated
by a spatial interpolation of the ratio of the observed max-
imum 30 min gust speed to the 30 min average wind speed,
where this speed ratio is determined at each observing station
location by

rvgm =
vg

vm
, (7)

where vg is the peak gust speed and vm the average wind
speed. The ratio field, generated by interpolating rvgm, is then
multiplied to the gridded mean speed field, yielding a gridded
gust field. As interpolation method for the wind speed ratio,
a simple inverse distance algorithm is employed in the WPG,
which leads to a reasonably smooth gridded gust-to-mean
ratio field. To avoid the generation of unrealistic high gust
speeds, especially under calm weather conditions, rvgm values
are excluded from the interpolation algorithm if vm is lower
than a user defined minimum average wind speed (vmin).
Based on sensitivity tests we defined a vmin of 1.0 m s−1 for
the WegenerNet JBT, and 0.2 m s−1 for the WegenerNet FBR
(an approach that may be further refined in future). This pro-
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cedure is a rough but sound approximation of how strong in
any 30 min time slice the wind gustiness is pronounced, on
top of the prevailing mean wind speeds.

To generate the gridded wind gust directions, the approach
is essentially the same but with using direction differences
instead of speed ratios. That is, the WPG determines the dif-
ference between the gust direction of the peak gust speed and
the 30 min vector-mean wind direction. This wind difference
is computed by

18gm =8g−8m, (8)

where 8g is the direction of the peak gust speed and 8m
the 30 min vector-mean wind direction. The spatial interpo-
lation of these direction differences (18gm) to the grid is
done in the same way as the gridded speed ratios. As inter-
polation method again a simple inverse distance algorithm is
employed. Finally, these gridded direction difference fields
are added to the mean wind direction fields to obtain the wind
gust direction field.

3.4 Wind field evaluation periods

The modeling performance is first evaluated by periods with
mainly two representative types of wind events: thermally in-
duced wind events and strong wind events. We have chosen
July 2014 and December 2013 as test months for this pur-
pose.

In July 2014 the study area was mainly controlled by au-
tochthonous weather conditions, characterized by small syn-
optic influences, cloudless sky, low relative humidity and in-
creased radiation fluxes between the Earth surface and the
atmosphere (Prettenthaler et al., 2010). These weather con-
ditions mainly led to thermally induced wind systems, mean-
ing that the wind fields were dominated by small-scale tem-
perature and pressure gradients. In December 2013 several
episodes of strong wind occurred, including wind storms
with 30 min wind speeds up to around 30 m s−1 and peak
gusts up to 55 m s−1 . Wind speeds < 0.5ms−1 were clas-
sified “calm” and discarded as to small for a reliable cross-
validation.

For estimating the model performance we used a leave-
one-out cross-validation, as in our previous Schlager et al.
(2017) work. In this methodology, wind observations at one
wind station are removed from the stations input to the WPG
and generated wind fields are evaluated against the wind data
from this station. More specifically, we compared the output
wind field results at the station location with the observations
of the respective station for each 30 min sample. We then cal-
culated the statistical performance parameters summarized in
Table 5 from all data over the full evaluation period, for all
seven stations that contributed wind sensors (all wind observ-
ing stations in Table 1 except WEI and TA1).

Regarding the index of agreement (IOA) parameter we
note that in this study we used a redefined IOA, which spans
from −1 to +1 with values near +1 indicating best model

performance (Willmott et al., 2012). An IOA of 0.5, for ex-
ample, implies that the sum of the difference magnitudes be-
tween modeled and observed values is one-half of the sum
of the observed deviation magnitudes. An opposite value of
−0.5 indicates that the sum of the difference magnitudes is
twice the sum of the observed deviation magnitudes. In case
of little observed variability or poorly estimated deviations
about vo, the IOA delivers a value near −1.

In addition, we calculated statistical performance param-
eters for 5-year seasonal data of the WegenerNet JBT and
compared the results to 9-year seasonal data of the Wegener-
Net FBR. We used the WegenerNet independent wind mea-
surements from the ZAMG Feldbach and Bad Gleichenberg
stations, located in the FBR, and from the ZAMG Admont
station, located near the JBT area (a few kilometers west of
it, see Fig. 1) for this climatological evaluation. For the We-
generNet JBT we used, in addition to the ZAMG Admont
station, the wind measurements from the representative “left-
out” stations KOE and BLA.

4 Results

4.1 Evaluation of representative summer and winter
months

Figure 3 illustrates typical examples of WPG-modeled wind
fields for morning (upper panels), afternoon (middle panels)
and evening (lower panels) winds at a height of 10 m. The
left column (Fig. 3a) shows thermally driven circulations in
course of 18 July 2014 with varying wind speeds and direc-
tions caused by temperature and pressure gradients on a local
scale. The highest wind speeds typically occurred in the sum-
mit regions, with maximum 30 min wind speeds of around
7 m s−1 near sunrise at 04:00 UTC (05:00 LT).

The right column (Fig. 3b) displays wind storm be-
havior during 7 December 2013 caused by northwesterly
weather conditions. These synoptic-scale flow conditions led
to strong wind speeds in the area with prevailing north-
westerly wind directions and maximum 30 min wind speeds
of around 30 m s−1 during the early morning at 04:00 UTC
(Fig. 3b, top). Later during the day slightly weaker wind
speeds occur and the air flow is more influenced by the ter-
rain and partly channeled through the valleys of the study
area.

The maps in Fig. 4, shown in the same layout as Fig. 3, dis-
play the estimated distribution of the peak gust speeds and
the corresponding gust directions for the same days. Note
that these are neither instantaneous nor average gust fields
but synthetic field estimates of maximum wind peaks and
associated directions that occurred at the same time during
the 30 min sample interval. The thermally driven gust field
on 18 July 2014 showed maximum gust speeds of around
18 m s−1 upstream to the Zinoedl summit and the ridge of
TA1 at 14:30 UTC (15:30 LT) (Fig. 4a, middle). During the
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Table 5. Statistical performance parameters used for the evaluation of the wind field modeling results.

Parameter Equation Remarks

Bias B = 1
N

∑N
i=1

(
vm,i − vo,i

)
vm: modeled wind speed; vo: observed
wind speed

Standard
deviation
of observed
wind speed

SDo =
√

1
(N−1)

∑N
i=1(vo,i − vo)2 vo: observed wind speed; vo: mean ob-

served wind speed

Root-
mean-
square-
error

RMSE=
√

1
N

∑N
i=1(vm,i − vo,i)2 vm: modeled wind speed; vo: observed

wind speed

Correlation
coefficient

R = 1
(N−1)

∑N
i=1

(
vm,i−vm
σm

)(
vo,i−vo
σo

)
vm: modeled wind speed; vm: mean
modeled wind speed; vo: observed wind
speed; vo: mean observed wind speed;
σm: standard deviation of modeled
wind speed; σo: standard deviation of
observed wind speed

Index of
agreement

IOA=


1.0−

∑N
i=1|vm,i−vo,i |

c
∑N
i=1|vo,i−vo|

, if
∑N
i=1

∣∣vm,i − vo,i
∣∣≤ c ∣∣vo,i − vo

∣∣
c
∑N
i=1|vo,i−vo|∑N

i=1|vm,i−vo,i |
− 1, if

∑N
i=1

∣∣vm,i − vo,i
∣∣> c ∣∣vo,i − vo

∣∣ vm: modeled wind speed; vo: observed
wind speed; vo: mean observed wind
speed; c: factor set to 2 (Willmott et al.,
2012)

Mean abso-
lute error of
wind direc-
tion
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1
N

∑N
i=1

{
arccos

[
cos

(
φm,i−φo,i

)]}
φm: modeled wind direction; φo: ob-
served wind direction

storm event on 7 December 2013, the gusts reached a tremen-
dous speed of near 55 m s−1 at 04:00 UTC (Fig. 4b, top)
around the Zinoedl summit and the summit pseudo-station
PS2 (around 200 km h−1). It is noticeable that the strongest
gusts have a northerly direction whereas the average wind
comes from the northwest (Figs. 4b and 3b).

Figures 5 and 6 illustrate the modeling performance at the
Koelblwiese (KOE) and the Blaseneck (BLA) station, as typ-
ical examples for a valley and a summit station. The KOE
station is located in the Johnsbach valley at a height of 860 m
to monitor the climate at the valley floor. The environment
of this station is often influenced by lakes of cold air, es-
pecially in fall and winter. The BLA station is located at a
height of 1969 m on the summit of the Blaseneck. The en-
vironment of the latter station is characterized through an
exposed high Alpine location were strong wind speeds can
occur in all seasons. In the scatterplots we compared the ob-
served 30 min vector-mean wind speeds to the corresponding
modeled values of the nearest neighbor gridpoints (located at
< 50 m distance).

For the KOE station we estimated a reasonably good
model performance with a correlation coefficient R of 0.71
in July 2014 and 0.75 in December 2013. In July 2014 the
maximum observed and modeled wind speeds were around
5 m s−1 with a slightly positive bias B between observed and
modeled wind speeds (Fig. 5a). In December 2013 the max-
imum observed wind speeds were around 13 m s−1 and the
estimated B is slightly negative (Fig. 5b).

The scatterplot for the BLA station indicates a wider
spread of the observed and modeled wind speeds compared
to the Koelblwiese station (Fig. 6). Regarding the R value
we estimated similar good results with a value of 0.69 for
July 2014 and 0.71 for December 2013. The mean absolute
error of wind direction MAEdir exhibits similar results for
both stations and periods, with values near 40◦ (except for
59◦ at KOE in December 2013).

Figures 7 and 8 show windroses of the relative frequency
of wind directions divided by wind speed categories from the
model compared to the observed wind directions for the KOE
and BLA station, respectively.
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Figure 3. Modeled wind fields typical for the study area: (a) thermally induced wind fields (18 July 2014) and (b) strong region-scale winds
(7 December 2013), for near-sunrise (top), afternoon (middle) and near-sunset (bottom) conditions. Time is shown as UTC (corresponding
to local time minus 1 h).

Regarding the KOE station in July 2014 (Fig. 7a), a shift
from the west-southwest to the west-northwest sectors can
be seen in the modeled results. The observations show about
18 % in the west-southwest sector, while the model estimates
just a few percent in this sector. Vice versa, the frequency
of observed wind directions is 7 % for the west-northwest
sector, while the model shows 23 % in this sector. This shift

by about 40◦ in wind directions is explained by the influence
of the Oberkainz (OBK) station which is located in the west-
northwest in a distance of only about 1 km from the KOE
station. The magnitude of the wind speed is calculated quite
well by the model, with values below 5 m s−1 in accordance
to the observations.
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Figure 4. Modeled wind gust fields typical for the study area: (a) thermally induced wind fields (18 July 2014) and (b) strong region-
scale winds (7 December 2013), for near-sunrise (top), afternoon (middle) and near-sunset (bottom) conditions. Time is shown as UTC
(corresponding to local time minus 1 h).

In December 2013 (Fig. 7b) the main observed wind direc-
tions at the KOE station are from the north-northeast to the
east sectors; however, wind directions with high wind speeds
can be observed in the westward sectors as well. For this pe-
riod, the model estimates a significantly narrower wind direc-

tions corridor, with the highest proportion of wind directions
in the northwest and the east-southeast sector (each about
22 %). Evidently, the upslope flow conditions (northeast sec-
tor) cannot be captured well by the available observational
information.
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Figure 5. Scatterplot of modeled vs. observed vector-mean wind speeds for the WegnerNet Koelblwiese (KOE) station in the Johnsbach
valley: (a) July 2014 and (b) December 2013.

Figure 6. Same as Fig. 5 but for WegenerNet Blaseneck (BLA) station at the Blaseneck summit.

Figure 8 illustrates the BLA station results. In July 2014
(Fig. 8a), the observed prevailing wind directions are from
the north-northwest to the east-northeast sectors, while the
model calculates the highest proportion from the west-
northwest to north sector. Regarding wind speed, the model
estimates values in good agreement with the observed wind
speeds, illustrated in Fig. 8 a.

In December 2013 (Fig. 8b) a shift between observed and
modeled wind directions from the north-northwest to the
west-northwest sector and from the SW more to the west
sector can be seen. These modeled westerly flows are caused
by the influence of the summit station Zinoedl (ZIN), which
is mainly driven by northwesterly flows in this period. As
briefly explained in Sect. 3 above, the WPG implements a

function to replace missing upper-air data with valid obser-
vations from the highest upper-air station, giving the reason
for the influence of this station. In case of the evaluation of
the BLA station the missing upper-air data were replaced by
observations from the ZIN station. For this period, again the
wind speeds between the observations and the model results
are in good overall agreement.

The statistical results from all meteorological stations are
summarized in Table 6. The absolute statistical parame-
ters (bias B, standard deviation SDo, root-mean-square-error
RMSE, and mean absolute error of wind direction MAEdir)
applied to the vector-mean of wind speed show considerably
higher values in December 2013, resulting from the overall
higher wind speeds in this period. In general, theB values are
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Figure 7. Relative frequency of vector-mean wind directions for a range of wind speed categories, for observed (upper row) and modeled
(lower row) wind directions for the WegenerNet Koelblwiese (KOE) station in the Johnsbach valley: (a) July 2014 and (b) December 2013.

Table 6. Statistical performance measures calculated for the WegenerNet JBT meteorological stations with contributing wind sensors, for
July 2014 and December 2013 from the “leave-one-out” validation analysis; see Table 5 for more information on the calculation of the
performance parameters.

Station ID July 2014 December 2013
and abbr.

B SDo RMSE R IOA MAEdir B SDo RMSE R IOA MAEdir
[ms−1

] [ms−1
] [m s−1

] [1/1] [1/1] [
◦
] [ms−1

] [ms−1
] [ms−1

] [1/1] [1/1] [
◦
]

501, OBK −0.10 1.23 1.24 0.42 0.57 35 1.61 1.71 3.72 0.35 0.21 51
502, KOE 0.30 0.93 0.81 0.71 0.61 42 −0.15 1.71 1.35 0.75 0.56 59
503, SCH 0.67 0.89 1.82 0.39 0.25 54 1.45 1.59 3.32 0.61 0.22 40
504, BLA 0.15 2.52 2.41 0.69 0.55 37 1.01 4.54 4.41 0.71 0.55 40
505, ZIN −0.67 3.44 2.56 0.70 0.66 36 −3.85 6.76 6.02 0.73 0.60 38
507, GSC 0.31 1.01 1.10 0.56 0.46 74 0.83 1.28 1.85 0.62 0.32 67
509, TA2 1.40 2.47 3.01 0.62 0.46 50 0.99 4.52 4.62 0.69 0.54 37
Mean Value 0.30 1.78 1.85 0.58 0.51 47 0.27 3.16 3.61 0.64 0.43 47

positive, except for the ZIN station and for the OBK station
in July 2014.

The mean R values show better results in December 2013
than in July 2014 and the estimated MAEdir is similar for
both periods, and found at near or below about 40◦. The

RMSE values range from 0.8 to 3 m s−1 for July 2014, with
the lowest value for the KOE station and the highest value
for the TA2 station. The data from December 2013 gen-
erally show higher RMSE values, with the lowest value
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Figure 8. Same as Fig. 7 but for WegenerNet Blaseneck (BLA) station at the Blaseneck summit.

(1.35 m s−1) again for the KOE station and the highest value
(6 m s−1) for the ZIN station.

The SDo values are of similar size for both periods. The
mean R value is 0.58 for July 2014 and 0.69 for Decem-
ber 2013. For December 2013, the R value is higher than
0.6 for all stations except for OBK, compared to July 2014,
where all stations show higher values than 0.5, except for
OBK and SCH. Regarding the mean IOA, we estimated a
value of 0.51 for July 2014 and 0.43 for December 2013, with
again remarkably low values for the SCH station in July 2014
and for the OBK and SCH station in December 2013.

These overall statistical results, but also the example re-
sults shown in Figs. 3 to 10, illustrate the useful level of skill
well but also the evident performance limits that the devel-
oped WPG application can provide for empirical wind field
modeling based on a small set of seven stations in such com-
plex terrain as the WegenerNet JBT area.

4.2 Evaluation based on multi-year climatological data

Modeled average wind fields for the WegenerNet JBT are
presented in the multi-year climatological data of Fig. 9 (top
panels), showing 5-year climate data for the summer and
winter season. In summer, the seasonal average wind speed

reaches maximum values of around 6 m s−1 at the highest
summits and generally lower values in the valley regions,
with around 3 m s−1. The environment of the OBK, KOE
and SCH stations exhibits the lowest average wind speeds,
directly linked to the observations of these stations which
are used as model input (Fig. 9a, color shading). In com-
parison, the winter months show generally higher average
wind speeds, with a similar spatial distribution but including
in particular higher values at higher altitudes and the sum-
mit regions. The maximum average wind speeds of around
8 m s−1 is observed at the highest summits (Fig. 9b, color
shading).

The vector-mean of wind directions for the summer season
has directions mainly from the south sectors with maximum
vector-mean wind speeds of around 3 m s−1 (Fig. 9a, black
arrows). In the winter season, the prevailing wind directions
are from the west sectors, with maximum vector-mean wind
speeds of around 5 m s−1 (Fig. 9b, black arrows).

The windroses of Fig. 9 bottoms show the seasonal rela-
tive frequency of wind directions for the summer and winter
seasons for the KOE and BLA stations, used as examples
for a valley and a summit station. The distribution of wind
directions shows similar results as the distribution for the in-
dividual months July 2014 and December 2013 (cf. Figs. 7
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Figure 9. Modeled 5-year or 4-year seasonal mean wind fields (maps, top) and relative frequency of wind directions for the Koel-
blwiese (KOE) and Blaseneck (BLA) station (windroses, bottom) for the WegenerNet JBT: (a) summer month March 2012/(March 2013)–
February 2017 and (b) winter month March 2012/(March 2013)–February 2017.

and 8). This similar pattern indicates a good representative-
ness of these months, including evidently common weather
conditions in the WegenerNet JBT.

Due to the valley location of the KOE station, the observa-
tions and modeled values show narrow wind corridors with
a flow mainly along the valley axis during the summer. The
largest part of the observed flow is from the directions east to
east-southeast and west-southwest to west, while the model
estimates directions mainly from the east-southeast to west-
northwest sector (bottom-left panel of Fig. 9a). In winter,
most of the flow is from the northeast to the east-southeast
sector. The model again estimates wind directions mainly
from the east-southeast and the west-northwest to the north-
west sectors (bottom-left panel of Fig. 9b). A shift between
modeled and observed values from west-southwest to west-
northwest directions can be seen in both seasons; this shift
is caused by the observational influence of the nearby OBK

station on the modeled wind fields, which is located around
1 km northwest of the KOE station (cf. also Fig. 7).

The relative frequency of observed wind directions of the
BLA station shows prevailing directions from the northwest
to the north in the summer and winter months, while the
model mainly estimates wind directions from the west to the
northwest sectors. In both seasons, the largest fraction is es-
timated from the west-northwest sector, with around 12 % in
the summer months and around 23 % in the winter months
(bottom-right panels of the second row in Fig. 9a and b). The
modeled more westerly flows are caused by the influence of
the ZIN station; as already indicated by the individual month
results of Fig. 8.

For the WegenerNet FBR we show 9-year average wind
fields again for the summer and winter season (Fig. 10),
in the same format as Fig. 10 shows for WegenerNet JBT.
The maximum average wind speeds occur around the high-
est WegenerNet FBR station 74, located at an elevation of
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Figure 10. Same as Fig. 9 but for 9-year seasonal means in the WegenerNet FBR, and windrose results for the ZAMG Feldbach and Bad
Gleichenberg stations.

394 m, with average wind speeds around 1.5 m s−1 in sum-
mer (Fig. 9a, top) and near 2.0 m s−1 in winter (Fig. 10b, top).
The spatial distribution of the wind speeds exhibits slightly
lower values in summer than in winter. As expected, overall
both the modeled average-speed fields and the vector-mean
fields from the WegenerNet FBR (Fig. 10) in the Alpine fore-
lands show much lower wind speeds than the WegenerNet
JBT (Fig. 9) with its mountainous Alpine terrain.

The seasonal relative frequency of wind directions from
9-year climate data for the ZAMG Feldbach station is simi-
lar among observations and modeled values for both seasons
(bottom-left panels of Fig. 9a and b).

However, larger differences between modeled and ob-
served values can be noticed for the ZAMG Bad Gleichen-
berg station (bottom-right panels of Fig. 9a and b). For this
station, the model calculates the largest fraction with about
10 % to 15 % from the northeast to the east sectors for both
seasons while the observed wind directions show about 17 %
percent from the north-northwest sector and around 10 %
from the south sector. These differences between modeled

and observed values can be explained by the environment of
this station bringing in local influences that degrade the rep-
resentativeness of the wind observations for the 1 km scale
(Schlager et al., 2017).

Table 7 summarizes the statistical results of multi-year
seasonal mean data for selected stations including the ones
illustrated in the bottom row of Fig. 9 and Fig. 10 and the
ZAMG Admont station for JBT. The results of the statis-
tical parameters generally show better performance for the
WegenerNet FBR stations than for the WegenerNet JBT sta-
tions.

For the WegenerNet JBT stations the B is positive for all
seasons, except for the KOE station in winter. The resulting
RMSE ranges from about 0.9 to 1.35 m s−1 for this station.
Due to the more frequently occurring episodes of strong wind
in winter, the RMSE values are generally higher for all sta-
tions in this season. Because of the higher wind speeds at the
summit regions, the RMSE shows higher values at a range
from 2.7 to 5.1 m s−1 for the BLA station. The R value is
for both the KOE and BLA stations and all seasons clearly
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Table 7. Statistical multi-year climatological performance measures calculated for representative meteorological stations for the WegenerNet
JBT and the WegenerNet FBR (upper half 5-year or 4-year seasonal means for three WegenerNet JBT stations; right half 9-year seasonal
means for two WegenerNet FBR stations); see Table 5 for more information on the calculations of the performance parameters.

B SDo RMSE R IOA MAEdir
Season (per Station) [ms−1

] [ms−1
] [ms−1

] [1/1] [1/1] [
◦
]

WegenerNet JBT

KOE: 03/2013–02/2017
spring (MAM) 0.18 1.50 1.06 0.75 0.68 39
summer (JJA) 0.25 1.16 0.89 0.75 0.67 38
fall (SON) 0.16 1.35 1.10 0.68 0.63 41
winter (DJF) −0.17 1.57 1.35 0.67 0.58 47
all 0.13 1.41 1.09 0.71 0.65 41
BLA: 03/2012–02/2017
spring (MAM) 0.09 3.54 3.64 0.65 0.51 40
summer (JJA) 0.34 2.70 2.74 0.68 0.54 43
fall (SON) 0.74 3.50 3.67 0.67 0.52 39
winter (DJF) 0.04 4.91 5.09 0.64 0.54 41
all 0.73 3.63 3.65 0.67 0.54 41
ZAMG ADMa: 03/2012–02/2017
spring (MAM) 1.33 1.38 3.28 0.38 0.19 52
summer (JJA) 0.99 1.18 2.62 0.36 0.28 53
fall (SON) 1.17 1.15 2.89 0.47 0.07 40
winter (DJF) 1.38 1.09 3.59 0.43 −0.04 36
all 1.22 1.22 3.12 0.40 0.15 38

WegenerNet FBR

ZAMG FBb: 03/2008–02/2017
spring (MAM) −0.28 1.36 0.75 0.86 0.78 22
summer (JJA) −0.27 1.00 0.57 0.87 0.77 19
fall (SON) −0.25 1.05 0.57 0.87 0.78 19
winter (DJF) −0.21 1.07 0.54 0.89 0.80 16
all −0.25 1.15 0.61 0.88 0.79 19
ZAMG BGc: 03/2008–02/2017
spring (MAM) −0.17 1.22 0.83 0.76 0.71 31
summer (JJA) −0.08 0.92 0.64 0.76 0.71 57
fall (SON) −0.12 0.88 0.60 0.77 0.73 27
winter (DJF) −0.11 0.87 0.57 0.79 0.73 26
all −0.12 −1.00 0.67 0.78 0.72 28

a Admont station, b Feldbach station, c Bad Gleichenberg station

higher than 0.6. The MAEdir shows for all seasons and both
JBT stations similar results of near 40◦.

For the ZAMG Admont station the statistical results are
generally worse. Despite lower observed wind speeds com-
pared to the other stations, the B and RMSE show high val-
ues. Additionally, the R and the IOA values indicate poor
performance, with a R value only around 0.4 and IOA values
in a range of just−0.04 to 0.28 for all seasons. These statisti-
cal results for an independent location outside but nearby the
JBT area in the Enns valley indicate the value that an addi-
tional station with wind observations also in the Enns valley
could bring to the JBT network (see also Sect. 5 below). As
noted in Sects. 2 and 3, the wind observations from the exist-
ing Weidendom station, which is located in the Enns valley,

are not suitable as model input due to a non-representative
location.

The WegenerNet FBR stations show a somewhat negative
bias (B) and generally low RMSE values for all seasons.
The R values show good results for all stations, with values
higher than 0.75 throughout (ZAMG Feldbach station even
> 0.85). This also applies to the IOA, with values higher
than 0.71. The higher values of the mean absolute error of
wind directions (MAEdir) for the ZAMG Bad Gleichenberg
station, compared to the ZAMG Feldbach station, indicate
again the local influences affecting the observations of this
station (Schlager et al., 2017).
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5 Conclusions

In this work we further developed an operational weather di-
agnostic application, the WegenerNet Wind Product Genera-
tor (WPG), recently developed by Schlager et al. (2017), and
applied it to the WegenerNet Johnsbachtal (JBT), a dense
meteorological station network located in a mountainous
Alpine region in the north of Styria, Austria. Based on an ad-
vanced version of the CALMET model (Scire et al., 1998),
the WPG automatically generates gridded high-resolution
wind fields in near-real-time with a temporal resolution of
30 min and a spatial resolution of 100m× 100 m. In addi-
tion, the WPG produces gridded wind gust fields with the
same temporal and spatial resolution. As derived products,
half-hourly fields are averaged to hourly and daily weather
data products as well as monthly, seasonal and annual cli-
mate data products (Schlager et al., 2017).

The main purpose of the WPG products is the evaluation
of wind fields from convection-permitting regional climate
models and the investigation of weather and climate on a lo-
cal scale, among other needs, such as monitoring of wind
storms.

We evaluated the new WegenerNet JBT wind fields by
identifying representative monthly periods with mainly ther-
mally induced wind fields (July 2014) and strong wind
speeds including wind storm events (December 2013). Us-
ing a “leave-one-station-out” validation approach, and then
evaluating against the observed wind data at the “left-out”
station, we inspected the reasonableness of individual wind
fields and computed statistical performance measures such
as modeled vs. observed biases, root-mean-square-errors and
correlation coefficients. In case of wind speed, the statistics
show reasonably good results for both periods with some-
what better values for December 2013. Compared to the
wind speed, the analysis of wind direction delivers somewhat
higher errors, with directional deviations in the wind sectors
of typically around 40◦, depending on the station location
and period.

Overall the results discussed well illustrate the useful level
of skill, but also the evident performance limits, that the
WPG application can provide for empirical wind field mod-
eling based on a small network of seven stations in such a
complex terrain as the WegenerNet JBT area.

We also evaluated seasonal statistical performance param-
eters for multi-year data of both the WegenerNet JBT region
and WegenerNet Feldbach region (FBR), the latter initially
analyzed by Schlager et al. (2017). For the WegenerNet JBT,
the statistical performance measures applied to wind speeds
show reasonably good overall statistical agreement as we
showed for the Koelblwiese and Blaseneck stations. The re-
sults related to wind direction show a level of directional de-
viation around 40◦, similar to the individual month results.

For the ZAMG Admont station, an independent station
nearby the area in the Enns valley, the statistics show gener-
ally poor values, reflecting the missing meteorological wind

information in the valley. The installation of an additional
wind-observing station in the Enns valley (no suitable JBT
station currently available there) could help to significantly
improve the WPG results in this subarea. Due to the denser
distribution of stations in the WegenerNet FBR, and the less
challenging terrain in this Alpine foreland region, the statis-
tical evaluation shows clearly superior climatological wind
field performance for this network.

Ongoing next steps of work deal with the evaluation the
dynamical wind fields of non-hydrostatic weather analyses
and climate model simulations for the two WegenerNet re-
gions FBR and JBT for selected challenging weather con-
ditions. For this purpose, we intercompare the empirical
wind fields generated by the WPG with wind field analy-
sis data from the INCA model of the Austrian weather ser-
vice ZAMG (Haiden et al., 2011; Kann et al., 2015) as well
as with climate model data from the non-hydrostatic model
COSMO-CLM (Schättler et al., 2016). We expect the WPG
application to be a valuable tool for serving this and other
purposes.
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dynamical modeling in hilly and
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Abstract. Empirical high-resolution surface wind fields, au-
tomatically generated by a weather diagnostic application,
the WegenerNet Wind Product Generator (WPG), were inter-
compared with wind field analysis data from the Integrated
Nowcasting through Comprehensive Analysis (INCA) sys-
tem and with regional climate model wind field data from
the Consortium for Small Scale Modeling Model in Climate
Mode (CCLM). The INCA analysis fields are available at a
horizontal grid spacing of 1 km× 1 km, whereas the CCLM
fields are from simulations at a 3 km× 3 km grid. The WPG,
developed by Schlager et al. (2017, 2018), generates diag-
nostic fields on a high-resolution grid of 100 m× 100 m, us-
ing observations from two dense meteorological station net-
works: the WegenerNet Feldbach Region (FBR), located in
a region predominated by a hilly terrain, and its Alpine sis-
ter network, the WegenerNet Johnsbachtal (JBT), located in
a mountainous region.

The wind fields of these different empirical–dynamical
modeling approaches were intercompared for thermally in-
duced and strong wind events, using hourly temporal reso-
lutions as supplied by the WPG, with the focus on evalu-
ating spatial differences and displacements between the dif-
ferent datasets. For this comparison, a novel neighborhood-
based spatial wind verification methodology based on frac-
tions skill scores (FSSs) is used to estimate the modeling
performances. All comparisons show an increasing FSS with
increasing neighborhood size. In general, the spatial verifica-
tion indicates a better statistical agreement for the hilly We-
generNet FBR than for the mountainous WegenerNet JBT.
The results for the WegenerNet FBR show a better agreement
between INCA and WegenerNet than between CCLM and
WegenerNet wind fields, especially for large scales (neigh-

borhoods). In particular, CCLM clearly underperforms in the
case of thermally induced wind events. For the JBT region,
all spatial comparisons indicate little overlap at small neigh-
borhood sizes, and in general large biases of wind vectors oc-
cur between the regional climate model (CCLM) and analy-
sis (INCA) fields and the diagnostic (WegenerNet) reference
dataset.

Furthermore, grid-point-based error measures were calcu-
lated for the same evaluation cases. The statistical agree-
ment, estimated for the vector-mean wind speed and wind
directions again show better agreement for the WegenerNet
FBR than for the WegenerNet JBT region. A combined ex-
amination of all spatial and grid-point-based error measures
shows that CCLM with its limited horizontal resolution of
3 km× 3 km, and hence too smoothed an orography, is not
able to represent small-scale wind patterns. The results for
the JBT region indicate significant biases in the INCA analy-
sis fields, especially for strong wind speed events. Regarding
the WegenerNet diagnostic wind fields, the statistics show
acceptable performance in the FBR and somewhat overesti-
mated wind speeds for strong wind speed events in the Enns
valley of the JBT region.

1 Introduction

Surface wind is often regarded as one of the most difficult
meteorological variables to model, particularly over areas
of complex terrain like the Alps (Whiteman, 2000; Sfet-
sos, 2002; Abdel-Aal et al., 2009; Gómez-Navarro et al.,
2015). Therefore, realistic high-resolution wind fields cannot
be generated with coarse-resolution models or by a simple
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interpolation of wind station data onto regular grids. Innova-
tion in computer sciences, new methods in weather analysis
or nowcasting models, advanced software architectures used
in regional climate models (RCMs), and the growing power
of computers in the meantime led to highly resolved out-
puts from such models at the 1 km scale (Awan et al., 2011;
Suklitsch et al., 2011; Prein et al., 2013b; Prein et al., 2015;
Leutwyler et al., 2016; Kendon et al., 2017).

These models, however, contain various limitations and
sources of uncertainties. In the case of weather analysis
fields, which represented mixed empirical and dynamical
modeling from data assimilation, these limitations and un-
certainties result from too little meteorological station and
remote-sensing data, and in the case of RCMs they include
deviations in the driving dataset, physical and numerical ap-
proximations, as well as parameterizations of processes at the
sub-grid scale (Gómez-Navarro et al., 2015).

To evaluate and improve these analyses and models, me-
teorological observations and especially gridded empirical
datasets at high spatial and temporal resolutions are needed.
The model outputs generally represent the involved pro-
cesses as areal averages rather than on a point-scale (Osborn
and Hulme, 1998; Prein et al., 2015). Therefore, gridded me-
teorological evaluation datasets, with each (aggregated) grid
value being a best-estimate average of the grid cell observa-
tions, are the most appropriate evaluation datasets (Haylock
et al., 2008; Haiden et al., 2011; Hiebl and Frei, 2016).

To investigate weather and climate on a local 1 km scale
as well as evaluating RCMs, the Wegener Center at the Uni-
versity of Graz operates two high-resolution meteorologi-
cal station networks (Fig. 1): the very high-density Wegen-
erNet Feldbach Region (FBR) in southeastern Styria, Aus-
tria (Fig. 1a), and the high-density WegenerNet Johnsbachtal
(JBT) in northern Styria, Austria (Fig. 1b); details are intro-
duced in Sect. 2 below.

For both networks, diagnostic wind fields on a high-
resolution grid of 100 m× 100 m are generated by a weather
diagnostic application, the WegenerNet Wind Product Gener-
ator (WPG). Schlager et al. (2017) introduced the WPG and
its performance evaluation for the WegenerNet FBR, which
was then advanced by Schlager et al. (2018) to the Wegen-
erNet JBT region and a longer-term evaluation in both FBR
and JBT. Jointly these studies established the level of qual-
ity of the empirical WPG wind fields. In this study, we now
make use of these empirical high-resolution wind fields as
reference data in order to intercompare them with empirical–
dynamical wind field analysis data and with dynamical re-
gional climate model data.

In this study, we intercompare the empirical WegenerNet
wind fields (Schlager et al., 2017, 2018) with empirical–
dynamical wind field analysis data from the Integrated Now-
casting through Comprehensive Analysis (INCA) (Haiden
et al., 2011) system and with regional climate model data
from the Consortium for Small Scale Modeling Model in Cli-
mate Mode (CCLM) (Böhm et al., 2006; Rockel et al., 2008).

The intercomparisons aim at obtaining useful and robust in-
formation about performance limits for these empirical and
dynamical modeling approaches for regions with very differ-
ent topographic characteristics and weather situations. Fur-
thermore, we co-analyze the impact of different horizontal
resolutions, which will inevitably always be a challenge for
the wide diversity of data products typically available.

Besides traditional grid-point-based verification methods,
we use a novel wind verification methodology, recently de-
veloped by Skok and Hladnik (2018). This neighborhood-
based spatial verification method avoids the “double-
penalty” problem and can distinguish forecasts depending on
the spatial displacement of wind patterns (Skok and Hladnik,
2018). A double-penalty problem arises when using tradi-
tional statistical methods for datasets which contain an offset
between the modeled and the reference data. In that case,
the modeled data are penalized twice: first, for simulating an
event where it did not occur and, second, for failing to sim-
ulate an event where it did actually occur (Roberts, 2008;
Prein et al., 2013a; Skok and Hladnik, 2018). So our primary
motivation for this study is indeed to explore and provide
improved insight by careful intercomparisons of the relative
performance strength and weakness of empirical and dynam-
ical wind field modeling at high spatial resolution over com-
plex terrain where actual wind station observations will gen-
erally be available at sparse station density.

The paper is structured as follows. Section 2 provides a
description of the study areas and basic information about
the model data. Section 3 presents defined evaluation cases
and the methodology for the automatic selection of typical
wind events followed by a description of the methods used
to evaluate model results. In the subsequent Sect. 4, results
are presented and discussed in detail. Finally, in Sect. 5 we
summarize our results and draw our conclusions.

2 Study areas and model data

2.1 Study areas

The first study area, the WegenerNet FBR (indicated by
the orange-framed white rectangle in the middle panel of
Fig. 1, enlarged in a) lies in the Alpine foreland of south-
eastern Styria, Austria, centered near the town of Feldbach
(46.93◦ N, 15.90◦ E). It covers a dense grid of 155 meteo-
rological stations within an area of about 22 km× 16 km, in
a hilly terrain, characterized by small differences in altitude
(Kirchengast et al., 2014). The typical difference in altitude
between the valleys and the crests is about 100 m and the
highest peak is the Gleichenberger Kogel, with an elevation
of 598 m.

This region, with a more Alpine climate at the valley floors
and more Mediterranean climate along hillsides, is quite sen-
sitive to climate change (Wakonigg, 1978; Kabas et al., 2011;
Hohmann et al., 2018). Furthermore, it exhibits rich weather
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Figure 1. Location of the study areas in Austria (small middle panel between a and b), the WegenerNet Feldbach Region (FBR) in the
southeast of the state of Styria and the WegenerNet Johnsbachtal (JBT) region in the north of Styria (white rectangles, enlarged in a and b).
(a) The WegenerNet FBR with its 155 meteorological stations, with the legend explaining map characteristics and station types. (b) Map
of the WegenerNet JBT region (black rectangle) including its meteorological stations, with the legend explaining map characteristics and
station operators.

variability, especially through strong convective activity and
severe weather in summer (Kirchengast et al., 2014; Kann
et al., 2015a; O et al., 2017, 2018; Schroeer and Kirchen-
gast, 2018). The wind fields in this study area are character-

ized by thermally induced local flows and influenced by ther-
mally driven regional wind systems with weak wind speeds,
caused by a dynamical process called Alpine pumping (Lu-
gauer and Winkler, 2005). Furthermore, nocturnal drainage
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winds, which lead to cold air pockets, are relevant for this
region, which is dominated by agriculture. Especially in fall
and winter, the nocturnal cold air production is amplified by
temperature inversions in relation to high-pressure weather
conditions. In the WegenerNet FBR, hillside locations are
thermally preferred to valley locations at night. Results re-
lated to the WPG-diagnosed empirical wind fields in the We-
generNet FBR can be found in Schlager et al. (2017, 2018).

The second study area, the WegenerNet JBT (indicated by
the gray-framed white rectangle in the middle panel of Fig. 1,
enlarged in b), is named after the Johnsbachtal river basin (lo-
cation of the village of Johnsbach: 47.54◦ N, 14.58◦ E) and
situated in the eastern Alpine region, in the Ennstaler Alps
and the Gesäuse National Park, in northern Styria, Austria.
The terrain of this mountainous region is characterized by
large differences in elevation. The Hochtor, with an eleva-
tion of 2369 m, is the highest summit, and the valleys lie
roughly at a height of 600 to 800 m (Strasser et al., 2013;
Schlager et al., 2018). This region spans an area of about
16 km× 17 km and comprises 11 irregularly distributed me-
teorological stations including two summit stations at alti-
tudes of 2.191 and 1.969 m (Schlager et al., 2018).

The climate is Alpine with mean annual temperatures of
around 8 to 0 ◦C and an annual precipitation of about 1.500 to
1.800 mm from the valley to the summit regions (Wakonigg,
1978; Prettenthaler et al., 2010). Typical for this region are
thermally induced local flows and westerly flow synoptic
weather conditions. Details related to initial studies and their
results as well as to the cooperation and partnerships can
be found in Strasser et al. (2013) and in their most up-to-
date form in Schlager et al. (2018). Recently, Schlager et al.
(2018) computed and evaluated WPG-generated empirical
wind fields in this region.

2.2 WegenerNet data

The data acquired from the two WegenerNet regions FBR
and JBT are automatically quality controlled and processed
by the WegenerNet Processing System (WPS), consisting
of four subsystems (Kirchengast et al., 2014): the Com-
mand Receive Archiving System transfers raw measurement
data via wireless transmission to the WegenerNet database
in Graz, the Quality Control System checks the data qual-
ity, the Data Product Generator (DPG) generates regular
station time series and gridded fields of weather and cli-
mate products, and the Visualization and Information Sys-
tem offers the data to users via the WegenerNet data portal
(https://wegenernet.org/portal/, last access: 2 July 2019).

Besides weather and climate time series, based on a spa-
tial interpolation of the station observations, the DPG gener-
ates gridded fields of the variables temperature, precipitation,
and relative humidity for the WegenerNet FBR. These grid-
ded products of the WegenerNet FBR are available to users
in near-real time with a latency of about 1–2 h. Kirchengast

et al. (2014) and Kabas (2012) provide detailed information
about the subsystems of the WPG.

The DPG furthermore includes a newly developed wind
field application, the WPG, as briefly introduced in Sect. 1.
The WPG provides high-resolution wind fields for the We-
generNet FBR as well as for the WegenerNet JBT. The WPG
uses the freely available empirical California Meteorological
Model (CALMET) as core tool and generates, based on me-
teorological observations, terrain elevations, and information
about land use and mean wind fields at 10 and 50 m height
levels with a spatial resolution of 100 m× 100 m and a tem-
poral resolution of 30 min, again with a maximum latency of
about 1–2 h. In order to keep the meteorological input data of
the WPG independent from the data pertaining to the other
operational station networks, observations from the Central
Institute for Meteorology and Geodynamics (ZAMG) sta-
tions (violet stars in Fig. 1a and b) and other external stations
are not used as WPG input. For the WegenerNet FBR, the
gridded wind fields are available starting in 2007 and for the
WegenerNet JBT starting in 2012. The wind fields at 10 m
height level are used for the model intercomparisons.

The CALMET model is a diagnostic model that omits
time-consuming integrations of nonlinear equations, such
as the governing equations of dynamical models (Truhetz,
2010; Seaman, 2000; Ratto et al., 1994). It is hence not ca-
pable of simulating dynamic processes such as flow split-
ting and grid-resolved turbulence or of delivering prognos-
tic information. Specific parameterizations allow the model
to empirically take into account conditions such as the kine-
matic effects of terrain, slope flows, and terrain-blocking ef-
fects (Scire et al., 1998; Cox et al., 2005; Seaman, 2000).
We enhanced the model by implementing methods developed
by Bellasio et al. (2005) to as well take into account topo-
graphic shading through relief, topographic slope and aspect,
and the sun position for the estimation of solar radiation. In
addition, the modeling of temperature fields is now based on
vertical temperature gradients, calculated from meteorologi-
cal station observations located at different altitudes, and the
influence of vegetation cover is taken into account. Details
about these advanced algorithms can be found in Bellasio
et al. (2005).

The quality of the generated wind fields depends above
all on the quality and the spatial and temporal resolution of
the meteorological observations and surface-related datasets
which are used as model input (Schlager et al., 2017, 2018;
Morales et al., 2012; Cox et al., 2005; Gross, 1996). A de-
tailed description of the WPG application and the statistical
results for the WegenerNet FBR can be found in Schlager
et al. (2017). More information regarding statistical results
related to the WegenerNet JBT as well as information re-
garding evaluation results from 5-year climate data of the
WegenerNet JBT in comparison to 9-year climate data from
the WegenerNet FBR can be found in Schlager et al. (2018).
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2.3 INCA data

The INCA system has been developed at the ZAMG in Vi-
enna, Austria, to provide realistic analyses and nowcasts of
quantities of several meteorological variables for the highly
mountainous and the overall complex terrain of Austria. In
the case of the variable wind, the system operationally gen-
erates spatially distributed analysis wind fields in 3-D and for
10 m height above ground with a horizontal grid spacing of
1 km× 1 km and a temporal resolution of 1 h.

The basic idea of the INCA wind module is to statisti-
cally correct a numerical weather prediction (NWP) model
first guess (i.e., in operational mode the latest available NWP
model run) with the latest observational data, which do not
enter the NWP data assimilation. Thus, the skill of the INCA
analysis depends on the station density, their representative-
ness, and the spatial distribution of station observations, as
well as on the skill of the NWP model providing the first
guess. The impact of the NWP model on the analysis skill is
further discussed in Kann et al. (2015b).

In this study, NWP model outputs used as a first guess for
INCA were generated by the spectral ARPEGE-ALADIN
(ALARO) model in a revised version (Wang et al., 2006).
ALARO has a horizontal grid spacing of 4.8 km× 4.8 km
(600× 540 grid points) and includes 60 vertical layers up to
the 2 hPa level (about 43 km altitude), covering central Eu-
rope, eastern France, and the northern part of the Mediter-
ranean Sea. It is run with a temporal resolution of 180 s
using a hydrostatic semi-implicit semi-Lagrangian dynami-
cal solver (Bubnová et al., 1995) and the ALARO-0 physics
package, which includes the 3MT microphysics-convection
scheme (Gerard and Geleyn, 2005), the Interaction Soil Bio-
sphere Atmosphere (ISBA) force restore 2 L soil scheme
(Noilhan and Planton, 1989), and the Actif Calcul de Rayon-
nement et Nebulosité (ACRANEB) radiation scheme (Ritter
and Geleyn, 1992). Soil temperature and moisture are initial-
ized by a 6 h-cycle optimal interpolation data analysis tak-
ing into account the latest ALARO forecast as a first guess
and 2 m relative humidity and temperature observations from
synoptic (SYNOP) and national stations. The 2 m values are
transferred to soil variables via empirical relations (Giard and
Bazile, 2000). To reduce initial spin-up, a digital filter initial-
ization is applied.

The model gets its lateral boundary and atmospheric initial
conditions from the high-resolution deterministic operational
global integrated forecast system (IFS) of the European Cen-
tre for Medium-range Weather Forecasts (ECMWF) model
in lagged mode (i.e., ALARO 00:00 UTC is linked to IFS
18:00 UTC of the day before, ALARO 06:00 UTC to IFS
00:00 UTC, etc.). This is due to the rather late availability
of the IFS data. Coupling is achieved by one-way nesting via
Davies relaxation (Davies, 1976). Sea surface temperature is
interpolated from the deterministic IFS model to the ALARO
grid. More details about ALARO development and configu-
rations can be found in Termonia et al. (2018).

The INCA wind fields have already been evaluated for
a moderately hilly region in the north of Austria (47.78–
49◦ N, 13.8–17◦ E), where the wind analyses show signifi-
cantly higher errors compared to the statistical results from
other meteorological variables (Haiden et al., 2011). These
higher errors mainly root in the limited representativeness
of station data, as well as on the low station density, which
can be only partly compensated for by INCA’s analysis al-
gorithms (Haiden et al., 2011).

In the WegenerNet FBR area, INCA assimilates observa-
tions from the ZAMG Feldbach and Bad Gleichenberg sta-
tions (violet stars in Fig. 1a) to the NWP’s first guess, and in
the WegenerNet JBT region, observations from the ZAMG
Admont station are used. However, data from WegenerNet
FBR and JBT stations are not used in INCA data assimila-
tion and hence the WPG fields can be used for independent
evaluation (Haiden et al., 2011).

The coordinate system of the INCA datasets is trans-
formed into WGS84/UTM zone 33◦ N coordinates. Further-
more, we resampled the wind fields at 10 m height levels
from the INCA gridding onto the WegenerNet FBR and We-
generNet JBT grids, using a bilinear interpolation method.
Based on extensive sensitivity tests regarding different inter-
polation methods, we concluded that the statistical results do
not significantly depend on the interpolation method.

2.4 CCLM data

Regarding the CCLM (Rockel et al., 2008), we use available
wind fields generated with the model version 5.0. These wind
fields were generated during the course of a previous study
and are available for the period 2008 to 2010. The data have
a comparatively coarse horizontal resolution of 3 km× 3 km
on an hourly basis that is nevertheless the highest resolu-
tion available to this study. This limited resolution leads to
a smoothed orography, which may result in different wind
patterns with errors in wind speed or direction. Furthermore,
the winds may be displaced by an incorrect position of the
topographic slopes (Skok and Hladnik, 2018; Prein et al.,
2013b). The CCLM fields are provided for 40 vertical levels.
The first level is simulated for 10 m above ground and the
last level corresponds to the 100 hPa level (about 16 km alti-
tude), whereby the vertical resolution is higher in the bound-
ary layer and decreases towards the top level.

CCLM is a non-hydrostatic model with a Runge–Kutta
dynamical core, which makes use of a third-order scheme
with diffusion damping to discretize the advection term in
the compressible Euler equations (Wicker and Skamarock,
2002). In order to avoid numerical instability, the model’s
orography is additionally smoothed via a 10th-order Ray-
mond (1988) filter. The vertical coordinate system is a
terrain-following, time-invariant Gal-Chen pressure-based
sigma coordinate (Gal-Chen and Somerville, 1975). Deep
and shallow convection are parameterized following Tiedtke
(1989), and turbulence is parameterized based on Mellor
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and Yamada (Raschendorfer, 2001). Vertical mixing comes
from a prognostic formulation of the turbulent kinetic energy
(TKE) with a 2.5 closure that accounts for grid- and subgrid-
scale water and ice clouds. It uses a statistical cloud scheme
for cloud cover and cloud water content (so-called Gaussian
closure scheme). Horizontal diffusion follows the Smagorin-
sky approach.

Land cover data for CCLM are based on the Global
Land Cover 2000 project (EEA, 2016) from SPOT4 satel-
lite products (Bartalev et al., 2003). In the model setup
used (3 km resolution), deep convection is resolved explic-
itly, which means that parameterization for deep convec-
tion was switched off. Shallow convection is still parame-
terized. In climate research, such simulations are referred to
as convection-permitting climate simulations (CPCSs) (Prein
et al., 2013a). To minimize decoupling effects from model-
internal variability, which usually occurs in large model do-
mains and if nudging techniques are not used (Kida et al.,
1991), CCLM is operated in a small domain encompassing
the greater Alpine region, and it is also driven by ECMWF’s
IFS. The data assimilation system IFS includes a wide range
of observations and is assumed to provide perfect boundary
conditions with a horizontal grid spacing of about 25 km at
midlatitudes and at 91 vertical levels (Bechtold et al., 2008).
Every 6 h (00:00, 06:00, 12:00, 18:00 UTC) of the IFS data is
an analysis field from the assimilation system, and every al-
ternate 6 h (03:00, 09:00, 15:00, 21:00 UTC) is a short-range
forecast field. This procedure has already been used by Suk-
litsch et al. (2011) and keeps the modeled synoptic patterns
in agreement with the observed ones.

In the course of the data preparation for the study,
CCLM data at 10 m height level were also transformed into
WGS84/UTM zone 33N coordinates, resampled and mapped
onto the high-resolution WPG grid, and checked for sensitiv-
ity with respect to the interpolation method which was also
found to be weak (see Sect. 2.3 above).

3 Evaluation events and methods

3.1 Events for wind field evaluation

The WegenerNet, INCA, and CCLM wind fields are inter-
compared for two representative types of wind events: ther-
mally induced wind events and strong wind events. For this
purpose, we defined eight evaluation cases, four for each
of the two study areas (Table 1). For the cases shown in
Table 1 we use the WegenerNet data as a reference, ex-
cept for evaluating the CCLM wind fields for the Wegen-
erNet JBT. The reason for this is that the CCLM data used
in this study are available from January 2008 to Decem-
ber 2009, but the WegenerNet JBT data are available only
as of January 2012, since this latter network has been suffi-
ciently completed for long-term monitoring only since 2012

(Table 1, cases CCLMvsINCA_therm_JBT and CCLMvs-
INCA_strong_JBT).

In both study areas, autochthonous weather conditions
mainly lead to thermally induced wind systems, meaning
that the wind fields are controlled by small-scale tempera-
ture and pressure gradients. These small-scale gradients lead
to characteristic interacting systems of air motion, like slope
winds and mountain-valley winds, and create complex every-
day flow patterns. The autochthonous days are characterized
by small synoptic influences, cloudless or nearly cloudless
skies, low relative humidity and increased radiation fluxes
between the Earth surface and the atmosphere (Prettenthaler
et al., 2010). Due to frequently occurring temperature inver-
sions in relation to clear-sky and high-pressure weather con-
ditions in winter, which often lead to a stable atmospheric
stratification in the whole WegenerNet FBR and in the valley
regions of the WegenerNet JBT, autochthonous days are only
selected from spring, summer, and fall (March to October).

The automatic selection of thermally induced and strong
wind events is done based on thresholds, which we defined
based on sound physical and careful sensitivity checks sum-
marized in Table 2. For the estimation of autochthonous days,
we compared the observed daytime mean values of wind
speed (v) and relative humidity (rh) as well as the nighttime
mean values of net radiation (Qn) from selected stations with
the respective thresholds. A further criterion for the selec-
tion of such days is high daily global radiation, which indi-
cates fair weather conditions. For this purpose, we compared
the daily mean modeled global radiation (Qg,m) for clear-
sky conditions with the observed daily mean net radiation
(Qn,o) for the WegenerNet FBR and with the observed daily
mean global radiation (Qg,o) for the WegenerNet JBT at de-
fined station locations (Table 2, reference data). The reason
for the comparison of Qg,m with Qn,o for the WegenerNet
FBR is that this station network includes no global radiation
sensors. Due to the almost linear relationship between the
daytime Qg,o and Qn,o for clear-sky conditions, we find that
the same selection method can robustly be applied to both
study areas by defining different thresholds (Table 2, Qg,m–
Qn(g),o). If all criteria are fulfilled for a given day, the data
from the entire day are added to the thermally induced wind
event dataset, leading to 24 h events (i.e., 24 h mean wind
speed values).

The modeling of the global radiation is done based on
ESRI’s ArcGIS Area Solar Radiation Tool. This tool is de-
signed for local landscape scales and derives the incoming
solar radiation based on a digital elevation model. Small dif-
ferences of daily mean values between Qg,m and Qn(g),o in-
dicate fair weather conditions and high global radiations dur-
ing the day. If all criteria are fulfilled for a given day, the
data from that day are included in the thermally induced wind
events dataset.

The strong wind events, caused by synoptic weather condi-
tions such as cyclones and frontal system at a larger scale, are
selected on an hourly basis from preselected days, by com-
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Table 1. Characteristics of wind field evaluation cases used for the WegenerNet, INCA, and CCLM intercomparisons (top half for the
WegenerNet FBR; bottom half for the WegenerNet JBT region).

Evaluation Modeled Reference
case Type Region dataset dataset Period

WegenerNet FBR

INCAvsWN_therm_FBR thermally FBR INCA WN 2008–2017
INCAvsWN_strong_FBR strong FBR INCA WN 2008–2017
CCLMvsWN_therm_FBR thermally FBR CCLM WN 2008–2010
CCLMvsWN_strong_FBR strong FBR CCLM WN 2008–2010

WegenerNet JBT

INCAvsWN_therm_JBT thermally JBT INCA WN 2012–2017
INCAvsWN_strong_JBT strong JBT INCA WN 2012–2017
CCLMvsINCA_therm_JBT thermally JBT CCLM INCA 2008–2010
CCLMvsINCA_strong_JBT strong JBT CCLM INCA 2008–2010

Table 2. Limits for the selection of thermally induced or strong wind events for the defined evaluation cases shown in Table 1 (top half for
the WegenerNet FBR; bottom half for the WegenerNet JBT).

Evaluation variablea v (m s−1) v (m s−1) rh (%) Qg,m–Qn(g),o (W m−2) Qn (W m−2) Number
case (reference datab) (reference datab) (reference datab) (reference datab) (reference datab) of eventsc

WegenerNet FBR

INCAvsWN_therm_FBR – < 1.5 (RSdm) < 65.0 (RSdm) < 100.0 (RSdm) < 30.0 (RSnm) 1632
INCAvsWN_strong_FBR > 2.5 (WNdm) > 3.0 (WNhm) – – – 830
CCLMvsWN_therm_FBR – < 1.5 (RSdm) < 65.0 (RSdm) < 100.0 (RSdm) < 30.0 (RSnm) 264
CCLMvsWN_strong_FBR > 2.5 (WNdm) > 3.0 (WNhm) – – – 259

WegenerNet JBT

INCAvsWN_therm_JBT – < 2.0 (SCHdm) < 65.0 (SCHdm) < 20.0 (SCHdm) < 30.0 (SCHnm) 2232
INCAvsWN_strong_JBT > 9.5 (WNdm) > 9.0 (INCAhm) – – – 1450
CCLMvsINCA_therm_JBT – – < 65.0 (WEIdm) < 20.0 (WEIdm) – 768
CCLMvsINCA_strong_JBT > 6.0 (INCAdm) > 6.0 (INCAhm) – – – 182

a v: average wind speed; v: wind speed; rh: relative humidity; Qg,m–Q(n)g,o: difference between mean modeled global radiation (Qg,m) and observed net radiation (Qn,o) for the WegenerNet FBR
and difference between Qg,m and observed global radiation (Qg,o) for the WegenerNet JBT; Qn: net radiation. b RS: Reference Station (Nr. 77); SCH: Schroeckalm station; WEI: Weidendom
station; dm: daytime mean value from observations (from sunrise until sunset); nm: nighttime mean value from observations (from sunset until sunrise); WNdm: daily mean value from gridded
WegenerNet wind speed; WNhm: hourly mean value from gridded WegenerNet wind speed; INCAdm: daily mean value from gridded INCA wind speed; INCAhm: hourly mean value from gridded
INCA wind speed. c Hourly wind events; i.e., hours are used as the base period for the statistical analysis.

paring hourly mean values from gridded reference datasets
with defined minimum wind speeds. These preselected days
were estimated by comparing the daily average wind speed
from the gridded datasets with a defined minimum average
wind speed (Table 2, v and v for strong wind speed cases). If
the hourly mean value of this reference dataset is larger than
the defined minimum wind speed, the data of this reference
dataset and the corresponding model dataset are used as part
of the hourly event data for evaluating strong wind events.

3.2 Statistical evaluation methods

In order to account for spatial differences and displacements
between the model and the reference data and to analyze
wind speed and direction in a combined way, we apply a
novel wind verification methodology. This methodology ex-
tends the fractions skill score (FSS), a spatial verification
metric developed by Roberts (2008), which is classified as

a neighborhood-based approach and originally used for veri-
fying precipitation. The FSS is based on the assumption that
a model is useful when the model data and the corresponding
reference data show a similar spatial frequency of precipita-
tion events, which alleviates the requirement of the models
to predict the events at exactly correct positions, which is an
unduly strict assumption. Furthermore, this metric avoids the
double-penalty problem and provides scale-dependent infor-
mation about the level of model skill (Gilleland et al., 2010;
Roberts, 2008).

In order to obtain information on how the skill of a model
varies with spatial scale, the FSS is calculated for differ-
ent neighborhood sizes. A neighborhood size of n defines
a square consisting of n× n grid points; i.e., it denotes the
side length of the square (e.g., for n= 5, the square contains
25 grid points). These squares of defined neighborhood sizes
are moved as sliding windows over the datasets and centered
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successively at each grid point, whereby the area outside the
domain is assumed to contain no wind class. In terms of the
FSS value, it is a 0-to-1 normalized metric; i.e., the lower
limit of the FSS is 0 and the upper limit +1, with values
approaching +1 representing a better degree of model per-
formance.

The extended version of the FSS is called the wind frac-
tions skill score, denoted WFSS, which has been developed
by Skok and Hladnik (2018). The score is calculated based
on user-defined wind classes. The definition of these classes
is partly subjective and can significantly affect the WFSS.
The wind vector field should be classified in such a way, that
the definition reflects what a user wants to analyze. For ex-
ample, a complex terrain leads to strong changes in wind di-
rections; therefore, it is reasonable to define smaller class in-
tervals regarding the wind directions. For upper-level winds
the focus could be more on the magnitude of wind speed.

We defined eight wind direction classes with an interval
size of 45◦ for a range of three wind speed categories, as
shown in the wind roses of Fig. 2. Wind speeds < 0.5ms−1

were classified as calm, independently of the wind direc-
tion. The small interval size of 45◦ was chosen to be able to
capture the varying wind directions in the study areas, espe-
cially for thermally induced winds. Because of the generally
much lower wind speeds in WegenerNet FBR, we defined a
smaller interval size of the wind speed categories for this re-
gion (Fig. 2a and b, lower panels) than for the WegenerNet
JBT (Fig. 2c and d, lower panels).

Table 3 includes the equations for the calculation of the
WFSS and the asymptotic WFSS (AWFSS). This AWFSS
will always be reached for a neighborhood size ≥ 2N − 1,
where N is the number of grid points of the largest domain
size. At such a large neighborhood size, the estimated frac-
tions within the domain are the same at all locations, and
further enlarging this size will not affect the WFSS. A bias
always leads to an AWFSS value < 1, which indicates sys-
tematic differences in the frequency of wind classes between
the model and the reference wind classification.

The WFSS is calculated for each hourly field for the se-
lected events. The event-averaged score values are calculated
based on averaging these 1 h event WFSS values over all the
hourly events within the analyzed multiyear period, for each
evaluation case listed in Table 1.

As briefly explained above, the chosen thresholds of the
classification and the number of classes influence the score.
We found, in particular, that the wind direction thresholds
can have a strong impact on the score values. For example,
a small change in the wind direction value from prevailing
northwesterly winds, which are close to a threshold to dis-
tinguish between W and N, could dramatically change the
WFSS value. Such a small error in the model data could in-
dicate a poor modeling performance, whereas a human ana-
lyst would assess the forecast as reasonably good. To avoid
this problem we calculated the hourly WFSS for every ro-
tation between 0 and 45◦ with an interval size of 5◦ (nine

trail classes), in addition to the original class definition. As
a next step, the maximum values of the hourly score values
at each neighborhood size are always used for computing the
final case-averaged score values. We applied this approach
for 7597 selected events in total (Table 2, number of events)
and estimated the case-averaged score value for each of the
eight evaluation cases. A more detailed description of the
wind fractions skill score metric can be found in Skok and
Hladnik (2018).

Furthermore, we applied traditional grid-point-based sta-
tistical performance measures such as bias, root-mean-square
error, and others, to each evaluation case. All statistical per-
formance metrics used in this study are summarized in Ta-
ble 3.

4 Results

4.1 Evaluation for selected wind events

Figure 2a–d illustrate typical examples of modeled wind
fields (upper rows of panels) and the corresponding wind
roses of relative frequency of wind directions divided by
wind speed categories (lower rows of panels) from selected
representative evaluation events. Each panel depicts the mod-
eled and the associated reference data for the WegenerNet
FBR (Fig. 2a and b) and the WegenerNet JBT (Fig. 2c and d),
for thermally induced (Fig. 2a and c) and strong wind events
(Fig. 2b and d). Figure 2e shows the WFSS values of these
examples, estimated as explained in Sect. 3.2 above.

The thermally induced wind event on the 29 July 2009
from 16:00 to 17:00 UTC for the WegenerNet FBR (Fig. 2a)
shows thermally driven regional flows caused by Alpine
pumping. This flow is called “Antirandgebirgswind”, which
arises usually in the afternoon as southerly wind with max-
imum wind speeds of about 2.5ms−1. The Antirandge-
birgswind is a compensating flow between the bordering
mountains of the eastern Alps, and the hilly countryside re-
gion of southeastern Styria (called Riedelland), which com-
prises the WegenerNet FBR (Wakonigg, 1978). The INCA
(upper-left panel of Fig. 2a) and the WegenerNet wind fields
(upper-right panel of Fig. 2a) show a similar distribution with
generally low wind speeds and prevailing southerly wind di-
rections. The intercomparison of these INCA data with We-
generNet data for this event shows the largest WFSS val-
ues for all neighborhood sizes, which indicates a good over-
lap of the wind classes (Fig. 2e, INCAvsWN_therm_FBR).
Furthermore, it shows a nearly perfect asymptotic value of
about 0.99. This large AWFSS indicates a very small bias,
which is also reflected by the similar wind classification re-
sults (lower-left and lower-right panel of Fig. 2a).

The CCLM wind field shows similarly low wind speeds,
compared to the WegenerNet wind field, but a shift in wind
directions from the S sector mainly to the SE and partly
to the E and NE sectors between the CCLM and the We-
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Figure 2. Wind fractions skill score (WFSS) analysis for selected 1 h wind fields for the WegenertNet FBR (a, b) and the WegenerNet JBT
region (c, d). (a)–(d) Modeled and reference wind fields (first row) and corresponding relative frequency of wind directions for a range of
wind speed categories (second row) in each panel. (e) WFSS results for the modeled versus reference wind fields from (a) to (d). See Table 1
for more information on the evaluation cases.
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Table 3. Statistical performance parameters used for the intercomparison of the wind field modeling results.

Parameter Equation Remarks

Wind fractions skill score WFSS= 1−
∑
k

∑
i,j [Ok(i,j)−Mk(i,j)]2∑

k

{∑
i,jOk(i,j)

2+
∑
i,jMk(i,j)

2
} Ok : fraction values for observations for wind

class k at location i, j ; Mk : fraction values
for model data for wind class k at location i,
j (Skok and Hladnik, 2018; Roberts, 2008)

Asymptotic WFSS AWFSS= 1−
∑
k

(
fOk −f

M
k

)2∑
k

{(
fOk

)2
+
(
fMk

)2} fO
k

: frequency of wind class k in the obser-
vations; fM

k
: frequency of wind class k in

the model data (Skok and Hladnik, 2018)

Bias B = 1
N

∑N
i=1

(
vm,i − vo,i

)
vm: modeled wind speed; vo: observed wind
speed

Standard deviation of observed wind speed SDo =
√

1
(N−1)

∑N
i=1(vo,i − vo)2 vo: observed wind speed; vo: mean observed

wind speed

Root-mean-square error RMSE=
√

1
N

∑N
i=1(vm,i − vo,i)2 vm: modeled wind speed; vo: observed wind

speed

Correlation coefficient R = 1
(N−1)

∑N
i=1

(
vm,i−vm
σm

)(
vo,i−vo
σo

)
vm: modeled wind speed; vm: mean modeled
wind speed; vo: observed wind speed; vo:
mean observed wind speed; σm: standard de-
viation of modeled wind speed; σo: standard
deviation of observed wind speed

Mean absolute error of wind direction MAEdir =
1
N

∑N
i=1

{
arccos[cos(φm,i −φo,i)]

}
φm: modeled wind direction; φo: observed
wind direction

generNet data can be observed (lower-middle and lower-
right panel of Fig. 2a). This shift is reflected by small
WFSS values at all neighborhood sizes, especially below
a scale of 10 km. The AWFSS shows the largest value of
all CCLM intercomparisons but is still low compared to
INCA evaluation cases, which indicates a large bias (Fig. 2e,
CCLMvsWN_therm_FBR). Evidently, this regional climate
wind field modeling at 3 km grid spacing is not adequately
representative for the given challenging hilly terrain.

The strong wind speed event in the WegenerNet FBR on
the 30 October 2008 from 10:00 to 11:00 UTC led to south-
westerly to southerly winds (Fig. 2b). The INCA model
data and the WegenerNet reference data show maximum
1 h vector-mean wind speeds of around 9–10 m s−1 (upper-
left and right panel of Fig. 2b). Regarding the wind direc-
tions, differences in the wind sectors can be observed (lower-
left and right panel of Fig. 2b). The INCA data show wind
directions mainly from the SW sector (lower-left panel),
while the WegenerNet data show wind directions from the
S and SW sectors (lower-right panel). The WFSS for this
case shows small values at small neighborhood sizes and
increases with increasing neighborhood size (Fig. 2e, IN-
CAvsWN_strong_FBR). These low WFSS values are mainly
caused by the differences in wind direction classes, espe-
cially in the southern part of the domain and through some
spatial displacements in wind speed classes. Despite low
WFSS values at small neighborhood sizes caused by differ-
ences in wind sectors, the AWFSS shows a high asymptotic

value (AWFSS> 0.97). This high value is caused by the pre-
vailing wind directions in the WegenerNet data, which are
close to the threshold values for distinguishing between S
and the SW. Hence, in this case, the 5◦ azimuthal class rota-
tion procedure avoids lower score values.

Regarding the CCLM data (lower-middle panel of
Fig. 2b), the whole wind field shows wind speeds from
about 6.5 to 7.5ms−1 and is therefore assigned to the wind
class with wind speeds higher than 6ms−1, whereas, for
the WegenerNet wind fields, a large proportion is assigned
to the class with wind speeds from 3 to 6m s−1 of this re-
gion (Fig. 2e, CCLMvsWN_strong_FBR) and indicates that
the dynamically modeled CCLM wind speeds are system-
atically overestimated relative to the empirically diagnosed
wind speeds.

This discrepancy leads to the smallest WFSS val-
ues at all neighborhood sizes for this region (Fig. 2e,
CCLMvsWN_strong_FBR) and indicates that the dynami-
cally modeled CCLM wind speeds are systematically under-
estimated relative to the empirically diagnosed wind speeds
for this hourly event.

On the 1 August 2012 the winds were thermally driven and
the local pressure and temperature gradients were causing
varying wind speeds and wind directions in the WegenerNet
JBT. This is illustrated for the late afternoon INCA and We-
generNet wind fields in the upper-left panels of Fig. 2c. The
WFSS for the evaluation of the INCA wind field shows the
second largest value at the 1 km neighborhood size, which in-
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dicates overlapping areas at this neighborhood size, equal to
the horizontal resolution of the INCA analysis (Fig. 2e, IN-
CAvsWN_therm_JBT). The large AWFSS value again indi-
cates a small bias, which is also reflected by the similar wind
classification shown in the wind roses of the correspond-
ing lower-left panels of Fig. 2c. The high asymptotic value
(AWFSS> 0.9) indicates a small bias and that the WFSS is
mostly influenced by the spatial displacement.

In a further example of a thermally induced wind event on
the 31 May 2008, we intercompare the CCLM with INCA
wind fields (right panels of Fig. 2c). Especially in the CCLM,
the smoothed terrain leads to uniform wind speeds and direc-
tions. Regarding the INCA wind fields, some variability in
wind speed can be observed, with higher values in the sum-
mit regions and lower values at lower altitudes in the val-
leys of this region. Furthermore, a valley wind in the Enns
valley is simulated by INCA. Probably the analysis part of
the INCA model with its higher-resolved digital elevation
model (DEM) and assimilated ZAMG observations leads to a
somewhat better representation of the wind field. Comparing
wind directions, the largest part of the CCLM modeled flow
is from the N and NE sectors, while the INCA system esti-
mated wind directions mainly from the E sector and partly
from the NE and SE sectors (bottom right panels of Fig. 2c).
This simplistic pattern of wind directions in CCLM leads to
low WFSS values for all neighborhood sizes, including the
lowest asymptotic value of all examples, indicating a very
poor representation of the wind field by the dynamical mod-
eling of the CCLM in this challenging mountainous terrain.

The strong wind speed event for the WegenerNet JBT on
the 7 December 2013 is caused by northwesterly weather
conditions. These synoptic-scale flow conditions led to
strong wind speeds with maximum 1 h mean wind speeds of
around 20ms−1 from 17:00 to 18:00 UTC. Both the INCA
and the WegenerNet wind fields show wind directions mainly
from the NW, with some proportions from the N and the W
sectors, caused by a channeling of the air flow through the
pronounced valleys of this study area. The INCA wind fields
show much lower wind speeds in the valley regions com-
pared to the WegenerNet wind fields, resulting from the ob-
servations of the ZAMG Admont (ADM) station that flow
into the INCA analysis but are considered far off the area
and not used by the diagnostic modeling (upper-left panels
of Fig. 2d). As the neighborhood size increases, the WFSS
also increases, but due to spatial displacements, the values
are generally low (Fig. 2e, INCAvsWN_strong_JBT). The
low AWFSS value is caused by the differences in wind speed
categories (lower-left panels of Fig. 2d).

For the 5 November 2008 we intercompare the CCLM
wind fields with INCA wind fields from 01:00 to 02:00 UTC,
for a strong wind speed event (right panels of Fig. 2d). In
this example, the influence of the smoothed terrain caused
by the coarse horizontal resolution of the CCLM becomes
obvious. This smoothed topography results in systemat-
ically lower wind speeds compared to the INCA wind

fields. The WFSS shows similar results to the previous IN-
CAvsWN_strong_JBT evaluation, with small values at all
neighborhood sizes (Fig. 2e, CCLMvsINCA_strong_JBT),
indicating the clear limits of the CCLM dynamical model-
ing fields also for strong wind events.

4.2 Statistical evaluation results

The statistical event-averaged WFSS values from the large
ensemble of events over multiple years are represented for
each evaluation case in Fig. 3. Overall, the WFSS values
show a monotonic increase with neighborhood size for all
cases so that the AWFSS is the largest value, indicating rela-
tively the best performance at large scales.

For the WegenerNet FBR, the statistical WFSS values, cal-
culated for the INCA wind fields compared to the Wegen-
erNet wind fields, shows nearly the same behavior for both
the thermally induced and strong wind events (Fig. 3a, IN-
CAvsWN_therm_FBR and INCAvsWN_strong_FBR). The
WFSS values for these cases indicate a reasonably good spa-
tial matching at all neighborhood sizes. Furthermore, the
AWFSS values are higher than 0.8, reflecting generally small
INCA biases of wind classes.

The statistical WFSS estimated for the
CCLMvsWN_therm_FBR case indicates that the CCLM
clearly and systematically underperforms in the case of
thermally induced wind events for the WegenerNet FBR.
Evidently, due to the coarse horizontal resolution of the wind
fields, the CCLM wind fields appear fundamentally unable
to capture the varying wind directions for such events in this
region. For the CCLMvsWN_strong_FBR case, however
the results indicate a similar spatial matching as for the
INCAvsWN_therm_FBR and INCAvsWN_strong_FBR
cases, just with a somewhat higher bias of wind class
differences. This similar performance despite the coarser
horizontal resolution of the CCLM model is explained
through a weaker influence of the terrain on the wind fields
under strong wind conditions in this region.

Because of the challenging terrain of the WegenerNet JBT,
the statistical WFSS values are generally low for this re-
gion, signalling large biases (Fig. 3b). These biases are in-
dicated by low asymptotic values, which tend to be between
0.61 and 0.64, except for the INCAvsWN_strong_JBT case,
which shows an even lower value (AWFSS= 0.39).

The spatial displacement and the biases for the IN-
CAvsWN_therm_JBT case are mainly caused by the differ-
ences in wind directions for these thermally induced wind
events. Especially at small neighborhood sizes at the 1 km
scale, WFSS values indicate large spatial displacements.

The INCAvsWN_strong_JBT case shows the lowest val-
ues at all neighborhood sizes, but this time caused by the
differences in the wind speed categories. These low values
are caused by the INCA-analyzed wind speeds, which, in the
case of strong winds, are overestimated in the summit regions
and underestimated in the valley regions. Slightly overesti-
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Figure 3. The event-averaged wind fractions skill score (WFSS) results for the WegenerNet FBR (a), compared to the WegenerNet JBT
(b), for the four defined evaluation cases in each region (see legend; indicating also the number of events included). See Table 1 for more
information on the evaluation cases.

mated WegenerNet wind speeds in the Enns valley somewhat
reinforces the difference between the INCA and the Wegen-
erNet wind speeds. These differences in wind speed espe-
cially in the valley and the summit regions become obvious
in Fig. 4c and d and are discussed in further detail below.

The intercomparison of the CCLM wind fields with INCA
delivers nearly the same (low) WFSS values for both types
of wind events. In the case of thermally induced events
(CCLMvsINCA_therm_JBT), the spatial displacements and
biases are mainly caused due to differences in wind direc-
tions. For strong wind events (CCLMvsINCA_strong_JBT),
the smoothed terrain caused by the coarse resolution of the
CCLM leads to systematically underestimated wind speeds.

Table 4 summarizes, in addition to the AWFSS values,
the results estimated with traditional statistical methods of
the INCA analysis and CCLM dynamical fields. Due to the
less challenging region of the WegenerNet FBR, all tra-
ditional statistical parameters show better performance for
this region compared to the WegenerNet JBT. The absolute-
value statistical metrics (bias B, standard deviation SDo, root-
mean-square error RMSE) applied to the hourly vector-mean
wind speeds show higher values for the WegenerNet JBT,
resulting from the generally higher wind speeds in addition
to the effects of the complex mountainous terrain on the
wind fields in this region. The B values are slightly posi-
tive for the WegenerNet FBR and negative for the Wegen-
erNet JBT. The substantially negative B value for the IN-
CAvsWN_strong_JBT case again reflects the underestima-
tion of wind speed in the valleys, as explained above. Further-
more, the CCLMvsINCA_strong_JBT intercomparison also
shows a negative bias, caused by the coarse resolution of the

CCLM, which leads to lower wind speeds for strong wind
events.

The RMSE values range from 0.79 to 1.85 m s−1 for the
WegenerNet FBR and from 1.3 to 8.6 m s−1 for the We-
generNet JBT. The high value of 8.6 m s−1 for the IN-
CAvsWN_strong_JBT case is caused by the underestimation
of wind speed in the valleys as well as the overestimation in
the summit regions by the INCA model. The mean R values
show a better correlation for the WegenerNet FBR than for
the WegenerNet JBT. The mean absolute error of wind direc-
tion (MAEdir) applied to hourly vector-mean wind directions
also shows better performance (INCA and CCLM fields)
for the WegenerNet FBR. Due to the varying wind direc-
tions caused by thermally induced circulations, the MAEdir is
higher for such events for both study areas, with the highest
value of 68◦ for the INCAvsWN_therm_JBT case.

Figure 4 shows the mean wind speed bias spatial distri-
butions for all evaluation cases, for the WegenerNet FBR
(Fig. 4a and b) and the WegenerNet JBT (Fig. 4c and d).
The distribution for the INCAvsWN_therm_FBR case, the
case for thermally induced wind events for the WegenerNet
FBR, shows large areas with nearly no B values (left panel of
Fig. 4a). The maximum B value for this case can be observed
in the area of the Gleichenberger Kogel, north of the ZAMG
Bad Gleichenberg station with a value of around 1.4 m s−1.
The evaluation of the CCLM for the same thermally induced
events shows an overestimation of wind speeds for the whole
study area, with B values from 0.5 to 1 m s−1 in the western
part and from 1 to about 1.4 m s−1 in the eastern part of the
study area (right panel of Fig. 4a).

The overestimation of the wind speeds for the WegenerNet
FBR can be explained by the too frequent flow-over patterns
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Figure 4. Mean wind speed bias distribution for the WegenertNet FBR (a, b) and the WegenerNet JBT (c, d): (a, b) INCA versus WegnerNet
(left) and CCLM versus WegenerNet (right) for (a) thermally induced wind events and (b) strong wind events and (c, d) WegenerNet versus
INCA (left) and CCLM versus INCA (right) for (c) thermally induced wind events and (d) strong wind events.

simulated for this region, which lead to a more dominant oro-
graphic speedup effect. Due to orographic smoothing, flow-
over patterns are generally more frequent than flow-around
patterns, especially for the WegenerNet FBR with its small
differences in altitude (Taylor et al., 1987).

The evaluation of the INCA model for strong wind speeds
illustrates the strong influence of the terrain on this model.
The results show a good agreement in the valleys of the
study area, with partly small negative B values (left panel of
Fig. 4b). The hilltop regions exhibit positive B values, with
maximum values of around 5 m s−1 again in the area of the
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Table 4. Statistical performance measures calculated for the evaluation cases from Table 1, for the WegenerNet FBR and the WegenerNet
JBT region. See Table 3 for more information on the calculation of the parameters.

Evaluation AWFSS B SDo RMSE R MAEdir
case (1) (ms−1) (ms−1) (1) (1) (◦)

WegenerNet FBR

INCAvsWN_therm_FBR 0.81 0.34 0.74 0.79 0.67 38
INCAvsWN_strong_FBR 0.85 0.50 1.04 1.66 0.34 14
CCLMvsWN_therm_FBR 0.38 1.32 0.72 1.85 0.37 55
CCLMvsWN_strong_FBR 0.74 1.01 1.03 1.28 0.57 14

Mean value 0.70 0.79 0.88 1.40 0.49 30

WegenerNet JBT

INCAvsWN_therm_JBT 0.61 −1.37 2.37 2.97 0.20 68
INCAvsWN_strong_JBT 0.39 −6.69 3.97 8.60 0.16 39
CCLMvsINCA_therm_JBT 0.64 −0.23 1.32 1.31 0.40 56
CCLMvsINCA_strong_JBT 0.63 −3.79 4.24 5.52 0.08 25

Mean value 0.57 −3.04 2.98 4.62 0.20 47

Gleichenberger Kogel. Overall positive B values of CCLM
dynamical wind speed fields for strong wind events are seen
in the right panel of Fig. 4b, showing the systematic overes-
timating by CCLM fields in this case. These large B values
are probably also due to the speedup effect explained for the
above case CCLMvsWN_therm_FBR.

For the WegenerNet JBT, the strong influence of the terrain
on the INCA-analyzed wind speeds can be observed in all
evaluation cases in this region. The evaluation of the INCA
model for thermally induced wind events exhibits negative
B values in the valleys, whereby positive values partly oc-
cur in the summit regions (left panel of Fig. 4c). At lower
elevations, the intercomparison of the CCLM with the INCA
model shows nearly no B values for thermally induced events
(right panel of Fig. 4c). Furthermore, small negative B values
in the summit regions and some spots with positive values
can be observed for this case. Due to these small bias values,
similar results to these ones can be expected for a comparison
of CCLM with WegenerNet data.

Similar bias distribution patterns as for the INCA evalua-
tion for thermally induced wind events are present for strong
wind events in the INCAvsWN_strong_JBT case, but this
time with strong negative and positive B values ranging from
−14.4 to 4.9ms−1 (left panel of Fig. 4d). These strong neg-
ative B values are again caused by the severely underesti-
mated INCA wind speeds and the somewhat overestimated
WegenerNet wind speeds in the valley regions of the Wegen-
erNet JBT.

Opposite patterns can be seen for the intercomparison of
the CCLM with the INCA model. This intercomparison ex-
hibits small positive values in the valley regions and strong
negative values in the summit regions (right panel of Fig. 4d).
The main reason for these strong negative B values is the

coarse resolution of the CCLM data and the resulting un-
derestimation of wind speeds for strong wind events, as ex-
plained above. The negative B values are likely caused by
negative orographic speedup effects, which are preferred in
flow-around patterns and flow-splitting patterns that occur
especially when the differences in the altitude of ridges of
mountains are large (Hewer, 1998).

5 Conclusions

In this work we evaluated wind fields generated by two
different modeling systems against empirically diagnosed
wind fields from WegenerNet high-density network data: the
INCA analysis system of the Austrian weather service Cen-
tral Institute for Meteorology and Geodynamics (ZAMG)
(Haiden et al., 2011) and the non-hydrostatic Consortium
for Small Scale Modeling Model in Climate Mode (CCLM)
(Schättler et al., 2016). The INCA wind fields have a hori-
zontal resolution of 1 km× 1 km, and in the case of CCLM,
3 km× 3 km horizontal resolution was available. In both
cases, the temporal resolution is 1 h. The empirical high-
resolution wind fields from the WegenerNet were generated
by the WegenerNet Wind Product Generator (WPG), recently
developed by Schlager et al. (2017, 2018).

The WPG-diagnosed gridded wind fields are available
with a temporal resolution of 30 min and a spatial resolution
of 100 m× 100 m and can therefore serve well as a reference.
The WegenerNet Feldbach Region (FBR) was used as study
area, characterized by generally small differences in altitude
in the hilly terrain of this region. The second study area was
the WegenerNet Johnsbachtal (JBT) region, which is a moun-
tainous region characterized by a very complex terrain.
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The evaluation of the INCA and the CCLM wind fields
was based on classifying the data separately into thermally
induced and strong wind events. In the case of the INCA
evaluation, we could select wind events within the period
2008–2017 for the WegenerNet FBR and within 2012–2017
for the WegenerNet JBT. For evaluating the CCLM data,
events from the period 2008–2010 were selected for both
study areas. Due to WegenerNet JBT wind fields not yet
being available within 2008–2010, we intercompared the
CCLM wind fields with INCA wind fields in this region.

Besides traditional performance measures such as bias,
root-mean-square error, correlation coefficient, and mean ab-
solute error of wind direction, in particular we applied a
spatial wind verification methodology called the wind frac-
tions skill score (WFSS) (Skok and Hladnik, 2018). This new
score was used to detect spatial displacements of wind pat-
terns and biases based on predefined wind speed and direc-
tion classes. The WFSS avoids the double-penalty problem
and is able to distinguish between a “near miss” and large
displacements between modeled and reference wind fields.
Furthermore, a spatial-scale-dependent skill is determined by
this score.

Due to the less challenging terrain of the Alpine fore-
land region, all statistical performance measures showed bet-
ter INCA and CCLM performance for the WegenerNet FBR
than for the challenging mountainous region of WegenerNet
JBT. The spatial verification of all evaluation cases indicates
an increasing skill with increasing scale (neighborhood size).
For both study areas, the traditional statistical performance
measures, applied to the wind speed, mostly show better per-
formance of INCA and CCLM for thermally induced wind
events than for strong wind events. On the other hand, the re-
sults related to wind direction indicate a better performance
for strong wind events than for thermally induced events.

More specifically, the verification for the WegenerNet
FBR shows that the INCA analysis wind fields are more skill-
ful than the CCLM dynamical wind fields in this region. The
INCA verification indicates a reasonably good performance
for both thermally induced and strong wind events.

The CCLM clearly performs less well in the case of ther-
mally induced wind events for this region. The reason for
this weak performance is the limited resolution of the wind
field dataset from this model. Although the difference in the
numerical resolution between INCA (1 km grid spacing) and
CCLM (3 km grid spacing) is only a factor of 3, CCLM is
not able to resolve small-scale wind patterns. This occurs for
multiple reasons: (1) due to the third-order advection scheme
with its horizontal diffusion damping, the effective resolution
in CCLM is several times coarser than the numeric grid spac-
ing (Ogaja and Will, 2016); (2) the orography is smoothed as
well, so that individual mountain ridge and valley structures
are removed. For example, the mountain peak of the Hochtor
with its 2396 m elevation at the center of the WegenerNet
JBT region is lowered by about 500 m in the CCLM model.

Hence, with the resolution of 3 km× 3 km, the fields are
not able to resolve the varying wind speeds and directions
caused by thermally driven circulations. The wind speeds are
overestimated by this model for both thermally induced and
strong wind events, and large differences in wind directions
are found for thermally induced events.

For the WegenerNet JBT region, the verification shows
generally large spatial displacements at all scales and strong
biases in wind classes for all evaluation cases. In the case
of the INCA evaluation, large wind direction deviations for
thermally induced wind events indicate that the analysis
fields are not able to adequately capture the varying wind pat-
terns such as slope and valley winds, which are rooted in the
sparse station density to which INCA can be anchored and
the coarse horizontal resolution of the first guess provided by
the ARPEGE-ALADIN (ALARO) model in this complex-
terrain region. Furthermore, the statistics show an substantial
underestimation of wind speeds in the valleys and overesti-
mated wind speeds in parts of the summit regions for both
types of wind events.

The intercomparison of the CCLM dynamical fields with
the INCA analysis fields for thermally induced wind events
reflects the disadvantage of smoothed terrain, which is
caused by the limited effective resolution being several times
coarser than the 3 km× 3 km grid spacing of the CCLM as
already noted above. Improvements can be expected from
the latest developments in the numerical core of CCLM by
Ogaja and Will (2016), which have enabled an improvement
of the effective resolution by a factor of 2 by introducing a
fourth-order advection scheme that allows us to circumvent
the horizontal diffusion damping.

Based on these findings and underpinning the results of
Haiden et al. (2011), we suggest that additional observed
wind information in the summit and valley regions, espe-
cially in a complex terrain like the WegenerNet JBT, and
a more comprehensive use of wind-constraining satellite
data as well as a higher-resolution regional climate model
(RCM) could help to systematically improve the INCA-
analyzed wind fields. At higher resolutions, the topographic
shading through the terrain becomes increasingly impor-
tant, especially for the simulation of thermally induced wind
events. Such methods have not yet been implemented into the
ALARO model but may help to generate more realistic wind
fields in the future.

Related to the CCLM dynamical modeling, a verification
of CCLM-generated higher-resolution 1 km× 1 km wind
fields and the application of the new fourth-order advec-
tion scheme from Ogaja and Will (2016) in a convection-
permitting configuration would also be a promising issue for
further investigations of how this may improve the modeling
of wind patterns in a complex terrain.

Investigations regarding the WegenerNet JBT wind fields
showed that an additional wind-observing station in the Enns
valley would improve the results for this region (Schlager
et al., 2018). Such an additional station would avoid the over-
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estimation of WegenerNet wind speeds in the Enns valley,
especially for strong wind events. In the WegenerNet FBR
just recently (in May 2018), another wind station was added
in the Raab valley (station Nr. 155 1b), which will further
improve the WPG-derived fields in future. This adds further
value to a valuable reference for the evaluation of important
other data products such as the INCA operational analysis
and dynamical climate model fields.
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9 Conclusions and discussion

Regional climate models are well-established tools used for analyzing and under-
standing climate on a regional scale, for conducting operational weather forecasting,
and for carrying out practical planning of local projects. Innovations in computer
software and the increased power of computer hardware have made possible simu-
lations of RCMs at a near 1 km scale. At this scale, RCMs can accurately resolve
topography and surface fields and simulate deep convection explicitly without
parameterizations.
Several studies have demonstrated that, when it comes to numerical weather

prediction, such convection permitting climate simulations (CPCSs) are more
realistic than comparable coarse-resolution simulations, especially in cases of moist
convection over mountainous regions (e.g. Langhans et al. 2013; Mass et al. 2002;
Miura et al. 2007; Grell et al. 2000; Richard et al. 2007; Lean et al. 2008; Schwartz
et al. 2009; Weusthoff et al. 2010; Baldauf et al. 2011; Hohenegger et al. 2008; Prein
et al. 2013b). These simulations, however, are subject to various limitations and
introduce various sources of uncertainty (Gómez-Navarro et al. 2015). As datasets
in sufficiently high spatial and temporal resolution are often lacking, properly
evaluating CPCSs also poses difficulties (Prein 2013; Schlager et al. 2017; Schlager
et al. 2018).

Another challenge is the evaluation of the model outputs themselves, particularly
the evaluation of high-resolution precipitation and surface wind fields (Skok and
Hladnik 2018). Coarse-resolution outputs are generally favored over high-resolution
fields by traditional verification methods, even if human analysts would tend to
prefer a higher-resolution model (Gilleland et al. 2009).
In this vein, the present thesis, including the introductory chapters 1 to 4,

the chapter 5 about the CALMET model’s sensitivity to geophysical parameters,
and the published paper chapters 6 to 8, have addressed the generation of high-
resolution wind fields and the spatial evaluation of wind fields using empirical and
dynamical modeling. This project has introduced the Wind Product Generator
(WPG) application, the use of which has been applied to data from two networks
of meteorological stations, the WegenerNet Feldbach Region (FBR), located in a
hilly region, and the WegenerNet Johnsbachtal (JBT), located in a mountainous
region.
The WPG produces wind fields with a spatial resolution of 100 m x 100 m

and a temporal resolution of 30 minutes at 10 m and 50 m height levels with a
maximum latency of about 1-2 hours. For the WegenerNet FBR, the generated
gridded wind fields are available dating from 2007 and for the WegenerNet JBT
dating from 2012. The WPG-produced wind fields were then used as evaluation
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9 Conclusions and discussion

data and intercompared with wind field analysis data and dynamical climate model
wind field data. A novel spatial verification methodology was used to evaluate the
WPG-generated wind fields, namely the wind fractions skill score (WFSS); this
methodology was chosen for its ability to avoid problems that tend to arise when
verifying high-resolution vector fields.

In the first publication (chapter 6), the WPG was introduced and applied to
the WegenerNet FBR. A core tool used by the WPG was the CALMET model
(Scire et al. 1998). For this paper, the CALMET model was enhanced so that it
could empirically take into account conditions such as topographic shading based
on terrain height, the slope and aspect of topography, and the position of the sun.
The model was also enhanced to take into account vertical temperature gradients
and the influences of vegetation cover in the case of temperature fields (Bellasio
et al. 2005).
The performance of the WPG was evaluated for two representative monthly

periods; the wind fields produced by the WPG proved to be adequately accurate
for both periods, such that the suitability of the WPG’s use for this region was
confirmed (Schlager et al. 2017).
The second publication (chapter 7) relates to the use of the WPG to generate

high-resolution wind fields for the WegenerNet JBT study area. A gust model
was also introduced and implemented within the WPG application in order to
generates gridded fields representing peak gust speeds and corresponding gust
directions at the 10 m height level. The wind fields generated by the WPG were
again evaluated for two monthly periods, each consisting of representative weather
conditions, and reasonable statistical agreement was found between the generated
wind speeds and the observed data. Regarding wind direction, generating data for
locations along mountain slopes was found to be particularly challenging.

Complementary investigations were made for a 5-year climate data record of the
WegenerNet JBT (03/2012-02/2017) and a 9-year climate data record (03/2008-
02/2017) of the WegenerNet FBR, regarding the statistical agreement between
the WPG’s generated wind fields and the corresponding station observations. Due
to the greater density of the WegenerNet FBR network and its less challenging
terrain, the WPG produced more accurate climatological wind fields for this region
(Schlager et al. 2018).

In the third publication (chapter 8), an intercomparison was carried out for
WPG wind fields in comparison with wind field analysis data from the Integrated
Nowcasting through Comprehensive Analysis (INCA) system and with dynamical
climate model wind field data from the non-hydrostatic climate model of the
Consortium for Small Scale Modeling Model in Climate Mode (CCLM). The wind
data considered were classified into thermally-induced winds and strong wind
events, and a method for the automatic selection of such events was developed.
Besides traditional performance measures, the evaluation was performed based
using the WFSS methodology, which was used to estimate spatial displacements of
wind patterns and biases based on predefined wind direction classes for a range of
wind speed categories. The WFSS provides scale-dependent information regarding
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a model’s level of skill and allows for the avoidance of the double penalty problem.
Furthermore, this score allows to distinguish between near misses and large spatial
displacements between modeled and reference wind fields.
The results obtained with both the INCA and the CCLM model are more

accurate for the Wegener FBR than for the WegenerNet JBT. This is explained by
the less-challenging terrain of the FBR compared to the JBT. Meanwhile, INCA
wind fields for the FBR were found to be more skillful than the dynamical wind
fields generated by the CCLM, as the coarse 3 km x 3 km resolution available for
CCLM wind fields is not able to capture the variations in wind speed and direction
that thermally-driven circulations produce. Due to the challenging, mountainous
terrain of the WegenerNet JBT network, large spatial displacements were observed
at all scales, along with biases in wind classes for both models and types of wind
events (Schlager et al. 2019).
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