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Kurzfassung 

Untersuchung der Blockstabilität mit Hilfe der Digitalen Cha-
rakterisierung des Trennflächengefüges 

Die Kenntnis des Trennflächengefüges ist in der Felsmechanik wichtig, um Ge-
birgsarten und Gebirgsverhalten festzulegen. Im laufenden Baubetrieb sind diese 
Informationen Planungsgrundlage und dienen der Dokumentation. Durch die Ent-
wicklung der digitalen Trennflächenkartierung konnten standardmäßig Detailgrad 
und Arbeitssicherheit erhöht, sowie Zeit eingespart werden. Der Trend geht weiter 
in Richtung Automatisierung der Datenerfassung. 

Diese Arbeit verknüpft bekannte Methoden zur 3D Punktwolkenanalyse mit neu-
artigen 2D Bildanalysen, um Trennflächen mit deren statistischen Kenngrößen 
hochpräzise und automatisiert zu erfassen. Daraus wird ein diskretes Trennflä-
chennetzwerk für 3D DEM Simulationen erstellt. Dabei entspricht jede Trennflä-
che im numerischen Modell einer kartierten Trennfläche und ist mit ihrem Ur-
sprung, sowie ihrer Orientierung und Größe definiert. Um bestehende Ansätze zu 
verbessern, basiert hier die Trennflächengröße nicht auf einer Wahrscheinlich-
keitsverteilung, sondern wird in direkten Bezug zur empirischen Häufigkeitsver-
teilung aller messbaren Trennflächenspurlängen gesetzt. Das Modell dient der Be-
stimmung der Gebirgsgeometrie und ist Grundlage für weitere Stabilitätsuntersu-
chungen. Durch die explizite Modellierung des Trennflächengefüges kann die tat-
sächliche Ausbruchsgeometrie rekonstruiert und somit wichtige Gebirgseigen-
schaften rückgerechnet werden. Dazu wurden Sensitivitätsanalysen hinsichtlich 
des Trennflächenreibungswinkels, sowie des Seitendruckbeiwertes (K) durchge-
führt. Zur Validierung der Ergebnisse dienen Ausbruchsgeometrie und Ortsbrust-
dokumentation. Die Methode wurde exemplarisch auf zwei Abschläge in Spreng-
vortrieben angewandt. 

Durch die kombinierte Trennflächenanalyse konnten in Fallstudie I 1405 und in 
Fallstudie II 2465 Strukturen erfasst werden. Die resultierenden Scharen stimmen 
gut mit der jeweiligen geologischen Dokumentation überein. Die Blockformen 
sind in beiden Fällen v.a. plattig, untergeordnet würfelig. In Fallstudie I reichen 
die Blockgrößen von 0.0002 bis 11.2 m³ (Mittelwert: 0.124 m³) und es wurden 
fünf dominante Blockorientierungen identifiziert. Die Blockorientierung gibt die 
Orientierung der längsten Verbindungsstrecke zweier Ecken wieder. In Fallstu-
die II reichen die Blockgrößen von 0.0002 bis 2.5 m³ (Mittelwert: 0.081 m³) und 
die Haupt-Blockorientierung verläuft subparallel zur Schieferung. Die reale Aus-
bruchsgeometrie konnte in den jeweiligen Simulationen gut nachgebildet werden. 
In den Fällen, in denen sich Blöcke v.a. aus der Ortsbrust lösen konnten, ist der 
Reibungswinkel ausschlaggebend für die Blockstabilität. In Fällen, in denen es 
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zum Herauslösen von Blöcken aus der Tunnellaibung kommt, zeigte sich der Ein-
fluss von K auf die Blockstabilität. Im Fall von K = 1 kommt es aufgrund der plat-
tigen Blockform und der ungünstigen Lastverteilung zu einem Herauspressen und 
damit einem höheren Überprofil.  
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Abstract 

Contributions to Block Failure Analyses using Digital Joint 
Network Characterization 

In rock mechanics, a sound knowledge about the joint network geometry is neces-
sary to identify the ground behaviour. This information is part of the design and 
documentation for the ongoing construction. By the development of digital map-
ping techniques as a standard application, the level of detail and working safety 
could be improved and time saved. But the future trend goes towards the automa-
tion of data collection.  

This thesis combines a well-known technique for 3D point cloud analyses with an 
innovative 2D image analysis to identify joints and determine their statistical char-
acteristics at a very high precision. Based on this an explicit Discrete Fracture Net-
work is created and each structure in the DFN represents an actual discontinuity 
from the previous mapping process. Each fracture is defined by its origin, orienta-
tion and size. In order to improve existing approaches, the joint size is not based 
on a probability function but is directly linked to the empirical probability distri-
bution of the apparent joint trace lengths. The numerical model is used for both the 
determination of the rock mass geometry and a deterministic analysis of the block 
stability. The highly realistic reconstruction of the joint network around the tunnel 
allowed a back calculation of the joint friction angle and investigate the influence 
of the ratio between the principal normal stresses (K) by means of a sensitivity 
analysis. The results are validated with the actual excavation shape and tunnel doc-
umentation. The method is applied exemplarily on two D&B tunnel sections. 

By combining the two information sources, 1405 (Case Study I) and 2465 (Case 
Study II) single structures were mapped. The resulting joint sets coincided well 
with the corresponding geologic documentation. In both cases, platy blocks were 
dominant, with cubic blocks subordinated to these. The cubic shape was subordi-
nated. In Case Study I, the block volumes range from 0.0002 to 11.2 m² at a mean 
of 0.124 m³ and five main block orientations were distinguished. The block orien-
tation refers to the trend and plunge value of the longest inter vertex chord length 
of a block. In Case Study II, the block volumes range from 0.0002 to 2.5 m³ at a 
mean of 0.081 m³ and the block orientation is obviously controlled by the foliation. 
In the numerical simulations of each case study, the actual excavation shape was 
approximated very well. In cases, where blocks could slide from the tunnel face, 
the tunnel stability was most sensitive to the joint friction angle. In cases, where 
blocks predominantly detached from the tunnel periphery, the influence of K on 
the tunnel stability could be shown. At a K = 1, blocks were squeezed out of the 
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rock mass, resulting in a higher volume of moving blocks. This was explained by 
the unfavourable stress redistribution due to the platy block shape. 
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1 Introduction 
In tunnelling, all construction activities are tightly scheduled and delay is often 
intolerable. Those schedules are planned according to a preliminary study, includ-
ing information about the distribution of ground behaviour types. However, during 
the excavation not everything can be performed as planned as the rock mass often 
does not appear as expected. Such unexpected changes can lead to higher defor-
mations or lower advance rates due to a weaker material, like fault zones, or a 
changing joint network geometry. To document these changes and help updating 
the geological-geotechnical model of the project and therefore increase its accu-
racy, geologists are mapping the tunnel face as soon as possible. Those maps are 
usually hand-drawn and include information about the joint network geometry, li-
thology and other geotechnical features. But the time for the geologists to draw a 
detailed joint trace map of a tunnel face on-site is limited, since the miners want to 
proceed with tunnel advance. As a result, a manually drawn discontinuity map is 
rather qualitative and subjective than quantitative and objective (Slob & Hack, 
2004, Gaich et al., 2004b, Gaich et al., 2004c, Gaich et al., 2006, Gaich & Pötsch, 
2011). Only dominant and obvious structures are recognized and captured, but they 
might not be the sole geotechnically relevant structures in the tunnel face. Conse-
quently, conclusions, like the stability of blocks against failure, drawn from this 
information are lacking in reliability. However, in order to predict and document 
discontinuity-controlled block failure, accurate knowledge about the joint network 
is crucial, since a proper prediction can reduce the effort for blasting and remedial 
action. A comprehensive knowledge about the joint network reduces the risk for 
the construction staff and equipment, since it allows for more accurate design of 
support measures. 

In this thesis, existing tools for rock mass characterization and joint mapping are 
combined with novel techniques to overcome these deficiencies. This contributes 
to an improved level of detail in data acquisition as well as a more realistic imple-
mentation of the real joint network geometry in numerical simulations. 

In order to find a common ground and avoid misunderstandings, the following 
section is defining the most important phrases. Afterwards, several reasons for the 
necessity of quantifying geometrical joint and rock mass properties in rock engi-
neering are given in section 1.2. A summary about the currently applied methods 
is presented in section 1.3 along with their shortcomings in section 1.4. 
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1.1 Definitions 

Rock Mass A rock mass is part of the earth’s crust, composed of rock, fre-
quently with anisotropic properties, including discontinuities and 
voids, filled with loose material, liquids or gases (Austrian Soci-
ety for Geomechanics, 2010). 

Discontinu-
ity, Joint, or 
Fracture 

A discontinuity is a general term for any mechanical discontinu-
ity in a rock mass having zero or low tensile strength. It is a col-
lective term for most types of joints, like bedding planes, folia-
tion, cracks and faults (Austrian Society for Geomechanics, 
2010). 

A joint is a crack or fracture in a rock mass, caused by the ex-
ceedance of the rock mass strength (shear/tension) with little or 
no movement (Priest, 1993). 

It is helpful to distinguish between natural, geologic/ geomorpho-
logic discontinuities and artificial discontinuities, which are 
caused by blasting, drilling and excavation. (Priest, 1993, 
Fasching, 2000) 

In this thesis, the terms discontinuity, joint and fracture are used 
interchangeable. 

Foliation Foliation is the summary of numerous closely-spaced disconti-
nuities, separated by thin layers of intact rock. The genesis is due 
to lithology and stress conditions producing shearing, extension 
or compression (Priest, 1993). 

Discontinu-
ity Network 

The discontinuity network is the representation of the complex 
three-dimensional structure of all discontinuities in a pre-defined 
rock mass volume (Priest, 1993). 

Joint Set A joint set is a collection of several joints with similar properties, 
like orientation, spacing, spatial extent, mechanical behaviour 
and genesis. 

Joint Spac-
ing 

The joint spacing (X) is defined as the distance of two adjacent 
discontinuities, measured along a line. Usually, the term spacing 
refers to the distance between two adjacent discontinuities of one 
joint set. Three different types are distinguished: 

Total spacing (Xt) is the spacing between two immediately adja-
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cent discontinuities along a line of general orientation and loca-
tion. 

Set spacing (Xs) is related to the distance of two immediately ad-
jacent discontinuities along a line of general orientation and lo-
cation belonging to the same joint set. 

Set normal spacing (Xn) is the distance measured normal to the 
mean orientation of the representative discontinuity set. 
(Fasching, 2000) 

Joint Trace 
Length 

The joint trace length (L) is the length of a line generated by the 
intersection of a discrete joint with a reference plane, e.g. planar 
rock face (Priest & Hudson, 1981, Priest, 1993). 

A distinction is made between the set trace length (LS) and the 
total trace length (LT), similar to the definition above. 

Furthermore, the visible, or apparent joint trace length (La) is 
treated differently than the theoretical joint trace length (Lt) in 
this thesis. 

Persistence 
and 
Joint Size 

Persistence is an expression for the three-dimensional extent or 
continuation of a single discontinuity (P) or a set of discontinui-
ties (PS) in a plane (ISRM, 1978, Slob, 2010). It can for example 
be described with the size of a discontinuity, resp. its surface 
area. Measuring this parameter directly is seldom possible. Usu-
ally, the size is back calculated by the joint (semi-) trace length 
(Priest, 1993, Zhang & Einstein, 2000, Fasching, 2000). 

Shang et al. (2018) differentiate between the areal extent of a 
joint plane, referred to as the true persistence and the linear extent 
definition, e.g. joint trace length, as an approximation of the per-
sistence. 

Fracture In-
tensity 

The fracture intensity is the amount of fractures, present in a rock 
mass. Following the terminology of Dershowitz & Herda (1992), 
fracture intensity (Pij) can be expressed as a linear fracture inten-
sity (P10), which is the number of fractures along a line, as the 
volumetric fracture density (P32), which is the sum of the joint 
surface areas divided by the total unit area, and as the fracture 
porosity (P33), which is expressed as the sum of the joint surface 
areas, multiplied by the respective apertures, divided by the total 
unit area and the total number of fractures. 
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Spherical 
Aperture 

The Spherical Aperture (SA) is the spread of orientation meas-
urements in one joint set around the mean set orientation. It is 
comparable with the standard deviation for linear statistics 
(Wallbrecher, 1986, 3GSM GmbH, 2018). 

Concentra-
tion 

The concentration compares the orientation sample size with the 
length of the mean orientation vector. The longer the vector for 
the same sample size, the higher is its concentration. It describes 
the concentration around a mean orientation value and is equal to 
the Fisher constant (Wallbrecher, 1986, 3GSM GmbH, 2018). 

Degree of 
Orientation 

The Degree of Orientation (DoO) is a normalized measure for the 
alignment of orientations. 0 % refers to a uniform distribution, 
whereas 100 % refer to a parallel alignment (Wallbrecher, 1986, 
3GSM GmbH, 2018). 

Cone of 
Confidence 

The Cone of Confidence (CoC) defines a region (small circle in 
the stereographic projection) around the calculated mean set ori-
entation, which delimits the deviation of the true mean orienta-
tion for a certain level of confidence. If the confidence level is 
high, the cone of confidence is also very large (Wallbrecher, 
1986, 3GSM GmbH, 2018). 

Confidence The Confidence defines a level of certainty/probability for the 
interpretation of results from statistical analyses. Higher levels 
include a wider spread of results compared to lower levels 
(3GSM GmbH, 2018). 

Blocky Rock 
Mass 

A blocky rock mass is defined as a rock mass, which has three or 
more clearly developed and persistent joint sets. Voluminous 
blocks can be formed in any direction of excavation. The term 
also includes rock masses, which are cut by extensive joint sets 
in highly determined orientations as well as rock masses which 
are randomly cut by non-extensive joint sets with statistically dis-
tributed geometrical characteristics (Goodman, 1995). 

Ground Be-
haviour 

The ground behaviour (GB) is the reaction of the ground to a full 
face excavation, without consideration of sequential excavation 
and support (Austrian Society for Geomechanics, 2010). 

Ground Be-
haviour 
Type 

The ground behaviour type (GBT) is a general category, describ-
ing similar GB with respect to failure and displacement charac-
teristics (Austrian Society for Geomechanics, 2010). 
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Discontinu-
ity Con-
trolled Block 
Failure 

Discontinuity-controlled block failure (DCF) stands for a volu-
minous, discontinuity-controlled and gravity induced falling or 
sliding of blocks, combined with an occasional local shear failure 
on discontinuities (Austrian Society for Geomechanics, 2010). 
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1.2 Discontinuity-Controlled Block Failure in Tunnel-
ling 

In blocky rock masses, joints are forming blocks of any size. Excavation of under-
ground openings creates the necessary kinematical freedom to allow sliding, rotat-
ing or falling of blocks into the opening, especially, if the circumferential stresses 
around the excavation are low (Hoek & Brown, 1994). This can lead to injuries 
and heavy damage to the construction equipment. Furthermore, the detachment of 
blocks in the tunnel periphery changes the tunnel shape (Figure 1.1) and causes 
additional costs due to material transport, necessary backfilling and additional con-
struction time (Mandal & Singh, 2009). Therefore, the existence of potentially in-
stable blocks should be known prior to excavation, sufficient support should be at 
hand and the blasting pattern in drill and blast (D&B) tunnels should be adaptable 
to the on-site rock mass geometry. 

 

Figure 1.1: Exemplary influence of the joint network geometry on underground 
excavations and the resulting excavation profile after discontinuity-
controlled block failure; a) discontinuity controlled block failure 
along shear zones in foliated rock masses with tensile failure, b) and 
c) wedge (block) detachment in the roof and side walls, d) “Sar-
gdeckelbildung” in the roof section with a saw-tooth profile (cross 
section), e) wedge detachments in the roof and tunnel face (cross 
section). 
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 Description 

A definition of discontinuity-controlled block failure (DCF) is given in section 1.1. 
The minimum number of non-parallel joint planes to form a block is four. This 
criterion can be achieved by the intersection of three joint sets and the tunnel pe-
riphery as the fourth (free) plane. 

Considering block size, there exists a maximum block volume due to the size of 
the underground opening and the joint network geometry: no larger blocks than 
the actual underground structure can detach into the opening (Goodman & Shi, 
1985, Hoek & Brown, 1994). Blocks below this block size can be kinematically 
free and may need to be supported, depending on their size, position and the joint 
properties. On the other hand, there is also a minimum block size, which is not 
regarded hazardous and blocks below this size do not require support measures. 
These minor block detachments can also be caused by artificial cracks due to blast-
ing and do not lead to a general change of the tunnel shape. Here, the lower thresh-
old is set to 5∙10-4 m³. This threshold considers a sphere passing a wire mesh with 
a mesh width of 10 cm, which is commonly used in tunnelling. The effort for pre-
venting smaller blocks from detaching is quite high and is in no relation to the 
hazard they pose to the equipment and staff. 

In addition, the block size influences the shear strength of joint planes. For exam-
ple, joint planes in densely jointed rock masses generally exhibit a higher shear 
strength due to the smaller block size. This is related to the joint roughness and the 
reduced rock mass stiffness due to the scale effect allowing block rotation (Bandis, 
1990). Consequently, the resultant overbreak in such ground types is smaller than 
in blockier rock masses with a lower shear resistance and larger overbreak. 

Block detachments can occur at the tunnel face and in the tunnel periphery (crown 
and side walls). Block failure at the tunnel face is posing a hazard only to the 
workers and equipment on-site, but does not influence the tunnel shape in general. 
Detachments in the periphery pose both a hazard to the workers and cause addi-
tional costs e.g. due to backfilling, scaling of appropriate support and decreasing 
advance rates (Costamagna et al., 2018). Block failure can occur immediately after 
blasting or after a period of time due to stress redistribution and additional vibra-
tions due to blasting (Mandal & Singh, 2009). 

 Influence on the Excavation 

Besides the hazard during excavation, the actual excavation process, e.g. blasting, 
as well as the tunnel shape after block detachment, is controlled by the block size 
and shape respectively (Goodman & Shi, 1985, Costamagna et al., 2018). Thuro 
(2002) summarizes for D&B excavations that the larger the blocks, respectively 



Introduction 8 
 

 

the wider the joint normal spacing in a rock mass, the more blasting holes (or ex-
plosives) have to be drilled to account for smooth blasting. On the contrary, the 
denser the joint spacing, the better is the excavatability and less effort is necessary 
for reshaping the tunnel. The failure of blocks in the tunnel periphery leads to a 
volumetric and areal increase of the excavation (overbreak). This additional vol-
ume has to be backfilled in order to: 

 satisfy the designed tunnel geometry, 

 to ensure contact of the support (e.g. lining) with the rock mass, and 

 to prevent other blocks from sliding.  

Depending on the volume and additional support for preventing further overbreak, 
backfilling can be quite costly (Hoek & Brown, 1994, Costamagna et al., 2018). 
In order to calculate the necessary time and material for reshaping, the expected 
overbreak has to be predicted as accurate as possible as described in the following. 

 Quantification of Overbreak 

When constructing a tunnel project in Austria, the expected amount of discontinu-
ity-controlled overbreak has to be specified by the Owner (ÖNORM B 2203-1). 
This information is used in the planning stage to define the ground behaviour type 
(GBT) and plan sufficient support strategies. Furthermore, the information is nec-
essary to plan the material transport and mucking during excavation. The conclu-
sions have to be regulated in respective contracts. Likewise, underbreak also needs 
contractual regulations. The (ÖNORM B 2203-1) dictates both, the assessment of 
potential overbreak during tendering and the determination of actual overbreak 
during excavation and prior to backfilling. 

Overbreak can be estimated manually by an on-site inspection of the damage and 
physical measurements on the extent of the overbreak, compared with the designed 
shape. This however is time-consuming, inaccurate and due to the usually low 
number of possible measurements imprecise. With the application of laser scan-
ning techniques and photogrammetry in tunnelling, scaled 3D point clouds can be 
used for a direct comparison between designed tunnel shape and the actual tunnel 
periphery. This comparison can be done in 2D cross sections by computing the 
volume losses (overbreak) or rock left inside the minimum excavation perimeter 
(underbreak) (Maerz et al., 1996, Fekete et al., 2010, Gaich et al., 2017, Costama-
gna et al., 2018). 

For quantification, different factors are used (Costamagna et al., 2018), like: 

 Overbreak area, which is the area that exceeds the designed tunnel section 
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 Overbreak distance, which is the distance between the overbreak and the 
designed profile 

 Tunnel Contour Quality Index, which relates the overbreak distances con-
tour ratios and longitudinal variations in each round or for the entire tunnel 

 Verbal description and classification 

A good estimation of the overbreak is also dependent on a sound knowledge of the 
controlling factors of DCF in a particular ground type and the reasons why some 
ground types are less affected by DCF than others. 

 Controlling Factors 

Discontinuity-controlled block failure depends on several parameters and can be 
classified roughly into six groups (Pötsch, 2002, Goricki, 2003, Mandal & Singh, 
2009): 

 Rock mass properties (like density, tensile strength, uniaxial compressive 
strength, shear strength, bulk and shear modulus) 

 Joint network geometry (e.g. number of discontinuities and sets/degree of 
fracturing, orientation of discontinuities, spacing and aperture, size, posi-
tion of discontinuities) 

 Joint properties (e.g. shear strength, planarity, roughness) 

 Stress conditions (e.g. primary/secondary stress states, Poisson's ratio of 
the global rock mass) 

 Excavation geometry (e.g. tunnel diameter, tunnel shape, round length) 

 Excavation technique (e.g. blasting pattern, drilling accuracy, charge pa-
rameters and initiation sequence). 

The excavation geometry and rock mass properties are considered constant and 
known, likewise the stress conditions, if major tectonic influences and changes in 
overburden can be excluded. Stresses can have stabilizing effects, if the tangential 
stresses are high – causing e.g. interlocking – or lead to a destabilisation in case of 
low tangential stresses – increasing the mechanical freedom by reducing the nor-
mal stresses on the wedge planes (Pötsch, 2002). The excavation technique and 
blasting pattern is pre-defined or adapted to the on-site evaluation or the tunnel 
design. Information about the joint network and joint properties is collected prior 
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to the excavation during exploration programmes and laboratory tests. This infor-
mation is continuously updated by the ongoing documentation of the joint network 
in the open tunnel faces (Austrian Society for Geomechanics, 2010). 

Usually, in order to predict and analyse block instability (section 1.3) the density 
of the rock fabric [kg/m³], the mean joint set parameters, the joint properties – if 
known so far – and the stress conditions are considered. However, the collection 
of sufficient data about the joint network and rock mass geometry is time consum-
ing and therefore often a mere estimation. Usually, the sample number is too low 
to allow a statistically valid decision and in addition, only the most dominant and 
obvious structures a usually documented. The subsequent block stability analyses 
are aggravated by the fact that only the mean set characteristics of the single joint 
sets are used with minor statistical deviations. However, local deviations, e.g. in 
joint orientation or spacing and especially location are usually not distributed uni-
formly, especially at an insufficient number of measurements, and the usage of a 
mean value ignores such local deviations. Furthermore, the analyses usually con-
sider infinite and perfectly planar joint planes. This can lead to a misjudgement of 
the potential block sizes and consequently an inadequate support design. 

Summarizing, DCF poses a hazard to equipment and staff and causes additional 
costs. Therefore, it is necessary to predict or estimate the probability and quantity 
of DCF in advance. 

1.3 Predicting Discontinuity-Controlled Block Failure 
in Tunnelling 

As stated in the previous section a sound knowledge about the rock mass geometry 
is necessary for analysing the block stability. With this information discontinuity-
controlled block failure can be predicted and the expected overbreak quantified 
properly. Hence, capturing of the joint network (sub-section 1.3.1) and the descrip-
tion of the rock mass geometry (sub-section 1.3.2) should be as detailed and ob-
jective as possible. The results can then be used for either analytical or numeric 
stability analyses (sub-section 1.3.3). 

 Joint Network 

For a detailed description of the joint network, ISRM (1978) and 
(ÖNORM EN ISO 14689) suggest ten different properties that should be collected 
by field work: 

 Joint orientation, spacing and persistence; 

 Joint roughness and wall strength; 
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 Aperture of the joints and a description of the filling material; 

 Quantification of seepage; 

 Assessment of the number of distinct joint sets and the resultant block 
size. 

To measure or estimate these parameters, several options are available and can 
roughly be differentiated in conventional and digital measuring techniques. Both 
approaches offer various advantages and disadvantages and one must choose the 
best method to apply. 

Conventional Mapping 

To characterize rock masses, conventional geotechnical data acquisition by geo-
logical surveys combines engineering geological judgement and manual methods. 
Usually, the investigated rock mass is photographed for the documentation and a 
geological-geotechnical sketch is drawn, which includes information about the 
joint orientations, block detachments and other features like water seepage. The 
sketch helps in localizing and abstracting the geological and structural features. 
But sometimes, the abstraction is too big and the sketch can hardly be referred to 
the photograph or tunnel face. 

Joint orientations are measured with a geological clino-compass (Priest, 1993, 
Fasching, 2000). Joint set spacings are either estimated or measured with a scan-
line. This method can be extended by multiple scanlines and mapping windows, 
which increase the statistical reliability and reduce the inherent bias of a single 
measurement (Priest & Hudson, 1981, Kulatilake & Wu, 1984, Priest, 1993, Song 
& Lee, 2001, Mauldon et al., 2001). However, several authors mention shortcom-
ings of the traditional geotechnical data acquisition in the following points (Priest, 
1993, Gaich et al., 2004a, Gaich et al., 2006, Haneberg, 2008, Assali et al., 2014, 
Gaich & Pischinger, 2016): 

 OBJECTIVITY: the results are subjective and not reproducible; 

 TIME: manual data acquisition is time consuming (up to half a day for one 
outcrop investigation), and has often a focus only on dominant, apparent 
structures; 

 HAZARD: sometimes the acquisition of data requires access in unsup-
ported regions; 

 ACCESSIBILITY: conventional mapping covers relatively small areas, 
since the measurements are limited by the arm’s reach; 
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 STATISTICS: the number of manual measurements is low due to the nec-
essary time and possible restrictions in accessibility, and the derived con-
clusions may not be statistically relevant. 

Still, under perfect conditions (free accessibility, no time restrictions and hazard), 
manual mapping also allows the assessment of parameters, which cannot be meas-
ured remotely, like the wall strength, a quantification of the seepage and a charac-
terization of fillings. 

Digital Mapping 

To overcome the previously mentioned shortcomings in mapping discontinuities 
on-site, several digital approaches have been developed during the last decades. 
The main advantage of digital mapping is the reduced time needed on-site for cap-
turing the joint network and the increased time, available to map structures in the 
office. This leads to a larger set of measurements and a higher objectivity. Conse-
quently, the reliability is increased and block failure analyses can be improved (e.g. 
Fekete & Diederichs, 2013, Assali et al., 2014, Menegoni et al., 2019). 

In general, there exist two different approaches for digital joint mapping: 

 a vector-based discontinuity analyses, operating with digital surface mod-
els and point clouds (e.g. Sturzenegger & Stead, 2009b), and  

 pixel based discontinuity analyses, working with 2D image processing (e.g. 
Lemy & Hadjigeorgiou, 2003, Azarafza et al., 2019). 

Today, digital data acquisition and digital mapping of discontinuities has become 
state of the art (van Knapen & Slob, 2006, Sturzenegger & Stead, 2009b, 
Sturzenegger et al., 2011, Liu, 2013, Assali et al., 2014, Tuckey & Stead, 2016, 
Gaich & Pischinger, 2016, Francioni et al., 2018, Menegoni et al., 2019). Two 
main approaches have gained acceptance (Poropat, 2006): 

 Terrestrial Laser Scanning (TLS) and  

 Terrestrial Digital Photogrammetry (TDP).  

Both approaches produce comparable 3D point clouds, which can be used for the 
evaluation of geological information. But, both techniques also have advantages, 
like geo-referencing and accuracy, and disadvantages, like equipment costs and 
portability (Haneberg, 2008, Sturzenegger & Stead, 2009a, Francioni et al., 2018). 
However, TDP has the advantage of the image information being coupled directly 
with the produced point cloud. Hence, discontinuities, which appear only as linear 
traces, rather than planar features due to occlusion, are included in the model as 
well – at least as optical features, which can be mapped manually. 
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In vector-based applications, a point normal vector is assigned to each point in the 
point cloud, providing information about its orientation. This information, along 
with the location and the number of surrounding similarly oriented points, defines 
distinct planes and hence joint structures for rock mass characterization. Further-
more, Haneberg (2007) developed a procedure to extract directional roughness 
profiles from point clouds and estimate the Joint Roughness Coefficient (JRC) or 
asperity angles. 

The second source of information is digital image processing (Franklin et al., 1988, 
Kemeny & Post, 2003, Buyer et al., 2018, Azarafza et al., 2019). A first attempt 
on an image-based discontinuity mapping, used for rock mass characterization, is 
proposed by Lemy & Hadjigeorgiou (2003). Lemy & Hadjigeorgiou used a seg-
mentation algorithm combined with the application of certain thresholds, to auto-
matically analyse grey-level images. They detected morphological edges and lines, 
which represent joint traces and changes in the morphology of the photographed 
rock face, due to changes in the light exposure and colour. Hence, they were able 
to collect information about discontinuity trace length, mean and total spacing, 
frequency and Rock Quality Designation (RQD). Lemy & Hadjigeorgiou (2003) 
used two different segmentation algorithms, the Canny edge detection algorithm 
(Canny, 1986) and Steger’s algorithm (Steger, 1998), for specific light conditions 
(oblique and normal illumination) and image specific threshold-values.  

The evaluation of geological information in digital outcrop models can be per-
formed either by 

 a manual definition of joint planes and traces (Gaich & Pischinger, 2016, 
Dewez et al., 2016),  

 manually defining thresholds to distinguish semi-automatically between a 
joint plane and edges (Reid & Harrison, 2000, Slob, 2010, Assali et al., 
2014, Vasuki et al., 2014, Riquelme et al., 2014, Thiele et al., 2017), or  

 a completely automatic analysis (Bolkas et al., 2018, Buyer & Schubert, 
2018, Riquelme et al., 2018). 

However, for a fully automatized analysis of the rock mass structure with image 
or 3D point cloud processing, the bias in data accuracy and precision is still too 
high (Sturzenegger & Stead, 2009a, Gaich & Pötsch, 2011, Sturzenegger et al., 
2011, Fekete & Diederichs, 2013). For this reason, different authors (Fasching, 
2000, Slob et al., 2007, Haneberg, 2008, Sturzenegger et al., 2011, Fekete & 
Diederichs, 2013, Assali et al., 2014) discuss the necessity of combining the infor-
mation from photometric pictures with 3D surface models, in order to improve the 
analysis and to reduce the influence of confounding factors like vegetation, shad-
ows or cutback traces, which impede a fully automatized image processing (Gaich 
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et al., 2006). But a break-through in the development of a robust and accurate com-
bination of both information sources is still missing, despite some promising ap-
proaches (Li et al., 2016, Zhang et al., 2019), where pixel information about the 
joint network is used to trace structures in the 3D point cloud and compute the 
spatial orientation of those structures. 

Therefore, the main goal of this thesis is to present a methodology in digital rock 
mass characterization for improving design strategies and increasing the cost effi-
ciency in rock engineering. The proposed methodology shall compensate the lack 
of robust techniques in semi-automatically mapping the joint network by combin-
ing image processing with point cloud analyses. This combination gives more de-
tailed information about: 

 the total number of discontinuities in an exposed tunnel face 

 the true spacing of a discontinuity set in a tunnel face 

 critical intersections of discontinuities in the tunnel face 

 quantitative values for the discontinuity size of the investigated rock mass 

 the representative block shape and volume, defined by the discontinuity 
network 

With this information at hand, a very detailed and site-specific block stability anal-
ysis, based on the generation of a descriptive DFN of the local joint network, and 
a highly detailed description of the rock mass geometry is possible (Havaej et al., 
2016, Huang et al., 2019). Due to the very high number of measurements, a statis-
tical representation of the rock mass is no more necessary and actual specifications, 
like orientation, spatial position and apparent joint sizes can be measured directly. 
Moreover, the proposed method also allows the generation of statistical models for 
a regional discrete fracture network, in order to predict potential overbreak ahead. 

Nonetheless, the approach shall not compensate geological-geotechnical expertise, 
since it cannot differentiate between geotechnical relevant structures and “noise”, 
but can act as a detailed data basis for further investigations, like numerical simu-
lations and documentation (Buyer et al., 2018). Furthermore, only geometrical fea-
tures of the rock mass can be captured, but mechanical properties, like seepage, or 
infilling material cannot be described. This task must still be performed by a skilled 
expert. 
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 Rock Mass Geometry 

Joint Network Geometry 

Once joint structures are mapped, the single measurements are classified into joint 
sets (see definition in section 1). The classification can be done either manually, 
e.g. by inspecting density plots in the stereographic projection, or automatically, 
using for example the k-means algorithm (Hammah & Curran, 1998). From here 
on, parameters like the joint set spacing can be calculated, using scanline mapping, 
window mapping, or numerical approaches (Gaich et al., 2004a, Riquelme et al., 
2015, Vazaios et al., 2018). An actual determination of the true joint spacing on-
site is seldom possible (Thuro, 2002) and usually the spacing is described textually 
(ISRM, 1978, ÖNORM EN ISO 14689). The (ÖNORM EN ISO 14689) also sug-
gests the use of the volumetric joint count (JV), to describe the degree of fracturing 
in a reference block volume of 1 m³. 

The persistence or discontinuity size (see definition in section 1.1) controls the 
intersection of joints and therefore the complete rock mass geometry as well as its 
mechanical behaviour (Shang et al., 2018). Thus, it is one of the most important 
parameters in joint network characterization, but it is also one of the most difficult 
to measure (e.g. Kulatilake et al., 1993, Shang et al., 2018). To describe the dis-
continuity size, several statistical approaches exist. But to do this adequately, a 
large number of measurements is necessary (Priest, 1993, Kulatilake et al., 1993, 
Tuckey & Stead, 2016). Priest (1993) states that the best and most frequently used 
method, to estimate the discontinuity size, is by calculating it from the joint trace 
length. Strouth & Eberhardt (2006) estimate the (exposed) joint size by examining 
the longest distance between two points in a point cloud that belong to the same 
joint plane. They accept the bias by defining this exposed joint size as a lower 
boundary of the mean joint persistence. Other approaches (Riquelme et al., 2018) 
process 3D point clouds and search for co-planar joint planes in one plane and 
determine the sum of exposed joint plane area relative to the total area, which en-
compasses all co-planar joint planes. Still, both techniques are dependent on the 
accuracy of the captured joint network geometry. 

Block Geometry 

The term ‘geometry’ describes in this case the size, shape and orientation of a 
block. The block size and shape are roughly defined by the orientation and spacing 
of the joints or joint sets, forming the block. The orientation is defined as the trend 
and plunge value of the longest block axis. 

The block size is one of the suggested parameters for describing rock masses and 
is a valuable input parameter in a number of classification systems (Bieniawski, 
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1973, Barton et al., 1974, Stille & Palmstrøm, 2003, Cai et al., 2004, Kim et al., 
2007, Elmo et al., 2014). Especially in blocky rock masses (e.g. plutonic and mas-
sive/bedded sedimentary, or metamorphic rocks), the block size is an important 
factor for rock mass classification (Goricki, 2003). It controls the design and con-
struction of surface and underground works, the quality of blasting, as well as the 
transportability and excavatability of the material in mining (Stavropoulou, 2014). 
The combination of block size and rock properties controls the global properties 
of the rock mass, in which rock masses with larger blocks are generally less de-
formable than those with smaller blocks (ISRM, 1978, Gottsbacher, 2017). Addi-
tionally, Mahtab et al. (1997) state that, according to the joint network geometry, 
a lower degree of overbreak will be encountered when the joint spacing is low and 
the number of joint planes is high. The combination of both parameters defines the 
shape and size of blocks. However, the larger a kinematically and mechanically 
free block, the higher is the effort to secure this block via anchoring, bolts and/or 
shotcrete and wire mesh (Figure 1.2). 

 

Figure 1.2: Influence of the block size resp. detaching rock mass on the neces-
sary support (Palmström & Stille, 2015). 

Since a jointed rock mass consists of numerous blocks, the range of sizes can be 
represented by the in-situ block size distribution (Elmouttie & Poropat, 2012, Stav-
ropoulou, 2014). Usually, the median, the 25 %- and the 75 %-quantile of the block 
sizes are provided. Since the determination of the actual in-situ block size distri-
bution (IBSD) is only possible by exposing each single block within the rock mass 
– a task that is almost impossible and definitely not economical – many authors 
developed methods to approximate the IBSD. ISRM (1978) and 
(ÖNORM EN ISO 14689) suggest the determination of the Block Size Index, 
which represents an average block length or the volumetric joint count (Jv), which 
represent the block size. Others, like Palmstrøm (2005), Cai et al. (2004) and 
Kluckner et al. (2015) use empirical formulas to determine the block volume (VB) 
by the spacing, the orientation and the joint size for a maximum of three different 
joint sets. The formulations usually base on the determination of the volume of 
parallelepipeds, rather than tetrahedrons or higher order polyhedrons. Again, oth-
ers use Monte-Carlo simulations (Wang et al., 1991, Lu & Latham, 1999) or nu-
merical models (Wang et al., 2003, Kalenchuk et al., 2006, Kim et al., 2007, El-
mouttie & Poropat, 2012). A comparison of the single results is given for example 
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in Aichinger (2018) and Söllner (2014). Elmo et al. (2014) and Kim et al. (2015) 
use geo-statistical Discrete Fracture Network (DFN), to find a correlation between 
the fracture intensity (Pij) and the fracture length with the resulting block size dis-
tribution. Miyoshi et al. (2018) use Discrete Fracture Networks to determine an 
ISBD and quantify the GSI-system. Here, the fracture intensity and size were also 
given as crucial parameters in describing the DFN. But in contrast to a purely sto-
chastic DFN, a conditioned DFN, containing major deterministic fractures, e.g. by 
a comprehensive joint mapping, would improve the application of DFN-models in 
rock mass classification and stability analyses (Miyoshi et al., 2018). 

The importance of the block shape is known in literature (ISRM, 1978, Palmstrøm, 
2005, Kalenchuk et al., 2008, ÖNORM EN ISO 14689). Gottsbacher (2017) and 
Goodman & Shi (1985) state that for analysing the deformability of a jointed rock 
mass, the block shape in relation to the direction of loading – whether elongated 
or flat/platy – plays an important role in the global deformability. Hence, an ob-
jective classification system is necessary. In most cases, the shape is classified 
subjectively (ISRM, 1978, Palmstrøm, 2005, ÖNORM EN ISO 14689). These 
block shapes (Figure 1.3) are hardly describable in mathematical terms, since they 
include the geological genesis of the investigated rock mass, as well as the natural 
heterogeneity of joint characteristics.  

 

Figure 1.3: Descriptive Block Shape Classes (ISRM, 1978, Palmstrøm, 2005, 
ÖNORM EN ISO 14689); the classes include information about the 
joint network geometry as well as their genesis and heterogeneity of 
the joints. 

Nonetheless, they seem to have two basic characteristics in common: elongation 
and flatness. Kalenchuk et al. (2006) introduced a mathematical solution, to clas-
sify the shape of polyhedral blocks. Within this classification, six different block 
classes, with three major features are distinguished (Figure 1.4). The classification 
is based on the elongation (, equation 2.14, sub-section 2.2.2) and flatness (, 
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equation 2.15, sub-section 2.2.2) of a given block, calculated with the inter vertex 
chord lengths and their collinearity along with a ratio between the block volume 
and its surface area. The method is very robust and delivers objective results. 

In case of the intersection of three or more joint sets with different joint spacings, 
the shape of the formed block deviates from a cube and is either platy or elongated 
(Figure 1.4). According to Gottsbacher (2017), the orientation of blocks in refer-
ence to the main direction of loading is controlling the global rock mass deforma-
bility. This is especially true for elongated and flat blocks, when the joint normal 
spacing in direction of loading has the highest deviation. However, the in-situ dis-
tribution of the block orientations is almost never investigated. 

 

Figure 1.4: Block Shape Classification diagram according to Kalenchuk et al. 
(2006), the diagram distinguishes three main and three intermediate 
classes, depending on their elongation () and flatness (). 

 Quantification of the Block Failure Risk 

The amount of discontinuity-controlled overbreak has to be estimated by the 
Owner (ÖNORM B 2203-1). For block failure, a block needs both kinematical and 
mechanical freedom. If a block is kinematically free, the mechanical properties 
acting on the sliding plane(s) might still stabilize the block. The kinematical free-
dom can be assessed via stereographic projections, tolerating several deficiencies. 
Subsequently, analytical solutions must be applied to assess the mechanical free-
dom of a kinematically free block. These analyses are restricted to rather simple 
cases, usually considering only three different joint sets and no interlocking. For 
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the assessment of complex interactions of the rock mass with the underground ex-
cavation, numerical solutions are applied, allowing the investigation of polyhedral 
blocks with the actual joint network geometry. 

Stereographic and Analytical Solutions 

To quantify the risk and volume of removable blocks, usually stereographic or 
vector-based operations are applied (Priest, 1980, Goodman & Shi, 1985, Hoek & 
Brown, 1994, Hudson & Harrison, 2009). These approaches assume generally in-
finite and perfectly planar joint planes and use the joint set specifications. For ex-
ample, Priest (1980) and Hudson & Harrison (2009) propose an inclination of the 
projection plane in the hemispherical projection resp. the use of the upper and 
lower hemisphere, in order to analyse block failure modes also in the side walls 
and roof section. One of the most common techniques is the Key Block Theory 
(KBT). The KBT identifies key blocks, which are finite, kinematically removable 
and potentially unstable (depending on the mechanical properties and loading), 
based on the intersection of joint planes with open spaces (e.g. the tunnel periphery 
or slopes). The methodology can be performed either vector-based or with a stere-
ographic projection of the joint network and the free surfaces. This makes the KBT 
a very fast, practical and reliable tool to predict block failure in both surface and 
underground excavations. The KBT also allows the determination of the volume 
of convex polyhedral blocks (Pötsch, 2011). 

With a known block volume and type of failure (e.g. sliding on one plane, two 
planes or even more complex modes), it is possible to, calculate the mechanical 
block stability, considering the joint friction angles and circumferential stress con-
ditions using analytical solutions or, again, stereographic analyses (e.g. Goodman 
& Shi, 1985, Sofianos et al., 1999, Brady & Brown, 2006). 

Nonetheless, since analytical solutions use only the joint set specifications, local 
variations in the set spacing or orientation are smeared, although they may still 
form (potential) key blocks (Auzinger, 2015). Additionally, stereographic solu-
tions are usually restricted to three different joint sets, the only possible block 
shape is a tetrahedron. This however eases the determination of the volume of the 
instable rock blocks. But a realistic representation of the block stability, including 
all the variations of a natural joint network, is hardly possible. Consequently, the 
solutions for a mechanical freedom are inaccurate as well. 

Numeric Calculation of Block Instability 

To overcome the deficiencies of analytical solutions, numeric approaches were 
developed and the use of 2D distinct element codes for block stability analysis in 
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tunnelling is quite common (Fasching, 2000, Goricki, 2003, He et al., 2018). Dis-
tinct element codes allow explicitly (e.g. UDEC, Itasca Consulting, Inc.) or im-
plicitly (DDA, e.g. Jing (2003)) the analysis of in-situ stress conditions and their 
influence on the block stability with respect to the intersection of joint planes, joint 
properties and tunnel shape. A review is given in Jing (2003). However, 2D ap-
proaches do only consider the apparent dip of 3D planes and hence other factors, 
controlling the 3D block stability, are missing. Furthermore, no information is pro-
vided about the block sizes. 

A common 3D implementation of stereographic operations for analysing structural 
controlled block failure in underground works is the program UnWedge 
(Rocscience Inc.). The program allows the analysis of three intersecting joint 
planes with the underground opening, forming tetrahedral blocks. Again, the joint 
set specifications are used in the analyses. In case of more than three joint sets, 
probabilistic simulations can be performed to determine the most unfavourable 
combination of joint sets. In the simulations it is possible to include mechanical 
properties along with field stresses and support measures, to stabilize the blocks 
(Hoek & Brown, 1994, Hoek et al., 1997). However, the approach does not incor-
porate deviations in the spatial position of joints or the formation of non-pyramidal 
blocks. The method proposed by Menéndez-Díaz et al. (2009) is similar to Un-
Wedge, but considers also non-pyramidal blocks. It is mainly based on a numerical 
implementation of the KBT. 

In 2013, Fekete & Diederichs (2013) used for the first time the information about 
the joint network geometry drawn from laser scans for enhanced block stability 
analyses in a tunnel project. They manually extracted data for the joint orientations, 
joint set spacings and position of joints from the point cloud. This information is 
then used to build a 3D distinct element model. For modelling, the authors distin-
guished between a deterministic and a statistical rock mass reconstruction. With 
the deterministic reconstruction, the joint network geometry is implemented as 
mapped in the point cloud – it represents the joint network geometry as seen – 
whereas the statistical reconstruction uses the statistical interpretation of the joint 
set specifications, to generate a site specific, but random joint network geometry 
(Jing, 2003). A deterministic reconstruction can for example be used to directly 
compare the actual tunnel shape with a numerical model and allows the back cal-
culation of joint properties or the prediction of block failure modes in consecutive 
rounds. The statistical representation should be used to characterize the joint net-
work geometry and rock mass geometry, rather than for a stability analysis of a 
particular tunnel section. However, a crucial input parameter for the rock mass 
behaviour is the actual persistence. Nonetheless, by deterministically modelling a 
rock mass, Fekete & Diederichs (2013) were able to generate a realistic 3DEC 
model, which could be compared to the actual tunnel shape. A quasi-deterministic 
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approach for using remote sensing results in numerical stability analyses was per-
formed by Huang et al. (2019). The authors used the information from the digital 
joint mapping, joint orientation and location, directly in a 3D DEM simulation to 
perform a stability analysis in the close vicinity of the excavation. However, the 
measurements were obtained manually and again, the persistence was the crucial 
parameter in the stability assessments, which was approximated by a parameter 
study and back calculation. Similarly, Havaej et al. (2016) used remote sensing 
techniques, to assess the stability of an open pit mine in Cornwall (UK), by gener-
ating a DFN in a 3DEC model. Still their mapping of discontinuities in the point 
cloud of the quarry was based on manual measurements and the DFN was based 
on statistical parameters, rather than actual measurements. But the application of 
a combined 3DEC-DFN model showed a better comparability with the actual 
block failures in the out 

Another way to model naturally fractured rock masses is the implementation of a 
discrete fracture network. The theory of DFN modelling was introduced to rock 
mechanics by Dershowitz & Einstein (1988), Priest (1993) and Zhang et al. (2002). 
It is a stochastic approach to model the joint location, orientation, aperture and 
joint size within a rock mass. Joints are considered for example as circular shaped 
discs with a limited size, defined by the radius, at statistically distributed locations 
and varying orientations. Since this is a realistic approximation of a jointed rock 
mass and avoids the problem of defining a persistence, it was soon implemented 
in numerical modelling (Dershowitz et al., 2004). It is primarily used for determi-
nation of hydraulic properties of jointed rock masses (Jing, 2003). However, it is 
also applied for stability analyses of cliff walls (Bonilla-Sierra et al., 2015) and 
pillars in mining (Elmo & Stead, 2010), or for the characterization of intact rock 
bridges (Scholtès & Donzé, 2012, Elmo et al., 2018) and synthetic rock samples 
(Mas Ivars et al., 2011). Grenon et al. (2017) and Miyoshi et al. (2018) used a 
DFN, based on field mapping results or a photogrammetric evaluation of the joint 
network, to assess the wedge stability in an underground mine. Since DFN heavily 
relies on mapping results of geological structures (Grenon et al., 2017, Miyoshi et 
al., 2018), the input has to be as good as possible, despite limited mapping areas 
or borehole data. Otherwise it has to be represented by stochastic approaches in-
troducing bias from scanline and window mappings (Jing, 2003). Elmo et al. 
(2015) suggest explicitly to primarily use data collected by objective and indirect 
sampling methods (like photogrammetry or laser scanning), for the stochastic rep-
resentation of DFN. 

Besides the geometry, the rock mass and joint properties, especially the shear 
strength, determine whether a block is stable or will move (e.g. Goodman & Shi, 
1985, Goricki & Goodman, 2003, Pötsch, 2011, Lambert & Coll, 2014, Gaich et 
al., 2014). This is controlled by the stress conditions and the constitutive models 
for the rock material and the joints. However, most of the parameters are either 



Introduction 22 
 

 

only estimated or described texturally, or not collected at all, since it would require 
an extensive laboratory program. Nonetheless, using particular and deterministic 
rock mass models and comparing the numerical results with the actual tunnel be-
haviour, a back analysis of the shear parameters is possible (Fekete & Diederichs, 
2013). 

Concluding, a good prediction of DCF is based on a good mapping of the local 
joint network, since the joint network is controlling the regional rock mass geom-
etry. Both information is necessary for a proper stability analysis regarding the 
probability and amount of DCF. Those stability analyses can be done either ana-
lytically or by using numerical simulations. However, neither method considers 
the actual orientation and position of discontinuities as they occur in the field and 
hence the results are based on statistical analyses rather than a site-specific fracture 
pattern. Hence the actual tunnel shape cannot be reconstructed and a short-term 
prediction of the conditions in the next excavation rounds is not possible. 

1.4 Academic Void and Research Questions 

Summarizing the previous statements, discontinuity-controlled block failure poses 
a hazard to both tunnelling staff and equipment. In addition, it causes costs due to 
overbreak. In order to describe, predict and document discontinuity-controlled 
block failure in tunnelling, a sound knowledge about the joint network is neces-
sary. With the current methods there is an apparent lack of information in capturing 
the discontinuity network appropriately and many assumptions are necessary. This 
leads to non-reproducible rock mass classifications and uncertainties in rock engi-
neering. In addition, numerical modelling for predicting and documenting discon-
tinuity-controlled block failure is usually based on statistical rather than determin-
istic joint network properties and may not be able to describe the on-site situation 
properly, since the statistical representation of the joint network is based on too 
few measurements, which can also be outliers. This lack of information and relia-
bility can lead to poor designs and increased construction costs as well as an in-
creased risk during excavation. To overcome these deficiencies, it is necessary to 
improve the data acquisition as well as to find a better implementation of the joint 
network geometry into numerical simulations. But how can this situation be im-
proved and how can one increase both the quality and quantity of the collected 
data? Furthermore, how can statistical representations be avoided and the geolog-
ical documentation be used directly for a site-specific tunnel reconstruction? 

These questions are answered in this thesis. This thesis contributes to an improved 
and objective capturing of the on-site joint network geometry and investigate the 
applicability of a discrete fracture network for block stability analyses in the se-
lected case studies. The joint network is captured by a novel approach for detecting 
joint traces in digital images (JTD) coupled with a well-known, vector-based point 
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cloud analysis for detecting joint planes clouds (JPD). The conjoined information 
is then used to generate highly detailed and deterministic discrete fracture net-
works, in order to describe discontinuity-controlled block failure numerically and 
characterize the rock mass geometry. In addition, statistical properties of the joint 
network and rock mass geometry are determined. For the elaboration, the follow-
ing questions are addressed: 

1. Can the degree of detail of rock mass characterization be improved by using 
automated and computer aided characterization tools like JPD and JTD? 

2. Can a value for the joint size be derived from the spatial information of the 
mapped joint sets? 

3. Does the application of a DFN in block stability analyses result in a good 
reconstruction of the real excavation shape? 

4. Which mechanical factors influence over-excavation in the investigated 
rock masses? 

5. What limitations and uncertainties remain, where the operator must have 
the possibility to interfere with the results? 

The answers to the questions are given in section 5.1. The answers are given as a 
conclusion of the results, obtained by the proposed method. This work presents a 
new way to improve geotechnical design and help in mapping the joint network 
more accurately. This enables a detailed reconstruction of the rock mass in a nu-
merical model and allows the determination of the rock mass geometry as well as 
block stability. The way to derive this state is explained in the following chapter 
and is applied on application examples in chapter 3. Here, the power and benefit 
of the novel approaches is demonstrated and highlights the possibilities of digital 
rock mass characterization for block stability analyses. 



Methodology 24 
 

 

2 Methodology 
The essence of the previous chapter is the necessity of determining a joint structure 
map, which is as detailed and as independent from statistics as possible. This goal 
shall be reached by a very large number of objective and automatically obtained 
measurements. The resulting structure map should be implementable directly in 
numerical block stability analyses, in order to evaluate overbreak and back calcu-
late rock mass as well as joint properties. In the following sections, the rock mass 
geometry is characterized and a block failure analysis is performed at two case 
studies of D&B tunnels. The analyses are split into three parts: 

1. Gathering information about the joint network using digital image pro-
cessing (sub-section 2.1.1) and 3D point cloud processing (sub-section 
2.1.2),  

2. Determination of the statistical joint set specifications using SMX An-
alyst (sub-section 2.2.1) and characterization of the block geometry in 
the investigated rock mass (sub-section 2.2.2), 

3. Generation of a 3D DFN to simulate a blocky rock mass with 3DEC 
(section 2.3). 

For the analyses, an Intel i7 (4th generation) Quad-Core with 32 GB RAM and a 
NVIDIA GeForce GTX 960 (4 GB) was used. 

The proposed method of this thesis is only applied to tunnelling. Nonetheless, it 
can also be applied to surface works, like slope stability analyses, and mining. 

2.1 Joint Network 

As written in sub-section 1.3.1, digital mapping of the joint network can base either 
on pixel or vector information, leading to the detection of joint traces and planes. 
In this thesis, both approaches are combined for the first time, to make use of the 
advantages from both information sources and to obtain a highly detailed structure 
map of the investigated outcrops. 

 Joint Trace Detection 

The proposed method for detecting joint traces in digital images is based on the 
approached according to Reid & Harrison (2000) and Lemy & Hadjigeorgiou 
(2003), in terms of line and edge detection as well as segment linking, but presents 
also a new way for filtering false positives, linking remote segments and obtaining 
the most dominant structures in the digital image. Furthermore, the obtained results 
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are transferred into 3D space to calculate the spatial orientation of the detected 
features. 

The analyses are split into four phases: the first phase covers the extraction of the 
tunnel face and exclusion of the tunnel lining, in order to reduce noise and compu-
tation time. The second phase represents the pre-processing steps, to obtain sharper 
edges and hence more robust results. The third phase comprises the detection of 
edges and an innovative way of filtering of the results to omit false positives. The 
applied method is mainly based on the detection of edges in the region of interest 
with the Canny edge detector and a low-level post-processing of the signals, con-
sisting of correlation and orientation filtering. In the fourth phase loose segments 
are linked in the first step according to different linking criteria. In a second and 
new step, the grey-weighted distance transform of the intensity image is used to 
find the best linkage between remote joint traces within one cluster. Finally, the 
detected joint traces are transposed into 3D space with the program SMX Analyst, 
where the spatial orientations are calculated and further processes are performed. 
SMX Analyst is a commercial program, provided by the company 3GSM GmbH. 

For the analyses Matlab version R2018a (The Math Works Inc., 2016) was used. 
The used Matlab-functions are given specifically in brackets and are in Courier 
style. The functionality of the respective functions are given in the documentation 
(The Math Works Inc., 2016). 

A monochrome image can be represented as a matrix of a size m × n. If the image 
is polychrome, another dimension is added: m × n × z, with z representing the di-
mension, m the number of rows in the matrix and n the number of columns. Hence 
a coloured image with a red, a green and a blue colour channel with a size of 
1028 × 512 pixel can be represented as a matrix of 1028 × 512 × 3. The position 
of a pixel within the matrix, given as x and y-coordinates can then be used to com-
pute the real coordinates in a metric system in ShapeMetriX3D. 

Exclusion of the Tunnel Lining 

In order to reduce computation time and false signals, the tunnel lining is excluded 
from the analyses. This exclusion is done manually by defining a region of interest 
(ROI) in the digital image of the tunnel face (using the Matlab-function roipoly). 
The distinction between lining and tunnel face, respectively the rock mass is based 
on the general excavation shape and differentiation between sprayed concrete and 
exposed rock. In order to avoid boundary effects, the ROI is shrunken by 15 Pixel 
(bwmorph). The value of 15 Pixel is seen as sufficiently low enough to ensure that 
the segment linking algorithms and orientation cluster do not select values from 
the boundary region. A higher value would lead to a loss in valuable information 
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about the joint network in the image. All subsequent image processing analyses 
are running on the selected ROI, exclusively. 

Pre-Processing 

In a pre-processing step, the image intensity of the RGB image is adjusted using 
the built-in function imadjust and a gamma value of 0.3, where gamma specifies 
the shape of the curve describing the relationship between the input and output 
image. This value gave the best results for all investigated rock mass outcrops, 
even under daylight conditions. Subsequently, the matrix of the input image is sub-
tracted from the one of the output image, in order to sharpen contrasts and edges. 

Further on, the adjusted image is sharpened by high-boost filtering (Gonzalez & 
Woods, 2018). The unsharping mask (imsharpen) has a standard deviation of the 
Gaussian lowpass filter (radius) of 5 and a strength of the sharpening effect of 4.5 
(amount). This high value leads to a larger contrast increase of the sharpened pix-
els. The minimum contrast (threshold), required for a pixel to be considered an 
edge pixel, was set to 0.2. In subsequence, the RGB image is transformed into 
greyscale (mat2gray). A greyscale image is a topographic representation of the 
exposed rock face according to its exposure to the light source (intensity). In a last 
step, outliers are filtered by using first a median (medfilt2) and a Wiener filter 
(wiener2). Both filters operate with a neighbourhood size of 6 × 6. A larger filter 
size lead to an excessive filtering and flattening of the input images. 

The pre-processing steps are standard applications to improve the results from the 
subsequent analyses. 

Edge Detection and Orientation Clustering 

Changes in the morphology of a rock face lead to changing light and colour con-
ditions and consequently also changes in the intensity, colour or texture values. 
These changes can be detected as so-called edges and lines (Reid & Harrison, 
2000, Lemy & Hadjigeorgiou, 2003, Gonzalez & Woods, 2018). According to 
Lemy & Hadjigeorgiou (2003), the Canny edge detector (edge) provides good and 
robust results and is therefore applied here. 

The edge detection is performed on the pre-processed intensity image. The pro-
cessed image is denoted as the matrix e. As a novelty, only edge segments with an 
eccentricity larger than 0.99 and longer than the 75 %-quantile (regionprops, 
quantile) of all detected line segments (LS1) are used, to calculate the line seg-
ment orientation (). The eccentricity (E) [0; 1] is calculated by an ellipse that has 
the same second-moments as the surrounding region and is the ratio of the distance 
between the foci of the ellipse and its major axis length. The higher the eccen-
tricity, the higher is the elongation or linearity of a segment. The length, or ‘Area’, 
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is represented by the number of connected white pixels. The orientation of the line 
segment is defined as the inclination of the ellipse against the horizontal line (Fig-
ure 2.1). Tests showed that it is sufficient, to allow for a lower edge length (75 %-
quantile) at a still high linearity (0.99). However, too short line segments would 
increase the noise and hence blur the results. 

 

Figure 2.1: a) Fitted ellipse (dashed white line) onto a trace of four white pixels 
( = area, or length), surrounded by black pixels; b) the resulting el-
lipse (dashed black line) can be described by its eccentricity accord-
ing to its two main axes (L1/L2) and its foci points (black crosses), as 
well as its orientation (. 

From the orientation values, a kernel smoothening function is calculated 
(ksdensity). The function calculates the probability density function (PDF) of the 
orientation values for each line segment. The number of investigated points was 
set to 180, since the orientation data is given in a range of [-90°; 90°] in steps of 1°. 
0° indicates the horizontal line. The local peaks (lPK) and minima (lMIN) are local-
ized (findpeaks) for a primary identification of dominant segment orientations. 
The peak orientations of the primary orientation filtering are used to apply a rotat-
ing correlation filter (fcorr, imrotate). The matrix of the correlation filter mask 
(fcorr(i,n)) is displayed in equation 2.1. This step is necessary for the innovative 
application of an orientation dependant correlation filter to detect principal orien-
tation cluster in the detected edges. 

𝒇𝒄𝒐𝒓𝒓 =

⎣
⎢
⎢
⎢
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⎢
⎢
⎡
−5 −5 −5 −5 −5 −5 −5 −5 −5
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 (2.1) 
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Alternative mask sizes, e.g. 5 × 5, 7 × 7 or 12 × 12 have been tested as well and 
it was found that the larger the correlation mask, the more joint orientations are 
blurred. In contrast, the smaller the mask, the more noise appears in the measure-
ments. However, the best results were obtained with a 9 × 9 pixel dimension. The 
correlation filtering is applied on the binary image matrix (e) from the edge detec-
tion and is morphologically post processed by infinite thinning (bwmorph, eq. 2.2). 
i is a placeholder for the number of the orientation peak from the primary peak 
detection and n is the detected peak value at i. 

𝒈 = ∑ 𝑏𝑤𝑚𝑜𝑟𝑝ℎ(𝒆⨂𝒇𝒄𝒐𝒓𝒓(𝑖, 𝑛),ᇱ 𝑡ℎ𝑖𝑛ᇱ,ᇱ 𝑖𝑛𝑓ᇱ)௡
௜ୀଵ  (2.2) 

The resulting matrix g is a sum of all orientation dependant correlation images and 
from this matrix, again only line segments longer than the 75 %-quantile are se-
lected. Like previously, the 75%-quantile threshold was chosen in order to allow 
for shorter line segments but simultaneously avoid too much noise. Additionally, 
remaining branch points, where two line segments intersect, as well as line seg-
ments consisting of less than three pixels are excluded from the following deter-
mination of the secondary orientation filtering. This second determination defines 
the boundaries (l,P and u,P) for the single orientation clusters according to the eq. 
2.3 and 2.4. If the orientation values of the first peak, max(lPK), and last peak, 
min(lPK), express an absolute difference greater or equal to 162°, both peaks are 
regarded as one cluster (eq. 2.5). 

𝑎௟,௉ = ൜
𝑚𝑖𝑛 (𝜓), 𝑖 = 1

𝑙ெூே(𝑖 − 1), 𝑖 ∈ [2, 𝑛]
 (2.3) 

𝑎௨,௉ = ൜
𝑙ெூே(𝑖1), 𝑖 ∈ [1, 𝑛 − 1]

𝑚𝑎𝑥 (𝜓), 𝑖 = 𝑛
 (2.4) 

|𝑚𝑎𝑥 (𝑙௉௄) − 𝑚𝑖𝑛 (𝑙௉௄)| ≥ 162° (2.5) 

for i = [1, nPK] 
nPK = number of detected peaks after the second orientation filtering 

From this primary orientation filter (= selection of all orientation values between 
l,P and u,P), the median trace orientation (MTO) and the corresponding standard 
deviations (ς) are calculated. All values between the second orientation boundaries 
(eq. 2.6) are then assigned to one orientation cluster, assuming Gaussian deviation 
of the orientation values: 

𝛼௟,ఙ/𝛼௨,ఙ = 𝑀𝑇𝑂 ± 𝑛 ∙ 𝜍 (2.6) 

n is set to 2, to include at least 95.4 % of all orientations within one cluster (as-
suming a Gaussian deviation). For the final extraction of line segments, a threshold 
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for a minimum element length was chosen of at least the 85 %-quantile of all line 
segments in the specific cluster and a minimum segment eccentricity of 0.99 is 
applied. The workflow of the two orientation filter processes is displayed in Figure 
2.2. 

 

Figure 2.2: Exemplary workflow between the primary and the secondary orien-
tation filtering as well as the application of the rotating correlation 
mask, based on the peak values (blue triangle) in the upper PDF dis-
tribution (primary orientation filtering); the resulting distribution of 
orientation values is displayed in the lower PDF plot (secondary ori-
entation filtering). 

Segment Linking 

After identifying the single clusters, adjacent endpoints are linked in order to re-
duce the total number of single line segments and increase the segment length. The 
process is split into local linking (operating over distances from 1 to 50 Pixel), 
which shall link closely neighbouring segments, and regional linking, which links 
remoter line segments (operating from distances between 51 and 150 Pixel). The 
distance for the first local linking has been chosen due to the face that over short 
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distances a straight line will more likely follow a straight line than over longer 
distances. A longer distance will probably not represent the course of a natural 
joint trace. The distance threshold of the secondary linking has been chosen ac-
cordingly. However, since the grey weighted distance transformation is following 
curvilinear intensities, it can represent the natural joint trace properly. But, once 
the distance is too large, it was found in test series, that false links are made despite 
the chosen heuristics. However, both values are heavily dependent on the image 
resolution and influence also the computation time. 

The locally operating linking process is controlled by: 

 a maximum Euclidean distance (dss), 

 a maximum angular deviation (sl1) from the global set orientation, 

 a minimum correspondence value (ncorr), determined by the number of 
identical points of the canny edges with the connecting line. 

The maximum Euclidean distance was set to 50 Pixel. The maximum angular de-
viation for the first linking process (sl1) was fixed to 7.5°. The level of correspond-
ence was set to 0.5. The chosen parameters produced robust results in each inves-
tigated case, including quarry faces and natural rock slopes. 

To find and connect neighbouring points (training data) to the query data, an inno-
vative implementation of a classic range searching algorithm was applied (rang-
esearch): From all line segments in one orientation cluster the coordinates of the 
associated end points (bwmorph), as well as the single line orientations are deter-
mined stepwise and used as query data. In case no neighbouring point is found, the 
next two neighbouring points – regardless of dss – are searched (knnsearch). If 
the distance criterion is fulfilled, a straight line, using the Bresenham’s line algo-
rithm, is drawn between the corresponding endpoints (Wetzler, 2010). The seg-
ments are connected by the bresenham-line, if the angular deviation of the linking 
segment, compared with the query orientation, does not exceed sl1 and if at least 
50 % (ncorr) of the coordinates of the dilated bresenham-line (disc shaped dilation 
mask, with a radius of 2 Pixel) are also existing in the canny edge image. In case 
the neighbouring points are closer than 10 Pixel, sl1 is increased by the factor 2. 
Finally, the obtained line segments are morphologically thinned. 

As a second and novel linking stage, the grey-weighted distance transformation 
(Soille, 1994) is used to link remote line segments by searching the shortest dis-
tance between two points, following an optimum and curvilinear path. In general, 
the distance transform of a binary image gives the distance from each foreground 
pixel in a background of zeros to the next neighbouring non-zero pixel and refers 
to this distance as a cost function (Szeliski, 2011, Gonzalez & Woods, 2018). In a 
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grey-weighted distance transform, the cost is defined as the sum of the grey-level 
values along a path between two seed points in an intensity image, which is nec-
essary to cover the distance. The minimum cost path between the two points is 
defined as the smallest amount of added intensity values, allowing to link these 
points (Soille, 1994). Consequently, a line is drawn between the two seed points, 
which is following the least cost path as a curvilinear connection. The approach is 
similar to the proposed method from Thiele et al. (Thiele et al., 2017), but instead 
of Dijkstra's algorithm, the Matlab-function graydist is applied to find the short-
est path with the least cost between two seed points. The seed points are the starting 
and endpoints of two disconnected line segments within one orientation cluster. 
However, in order to avoid false positives, the following criteria must be fulfilled: 

 Only the five closest line segment to the query point (knnsearch, within a 
Euclidean distance between 51 and 150) are used to compute the grey dis-
tance transform in order to find a connecting path between the points. 
Again, the number of pixel (‘Area’), along with its eccentricity and orien-
tation are stored in a matrix.  

 Only linking paths with an orientation, deviating less than a certain thresh-
old (sl2), are selected. In this case, sl2 was set to 12.5°. Furthermore, if the 
eccentricity was lower than 0.995 the path was deselected for the linking 
process. 

sl2 has been chosen due to the fact, that the grey-weighted distance transformation 
is working on a larger distance than the first linking algorithm. Therefore, a wider 
searching angle seems reasonable. But still, the main objective is to link interrupted 
line segments and a too large deviation is rather unrealistic under the assumption 
that a joint trace is rather a straight line than a zigzag line. Furthermore, the linkage 
can be curvilinear, but should not be too arched and the threshold for the eccen-
tricity was set to 0.995. In case there are more than two possible linking partners, 
fulfilling the criteria above, the link with the longer distance is chosen. This gen-
erates generally longer line segments, which result in a better determination of the 
plane orientation. Likewise, if both linking partners are equal in distance from the 
starting point, the one with the higher eccentricity is chosen. 

Due to the possible overlap of a linking path with an already existing line segment, 
the generation of new branchpoints cannot be avoided. Such features need further 
post-processing: each connected component (bwconncomp, connectivity of 8) 
with an eccentricity lower than 0.999 and an area higher than 50 Pixel is seen as a 
false positive and hence needs to be morphologically post-processed (disc-shaped 
dilation, r = 50 Pixel, followed by thinning). Again, the high value for E is chosen 
to process only the most linear signals. The radius for the dilation mask ensures 
the elimination of minor branches due to segment overlapping from the previous 
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segment linking stages. However, a larger disc would also affect the natural course 
of the joint trace and changes it into a straight line. 

Finally, line segments consisting of less than 50 Pixel are deleted from the 2D trace 
map and a 2D structure map is generated for the geotechnical application in Shape-
MetriX3D. This threshold length has been chosen to eliminate noise in the orienta-
tion measurements, since it is more difficult to fit a unique plane into a short string 
of spatially separated points, than into a longer one. The single line segments per 
cluster are considered as joint traces and, for maximum accuracy, the position of 
every white pixel along one single line segment in the resulting matrix are written 
into a SMX readable file-format (*.jmm). All further analyses, e.g. calculation of 
the spacing, or the determination of the discontinuity orientation, are performed in 
ShapeMetriX3D Analyst. The implementation of a 2D structure map in Shape-
MetriX3D has basically been programmed for a fast on-sight application but has 
never been used in the context of automatic 2D image analyses to derive infor-
mation about the joint network geometry. 

 Joint Plane Detection 

As a second source of information the point clouds of each investigated rock face 
are analysed with the Discontinuity Set Extractor and ShapeMetriX3D according to 
Riquelme et al. (2014) and Buyer & Schubert (2017). The Discontinuity Set Ex-
tractor (DSE) is a well-known tool for a semi-automatic and vector-based 3D point 
cloud analyses, in order to identify joint sets and joint planes. A clear description 
of the application is given in Riquelme et al. (2014). In a short summary, the 
method consists of three steps, which are (I) the calculation of the local curvature 
and the identification of planes, (II) the user-supervised and statistical analysis of 
the detected planes and (III) the actual cluster analysis. The methodology can be 
applied on 3D point clouds of any size. In the first step, a specific number of near-
est neighbouring points (k) is searched to define the curvature and identify distinct 
planes in the point cloud. The analyses include a co-planarity test, to determine 
plane borders and the computation of the plane normal vectors. In a second step 
the user will decide, whether the automatic joint set identification, according to the 
distribution of the normal vector orientations in the stereographic projection, is 
acceptable, or if some results have to be omitted. This step is performed manually 
by the inspection of the density distribution of the normal vectors, belonging to the 
detected planes, in a stereo graphic projection. This leads to the definition of the 
orientations of the principal poles. The automatic joint set identification is con-
trolled by the peak values of the density distribution of the orientation values. In 
the last step, the DBSCAN-algorithm (Ester et al., 1996) is used to cluster points, 
belonging to one joint set, into distinct groups, representing joint set planes.  
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For the analyses, the DSE version 2.08 (2018) is used. The configuration parame-
ters for the DSE analyses are given in Table 2.1. Sensitivity analyses, regarding 
the input parameters on the data of Case Study I and II, were performed by Buyer 
et al. (2017) and Preiner (2018). The number of joint sets was kept at the default 
value (10), since the measurements are re-clustered in a post processing step, and 
by this, a higher number of measurements can be collected. The same counts for 
the cone of clustering (40°). Nonetheless, orientation clusters with very low den-
sities were deleted manually according to their density distribution of the normal 
vectors in the density contour plot. The minimum number of points, which define 
a plane, was set to 50, in order to reduce noise. 

Table 2.1: Calibration parameters for the vector-based discontinuity analysis 
with DSE, based on the sensitivity analyses of Buyer et al. (2017) 
and Preiner (2018). 

Calibration parameter  Calibration value 

number of neighbouring points [-] 30 

orientation tolerance [-] 0.2 

resolution of the KDE [-] 512 

minimum angle between joint sets [°] 30 

maximum number of joint sets [-] 10 

cone of the clustering [°] 40 

k(ςs) [-] 1.5 

min number of points to form a plane [-] 50 

 

The results of the discontinuity identification with DSE are transferred into SMX, 
according to Buyer & Schubert (2017). In summary, the single joint planes of each 
set are searched in the DSE output file, along with their normal vector orientation 
and set ID. From these points, the boundary points are searched using the Matlab-
function boundary. Doublets are deleted by applying the function unique. After-
wards, the unique boundary points are sorted clockwise by projecting the points 
on the x-z-plane and select the coordinates accordingly. From the joint set planes 
also the midpoints are computed. 

 Conjunction of the Structure Maps 

After the generation of the joint trace map (2D, sub-section 2.1.1) and the joint 
plane map (3D, sub-section 2.1.2) both structure maps are merged with SMX An-
alyst v.4.3. This innovative step enables to use the advantages of both sources of 
information and reduces the underlying bias, like the inability of JPD to detect joint 
traces as well as the inability of JTD to identify joint planes and determine the 
spatial orientation of the structures. Since both structure maps consist of pre-clus-
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tered structures, a re-clustering regarding the orientation measurements is neces-
sary. This step is performed by the k-means algorithm, implemented in SMX An-
alyst. The partitioning and determination of the optimum number of clusters is 
determined by the examination of the angular distances between each orientation 
measurement. If the angle exceeds the vectorial sum of the spherical aperture plus 
the cone of confidence of each set, the partitioning is counted as statistically sig-
nificant. The re-clustering specifications are given in Table 2.2. The clustering re-
sults consider a weighting of the structure sizes. The weighting factor is related to 
the size of the maximum diameter of the corresponding structure. The optimum 
results are chosen either by the optimum clustering result of the k-means analysis 
or other suggested clustering possibilities like the Fuzzy Hypervolume, the Parti-
tion Density (3GSM GmbH, 2018). 

Table 2.2: Calibration parameters for conjoining the structure maps via re-clus-
tering with the k-means algorithm, implemented in SMX Analyst. 

Calibration parameter  Calibration value 

Cluster Count [-] Between 1 and 10 

Membership angle [°] 60 

Confidence level [%] 95 

 

Since it is possible that a structure is detected both as a planar feature and a trace 
feature, doublets can exist in the structure map. These doublets can lead to an un-
derestimation of the actual set spacing (XS) or the generation of too many fractures 
in the DFN. To avoid this the merged structure map is searched for doublets. For 
each base point of a structure within one set the next nearest neighbour base point 
is searched (knnsearch). If the neighbouring structure is co-planar, e.g. the angle 
() between the plane normal vectors and the distance of the corresponding base-
points are below a user-defined threshold, the larger structure element is selected 
and the smaller deleted. The angular deviation is computed according to equation 
2.7. For the distance threshold a distance of 20 cm was used at a maximum angular 
deviation of 7.5°. 

𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛2𝑑ିଵ ቀ
|𝒖ሬሬ⃑ ×𝒗ሬሬ⃑ |

𝒖ሬሬ⃑ ∙𝒗ሬሬ⃑
ቁ (2.7) 

𝒖ሬሬ⃑  = plane normal vector of plane i [°] 
𝒗ሬሬ⃑  = plane normal vector of plane j [°] 
𝜃 = angle between normal vector 𝒖ሬሬ⃑  and 𝒗ሬሬ⃑  

When generating the DFN (sub-section 2.3.2), fractures which are neighbouring 
less than 15 cm and deviate less than 10°, are aligned into one common plane. 
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 Representation of Joint Size and Origin 

An important parameter to describe a discrete fracture is its size. As described in 
sub-section 1.3.2, it is extremely difficult to assign numbers to this parameter. 
Strouth & Eberhardt (2006) approximate the joint size by the maximum apparent 
trace length of joints (La) in an exposed rock face and accept this value as a mini-
mum joint size. In contrast, Priest (1993) suggest the use of statistical approaches 
to derive the joint size distribution from the joint trace length distribution. Both 
approaches have the use of the joint trace length in common. 

This thesis proposed an innovative combination of both techniques: Since the num-
ber of identified joint structures is extremely high an empirical cumulative proba-
bility of the joint size distribution per set can be computed. For this, the maximum 
distance between all boundary points of a structure element is searched (max, 
pdist). This distance is seen as the apparent joint trace length (La). For statistical 
reliability the calculations are performed for all structure elements within one joint 
set and the cumulative density distribution (CDF) for each set can be computed 
using the kernel smoothening function (ksdensity). In order to describe the joint 
network in terms of variables the empirical CDF (eCDF) is used to find an analyt-
ical function, approximating the eCDF. The function (aCDF) is approximated by 
an exponential fitting function (eq. 2.8, Figure 2.3) using the fit-function in 
Matlab. fit finds the optimum values for the constants a, b, c and d. 

 

Figure 2.3: Exemplary CDF for on joint set, the empirical probability distribu-
tion (eCDF) is displayed as a solid black line, the corresponding fit-
ted exponential function (aCDF) is displayed as a dashed black line, 
the apparent joint size (La) and the corresponding quantile value 
P(La) is marked with a narrow dashed line, the theoretical cumulative 
probability, P(Lt), and the corresponding theoretical joint size, Lt, is 
displayed in wide dashed blue line. 

The success of the fitting is evaluated with the value for the root mean square error 
(RMSE) and coefficient of determination (R2). 
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𝑃(𝐿) = 𝑎 ∙ 𝑒௕∙௅ + 𝑐 ∙ 𝑒ௗ∙௅ (2.8) 

A test series showed, that a better curve fitting is achieved with the double-expo-
nential function than with a sigmoid or Weibull-function. Furthermore, using this 
equation a parametric description of the joint size distribution in a joint set is pos-
sible. To decide, whether the apparent joint size La is increased or not, a theoretical 
cumulative probability, P(Lt), is generated. P(Lt), which is based on a uniform dis-
tribution and ranges between 0 and 1, is then compared with the probability of 
P(La) according to equation 2.8. 

In case P(Lt) is smaller than P(La), the joint size and origin (base) of the structure 
element remain unchanged. In case P(Lt) is bigger than P(La), P(Lt) is used to com-
pute a theoretical joint size Lt according to equation 2.8 (P(L) = P(Lt), solved 
against xt, Figure 2.3). The base of the DFN fracture is also changed according to 
the new disc radius (r1, eq. 2.10). The new origin can move only along the perpen-
dicular and normalized vector (𝐕𝟑

ሬሬሬሬ⃑ ) to the normal vector of the joint plane (V2) and 
the vector between the most distant boundary points (𝐕𝟏

ሬሬሬሬ⃑ ), but in two directions (eq. 
2.11 and 2.12). The length of the vector is the square-root of the difference between 
the squared new disc radius (r1) and r0 (eq. 2.9). The concept is displayed in Figure 
2.4. The probability for O1 or O2 is 50 %.  

𝑟଴ =
ห𝑽𝟏
ሬሬሬሬሬ⃑ ห

ଶ
 (2.9) 

𝑟ଵ =
௉(௫೟) ୀ ௡ೣ೟

ଶ
 (2.10) 

𝑽𝟑
ሬሬሬሬ⃑ =

𝑽𝟏
ሬሬሬሬሬ⃑ ×𝑽𝟐

ሬሬሬሬሬ⃑

ห𝑽𝟏
ሬሬሬሬሬ⃑ ×𝑽𝟐

ሬሬሬሬሬ⃑ ห
 (2.11) 

𝑶𝒓,𝒗
ሬሬሬሬሬሬሬሬ⃑ = ห𝑽𝟑

ሬሬሬሬ⃑ ห ∙ ඥ𝑟ଵ
ଶ − 𝑟଴

ଶ (2.12) 

𝑶𝟏 = 𝑶𝟎 + 𝑶𝒓,𝒗
ሬሬሬሬሬሬሬሬ⃑  and 𝑶𝟐 = 𝑶𝟎 − 𝑶𝒓,𝒗

ሬሬሬሬሬሬሬሬ⃑  (2.13) 

𝑟଴ = original disc radius [m] 
𝑟ଵ = disc radius according to eq. 2.9 with quantile value of nxt [m] 
𝑽𝟏
ሬሬሬሬ⃑  = Vector between the two most distant boundary points 
𝑽𝟐
ሬሬሬሬ⃑ = normal vector of plane i 
𝑽𝟑
ሬሬሬሬ⃑ = perpendicular vector to 𝑽𝟐

ሬሬሬሬ⃑  and 𝑽𝟑
ሬሬሬሬ⃑  

𝑶𝒓,𝒗
ሬሬሬሬሬሬሬሬ⃑  = vector with a length of ඥ𝑟ଵ

ଶ − 𝑟଴
ଶ to move from O0 

𝑶𝟎 = original joint origin (base) 
O1 and O2 = new joint origin after increasing its size 
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This concept for describing a joint size distribution is new in rock engineering and 
further application might show its applicability. 

 

Figure 2.4: Considerations on the joint size (2D, disc shaped) regarding the ap-
parent joint plane (bold circle in the centre) with the radius r0 and 
origin O0; once the joint size is increased (considering an increased 
radius r1), the origins of the new joint planes (O1 and O2) deviate 
from O0 and can lie on both sides of the reference line, drawn be-
tween the boundary points B1 and B2; the new origins (O1/2) are com-
puted by moving O1 or O2 along the normal vector (± 𝐕ሬሬ⃑ ), which is 
perpendicular to the plane normal vector and 𝐁𝟏𝐁𝟐

ሬሬሬሬሬሬሬሬሬሬ⃑ . 

2.2 Rock Mass Geometry 

The better a joint network is mapped, the better is the resulting description of the 
rock mass geometry. Herein, a higher quantity of the measurements reduces the 
influence of outliers and increases the accuracy of the results. The description of 
the joint network geometry with standard parameters like joint set orientation, 
spacing and trace length is described in sub-section 2.2.1. The methodology for 
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obtaining and characterizing the resulting rock mass and block geometry is de-
scribed in sub-section 2.2.2. 

 Joint Network Geometry 

For describing the joint network geometry, ShapeMetriX3D – SMX Analyst (v4.3) 
is used. The joint network geometry is described by the statistical representation 
of the following parameters, using the Multiple-Scanline Analysis in SMX Analyst 
(3GSM GmbH, 2018): 

 joint set orientation: the orientation values are given with the mean set ori-
entation values, the cone of confidence (CoC), the degree of orientation 
(DoD) and the spherical aperture (SA) (Wallbrecher, 1986, 3GSM GmbH, 
2018). 

 joint set normal spacing (XS): the values are given with the mean, the me-
dian and the corresponding standard deviation. 

 apparent joint trace lengths (La): the values are given with the mean and the 
median joint trace length as well as the corresponding standard deviations. 

 joint set frequency (linear fracture intensity, P10). 

The statistical joint size distribution is determined according to sub-section 2.1.4. 

 Block Geometry in the Rock Mass 

The IBSD is derived directly from the DFN, generated in 3DEC (Söllner, 2014, 
Preiner, 2018, Aichinger, 2018). However, only the volumes of blocks inside the 
DFN region are exported and used to compute a cumulative size distribution. Since 
the generation of the DFN is a rather deterministic representation of the joint net-
work, a repetition of the calculations, like suggested in Söllner (2014), was not 
deemed relevant for a representative deviation of the IBSD. The results are dis-
played as the CDF in a semi-logarithmic plot. The block shape distribution is com-
puted according to the approach after Kalenchuk et al. (2006) and Aichinger 
(2018), using the block edge coordinates along with the volume and surface infor-
mation from 3DEC. The elongation () and flatness () are computed according 
to equation 2.14 and 2.15. The algorithm searches for corresponding block verti-
ces, which have a distance larger than the median chord length of all inter-vertex 
distances and computes pairwise the squared scalar product between vector aሬ⃑  and 
bሬ⃑ , as well as the squared vector norm of 𝐚ሬ⃑  and 𝐛⃑.  

𝛽 = 10 ቈ
∑൫𝒂ሬሬ⃑ ⋅𝒃ሬሬ⃑ ൯

మ

∑‖𝒂ሬሬ⃑ ‖మ∙ฮ𝒃ሬሬ⃑ ฮ
మ቉

ଶ

, 𝛽 ∈ [1, 10] (2.14) 
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𝛼 =
஺ೞ∙௟ ̅

଻.଻∙௏ಳ
, 𝛼 ∈ [1, 10] (2.15) 

𝒂ሬሬ⃑  and 𝒃ሬሬ⃑  being vectors of corresponding block vertices 
As = Block surface area [m²] 
𝑙 ̅= mean vertex length [m] 
VB = Block volume [m³] 

To get a better idea about the dominant block shape in the rock mass a kernel 
density estimation (kde2d) according to Botev et al. (2010) is computed for all 
measurements.  

As a further development in characterizing the block geometry, the 2D distribution 
of the block orientation (given in trend and plunge) is computed by the kernel den-
sity distribution. This value represents the 3D vector orientation of the longest in-
ter-vertex chord of each single block in the numerical model. In case there are two 
or more inter-vertex chords with an equal length (like in a case of a cuboid), the 
vector orientation is computed by the mean of all orientation values. Again, the 
resulting density distribution is displayed in a stereographic projection (lower hem-
isphere, equal angle). 

2.3 Numerical Rock Mass Modelling 

With a sound knowledge about the joint network geometry and rock mass type it 
is possible to identify the rock mass behaviour e.g. with numerical analyses. This 
helps during the project design stage, anticipating the risk and providing adequate 
support (Goricki, 2003). Still, a numerical analysis is only as good as its underlying 
input-parameters. In the case of DCF, the ground behaviour is predominantly con-
trolled by the joint network geometry, the joint properties and stress conditions. 
Therefore, the previously identified discontinuities are used to generate a deter-
ministic rock mass model for analysing the actual block failure in relation to the 
actual excavation shape. The scope of this numerical analyses is not to find the real 
values for the joint and rock mass properties but rather to demonstrate the useful-
ness and applicability of the proposed method in block stability analysis. Hence, 
the sensitivity analyses are kept very simple and only a few parameters are varied. 

 General Model Layout 

The numerical simulation for the block stability and the back calculation of the 
rock mass parameters in the selected tunnel sections is performed with the 3D dis-
tinct element code 3DEC (Itasca Consulting Inc.). The general model geometry 
considers a rectangular block with the coordinate ranges given in Table 2.3. 
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Table 2.3: Coordinates of the model boundaries and DFN-regions for the two 
case studies. 

Model Used for 
Xmin 
[m] 

Xmax 
[m] 

Ymin 
[m] 

Ymax 
[m] 

Zmin 
[m] 

Zmax 
[m] 

Case Study I Global -25 30 -35 20 -10 30 

 DFN -15 15 -15 25 -10 10 

Case Study II Global -27.5 27.5 -15 40 -10 30 

 DFN -10 10 -10 18 -10 10 

 

The size of the global model boundaries, given in Table 2.3, is large enough to 
exclude boundary effects, like unbalanced stresses between fixed blocks at the 
boundary and moving blocks around in the tunnel periphery. The size of the DFN 
region is large enough to contain all mapped discontinuities. 

The tunnel shape is modelled in both case studies according to the design cross-
section, however, considering a full-face top heading excavation in compliance 
with the described excavation class. In order to limit the fractures, generated by 
the DFN, the general model is densified into smaller, but jointed, blocks. 

 

Figure 2.5: Model geometry (without joints) of the 3DEC model of Case Study I; 
the rock mass is coloured in grey consisting of several distinct 
blocks, the red discs indicate the position of the discrete fractures, 
used to generate the joint network. 

The tunnel axis in Case Study I points towards north (Figure 2.5). In Case Study 
II, the tunnel axis has a trend of 150° and a plunge of 0°. These values are chosen 
according to the project information of each case study. In order to reconstruct the 
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documented tunnel face, the tunnel is excavated in both case studies according to 
the project documents in round lengths of 2.2 m with a top heading sequence. The 
invert is not excavated. 

The primary stress conditions in both case studies are modelled according to the 
overburden at the chosen cross-sections (Table 3.1 and Table 3.11). For the ratio 
between the principal stresses (K) a parameter study was performed: K was fixed 
to 0.33 in Case Study I, due to the low overburden and the open joints, as denoted 
in the project documents. In Case Study II, K was changed from 0.33 to 0.66 and 1 
in order to investigate the influence of the stress conditions on the excavation pro-
file, respectively the total volume of blocks moving more than 1 cm. In both cases 
gravitational load is applied (g = -9.81 m/s²). The orientation of the primary 
stresses 1 and 2/3 correspond to the vertical and horizontal axis. The joint net-
work is modelled as a discrete fracture network (DFN), linked directly to the joint 
network characterization in section 2.1. Each numerical analysis is split into five 
computation sequences (Table 2.4, Figure 2.6) 

Table 2.4: Simulation sequences in the numerical analyses according to the dif-
ferent stress states (PSS, primary stress state; SSS, secondary stress 
state) and the used calculation steps and the maximum ratio (R) of 
unbalanced forces; the station of interest (SOI) is the station, where 
the joint network geometry is mapped. 

Sequence Description Solving Steps 

PSS Computation of the primary stress state R ≤ 1⸱10-6 

SSS-1 
Excavation of the rock mass until 4.4 m before the station of interest 
(SOI) 

100,000 

SSS-2 
Excavation of the rock mass until 2.2 m before the station of interest 
(SOI) 

100,000  

SSS-3 Excavation of the rock mass until the SOI 150,000 

SSS-4 Excavation of the rock mass 2.2 after the SOI 150,000 
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Figure 2.6: Depiction of the excavation sequences (SSS-1 to SSS-4) in the sec-
ondary stress state and the position of SOI (dashed bold line). 

An equilibrium state was only desired in the first excavation sequence (PSS). Af-
terwards, only a limited number of calculation steps is necessary, to achieve the 
desired excavation profile and approximate the real excavation procedure. A lower 
maximum ratio of unbalanced forces would only increase the computation time 
significantly, since it requires a state, where all blocks have detached and none is 
still in the process of falling. 

A geometry sensitive parameter is the general tolerance value (atol). It controls:  

 the minimum distance between grid points, 

 the tolerance to link grid points of jointed blocks, 

 the tolerance to select vertices close to the command plane. 

atol can be seen as a reference value for the minimum block size in the model. As 
written in sub-section 1.2.1, only blocks with a reference size of 5∙10-4 m³ (VB,ref) 
are considered relevant. Hence, a theoretical model was built where atol was step-
wise increased from 0.005 to 0.1, in order to determine an optimum value for atol, 
which results in a minimum block size according to the lower reference block size. 
The theoretical model had an edge length of 5 m. The joint set geometries are given 
in Table 2.5.  
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Table 2.5: Joint network specifications for the theoretical determination of an 
optimum general tolerance value atol. 

Set ID DD 
[°] 

ςDD 
[°] 

D 
[°] 

ςD 
[°] 

Xs 
[m] 

ςxs 
[m] 

1 150 15 25 15 0.3 0.1 

2 020 15 75 15 0.2 0.1 

3 075 15 65 15 0.4 0.1 

4 110 15 10 15 0.1 0.1 

 

The persistence was set to 100 % to allow for the smallest block size. The optimum 
value for atol was selected when the 5 %-quantile value of VB coincided with VB,ref. 
This still allows the generation of smaller blocks (VB,min), but the majority is larger 
than VB,ref. Each computation was repeated three times, to include a slight variation 
of the results due to the standard deviations of the joint geometry properties. Alt-
hough a statistical representation of variations in the joint set orientations are usu-
ally given with a Fisher distribution (Priest, 1993), 3DEC allows in its standard 
implementation of joint sets only the definition of mean orientations along with 
the corresponding standard deviation. The results are displayed in Figure 2.7 and 
listed in Table 2.6. The optimum value for atol was set to 0.06, since the resulting 
block sizes, especially 𝑉௕,ହ

തതതതത coincided with the reference block size. 
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Figure 2.7: Varying block sizes resulting from different global tolerance values 
(atol); the dashed line represents VB,ref, stars mark the global minimum 
VB, crosses mark represent the 5 %-quantile of VB, circles mark the 
10 %-quantile of VB. 

Table 2.6: Resulting mean block sizes for varying general tolerance values (atol) 
of each replication, depending on the joint specifications according 
to Table 2.5; the optimum results are highlighted in bold letters; 
𝑉஻,௠ప௡
തതതതതതതത represents the global minimum of VB, 𝑉஻,ହ

തതതതത represents the 5%-
quantile of the global VB and 𝑉஻,ଵ଴

തതതതതത represents the 10 %-quantile of 
VB. 

atol 
[m] 

𝑉஻,௠ప௡
തതതതതതതത  
[m³] 

𝑉஻,ହ
തതതതത 
[m³] 

𝑉஻,ଵ଴
തതതതതത 
[m³] 

0.005 1.27∙10-7 6.13∙10-6 2.42∙10-5 

0.01 1.01∙10-6 1.58∙10-5 4.62∙10-5 

0.01 3.39∙10-6 3.20∙10-5 8.12∙10-5 

0.02 8.02∙10-6 4.85∙10-5 1.12∙10-4 

0.035 4.30∙10-5 1.46∙10-4 2.80∙10-4 

0.05 1.25∙10-4 3.21∙10-4 5.53∙10-4 

0.06 2.17∙10-4 4.82∙10-4 7.72∙10-4 

0.07 3.44∙10-4 6.97∙10-4 1.04∙10-3 

0.075 4.24∙10-4 7.96∙10-4 1.19∙10-3 

0.10 1.00∙10-3 1.6∙10-3 2.21∙10-3 
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 Generation of the Discrete Fracture Network 

Numerical modelling of DCF is standard in rock engineering, if a discrete block 
failure is expected to be the dominant failure mechanism. However, the application 
of discrete fracture networks in stability analyses is seldom performed, since this 
requires either a good statistical model to describe the DFN in terms of joint ori-
entation, size and position, or a very high number of measurements. In this thesis, 
an innovative approach is applied, directly using the information gained from the 
joint network characterization (sub-sections 2.1.3 and 2.1.4). This allows to ex-
plicitly consider the mapped discontinuities in the analyses and a statistical repre-
sentation of the joint network geometry is redundant. Parameters, like the persis-
tence are described by the disk size and deviations in the actual joint position or 
orientation are exactly like in the investigated rock face. This makes a direct com-
parison of the modelled excavation profile with the DSM of the tunnel face possi-
ble. 

Each fracture is embedded as a disc shaped and planar joint with finite size. In 
detail, each captured structure element is written into a DFN file, along with its 
normal vector, origin (base) and size. Since the fractures are located at the inves-
tigated tunnel face, the DFN region is a cubic area around the position of the tunnel 
face with the boundary regions given in Table 2.3. With atol set to a relative high 
value (0.06 m, sub-section 2.3.1), cuts, leading to blocks below VB,ref, are rejected. 
Furthermore, adjacent discontinuities were simplified. This means that single frac-
tures, whose bases are closer than 0.15 m and have an angular deviation of less 
than 10° were aligned into one plane, with the bigger of the two compared disks 
as a reference. 

 Joint and Material Properties 

The joint and material properties are selected according to the project documents 
(Table 3.2 and Table 3.12). The joint constitutive model for Coulomb slip failure 
and weakening (plastic deformation), implemented in 3DEC, is used. In the con-
stitutive model a threshold for the maximum shear displacement (zdil) must be 
given to define a transition-point between the intact and the residual joint proper-
ties. Bevor zdil is reached, a joint can reach its maximum shear capacity with the 
given intact properties. However, once a shear displacement of more than zdil has 
taken place, the residual values apply and the maximum shear capacity is lower 
(Figure 2.8). 

Since block failure is expected rather than plastic block deformation, the blocks 
are considered rigid and the Mohr Coulomb constitutive model is applied. This 
also leads to the assumption of a negligible influence of variations in the joint nor-
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mal stiffness (jkn). It is therefore kept constant at 1∙1011 Pa/m. The joint shear stiff-
ness (jks) was chosen with 1∙1010 Pa/m. Variations of jks were investigated, but did 
not show significant differences in the model behaviour. 

 

Figure 2.8: Influence of the threshold for the maximum dilation distance zdil on 
the transition from the intact joint properties to the residual proper-
ties and the resulting maximum shear capacity (max,res). 

Since the discrete fractures base on existing and exposed joint planes it is assumed 
that no rock bridges existed on those fractures at the point of detachment and hence 
zero cohesion and no tensile strength is assigned to the joint planes. The digital 
surface models (Figure 3.2 and Figure 3.13) in both case studies indicate that the 
identified fault structures are not connected to a decreased material stiffness in 
their vicinity, since the faults are not accompanied by caving structures. Hence, 
only one set of material properties is used. 

Following Sofianos et al. (1999), the block geometry and the joint friction angle 
() are seen as the most sensitive parameters for the tunnel stability. With the block 
geometry specified by the DFN, the influence of  is investigated in three case 
studies. Starting from the values in Table 3.2 and Table 3.12, a higher ( + 5°) and 
a lower friction angle ( - 5°) is tested for its influence on the total block volume 
of blocks moving more than 1 cm (VB,0.01) as well as its visual effect on the exca-
vation profile. The residual friction (res) angle is adapted as well. Since the nu-
merical model shall a priori demonstrate the applicability of the proposed methods 
a detailed sensitivity analysis, including a wider range of friction angles has been 
relinquished, with respect to the extensive computation times. Likewise, the influ-
ence of the dilation angle () is also not investigated in a sensitivity analysis and is 
therefore kept constant. The sensitivity analysis is performed for each considered 
value of K. 

 Assessment of Discontinuity-Controlled Block Failure 

The validation of the numerical results is based on the visual comparison of the 
modelled overbreak with the actual tunnel shape, as it was digitized with Shape-
MetriX3D. The actual tunnel shape is loaded into 3DEC as a *.dxf geometry and 
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used as a reference excavation geometry. As a numeric indicator for the model 
sensitivity regarding K and , the total volume of blocks moving more than 1 cm 
(VB,0.01) is determined and compared for each simulation stage. The threshold of 
1 cm has been chosen according to the maximum dilation distance, which marks 
the transition between the original (raised) and residual values for the joint shear 
resistances. A parameter is identified as model sensitive, if VB,0.01 is increasing 
considerably, or if the point cloud of the real excavation profile visually overlays 
the modelled excavation profile. 

This sensitivity analysis and back calculation of realistic rock mass and joint prop-
erties is only possible due to the extremely high detail of the joint network map-
ping. But a detailed joint mapping is not enough, if it cannot be used explicitly in 
a numerical model. Therefore, a site specific DFN is generated, which directly 
implements the joint specifications orientation and location for each single discrete 
fracture according to the structure map. The size of the fracture is specified ac-
cording to a novel approach for statistically increasing the apparent joint trace 
length according to an analytical approximation of the empirical probability func-
tion of the measured joint traces per set. The application of a DFN, rather than a 
statistical deterministic rock mass model, allows the explicit reconstruction of the 
rock mass geometry as well as a site-specific block stability analysis. 

But how is the performance of this theoretical approach under real conditions? 
Deliver the used algorithms enough data for a better understanding of the rock 
mass and do they allow for a deterministic block stability analysis? In the next 
chapter, two case studies under different rock mass conditions are used as applica-
tion examples. The results are discussed in chapter 4. 
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3 Application Examples 
In the following sections, two exemplary tunnel faces are investigated with the 
proposed method. The rock mass in both case studies is different. Case Study I 
(section 3.1) shows a very blocky rock mass with many exposed joint planes, but 
also lots of changes in colouring and shading. Therefore, a good performance of 
the JPD and a weaker performance of the JTD is expected. Case Study II (section 
3.2) shows a foliated gneiss with minor exposed joint planes and block detach-
ments in the roof section. Due to the lack of joint planes, a weaker performance of 
the JPD algorithm is expected, whereas the obvious foliation shall lead to a very 
good performance of the JTD. Nonetheless, by combining both approaches, a 
highly detailed joint network description and DFN is generated, since the strength 
of both information sources can be used and reduce the weaknesses of the single 
methods. 

The results are subdivided first into the general description of the case study ac-
cording to the digital mapping results (sub-sections 3.2.1 and 3.1.1), second the 
rock mass geometry (sub-sections 3.2.2 and 3.1.2) and third the numerical stability 
analyses (sub-sections 3.2.3 and 3.1.3). 

3.1 Case Study I – Blocky Rock Mass 

In a first case study the proposed methodology is applied on a tunnel face in a very 
blocky rock mass and a low overburden. The tunnel project and information 
sources are kept anonymous due to unresolved claims. The data consists of the 
geological documentation along with information from the exploratory program as 
well as a scaled SMX model (3D point cloud) of the selected station. The point 
cloud is not referenced to north and covers most of the outbreaks in the actual 
tunnel face, the side walls as well as in the roof section. The tunnel specifications 
are given in Table 3.1.  

The chosen case study can be seen as a standard application for JPD due to the 
very distinct joint planes in the DSM (Figure 3.2) and the general ground type 1 
(GT1) was assigned by the mapping geologist. However, in the lower right side of 
the tunnel face, classified as GT2 according to the project documents, a denser 
joint pattern can be seen in the form of joint traces (Figure 3.1). Still the chosen 
case study shall confirm the applicability and benefit of the proposed methodology. 

As can be seen in Figure 3.1-a, the rock mass appears as very blocky and shows 
alternating degrees of weathering. The different states can be distinguished by their 
colour (grey in fresh and unweathered rock to brownish colours). The blockiness 
can be anticipated by the different shades. According to the project documents, 
two highly persistent discontinuities cross the tunnel face in the mid-section and 
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in the right side. Figure 3.1-b is a geological sketch of the exposed tunnel face, 
taken from the project documents, and includes information about joint orienta-
tions, highlights areas of block detachments (hatching) as well as dominant joint 
traces. A minor overbreak is indicated in the right crown region. A direct compar-
ison of Figure 3.1-a (photograph) with b (geological sketch) clearly shows the ne-
cessity of a scaled and referenced tunnel face model. Most of the structures in the 
sketch cannot be seen directly in the photograph due to the lack in spatial infor-
mation. On the contrary, the actual tunnel profile and most of the joint structures, 
which are apparent in Figure 3.1-a are not drawn in the Figure 3.1-b. Hence a direct 
comparison is difficult. 

Table 3.1: Specifications of the tunnel station in Case Study I according to the 
geological documentation and project documents. 

Parameter Unit Value/Description 

Overburden  [m] 20 

Round length [m] 2.20 

Orientation of the tunnel face [°] 000/90 

Lithology [-] Granite 

Density [kg/m³] 2600 

Rock Mass Type [-]  

GT1 [%] 85 

GT2 [%] 15 

Documented joint sets  [-] st, k1, k2, k3, k4* 

Comments  

Block detachments from the right-side wall, defined by 
highly persistent joint resp. fault, minor detachments 
from the left side wall, design profile can hardly be 
maintained 

* st = Fault, k1…4 = joint set 1…4 

According to the geological documentation, the rock mass mainly consists of a 
fine to coarse grained granite. The rock mass condition is according to the project 
documents generally good with a low degree of fracturing (GT1). GT2 is assigned 
to regions with a higher degree of fracturing than GT1. The joint properties are 
listed in Table 3.2. Since no detailed information is given about the shear resistance 
properties of the joints, reasonable values are selected in correspondence with the 
verbal description of the joints (e.g. Hoek et al., 1997). The particular values are 
marked with a star (*). Since the numerical model considers rigid blocks, no rock 
material properties, apart from the density, and no constitutive model for describ-
ing the stress strain relations are necessary. 
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Table 3.2: Joint geometry and properties according to the geological documen-
tation and engineering judgement (e.g. Hoek et al., 1997) in Case 
Study I; the particular values are marked with a star (*). 

Parameter  
Unit Fault (st) Joint 1 

(k1) 
Joint 2 

(k2) 
Joint 3 

(k3) 
Joint 4 

(k4) 

Orientation DD/D [°] 098/70 302/87 348/60 151/50 038/72 

Spacing X [m] > 2 0.6 to 2 0.2 to 0.6 > 2 0.2 to 0.6 

Surface description - [-] 
Planar, 
smooth 

Planar, 
smooth 

Planar, 
rough 

Planar, 
rough 

Planar, 
rough 

Persistence P [-] high high medium high medium 

Friction angle*  [°] 22 ± 5 30 ± 5 40 ± 5 40 ± 5 40 ± 5 

Residual friction 
angle* res [°] 20 ± 5 25 ± 5 37 ± 5 37 ± 5 37 ± 5 

Dilation*  [°] 2 5 10 10 10 

Cohesion* c [Pa] 5∙105 0 0 0 0 

Residual cohesion* cres [Pa] 2.5∙105 0 0 0 0 

Maximum dilation 
distance* 

zdil [m] 0.005 0.005 0.005 0.005 0.005 

 

The joints are described as dominantly planar and smooth with values for the fric-
tion angle between 25° and 35° (GT1) and between 20° and 30° (GT2). A minor 
and local water inflow has been documented. The joints are almost closed with an 
aperture of less than 0.5 mm. The trace lengths range from 3 to more than 20 m. 
The rock mass has a low anisotropy with three to four joint sets (GT1) and more 
than four joint sets in GT2. The joint set spacing ranges between 20 and 60 cm 
(GT1), respectively 6 to 60 cm in GT2. The joint frequency is higher in the lower 
right part of tunnel face. The block shape is prismatic to rhombohedral. The rock 
mass behaviour is dominated by the joint network geometry. 
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Figure 3.1: (a) Investigated tunnel face in Case Study I; the photograph shows 
the varying colours due to changes in the exposure to the light as well 
as weathering; the range pole in the lower left side is used for scaling 
the DSM in SMX, it has a height of 1.35 m; b) geological sketch of 
the exposed tunnel face, highlighting dominant joint traces with the 
corresponding Müller flags and orientation values; the sketch is pro-
jected on the design tunnel profile and shows a minor overbreak in 
the upper right side (dashed line outside the design profile). 
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The tunnel face was photographed with a calibrated DSL NIKON D300s at a focal 
length of 12 mm, mounted on a tripod, in order to generate a DSM of the tunnel 
face. Furthermore, the DSM and the photographs are directly coupled and a refer-
ence between each other is easy. The image resolution is 4288 x 2848 Pixel. The 
distance of the camera position and the tunnel face was 8.7 m. The average geo-
metric image resolution can be approximated with 3 mm²/pixel. The specifications 
of the 3D point clouds are given in Table 3.3. The shaded DSM is displayed in 
Figure 3.2. 

Table 3.3: Statistical specifications of the 3D point cloud in Case Study I. 

Parameter Unit Value 

Number of 3D points [-] 630274 

Minimal area patch size for orientation measure-
ments 

[m²] 0.004 

Surface area (cut)* [m²] 244 

Average 3D point spacing [m] 0.02 
* the surface model has been cut in order to exclude the lining from the analyses. 

 

Figure 3.2: Shaded Digital Surface Model of the tunnel face in Case Study I; 
brighter areas are exposed more direct to the point of view, than 
darker areas; block detachments can be seen in the roof section (red 
circle) and the right side wall along with distinct joint planes in the 
mid-section of the tunnel face (red arrows); the red vector points to-
wards East, the blue is pointing upwards and the green vector indi-
cates the North direction, the height of the tunnel face is approxi-
mately 5 m. 
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 Joint Network 

The following sub-section presents the results of the applied algorithms and meth-
odologies regarding the mapping of discontinuities in Case Study I. 

Joint Trace Detection 

In total 576 joint traces were detected based on their pixel- and neighbourhood 
specifications. The computation time took approximately 10 hours (610 min) and 
produced after the secondary orientation filtering nine dominant joint trace orien-
tations. The results are displayed in Figure 3.3. A description of the identified joint 
traces is given in Table 3.4. The orientation values () are given in a range between 
-90° and +90°. The values are referenced to a horizontal line, with positive values 
in a counter-clockwise direction. 

 

Figure 3.3: Resulting joint trace map from the pixel-based joint trace detection 
in Case Study I; the lines represent 2D joint traces according to 
changes in shading and colouring of the input image; the single joint 
traces are coloured according to the different orientation cluster, in 
total nine different clusters are distinguished. 
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Table 3.4: Results of the pixel-based joint trace detection for Case Study I;  is 
the mean inclination angle of all enveloping ellipses and a horizontal 
line, 𝐿ത refers to the mean number of pixel belonging to a detected 
joint trace, 𝐿෨ is the median number of pixel belonging to a detected 
joint trace and 𝐿 ௠௔௫ is the maximum number of pixel belonging to 
a detected joint trace; the mean and median eccentricity of the envel-
oping ellipses are given with 𝐸ത and 𝐸෨ . 

Cluster ID  
[°] 

𝐿ത 
[Px] 

𝐿෨ 
[Px] 

𝐿 ௠௔௫  
[Px] 

𝐸ത 
[-] 

𝐸෨  
[-] 

Number of 
Traces 

JTD1 -61 77.8 48 368 0.9985 0.9988 123 

JTD2 -55 62.4 43 325 0.9977 0.9982 58 

JTD3 -17 86.2 46 359 0.9982 0.9986 47 

JTD4 1 67.9 48 377 0.9982 0.9991 49 

JTD5 20 74.2 48 426 0.9982 0.9989 107 

JTD6 34 74.1 50 233 0.9984 0.9990 48 

JTD7 47 78.2 54.5 183 0.9984 0.9990 24 

JTD8 60 69.5 47.5 247 0.9982 0.9989 102 

JTD9 88 46.6 33.5 146 0.9981 0.9986 18 

 

Joint Plane Detection 

829 distinct joint planes were detected in the point cloud of Case Study I. The 
results are listed in Table 3.5 and displayed in Figure 3.4. In total six dominant 
joint set orientations were selected. 

Table 3.5: Results of the vector-based joint plane detection with DSE for Case 
Study I; the density refers to the probability density of the single 
point normal vectors within one principal pole. 

Set ID 
Dip Direction 

[°] 
Dip Angle 

[°] 
Density 

[%] 
Number of 

Planes 
Color 

in Figure 3.4 

JPD1 216 61 11.24 177 Blue 

JPD2 067 47 7.57 128 Dark gren 

JPD3 146 81 11.25 145 Bright green 

JPD4 318 27 12.76 101 Yellow 

JPD5 233 26 12.22 102 Orange 

JPD6 338 65 11.35 176 Red 
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Figure 3.4: Coloured point cloud of Case Study I; the points are coloured in dif-
ferent colours, which represent the different joint sets: JPD1 is dis-
played in blue, JPD2 is coloured in dark green, JPD3 is coloured in 
bright green, JPD4 is displayed in yellow, JPD5 is coloured in orange 
and JPD6 is displayed in red. 

Conjunction 

The conjunction of both information sources, JTD and JPD, enables the generation 
of a highly detailed joint structure map. In total 1405 single discontinuities are 
identified, which can be distinguished into five main joint sets. The number of 
single joints is the combined number of detected joints from the JTD and JPD. The 
number of joint sets after the conjunction and its difference to the previous joint 
sets is discussed in subsection 4.1.2. The specifications of the set orientations are 
given in Table 3.6. The corresponding stereographic projection (lower hemisphere, 
equal angle) is shown in Figure 3.5. The joint network can be described according 
to Table 3.7. 
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Table 3.6: Results of the conjunction of the joint information from JPD and JTD 
in Case Study I regarding the joint set orientation prior to the elimi-
nation of doublets; SA = spherical aperture, DoC = Degree of Con-
centration, CoC = Cone of Confidence, NoM = Number of Measure-
ments. 

Set 
ID 

Dip Direction 
[°] 

Dip Angle 
[°] 

SA 
[°] 

Concentration DoO 
[%] 

CoC 
[°] 

NoM Colour in 
Figure 3.5 

JS1 122 71 24.3 11.75 83.1 2.7 247 
Green 
stars 

JS2 343 71 24.3 11.8 83.1 3.0 201 
Blue 

crosses 

JS3 243 13 22.1 14.1 85.8 1.8 462 
Red  

triangles (up-
wards) 

JS4 256 79 21.8 14.5 86.2 2.3 277 
Yellow 
circles 

JS5 207 85 23.3 12.7 84.3 2.8 218 
Orange 

triangles 
(downwards) 

 

Table 3.7: Results of the conjunction of the joint information from JPD and JTD 
in Case Study I regarding the spatial deviation and lateral extent of 
the single joint sets; P10 = linear fracture intensity/frequency, 𝑋ത௦ = 
Mean set normal spacing, 𝑋෨௦ = Median set normal spacing, 𝐿ത௦ = 
Mean set trace length, 𝐿෨௦ = Median set trace length, ς = Standard 
deviation. 

Set ID 
P10 

[1/m] 
𝑋ത௦ 
[m] 

𝑋෨௦ 
[m] 

ςXs 

[m] 
𝐿ത௦ 

[m] 
𝐿෨௦ 

[m] 
ςLs 

[m] 
𝐷ഥ௦ 
[m]

𝐷෩௦ 
[m]

ςDs 

[m]

JS1 1.64 0.61 0.30 0.74 0.40 0.24 0.53 0.63 0.48 0.57 

JS2 3.12 0.32 0.15 0.44 0.41 0.26 0.46 0.87 0.54 1.08 

JS3 2.99 0.33 0.06 0.64 0.39 0.25 0.41 0.70 0.51 0.66 

JS4 1.33 0.75 0.21 1.32 0.27 0.20 0.23 0.48 0.35 0.38 

JS5 4.70 0.21 0.11 0.27 0.36 0.23 0.40 0.76 0.53 0.83 

 

Figure 3.7 displays the results of the cumulated joint size distribution and the ap-
proximation of the curve with the double-exponential function (equation 2.9) ex-
emplarily for JS1. The fittings for the other joint sets look very similar and can be 
depicted in the Appendix A – Figure 6.1 and Figure 6.2. The variables for each 
function are given in Table 3.8. 
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Figure 3.5: Stereographic projection (lower hemisphere, equal angle) of the pole 
points, clustered according to their set ID (Table 3.6) in Case Study I, 
JS1 is represented with green stars, JS2 is shown with blue crosses, 
JS3 is depictured with red triangles (pointing upwards), JS4 is shown 
with yellow triangles (pointing downwards) and JS5 is given with 
yellow circles. 

Figure 3.6 shows the histogram distribution of the joint spacing measurements 
from the multiple scanline tool in SMX Analyst at the example of JS1. Since there 
are only minor differences between the plots of the other joint sets, one can have a 
look at a complete composition of all histograms in the Appendix A – Figure 6.3 
and Figure 6.4. 
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Figure 3.6: Histogram representation of the distribution of the joint set spacing 
measurements using the multiple scanline tool in SMX Analyst at the 
example of JS1 of Case Study I. 

 

Figure 3.7: Exemplary depiction of the empirical cumulative probability distri-
butions (eCDF) of the two farthermost points in on structure as a 
reference for the joint size distribution (solid lines) for JS1 in Case 
Study I; the cumulative density distributions are approximated with 
the double-exponential function (aCDF) according to eq. 2.9 (dashed 
lines); each subplot includes the coefficient of determination (R²) as 
well as the root mean squared error (RMSE). 

Table 3.8: Variables a to d of the fitted double-exponential function, to describe 
the analytical cumulative probability distribution (aCDF) of the joint 
sizes per set as well as the coefficient of determination (R2) and the 
root mean square error (RMSE) of the functions in Case Study I. 

Set ID a b c d R2 RMSE 

JS1 0,9851 0,0016 -1,2298 -2,9223 0.993 0.012 

JS2 0,9812 0,0020 -1,1910 -2,3759 0.994 0.011 

JS3 0,9789 0,0036 -1,22149 -2,8583 0.996 0.011 

JS4 0,9792 0,0065 -1,4019 -4,1456 0.993 0.016 

JS5 0,9592 0,0069 -1,2656 -3,1100 0.993 0.014 
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In Figure 3.8, the joint trace measurements from SMX Analyst (filled bars) and 
the statistically derived joint size distributions (unfilled bars) for each joint set ac-
cording to sub-section 2.1.4 are displayed. The data is within a range of 0 and 
1.5 m. Since the histograms of the other joint trace length distributions look very 
similar, a complete depiction of all data is given in the Appendix A – Figure 6.5 
and Figure 6.6. The statistical values for the mean and median set joint size, rep-
resenting the diameter of a disc in the DFN, as well as the corresponding standard 
deviation are given in Table 3.7. The differences between the measured joint traces 
(LSMX) and the statistically increased joint traces of the DFN (LDFN) are discussed 
in sub-section 4.1.1. 

 

 

Figure 3.8: Exemplary histogram representation of the joint trace lengths 
(LSMX/LDNF) between 0 and 1.5 m for JS1 in Case Study I; the bars 
represent the joint trace lengths obtained from SMX Analyst, the 
lines represent the results obtained by the statistical recalculation of 
the joint size distribution for the DFN. 

 Rock Mass Geometry 

In Case Study I the joints are medium spaced (20 to 60 cm); the volumetric joint 
count can be classified as high with J୴

ഥ  = 11.8 1/m and J୚
෩  = 23.4 1/m 

(ÖNORM EN ISO 14689).  

Block size, shape and orientation distributions are displayed in Figure 3.9-a to c, 
using the illustrative devices introduced in sub-section 1.3.2. The quantile-values 
of the block sizes are listed in Table 3.9. The block shapes are dominated by platy 
and cubic as well as cubit to platy shaped blocks.  predominantly ranges between 
1 and 2, whereas  has a peak distribution between 1 and 1.1 as well as 9.8 and 
10. A dominant orientation of the longest block vertices cannot be identified 
clearly, however several trend and plunge cluster exist: 188/00, 067/01, 261/29, 
336/90 and 079/33 (peaks are revealed at density deviations higher than 0.6). The 
block size is classified according to (ÖNORM EN ISO 14689) as small (using 𝑉஻

෪) 
to medium (using 𝑉஻

തതത) sized. 
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Table 3.9: IBSD of the DFN in Case Study I, VB,25 and VB,75 represent the 25 %- 
and 75 %-quantile, 𝑉஻

෪ refers to the median and 𝑉஻
തതത to the mean block 

size, the minimum block size is given with VB,min, whereas VB,max is 
giving the maximum block size. 

 VB,25 𝑉஻
෪ VB,75 𝑉஻

തതത sVB VB,min VB,max 

Volume [m³] 0.004 0.014 0.06 0.124 0.467 0.0002 11.206 

 

 

Figure 3.9: Geometric characterization of the joint network in the DFN of Case 
Study I; a) resembles the block shape distribution in contour patches, 
b) displays the distribution of the block orientations in trend and 
plunge values referring to the vector orientation of the longest block 
inter-vertex chord and c) shows the cumulative block size distribu-
tion (bold line) along with the mean, median and quantile values for 
the block volumes, as given in Table 3.9. 

 Block Stability Analysis 

In the following sub-section, the results of the block stability analysis and sensi-
tivity analyses are presented for Case Study I. 
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In order to identify the sensitivity of the used friction angles Table 3.10 shows the 
total volumes of blocks, moving more than 1 cm in each excavation step. The val-
ues are also plotted in Figure 3.10. The calculations were performed, considering 
a jkn of 1⸱1011 Pa/m and a jks of 1⸱1010 Pa/m. The tunnel is excavated considering 
an overburden of 20 m at a K of 0.33. In the first excavation sequence the tunnel 
is excavated 4.4 m ahead of the SOI, in the second sequence (SSS-2) another 2.2 m 
are excavated. The remaining 2.2 m to reach the SOI are excavated in the third 
excavation step (SSS-3). In the last sequence (SSS-4), the next round length after 
the SOI is excavated (Figure 2.6). 

Table 3.10: Total volume of blocks, moving more than 1 cm in each excavation 
sequence in Case Study I for a K equal to 0.33 and decreasing friction 
angles. 

K 
Excavation 
Sequence 

VB,0.01 [m³] 

 + 5°   - 5° 

0.33 

SSS-1 0,028 0,028 0,028 

SSS-2 0,035 0,035 0,035 

SSS-3 4,399 4,790 4,943 

SSS-4 11,783 17,104 18,158 

 

 

Figure 3.10: Changing VB,0.01 in each excavation sequence (SSS-1 to SSS-4) de-
pending on the applied joint friction angle: the dotted line represents 
the case of  + 5°, the dashed line represents the case of  and the 
solid line plots the values of  - 5°. 
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Table 3.10 and Figure 3.10 show an increase of the total block volume with a de-
creasing friction angle ( after reaching the SOI (SSS-3 and SSS-4). The differ-
ence between VB,0.01() and VB,0.01( + 5°) in SSS-3 is 0.391 m³ and in SSS-4 
5.321 m³. The difference between VB,0.01( - ) and VB,0.01() in SSS-3 is 
0.1.53 m³ and in SSS-4 is 1.054 m³. 

In order to check the modelled with the actual excavation profile the excavation 
profiles after calculating SSS-3 and SSS-4 as well as changing joint friction angles 
are compared with the DSM of the SOI. The results are shown in Figure 3.11-a 
and b ( + 5°) Figure 3.11-c and d () and Figure 3.11-e and f for  - 5°. Blocks 
moving more than 1 cm have been deleted from the model to show the overbreak. 
The DSM is displayed in brown, whereas the rock mass is displayed in transparent 
white. In regions, where the DSM superimposes the modelled rock mass (brown 
is clearly visible), DCF occurred, unless the rock mass behind has not been exca-
vated. Vice versa, in regions where the transparent white rock mass superimposes 
the DSM, not blocks have been excavates or have detached. It can be seen that 
minor block detachments occur in the tunnel face (Figure 3.11-a, c and e) and mi-
nor to major DCF occurred in the left crown section. No overbreak can be observed 
in the right crown section. 
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Figure 3.11: Comparison of the modelled and the actual excavation profile for the 
excavation sequences 3 and 4 in Case Study I in the case of  + 5° (a 
and b),  (c and d) and  – 5° (e and f); the rock mass is displayed in 
transparent white, whereas the DSM is displayed in brown; blocks 
moving more than 1 cm are excluded from the figure, to indicate 
DCF; in general, if the DSM superimposes the rock mass, DCF oc-
curred, unless the rock mass has not been excavated. 

3.2 Case Study II – Foliated Rock Mass 

Assessing the joint network geometry in Case Study II is more sophisticated than 
in Case Study I. Here the rock mass consists of a foliated gneiss, which controls 
the excavation profile especially in the crown section, although no dominant joint 
planes are present. The foliation appears both as sub-horizontal and folded and is 
represented by frequently changing bright and dark layers. Furthermore, the joint 
network expresses a very dense fracturing, and to ensure a representative sample 
size a large number of measurements is necessary. To ensure a sufficient number 
of measurements the application of automated mapping tools is favoured. How-
ever, due to the lack of distinct joint planes e.g. of the foliation, some joints set 
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might be underrepresented and an additional source of information is necessary for 
a comprehensive assessment of the joint network geometry. This additional data 
shall be collected by the novel approach for a pixel-based JTD. 

For the investigations, data were kindly provided by the company ASFINAG BAU 
MANAGEMENT GMBH – Bmstr. Ing. Herwig Moser – and the company Geo-
consult ZT GmbH – Mag.rer.nat Dr.rer.nat. Gerald Pischinger. The data consists 
of various digital images of the tunnel faces, scaled and oriented SMX models, the 
geological-geotechnical documentation (Geoconsult ZT GmbH, 2015) and the re-
port about the conducted laboratory program (MAPAG Materialprüfung G.m.b.H, 
2015). From this data, the exemplary tunnel station 2240.6 was selected. The tun-
nel face specifications are given in Table 3.11. 

Table 3.11: Specifications of Case Study II according to Geoconsult ZT GmbH 
(2015). 

Section Unit Value 

Oberburden [m] 338.9 

Round length [m] 2.2 

Orientation of the tunnel face [°] 150/90 

Lithology   

Amphybolite [%] 5,78 

Granitgneiss [%] 80.02 

Fault material [%] 10.2 

Rock Mass Types   

GT1 [%] 90 

GT2 [%] 10 

Documented joint sets  sf, st, k (H)* 

Comments  narrow spaced foliation controls tunnel profile in roof 
section, two minor fault zones (middle/ left side wall) 
several discontinuity-controlled block failures in the left 
side wall and the tunnel face, partly with slickensides 
(H) 

*sf = Foliation, st = Fault, k (H) = Joint (with slickensides) 
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Figure 3.12: Tunnel face in Case Study II (a); block detachments control the tun-
nel shape in the roof section (red arrows); white traces in the tunnel 
face are scratch marks from the excavator; the foliation can be antic-
ipated by an alteration in the mafic and leucocratic units; a slight 
offset in these layers indicates a fault zone; the range pole at the left 
side is 1.35 m long; b) Geological documentation of the tunnel face 
displaying changes in the lithology (purple vs. green colour vs. or-
ange), as well as measurements for the foliation and other joints; in 
the middle and left tunnel face, two faults are mapped. 
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According to Geoconsult ZT GmbH (2015) the investigated tunnel section consists 
to the most parts of Granitgneiss with minor layers of Amphibolite and fault ma-
terial. The strength for the Granitgneiss is given with a range of 50 to 100 MPa. 
The strength of the fault material is given with 5 to 25 MPa. The rock mass is 
mostly unweathered, but with minor areas of moderate weathering. No water in-
flow was documented. The GSI is given with 25 to 40. 

Figure 3.12-a shows a good correspondence with the geological sketch (Figure 
3.12-b), however the number of measurements for describing the joint network 
geometry is quite low and only the most dominant features are mapped. Also, 
changes in the foliation due to folding are sketched but not measured, and the 
thickness of the fault zones are only given by the sketch rather than by the photo-
graph. Since the foliation obviously is a major factor for controlling the excavation 
profile, it is necessary to quantify the corresponding geometrical characteristics as 
good as possible. 

According to the project documents (MAPAG Materialprüfung G.m.b.H, 2015, 
Geoconsult ZT GmbH, 2015), no information is provided about the rock properties 
(e.g. Young’s modulus, base friction angle, and cohesion) in the selected section. 
The density was assumed with 2600 kg/m³. Since the numerical representation of 
the rock mass considers only rigid bodies, properties for the block deformation and 
shear resistance, like the Young’s modulus, the Poisson ratio, the base friction an-
gle and the cohesion were not deemed relevant. The joint set specifications are 
given in Table 3.12. The values for the joint shear resistance were selected accord-
ing to engineering judgement and the verbal description in (Hoek et al., 1997, Ge-
oconsult ZT GmbH, 2015). 

Table 3.12: Joint set specifications in Case Study II according to the documenta-
tion (Geoconsult ZT GmbH, 2015) and engineering judgement (e.g. 
Hoek et al., 1997); values in the brackets indicate the friction angles 
for the sensitivity analyses; literature values are marked with “*”. 

Parameter  
Joint type 

Unit Foliation (sf) Joint (k/H) Fault (st) 

Orientation DD/D [°] 288/16 172/81 229/73 

Spacing X [m] 0.06-0.2 0.2-0.6 (0.6-2) >2 

Surface description - [-] Planar, smooth Planar, rough Planar, polished 

Trace length L [m] 1-2 2-3 > 5 

Friction angle*  [°] 32 ± 5 38 ± 5 22 ± 5 

Residual friction angle* res [°] 30 ± 5 33 ± 5 20 ± 5 

Dilation*  [°] 2 10 0 

Cohesion* c [Pa] 0 0 5∙105 

Residual cohesion* cres [Pa] 0 0 2.5∙105 

Maximum dilation distance* zdil [m] 0.005 0.005 0.005 
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The tunnel faces were documented and photographed in 2014 with a calibrated 
DSL Canon EOS 7D with a focal length of 10 mm, mounted on a tripod. The im-
age resolution is 5184 x 3456 Pixel. The distance between the camera position and 
the tunnel face was 7.8 m. The average geometric image resolution can be approx-
imated with 10 mm²/pixel. The specifications of the 3D point clouds are given in 
Table 3.13.. The shaded DSM is displayed in Figure 3.13. 

Table 3.13: Statistical 3D point cloud specifications of in Case Study II.  

Parameter Unit Value 

Number of 3D points [-] 1,995,875 

Minimal area patch size for orientation measure-
ments 

[m²] 0.001 

Surface area [m²] 168 

Average 3D point spacing [m] 0.01 

 

 

Figure 3.13: Shaded digital surface model of the tunnel face in Case Study II, the 
brightness is an indicator for the exposure towards the inspector, 
hence darker areas are more parallel to the line of sight than brighter 
areas, which eases the identification of joint planes; the red vector 
points towards, East, the green towards North and the blue is parallel 
to the z-axis; the height of the tunnel face is approximately 6 m. 
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 Joint Network 

In the following paragraphs, the mapping results of the joint network in Case 
Study II are presented. 

Joint Trace Detection 

In total 1264 joint traces were detected based on their pixel- and neighbourhood 
specifications. The computation time took almost two days (2877 min). The 2D 
results are displayed in Figure 3.14. The traces are classified into four dominant 
orientation clusters: JTD1 (-56°) displayed in red, JTD2 (-31°) is displayed in green, 
JTD3 (-1°) is displayed in blue and JTD4 (71°) is coloured in cyan. Table 3.14 
provides detailed information about the identified joint traces. 

 

Figure 3.14: Resulting joint traces of the pixel based JTD in Case Study II; each 
coloured line represents a detected joint trace, following a morpho-
logical edge or line; each line is assigned to an orientation cluster 
according to the four dominant orientations and are coloured in red 
(JTD1, -56°), green (JTD2, -31°), dark blue (JTD3, -1°) and cyan 
(JTD4, 71°). 
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Table 3.14: Results of the pixel-based joint trace detection for Case Study II; is 
the angle between the enveloping ellipses and a horizontal line, 𝐿ത 
refers to the mean trace length, respectively the number of pixel as-
signed to the structure, 𝐿෨ is the median trace length and 𝐿 ௠௔௫ is the 
maximum trace length per cluster in pixel; the mean and median ec-
centricity of the ellipses are given with 𝐸ത and 𝐸෨ . 

Cluster ID  
[°] 

𝐿ത 
[Px] 

𝐿෨ 
[Px] 

𝐿 ௠௔௫  
[Px] 

𝐸ത 
[-] 

𝐸෨  
[-] 

Number of 
Traces 

JTD1 -56 67 46.5 380 0.9981 0.9985 358 

JTD2 -31 57.5 42 199 0.9979 0.9987 43 

JTD3 -1 81.3 50 430 0.9985 0.9990 621 

JTD4 71 60.5 45.5 256 0.9982 0.9988 242 

 

Joint Plane Detection 

The joint plane detection delivered 1295 planes in Case Study II. The results are 
listed in Table 3.15 and displayed in Figure 3.15. 

Table 3.15: Results of the vector-based joint plane detection with DSE for Case 
Study II. 

Set ID 
Dip Direction 

[°] 
Dip Angle 

[°] 
Density 

[%] 
Number of 

Planes 
Color 

in Figure 3.15 

JPD1 148  81 47.83 228 Blue 

JPD2 216 60 24.69 393 Green 

JPD3 321 26 6.39 373 Yellow 

JPD4 067 37 12.93 301 Red 

 

Joint planes are detected predominantly in the left and right side-wall as well as in 
the roof section (subordinated). The actual tunnel face is considered more or less 
as one single discontinuity and only very few other joint planes are identified here. 

Conjunction 

The conjunction of the two structure maps (JPD/JTD), followed by a re-clustering 
of the measurements, resulted in the definition of five distinct structure sets with 
2468 single measurements. During the conjunction, 91 doublets were deleted. The 
specifications of the distinguished joint sets are given in Table 3.16. The stereo-
graphic projection of the pole points is displayed in Figure 3.16. 
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Figure 3.15: Results of the vector-based joint plane detection at Case Study II; 
each displayed point is coloured according to its allocated joint set, 
and enables the localisation of distinct joint planes; JPD1 is coloured 
in blue, JPD2 is displayed in bright green, JPD3 is displayed in yellow 
and JPD4 is coloured in red. 

Table 3.16: Results of the conjunction of the joint information from JPD and JTD 
in Case Study II regarding the joint set orientation, prior to the elim-
ination of doublets; SA = spherical aperture, DoC = Degree of Con-
centration, CoC = Cone of Confidence, NoM = Number of Measure-
ments. 

Set 
ID 

Dip Direction 
[°] 

Dip Angle 
[°] 

SA 
[°] 

Concentration DoO 
[%] 

CoC 
[°] 

NoM Colour in 
Figure 3.16 

JS1 196 72 23.5 12.6 84.2 1.9 489 
Green 

diamonds 

JS2 325 5 18.5 19.9 90.0 1.2 703 
Blue 

crosses 

JS3 059 77 21.8 14.5 86.2 1.8 467 
Red 

triangles 
(upwards) 

JS4 320 40 18.1 20.6 90.3 1.4 493 
Yellow 
squares 

JS5 114 85 27.8 9.2 78.3 2.6 361 
Orange 

triangles 
(downwards) 
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Table 3.17: Results of the conjunction of the joint information from JPD and JTD 
in Case Study II regarding the spatial deviation and lateral extent of 
the single joint sets; P10 = linear fracture intensity /frequency, 
𝑋ത௦ = Mean set normal spacing, 𝑋෨௦ = Median set normal spacing, 
𝐿ത௦ = Mean set trace length, 𝐿෨௦ = Median set trace length, 𝐷ഥ௦ = Mean 
set fracture size (diameter), 𝐷෩௦ = Median set fracture size, ς = Stand-
ard deviation. 

Set ID 
P10 

[1/m] 
𝑋ത௦ 
[m] 

𝑋෨௦ 
[m] 

ςXs 

[m] 
𝐿ത௦ 

[m] 
𝐿෨௦ 

[m] 
ςLs 

[m] 
𝐷ഥ௦ 
[m]

𝐷෩௦ 
[m]

ςDs 

[m]

JS1 1.53 0.65 0.39 0.82 0.20 0.13 0.36 0.30 0.23 0.38 

JS2 2.57 0.39 0.09 0.70 0.22 0.14 0.30 0.39 0.27 0.46 

JS3 1.03 0.97 0.14 1.92 0.19 0.12 0.35 0.39 0.23 0.81 

JS4 1.40 0.71 0.41 0.86 0.20 0.13 0.21 0.36 0.25 0.34 

JS5 1.28 0.78 0.42 0.95 0.20 0.13 0.49 0.34 0.25 0.63 

 

 

Figure 3.16: Results of the conjoined discontinuity identification at Case Study II 
(stereographic projection, lower hemisphere); JS1 is coloured in 
green diamonds, JS2 is displayed in blue crosses, JS3 is displayed in 
red triangles (pointing upwards), JS4 is coloured in yellow squares 
and JS5 is coloured in orange triangles (pointing downwards). 
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Figure 3.17 displays the results of the cumulated joint size distribution and the 
approximation of the curve with the double-exponential function (equation 2.9) for 
JS1. The fittings for the other joint sets look very similar and can be depicted in 
the Appendix B – Figure 6.7 and Figure 6.8. Table 3.18 specifies the parameters a 
to d for the double-exponential function of the analytical approximation of the 
measured trace lengths. The parameters are given along with the goodness of fit-
ting (coefficient of determination – R² and the root mean square error – RMSE). 

Table 3.18: Variables a to d of the fitted double-exponential function to describe 
the analytical cumulative probability distribution of the joint sizes 
per set as well as the coefficient of determination (R2) and the root 
mean square error (RMSE) of the functions in Case Study II. 

Set ID a b c d R2 RMSE 

JS1 0.9956 0.0004 -1.2656 -6.1140 0.989 0.009 

JS2 0.9844 0.0025 -1.2002 -5.1426 0.992 0.011 

JS3 0.9926 0.0007 -1.2285 -6.0467 0.989 0.010 

JS4 0.9682 0.0119 -1.2322 -5.7704 0.990 0.018 

JS5 0.9973 0.0001 -1.1763 -5.3942 0.984 0.010 

 

 

Figure 3.17: Empirical cumulative probability distributions (eCDF) of the two 
farthermost points in on structure as a reference for the joint size dis-
tribution (solid lines) at the example of JS1 in Case Study II; the cu-
mulative density distributions are approximated with the double-ex-
ponential function (aCDF) according to eq. 2.9 (dashed lines). 

Figure 3.18 represents a histogram plot of the spacing measurements at the exam-
ple of JS1 using the multiple scanline tool in SMX Analyst. Since there are only 
minor differences between the plot of JS1 to JS5, a complete composition can be 
found in the Appendix B – Figure 6.9 and Figure 6.10. 
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Figure 3.18: Histogram representation of the distribution of the joint set spacing 
measurements using the multiple scanline tool in SMX Analyst at the 
example of JS1 of Case Study II. 

Figure 3.19 shows the exemplary joint trace length and size distributions (diame-
ter) for JS1 between 0 and 1.5 m. The figure includes both the trace length distri-
bution, obtained from SMX Analyst (LSMX, filled black bars), and the joint size 
distribution used for the generation of the DFN (LDFN, unfilled bars). Since the 
histograms of the other joint trace length distributions look very similar, a com-
plete depiction of all data is given in the Appendix B – Figure 6.11 and Figure 
6.12. The statistical values for the mean and median set joint size, representing the 
diameter of a disc in the DFN, as well as the corresponding standard deviation are 
given in Table 3.17. 

 

Figure 3.19: Exemplary histogram representation of the joint trace lengths 
(LSMX/LDNF) between 0 and 1.5 m for JS1 in Case Study II; the bars 
represent the joint trace lengths obtained from SMX Analyst, the 
lines represent the results obtained by the statistical recalculation of 
the joint size distribution for the DFN. 

The differences between the measured joint traces (LSMX) and the statistically in-
creased joint traces of the DFN (LDFN) are discussed in sub-section 4.1.1. 
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 Rock Mass Geometry 

In Case Study II the rock mass geometry can be described according to 
(ÖNORM EN ISO 14689) as a rock mass with closely spaced discontinuities (60 
to 200 mm). The mean volumetric joint count (J୴

ഥ) is given with 6.5 1/m and 
12.9 1/m for the median volumetric joint count (J୚

෩ ). Hence, the volumetric joint 
count can be classified as moderately high to high.  

The block size, shape and orientation distributions are displayed in Figure 3.20-a 
to c using the visualization tools described in sub-section 1.3.2. The quantile-val-
ues of the block sizes are listed in Table 3.19. The block shapes are dominated by 
platy shaped blocks ( higher than 9.5) with a tendency towards the intermediate 
class cubic to platy.  usually ranges between 1 and 3. Apparently, the dominant 
block orientation is 339/02 (density deviation higher than 1). Subordinated, two 
other peak orientations exist with 272/27 and 093/29 with densities higher than 
0.9. The block size is classified according to (ÖNORM EN ISO 14689) as small 
(𝑉஻
෪) to medium (𝑉஻

തതത) sized blocks. 



Application Examples 75 
 

 

 

Figure 3.20: Geometric characterization of the joint network in the DFN of Case 
Study II; a) resembles the block shape distribution depending on the 
elongation and flatness of the single blocks, b) displays the distribu-
tions of the block orientations, regarding the vector-orientation of the 
longest block inter-vertex chord and c) shows the cumulative block 
size distribution (bold line); the values for the block volumes are 
given in Table 3.19. 

Table 3.19: IBSD of the DFN in Case Study II, VB,25 and VB,75 represent the 25 %- 
and 75 %-quantile, .𝑉஻

෪ is the median and 𝑉஻
തതത the mean block size. 

 VB,25 𝑉஻
෪ VB,75 𝑉஻

തതത sVB VB,min VB,max 

Volume [m³] 0.004 0.014 0.044 0.081 0.243 0.0002 2.457 

 

 Block Stability Analysis 

The results of the sensitivity analysis regarding the block stability analysis in Case 
Study II are shown in Figure 3.21 and listed in Table 3.20. The sensitivity analyses 
considered changing variations in the ratio between the principal normal stresses, 
ranging from K = 0.33, to 0.66 and 1, as well as different joint friction angles 
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 + 5°, an unchanged  and  – 5°. As can be seen in Figure 3.21, VB,0.01 is in-
creasing with each excavation sequence, ranging from almost 0 m³ in SSS-1 to 
more than 10 m³ after SSS-4 (at  – 5°). Furthermore, the joint friction angle has 
apparently no influence on the block stability in the first excavation sequence, con-
trary to K: a low K allows block movements even in SSS-1. In contrast, no blocks 
are moving for K ≥ 0.66. In SSS-2 the influence of both K and  becomes more 
apparent. Whilst VB,0.01 is generally increasing, the blocks under higher circum-
ferential stresses start to move also at a lower friction angle. This trend, however, 
is not observable for K = 0.33. 

 

Figure 3.21: Results of the sensitivity analyses in Case Study II regarding the in-
fluence of the stress conditions (e.g. variations in K) and the joint 
friction angles ( - 5°.  and  + 5° on the x-axis) on the total vol-
ume of blocks moving more than 1 cm after each excavation se-
quence (VB,0.01, on the y-axis); Results for K = 0.33 are given with 
a “*”, K = 0.66 is given with a “o” and K = 1 is shown with a “x”; 
the results are given for each excavation sequence (SSS-1: subplot a, 
SSS-2: subplot b, SSS-3: subplot c, SSS-4: subplot d). 

In excavation sequence 3 and 4 (Figure 3.21-c and d) the largest detaching block 
volumes are observed. Again, the models with  – 5° led to a detachment of the 
highest VB,0.01 in both sequences. Furthermore, the influence of the lateral con-
finement also becomes more apparent. A higher volume of moving blocks is 
reached in SSS-3 for a lower K-value. The trend is, however, rather unaffected by 
the friction angles (with an exception of  – 5°). The similar conclusions can be 
drawn from Figure 3.21-d, but with the difference that K seems to show dwindling 
importance with regard to the block stability. Additionally, VB,0.01 in SSS-4 is 
almost equal to VB,0.01 in SSS-3. 
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Table 3.20: Total volume of blocks, moving more than 1 cm in each excavation 
sequence in Case Study II for different joint friction angles ( + 5°, 
 and  – 5°) and changing ratios between 1 and 3 (K = 0.33, 0.66 
and 1). 

K 
Excavation 
Sequence 

VB,0.01 [m³] 

 + 5°   - 5° 

0.33 

SSS-1 0,748 0,749 0,750 

SSS-2 0,953 0,954 0,955 

SSS-3 5,234 8,168 8,688 

SSS-4 5,759 7,699 8,743 

0.66 

SSS-1 0,014 0,014 0,014 

SSS-2 0,014 0,015 1,242 

SSS-3 4,405 6,303 9,090 

SSS-4 5,851 6,408 8,889 

1 

SSS-1 0,012 0,012 0,014 

SSS-2 0,014 0,015 1,352 

SSS-3 4,187 6,670 9,674 

SSS-4 4,720 6,961 10,169 

 

Figure 3.22 shows a comparison between the actual tunnel shape with the DSM 
(coloured in brown) and the numerical excavation profile (white, transparent 
blocks) for the SSS-3 (1st column) and 4 (2nd column) for the sensitivity case  – 5° 
and under different lateral confinements (rows). Blocks with a movement of more 
than 1 cm are deleted from the model to ease the visual comparability. In regions, 
where the approximation of the real excavation profile is poor, the brown DSM is 
less visible due to the overlay of several transparent blocks. This is particularly 
important for the tunnel face in SSS-3 as well as the tunnel periphery in SSS-4, 
where the actual tunnel face is already excavated. Apparently, the DSM is approx-
imated poorly in the mid-section of the tunnel face in SSS-3, where the DSM is 
caving towards the rock mass. However, a god fit is reached in the left and right 
upper side walls – especially at the right side. The best fit in SSS-3 is reached in 
case of K = 1. In the last excavation sequence, K does not seem to affect the exca-
vation profile considerably, since the numerical profiles look almost the same. This 
is confirmed by the very small differences in VB,0.0,1 especially between K = 0.33 
and 0.66 (Table 3.20). 
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Figure 3.22: Comparison of the numerical excavation profile and the real tunnel 
shape (DSM) for different for K and a constantly reduced friction 
angle ( – 5°); the DSM is displayed in brown, whereas the numeri-
cal excavation profile is displayed in form of transparent white 
blocks; blocks, moving more than 1 cm are deleted from the model; 
a and b show the SSS-3 and SSS-4 at K = 0.33, c and d show the 
SSS-3 and SSS-4 at K = 0.66 and figures e and f are the SSS-3 and 
SSS-4 at K = 1; the better the DSM is visible, the less blocks overlay 
it and the better is the approximation of the real excavation profile. 
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4 Discussion 
The following sections discuss the results of the previous chapter. First, the meth-
odology and the resulting joint network identification are discussed (section 4.1), 
second, the obtained characteristics of the rock mass regarding the block geometry 
are discussed (section 4.2). The discussion of the block stability analyses is given 
in section 4.3. Prior to the detailed discussion of each case study considerations 
are made about the general performance of the applied algorithms. 

4.1 Joint Network 

Prior to the discussion of the case-specific results of the joint network identifica-
tion some general remarks about the performance are given. Afterwards, the results 
of Case Study I and II are compared to the tunnel documentation and prior publi-
cations, to discuss the case-specific performance of the applied methodology. 

 General Considerations 

Comparing the geological sketches of the two case studies, it is very obvious that 
the amount of information provided by the sketches is quite different. While there 
are only some rough strokes for the joint traces and detached blocks, or only a few 
measurements for the joint orientations in the first case study (Figure 3.1), the 
drawing in Case Study II (Figure 3.12) has a very high level of detail. It provides 
not only information about the small-scale joint network geometry and the folia-
tion and quite a number of joint orientations, but also lithological classes and lo-
cations of faulted/ruptured rock. This difference clarifies the necessity of an ob-
jective assessment of the rock mass, to ensure that everybody can draw the same 
conclusions from the same joint mapping and that there is as little room for inter-
pretation as possible. 

First of all, with both JTD and JPD a very large number of measurements were 
obtained. However, neither JTD nor JPD were able to map all the structures all 
alone. Otherwise the conjunction of both structure maps won’t have been a simple 
addition or, as in Case Study II, more than 91 doublets would have been deleted. 
Instead, both techniques enhance the strengths and reduce the shortcomings of one 
another. 

The rock mass in Case Study I is a paragon for the application of JPD due to the 
numerous distinct joint planes, whereas there are quite few joint traces and many 
changes in the colour, resulting in a poor performance of JTD. Case Study II was 
no paragon for JPD due to the lack of dominant joint planes; however, with high 
variations in colouring and shading due to the foliation, the application of JTD is 
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favoured. As a consequence, the joint network could be identified mostly unsuper-
vised in both case studies and still, the obtained results are very good and have an 
extremely high number of measurements (Case Study I: 1405; Case Study II: 2468) 
at a very high precision (see CoC in Table 3.6 and Table 3.16). 

However, as stated in Buyer et al. (2018), both approaches are density based. This 
means that in JTD the kernel smoothening function was used to determine peak 
probabilities in the trace orientations and in the JPD, only peak values in the den-
sity distribution of the vector-orientations were used to identify principal joint 
planes. This means that only the most dominant structures are identified. The dom-
inance is expressed either in large joint plane sizes or numerous smaller joint 
planes of the same orientation (JPD), or in clear orientation preferences of joints 
and lithological variations (JTD). If a structure occurs only as a single feature, like 
the documented faults in Case Study II (Figure 3.13-a), which leads neither to a 
considerably change in the surface morphology, nor appears as an explicit joint 
trace/change in the texture, these features cannot be located explicitly. 

Although the applied methodology encompasses a two-staged segment linking, 
still some segments, which obviously belong to one structure, remain unlinked. A 
good example is the highly persistent joint trace in the mid-section of Case Study I, 
which is also mapped as a fault (Figure 4.1). 
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Figure 4.1: Example of an incomplete segment linking in Case Study I; accord-
ing to the geological sketch (lower left figure), there is a highly per-
sistent joint/fault passing through the mid-section of the tunnel face; 
in the JTD the general orientation is well captured (green and red 
traces), however the single line segments are interrupted and the link-
ing is incomplete. 

The JTD delivers parts of the joint trace, however, due to a) an assignment of the 
single segments to a different orientation cluster, those segments are not evaluated 
during the segment linking process, and b) due to too categorical boundary condi-
tions for the linking (angular deviation, distance and linearity). Here, a higher flex-
ibility, like a distance dependent angular deviation, or additional criteria, like 
neighbourhood characteristics might provide a higher robustness. Still, due to the 
extreme high number of measurements, those imperfections are not deemed to be 
statistically significant. 

Regarding the post-processing in ShapeMetriX3D, one of the major problems was 
the definition of the adequate number of joint sets. Mathematically valid results 
were obtained with a distinction of four to eight joint sets. However, a comparison 
with the geologic documentation led to a reduction of the number of joint sets. 
Especially in Case Study I, the JTD delivered nine distinct orientation cluster and 
the JPD delivered six distinct joint plane orientations. In contrast, only five sets 
were mapped by the geologist. By the combination of the information from JTD 
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with the information from the JPD, each having their specific density peaks in the 
orientation values, a new density distribution is generated and the k-means clus-
tering algorithm results in different set cluster. Additionally, the number of peak 
orientations from the JTD in Case Study I was extremely high due to the large 
variability of the 2D measurements. Nonetheless, those differences in the 2D ori-
entation partly vanish when projected into 3D space. When a joint is intersected 
by two differently oriented surfaces, the 2D representation of the joint traces will 
show different angles. Still, not all documented joint measurements could be con-
firmed as distinct joint set orientations. Maybe also different clustering methods, 
like the DBSCAN-algorithm, and additional set specifications, like a characteristic 
joint size distribution or spatial location, might help in handling the higher number 
of set members and clustering single structures into distinct sets. 

Nonetheless, a comparison of the proposed method with the on-sight mapping re-
sults from an experiences geologist shows that the automatically mapped sets are 
reasonably accurate and objective. Due to the very high quantity and the distinct 
localization of each single structure the direct generation of a discrete fracture net-
work for numerical analyses is possible. Furthermore, a definition of distinct joint 
sets is only necessary in the calculation of the cumulative probability function of 
the apparent joint size distribution and the statistical enhancement towards the the-
oretical joint size distribution. 

In both case studies, the computation of a statistical joint size distribution, based 
on real measurements, showed a clear shift of the values from very short joint 
traces towards larger sizes. Small joint sizes are more likely increased than bigger 
joint sizes, whilst avoiding an oversizing of large joints. This supports the under-
lying theory according which the apparent joint size can only be a lower value for 
the natural joint size distribution. Another side effect of the methodology is the 
shift of the distribution from a Weibull-function towards a Gaussian distribution. 

The standard deviation, the mean and median values of the joint set spacing and 
trace length indicate that the values are not distributed uniformly and can be best 
approximated by a log-normal or Weibull distribution, as mentioned in Priest 
(1993), Stavropoulou (2014), Havaej et al. (2016) and Miyoshi et al. (2018). 

Despite the very high fitting success of fitting the empirical CDF of the apparent 
joint trace lengths (R² is almost 1 and the RMSE is below 0.02 in all cases) there 
is a major drawback in this approach. The analytical function tends to underfit 
shorter joint traces and overfit longer joint traces up to the point, where the func-
tions approximate the probability limit of 100 %. Exemplary values from the fitted 
function in Case Study I – JS1 are given in Table 4.1. 
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Table 4.1: Differences due to under-fitting of the analytical solution onto the 
empirical cumulative density function of the apparent joint trace 
lengths in JS1 of Case Study I. 

P(L) 
[%] 

La 

[m] 
Lt 

[m] 

0.1 1,125 0.113 

0.7 4,646 0.499 

 

By interpolating the aCDF, this under- and overfitting can be eliminated. However, 
with a fitted analytical function, the rock mass can be described in numeric values, 
which eases the classification, description and comparison of different rock 
masses. This is not possible, if P(Lt) is derived by interpolating the eCDF. None-
theless, the interpolation would result in a higher precision. Furthermore, accord-
ing to equation 2.9, no joint sizes below the variables a + c are allowed. This can 
be observed in Figure 3.19 and Figure 3.8 and explains, why the line diagrams do 
not start at 0,0 or with the values from apparent joint size distribution. This seems 
like a drawback in the methodology, but under the assumption that a) small joints 
do not contribute to the general rock mass stability and b) small joints form only 
small blocks, which are therefore below the block size criterion, the incapability 
to detect joints below this threshold (a + c) is deemed acceptable, since both a and 
c are floating values in a centimetre range.  

 Case Study I 

The joint trace detection delivered almost 600 distinct joint traces, which included 
also the fault traces, which were not detectable with a purely vector-based joint 
plane detection. These 576 single traces are assigned to nine distinct orientation 
cluster and some seem to be almost subparallel to each other despite belonging to 
different clusters. This is on the one hand due to the fact that with the chosen set-
ting for the secondary orientation filtering, a very high degree of detail and there-
fore a high number of distinct peak orientations has been achieved. Hence, the 
angular deviation between two adjacent clusters is very little and in a further post-
processing, most of the orientation cluster will be merged into one major cluster. 
However, although a two-staged segment linking technique was applied, there are 
still some line segments, which are linked either incorrectly (some line segments 
still expressed branching), or not at all, although the geological judgement would 
connect the two separated lines (see joint traces of fault structure in the mid-sec-
tion). This is on the one hand caused by the assignation of segments into different 
orientation clusters, or the relatively simple linking criteria, since they only base 
on the deviation of the orientation of the linking line compared to the separated 
line segment and the distance criterion. A more sophisticated interaction of dis-
tance-related linking boundaries is expected to lead to improvements in the results. 
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However, the resulting joint trace maps is still consistent and depicts the joint net-
work good. On the second hand, a joint trace, intersecting two different joint planes 
appears in 2D with two different trace angles, which are consequently assigned to 
different orientation cluster in the JTD. If the traces are transposed into 3D space, 
the two orientation clusters are merged into one set again. Therefore, the number 
of orientation cluster from the JTD exceeds in the most cases the number of joint 
sets from a 3D analysis. 

Since the chosen tunnel face expresses a very blocky rock mass with very clear 
joint planes, the vector-based point cloud processing delivered also apparently rea-
sonable results (Figure 3.4). In total, almost 800 distinct planes and six different 
joint sets were distinguished. The joint plane detection led to the identification of 
distinct joint planes in both the tunnel face, as well as the side walls and roof sec-
tion. However, the highly persistent fault in the mid-section of the tunnel face was 
not detected, since it dipped directly along the line of sight and appears only as a 
joint trace without clear joint planes. The denser fracturing on the right bottom 
region (classified as GT2) is also captured with some measurements. One of the 
most sensitive parameters in the DSE analysis was the selection of the minimum 
joint size, represented by the minimum number of assigned points. This parameter 
however correlates with the resolution of the point cloud or the average 3D point 
spacing. In the processed point cloud, the point spacing was 2 cm due to the rela-
tively low number of points (~600k) in the point cloud. 

The conjunction of JTD and JPD reduced the number of the previously determined 
joint sets to five. This however is surprising, since the JTD delivered nine domi-
nant orientation sets and six distinct sets were distinguished via JPD. The ex-
tremely high number of orientation cluster from the JTD is qualified earlier. There 
is not much of a difference between the number of sets from the JPD and the con-
joined set information. The re-clustering via the k-means algorithm resulted in an 
optimum clustering result of five distinct joint sets, but a higher number of distinct 
sets is not excluded. However, the project documents revealed also five distinct 
joint sets. Nonetheless, there is still quite some difference, expressed with the acute 
angle between the manually and the digitally mapped joint set orientations (Table 
4.2). 
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Table 4.2: Acute angles between the mapped and the semi-automatically de-
rived joint sets; SA refers to the spherical aperture of the conjoined 
joint set, a weak match, where a connection can only be guessed is 
marked in italic and bold; a good match, where the angular difference 
is less or close to the SA are highlighted in bold upright numbers. 

  Project documents 

 
Joint Set SA fault k1 k2 k3 k4 

Tunnel 
face 

Jo
in

t S
et

s 
in

 
C

as
e 

S
tu

dy
 I

 JS1 24° 53° 39° 51° 21° 72° 31° 

JS2 24° 75° 43° 12° 60° 52° 25° 

JS3 22° 81° 80° 64° 52° 84° 84° 

JS4 22° 38° 46° 86° 86° 47° 76° 

JS5 23° 74° 85° 51° 61° 25° 27° 

 

Some joint set from the digital joint mapping correlate very well with the set ori-
entations from the project documents (e.g. JS1 with k3, or JS2 with k2 and JS5 
with k4), where the angular deviation is less or very close to the spherical aperture 
of the respective conjoined joint set. In other cases, a connection can only be 
guessed (e.g. JS4 with the fault structure) or cannot be established at all (JS3, or 
k1). The most reasonable explanation for this is the fact that joint sets from the 
manual mapping are based on a very low number of measurements, missing the 
natural variability in the orientation values of a joint set: During the tunnel docu-
mentation, only seven joints were mapped on-site and the rock mass classification 
is based mostly on the geological understanding and experience of the mapping 
geologist. On the opposite, the results of the proposed method have a very high 
accuracy (CoC ≤ 3°) and statistical reliability. This leads to the assumption that a 
higher number of measurements might result in a better correspondence between 
the automatically derived joint sets and the manually mapped sets due to a higher 
accuracy of the manual results. As an example, Buyer & Schubert (2017) per-
formed a detailed manual mapping of the tunnel face in Case Study I. The results 
are listed in Table 4.3. The measurements were also distinguished into five distinct 
joint sets. A comparison to the conjoined mapping results from JTD and JPD is 
given in Table 4.4. 
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Table 4.3: Results of the manual joint mapping of the tunnel face in Case 
Study I according to Buyer & Schubert (2017); DoC = Degree of 
Concentration, CoC = Cone of Confidence; NoM = Number of 
Measurements. 

Set 
ID 

Dip Direction 
[°] 

Dip Angle 
[°] 

SA 
[°] 

DoO 
[%] 

CoC 
[°] 

NoM 

I 45  59 6.4  17.5  91.0 25 

II 123  65  7.9  21.4  86.7  25 

III 220  87 5.7  18.1  90.4  33 

IV 312 74 5.0  18.0  90.4  42 

V 236  36 5.8  23.3  84.3  53 

 

Table 4.4: Acute angles between the obtained results from the manual joint 
mapping according to Buyer & Schubert (2017) given in roman nu-
merals (I to V) and the coupled joint identification in the tunnel face 
of Case Study I (JS1 to JS5); angles below or close to the set specific 
spherical aperture (Table 4.2) are highlighted in bold letters. 

  
Manual mapping from Buyer & Schubert 

(2017) 

 Joint Set SA F II III IV V 

Jo
in

t S
et

s 
in

 
C

as
e 

S
tu

dy
 I

 JS1 24.3° 84 30 65 42 69 

JS2 24.3° 57 59 61 31 84 

JS3 22.1° 72 70 74 72 23 

JS4 21.8° 51 58  55 46 

JS5 23.3° 57 59 60 31 84 

 

The angular deviations reveal that again there is no perfect correspondence be-
tween the manual mapping results from Buyer & Schubert (2017) and the results 
of the proposed method. Still a better match than with the documented set is 
achieved, since five instead of three matches are found. The angular deviation be-
tween the manually and digitally mapped structures shows that the acute angle 
between the joint sets JS1 and II, JS2 and IV as well as JS5 and IV are very close 
to the spherical aperture. JS3 and joint set V show a very good match. Joint set III 
can be roughly referred to JS4. 

This supports the theory that a higher number of measurements for a natural joint 
set increases the accuracy in its identification. Still, the five matches include a 
double-correspondence (JS2 and JS5 with IV), which means that a unique assig-
nation cannot be achieved, and 4 of the five matches are only weak, meaning that 
the angular deviation is larger than the spherical aperture of the conjoined set. Fur-
thermore, joint set I has no counterpart in the automatically mapped sets. Referring 
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to Table 4.3, the very low spherical apertures (5° to 7.9°), compared to the auto-
matically mapped sets is obvious (21.8° to 24.3°). This clarifies, that the mapped 
structures are mapped subconsciously according to their spatial orientation and alt-
hough the mapping results were also re-clustered afterwards using the k-means 
algorithm, their original similarity in orientation prevails. Hence, the results are 
slightly biased by the subjective assessment of the rock mass geometry. In contrast, 
the proposed method works completely objective, checking only for mathematical 
solutions and hence results in both a higher deviation from the mean set orientation 
(i.e. a larger SA) but also a more accurate assessment of the joint set orientation 
due to a much higher number of measurements (more than 1400 measurements by 
the proposed method vs. 178 manual measurements). 

The spacing of JS4, which also includes the fault of the geological mapping can 
be shown off with a mean set spacing of 0.75 m and a standard deviation of 1.32 m 
(Table 3.7) and a median set spacing of 0.21 m instead of the mapped/estimated 
2 m (Table 3.2), but still, the joint set spacing of JS4 is the highest of all distin-
guished joint sets, which corresponds also to the project documents. The set also 
shows the lowest joint frequency. Unfortunately, the high persistence is not cap-
tured by the methodology. This lack is mainly due to the fact, that the actual joint 
is not captured as one single structure, but composed of several small to medium 
sized structures. Furthermore, the fault is not revealed as one single feature but 
belongs to a larger set of measurements with varying size. The applied clustering 
is based on orientation values without consideration of the geologic genesis of the 
structures. A possible criterion, to distinguish automatically between genetically 
different structures might be e.g. the joint size. 

An accordance was found between k2 and JS2 in both the orientation values and 
computed joint set spacing. The set spacing according to the geological documen-
tation is given with 20 to 60 cm. The computed mean set spacing is given with a 
mean spacing of 0.32 and a standard deviation of 0.42 m, which is within the esti-
mated range. Even so, the median set spacing (0.15 m) is lower than the estimated 
range. A comparison of the values for the set spacing of JS5 with the mean joint 
normal spacing of k4 expresses a similarly result with a mean set normal spacing 
of 0.21 and a standard deviation of 0.27 m matching with the estimated range of 
20 to 60 cm, but a much lower median set spacing of 0.11 m. Large differences are 
in the documented and computed mean set spacings of JS1 and k3. The analyses 
resulted in a mean normal spacing of 0.61 m and a median spacing of 0.3 m, which 
is much less than the documented 2 m spacing for k3. The standard deviation is 
with an value of 0.74 m relatively high. This difference can either be explained by 
a biased analysis, e.g. insufficient segment linking or insufficient detection and 
exclusion of doublets, or by an overestimation of the set spacing by the mapping 
geologist. k1 does not appear as a distinct joint set and hence a direct comparison 
with the computed set spacings is hardly possible. The results clarify that with the 
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proposed method it is possible to assign tangible numbers and numeric ranges, 
given e.g. as a standard deviation, to ground types, rather than being limited to 
estimated ranges and categories for the spacing (ISRM, 1978, ÖNORM EN ISO 
14689). 

Generally, the joint traces are short (0.48 to 0.87 m, Table 3.7) and the high per-
sistencies (up to more than 2 m) of the documentation are not captured. This on 
the one hand originates from the incomplete segment linking, which still leads to 
an underestimation of the actual joint trace length and on the other hand from the 
blockiness of the tunnel face, since the applied algorithms deliver only distinct 
joint planes, two planes, which would belong to one geological structure or lie on 
one plane cannot be merged. Still, the suggested method of the statistical increase 
of the joint size, based on the joint diameter, seems also promising. The results 
(Figure 3.8) show that small joints were generally increased by size and the larger 
joints remain unchanged. 

 Case Study II 

The exposed tunnel face in Case Study II (Figure 3.13) does not show many obvi-
ous joint planes. In fact, the rock mass is dominated by the foliation, which is evi-
dent by a layered alternation of felsic and mafic units (Figure 3.12-a and b). There-
fore, the investigated point cloud is not a paragon for the application of JPD. In-
stead, very good results were expected from the JTD. However, the lacking ap-
plicability of the JPD was partly compensated by the high density of the point 
cloud, having a disadvantage in detecting more noise and increased computation 
time. 

As described in the tunnel documentation (Table 3.11), overbreak occurs due to 
block detachments along the foliation and by the intersection of joints with the 
foliation in the side walls. The foliation, however, does not daylight as large, dis-
tinct planes. Hence, the foliation was captured by the JPD only with a low density 
(JPD3 in Table 3.15). Still, the angular deviation between the documented foliation 
and JPD3 is 15°. Although the DSE results do not reveal joint planes in the region 
of the mapped fault zones, it seems that there are quite some fault related structures 
in the rock mass. This is proven with a very good accordance between JPD2 and 
the fault orientation at an angular deviation of only 18°. Nonetheless, a biasing 
influence of the almost planar tunnel during the JPD analyses can be seen at the 
example of JPD1: The set orientation deviates only by 9° from the tunnel face and 
the very high density of the assigned points superimposes subordinated/subparallel 
structures. 

A comparison of the on-sight mapped joint sets with the conjoined mapping results 
from JTD and JPD in Table 3.16 is given in Table 4.5. The table is showing the 
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acute angles between the manually and digitally mapped joint sets as well as the 
mean orientation of the tunnel face (150/90). 

Table 4.5: Acute angles between the manually mapped joint sets and the joint 
sets obtained by the conjunction of JTD with JPD; angles below or 
close to the set specific spherical aperture (Table 3.16) are high-
lighted in bold letters; SA refers to the spherical aperture of the con-
joined joint set. 

   Project Documents 

 Joint Set SA sf k st Tunnel face 

Jo
in

t S
et

s 
in

 
C

as
e 

S
tu

dy
 I

I JS1 23.5° 73° 25° 83° 49° 

JS2 18.5° 12° 85° 69° 85° 

JS3 21.8° 88° 70°  89° 

JS4 18.1° 28° 65° 78° 51° 

JS5 27.8° 79° 58° 68° 36° 

 

According to this comparison, there is a very good consensus between JS2 and the 
foliation (12° angular difference!), a good consensus between JS1 and k as well as 
a fairly well accordance between JS5 and the tunnel face. A very weak conformity 
can be seen between the set orientations of JS3 with the fault zone and JS4 with 
the foliation as well. 

JS2 and JS4 are apparently representing the foliation, including its metamorphic 
character. The geological sketch also indicates that the foliation is wavy and 
folded. Hence, JS2 is representing the sub-horizontal discontinuities, whereas JS4 
is representing the inclined foliation in folds. A combination of JS2 with JS4 into 
one joint set would not only reduce the number of mathematically distinguished 
joint sets to the actually documented number of joint sets, but would also lead to 
an angular deviation of only 9° between the foliation and the mean orientation of 
JS2∪JS4 (321/17). 

Unlike with the sole application of JPD, a clear distinction of the tunnel face is not 
possible anymore after conjoining JPD and JTD. This shows the necessity of com-
bining the two information sources, in order to minimize the bias. In this case it is 
the superimposing of a hidden structure (JS1 respectively k), which would be 
missed by a sole application of the DSE. The actual tunnel face however, is as-
signed to JS5, but again there seems to be a hidden structure due to the larger an-
gular deviation between the tunnel face and JS5. The fault structure is not very 
obvious in neither the point cloud nor the digital image, still JS3 shows a weak 
connection to the fault zone and the measurements primarily result from the JTD. 
But the large angular deviation between the fault orientation and JS3 suggest that 
the results are biased and a close inspection of the structure elements in JS3 reveals, 
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that quite a few assigned joint traces in the tunnel face are actually such scratch 
marks. However, the majority of the set structures occur all over the left side wall 
and partly at the lower right side wall, and therefore suggest the existence of a real 
discontinuity set. 

At a close investigation of Figure 3.16, one might notice the accumulation of meas-
urements occurring in the pole point distributions of JS2 (foliation) and JS3. Most 
of the measurements are resulting from the JTD. A reason for this alignment is on 
the one hand a biased measurement due to an ambiguous plane fitting in SMX due 
to a too low morphology in the point cloud or too short trace lengths. On the other 
hand, it seems that this accumulation is connected to the tunnel face orientation 
(150°), since it seems to follow a great circle with a dip direction of 170° and 330°, 
respectively.  

Especially the median joint normal spacing of JS2 (𝑋෨௦ = 0.09 m) fits within the 
estimated range of the foliation from the tunnel documentation (0.06 to 0.2 m, Ta-
ble 3.12 and Table 3.17). The mean value (𝑋ത௦(𝐽𝑆2) exceeds the estimated range 
almost by the factor 2. The computed standard deviation is also relatively high 
(0.7 m). 𝑋෨௦(𝐽𝑆1) and 𝑋ത௦(JS1) are computed with 0.39 m and 0.65 m, which also 
matches with the documentation (0.2 to 0.6 cm and wider). Since JS5 is represent-
ing a joint set, which is sub-parallel to the tunnel face and is not specified in the 
project documents, a comparison of the values for the normal spacing is not pos-
sible. The median set normal spacing of JS3 (𝑋෨௦ = 0.14 m) underestimated the val-
ues from the documentation to a very large extent. Nonetheless, the mean set nor-
mal spacings approximates the estimations from the tunnel documentation: 
𝑋ത௦(JS3) = 0.97 m. Even so, there is also a high standard deviation in the measure-
ments (sXs(JS3) = 1.92 m). The differences between the mean and the median val-
ues as well as the high standard deviations are blamed to the non-uniform distri-
bution of the measurements. 

The approximation of the cumulative density distribution of the joint sizes by the 
double-exponential function worked very well and only small deviations occurred 
primarily in the range of joint sizes below 0.5 m (Figure 3.17). The comparison of 
the density distributions of the joint sizes respectively the trace lengths (Figure 
3.19) shows that most joints are rather short (0.1 to 0.25 m). This fact remains even 
after the statistical enlargement. However, the distributions are clearly shifted to-
wards longer trace lengths and therefore larger joint planes in the DFN. Still, a 
comparison of the enlarged joint sizes (Table 3.17) with the documentation (Table 
3.12) reveals that the majority of the joints are still underestimating the actual size. 
This is explained by the mentioned incomplete segment linking during the JTD 
and the fact that there were no major joint planes detected in the JPD. 
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The relatively high computation time for capturing the joint network is a ramifica-
tion for the on-sight application. However, the computation time is highly depend-
ent on a) the number of measurements – the lower, the faster – b) the computational 
power of the used computation unit and c) the implementation and efficiency of 
the numerical code. Referring to a) a very high number of joint traces was ana-
lysed. This high number is caused by the relatively low threshold for the minimum 
joint trace length. Hence, with a higher threshold, the number of measurements 
would drop and the computation time as well. Referring to b) the trend for an in-
creasing computation power is still present and reductions in the computation time 
are expected here as well. Regarding point c) it is very likely that the code can be 
improved to a large extend, which also leads to a reduced computation time. 

4.2 Rock Mass Geometry 

As stated in sub-section 1.3.2 an objective determination of the rock mass geome-
try is important for the block stability and consequently the excavation profile. 
Furthermore, it influences the consumption of explosives and the amount of mate-
rial, which has to be mucked. 

 General Considerations 

The determination of the rock mass geometry is very objective since they are ob-
tained purely based on the blocks within the DFN region and their geometric prop-
erties, like vertex coordinates, volume and surface area. The obtained joint network 
led in both case studies to the generation of platy and cubic shaped blocks. Elon-
gated blocks were not observed. This is in accordance with the geologic documen-
tation and the impressions by the DSM of the tunnel faces. 

However, 3DEC allows only convex blocks. Hence, in case an intersection of frac-
tures, which would lead to the generation of a concave block, will subdivide the 
area in two (or more) smaller but convex blocks. Hence, the block size distribution 
might be blurred. But this is seen as rather subordinated and not sensitive to the 
results. 

Since the export of the necessary block information from 3DEC is easy and the 
evaluation of the data was performed with an automated Matlab-script, the results 
were produced very fast (~5 to 10 min) despite the very high number of single 
blocks. This high number is also a source of reliability and statistical reproducibil-
ity. 
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 Case Study I 

As shown in Figure 3.9-a, most of the blocks are assigned to the shape classes 
“platy” and “cubic”, with subordinated peak distributions in “cubic to platy”.  
ranges between 1 and 2 and  has a peak distribution between 1 and 1.1 as well as 
9.8 and 10. This is in good correspondence with the information about the general 
joint set specifications, especially the spacing, which is very similar for all joint 
sets, and the orientation, since the dip angles are also very similar. 

A dominant block orientation cannot be detected (Figure 3.9-b). Although there 
are five peak densities in the plot (densities higher than 0.6), only two of these 
peaks can be assigned to specific joint sets: it seems like JS2 and JS3 control the 
block orientation. In case of JS2, the results are also consistent with the set normal 
spacing, which is the highest of all detected joint sets (0.87 m). This high value 
suggests that once a block is formed by the intersection of joint planes with struc-
tures from JS2, its size and hence influence on the results is very high. The domi-
nance of JS3 can be explained by the sheer number of measurements, which is by 
far the highest, compared to the other sets. Hence, the probability that JS3 is form-
ing a block is also very high. The other peak orientations are rather obscure, since 
there are neither big differences in the spacing, orientation or number of measure-
ments. Still, since JS3 is not confirmed by the on-sight mapping, it is also possible 
that the results are highly biased. 

The rock mass in the DSM appears very blocky with large-sized blocks, however, 
the determined median block volume is only 0.014 m³ (≙ 14 l). In contrast, the 
mean block size is almost ten times bigger (0.0124 m³) and the very high standard 
deviation (~ 0.5 m³) indicates that the block size distribution is neither following a 
normal distribution, nor appears to be very homogeneous. This wide range of block 
sizes is a result of the wide range of joint sizes in each set (Table 3.7). Since the 
measurements due to the blocky character of the rock mass, are well spread across 
the tunnel face, a bias due to local differences in fragmentation can be excluded. 
Nonetheless, during the model generation, e.g. definition of the tunnel geometry, 
segmentation of the excavation sequences and the densification, artificial cracks 
are introduced into the model, which might lead to a higher fragmentation as it 
would naturally be. Still, a comparison of the determined block sizes with the con-
ventionally determined block volumes, according to Palmström (2001), Cai et al. 
(2004), or Wang et al. (2003) would clearly show that VB, determined by the DFN 
is still higher, than the empirical approaches, which is quite reasonable, since the 
standard empirical approaches a) consider persistent joints, b) allow only a limited 
number of joint sets and c) neglect local deviations in the fracture pattern. This 
theory, however, has not been tested, since the approaches are restricted to three 
distinct joint sets. The assumption is based on the explicit implementation of the 
joint size, respectively persistence, which is poorly considered in the analytical 
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formulations. The size increasing effect of a considered and neglected joint persis-
tence is displayed in Figure 4.2. The results obtained by the DFN representation 
are shown with a solid line. The results of a statistically rock mass representation, 
with considering infinite joint sizes is displayed with dashed lines. The statistical 
representation uses the joint set specifications given in Table 3.7, including stand-
ard deviations for the orientation (ςDD and ςD = 5°). The persistence is set to 100 %. 
With regard to the statistical deviation, the model was generated with 20 replica-
tions. The quantile values of the statistical and DFN representation are given in 
Table 4.6. It is obvious, that the block sizes, obtained by the DFN simulation are 
higher than the block volumes in the statistical rock mass geometry by a factor of 
almost 2 to 3. This difference in the IBSD is quite good, since in the theoretical 
model, the infinite persistence leads to an underestimation of the actual block size: 
With infinite joint planes, too many intersections are possible, which are not pre-
sent in nature (e.g. Kluckner et al., 2015, Aichinger, 2018). Hence, the better the 
persistence or joint size can be approximated, the better is the resulting ISBD. 
Consequently, with the innovative approach to estimate the joint size, and the de-
terministic modelling of the fracture network, the ISBD is approximated very well. 

 

Figure 4.2: Comparison of the block size distributions obtained by the genera-
tion of the DFN (solid line), including information about the joint 
size, with a statistical representation of the joint network geometry 
(dashed lines) according to the set specifications in Case Study I and 
a persistence of 100 %. 

Table 4.6: Quantile values of the IBSD of the DFN and the statistical rock mass 
geometry (sRMG) in Case Study I, VB,25 and VB,75 represent the 
25 %- and 75 %-quantile, .𝑉஻

෪ is the median and 𝑉஻
തതത the mean block 

size. 

Rock mass repre-
sentation 

VB,25 

[m³] 
𝑉஻
෪  

[m³] 
VB,75 

[m³] 
𝑉஻
തതത 

[m³] 

DFN 0.004 0.014 0.061 0.081 

sRMG 0.002 0.007 0,020 0,018 
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 Case Study II 

In Case Study II the block shape is dominated by the “platy” class with decreasing 
densities in “cubic to platy” and “cubic” (Figure 3.20-a). This block shape class is 
characteristic for foliated rock masses and is confirmed by the very low joint spac-
ing for the foliation (JS2, Table 3.17). The platy appearance is also indicated by 
the geological sketch of the tunnel face in Figure 3.12-b. This platy shape is dis-
rupted by the other four joints and the resulting blocks are rather cubic in shape. 

Another correspondence is achieved in the determination of the dominant block 
orientation. As shown in Figure 3.20-b, the peak densities range around 339/02, 
which matches with the orientation of the intersection of JS3 with the foliation 
(JS2). This dominance is caused clearly by the extremely large number of meas-
urements, their even distribution in the numerical model, as well as the very high 
joint frequency. The subordinated peak orientation of 272/27 is probably caused 
by the intersection of JS1, which has the second highest joint frequency and rep-
resents fault zone related structures, with JS4, which represents foliation elements 
with a steeper inclination. The third peak orientation cannot be assigned to any 
specific set intersection, but if the orientation of the density centre is switched by 
+ 180°, it coincides with the second peak orientation again. Hence blocks, gener-
ated by the intersection of JS1 with JS4 seem to be unspecific in their orientation, 
which can be caused by the more compact block shape character, i.e. a higher ten-
dency to cubic shaped blocks. 

The block size distribution using the DFN approach, gives a median VB of 
0.014 m³. However, the high mean value and standard deviation indicate the het-
erogeneity of the generated block sizes. This heterogeneity is caused by a non-
uniform distribution of the joints in the numerical model, since most of the meas-
urements and therefore discrete fractures are positioned at the tunnel periphery and 
only a few joints are located right in the tunnel face – apart from measurements for 
the foliation. A second source for a biased result is, like in Case Study I, the pro-
cess of the model generation itself. Artificial cracks due to the excavation geome-
try and sequencing can bias the natural IBSD. Nonetheless, the real block size dis-
tribution seems to be approximated very well.  

The main advantage of using a DFN, directly linked to mapping results, is that no 
assumptions had to be made regarding the joint sizes or set persistence. The dif-
ference between the DFN based block size distribution (solid line) and a statistical 
representation of the rock mass with infinite joints (dashed lines) is shown in Fig-
ure 4.3. The deterministic DFN-approach, presented in this thesis, includes explicit 
information about the joint sizes and persistence and locations, whereas the statis-
tical approach is using the joint set specifications given in Table 3.17 and uses a 
persistence of 100 % for each joint set. The curves express similar shapes, but the 
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sizes are apparently smaller. The quantile values of the statistical and DFN repre-
sentation are given in Table 4.7. It is obvious that the block sizes, obtained by the 
DFN simulation, are almost twice as high as in the statistical rock mass geometry. 

Table 4.7: Quantile values of the IBSD of the DFN and the statistical rock mass 
geometry (sRMG) in Case Study II, VB,25 and VB,75 represent the 
25 %- and 75 %-quantile, .𝑉஻

෪ is the median and 𝑉஻
തതത the mean block 

size. 

Rock mass repre-
sentation 

VB,25 

[m³] 
𝑉஻
෪  

[m³] 
VB,75 

[m³] 
𝑉஻
തതത 

[m³] 

DFN 0.004 0.014 0.044 0.081 

sRMG 0.002 0.006 0,018 0,016 

 

 

Figure 4.3: Comparison of the block size distributions obtained by the genera-
tion of the DFN (solid line), including information about the joint 
size, with a statistical representation of the joint network geometry 
(dashed lines) according to the set specifications in Case Study II and 
a persistence of 100 %. 

4.3 Assessment of Computed Overbreak 

In the following section, the computed excavation profiles, after deleting all blocks 
moving more than 1 cm in the numerical models, are compared to the geological 
documentation (Figure 3.1-b and Table 3.1 for Case Study I; Figure 3.12-b and 
Table 3.11 for Case Study II) and digital surface models. The results preliminary 
focus on the stability trends, controlled by the shear resistance of the joints (i.e. 
variations in ) and the lateral stress conditions (i.e. variations in K), rather than 
on the determination of the real joint and rock mass properties, or stress conditions. 

 General Considerations 

In general, the jointed rock mass was represented very well in the numerical anal-
yses. The position of the block failures according to the geological documentation 
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fitted with the block detachments in the numerical analyses. Also, the amount of 
overbreak did in no case exceed the documentation significantly. Very good cor-
respondences were achieved in the investigated cases with a low circumferential 
stress around the excavation and low joint friction angles. The difficulty in defin-
ing a persistence value for the joint sets was avoided by measuring the apparent 
joint trace length and computing an analytical joint size, which was used in the 
DFN representation of the joint network. This also enabled a unique and site-spe-
cific reconstruction of the actual conditions at the investigated tunnel faces. 

The simulations were performed with a limited number of calculation steps (Table 
2.4). Instead of searching for a stable state, the simulations were stopped earlier. 
This resulted in an incomplete mobilization of all possible blocks, but prevented 
long computation times, when only block falling occurred. Hence, the results for 
VB,0.01 in Table 3.10 and Table 3.20 are not representing the block volumes in 
equilibrium and might increase at more computation steps, but the general trend is 
demonstrated. 

A practical side effect of using a DFN in the numerical simulations is the reduced 
number of blocks, which are still sufficient to investigate the tunnel stability: 
blocks are only generated, where discrete fractures intersect and the number of 
fractures – although it is very high within a given area – is rather low compared to 
the number of distinct joints, which would have been generated in a statistical rep-
resentation of the rock mass. This becomes most obvious in Case Study II where 
the foliation is controlling the tunnel shape and therefore needs to be represented 
as detailed as possible but has on the contrary an extremely narrow spacing of only 
a few centimetres. An accurate representation of this narrow spacing would require 
the generation of numerous blocks, which would consequently increase the com-
putation time approximately by the power of 2. With a highly detailed representa-
tion of the joint network at the station of interest and its vicinity, the narrow spac-
ing as well as the local deviations are captured very well and still, the number of 
blocks is limited. 

 Case Study I 

The applied method resulted in a generally well to fairly good match of the mod-
elled excavation profile with the real profile (Figure 3.11). The location of DCF, 
when it occurred in the numerical analyses, was in a good correspondence with the 
DSM, however with minor differences in the magnitude and depth due to the joint 
network geometry. This is particularly the case for the tunnel periphery. The tunnel 
face was not reconstructed in a too good correspondence with the DSM, which 
might be either caused by too high friction or dilation angles, resulting in too high 
resisting forces on the sliding planes. Nonetheless, with decreasing friction angles, 
the location of numerical DCF was similar to the DSM. 
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In Table 4.8, the correspondences of the modelled excavation profile with the DSM 
in the last two excavation sequences (SSS-3 and SSS-4) are summarized according 
to the considered friction angles. The correspondences are classified in poor (“-“), 
moderate (“o”) and well (“+”), to ease the comparison. In SSS-3, block sliding on 
joint planes is possible in the tunnel face of the SOI. In SSS-4, only blocks detach-
ing from the roof and subordinated block sliding from the side walls is possible, 
since the SOI is already excavated. 

Table 4.8: Comparison of the computed excavation profile with the DSM in the 
excavation sequences SSS-3 and SSS-4 with variations of  in Case 
Study I; poor correspondences are given with “-“, moderate corre-
spondences with “o” and well correspondences are given with “+”. 

Variation of  
Excavation Sequence 

SSS-3 SSS-4 

 + 5° - + 

 o + 

 – 5° + + 

 

A further decrease of the friction angle is not deemed necessary, since the trend of 
the values (Table 3.10 and Figure 3.10) already points to a stabilisation of the rock 
mass, with the majority of potentially instable having detached. The higher joint 
friction angle ( + 5°) leads to a stabilization of almost 30 % of the kinematically 
free blocks. 

The sensitivity analyses confirm that the block detachments in the roof section are 
rather independent from the friction angle, whereas the mechanical freedom of 
blocks, detaching from the tunnel face, is sensitive to . At a K of 0.33, no or only 
very low circumferential stresses are present in the crown and hence no or very 
little resisting forces, acting against block failure, are mobilized on the sliding 
planes (Yeung & Leong, 1997, Pötsch, 2002). Furthermore, once, the shear re-
sistance of the sliding planes is exceeded in the roof section, detaching blocks di-
rectly fall down, due to gravity. On the contrary, a higher friction angle on the 
sliding planes mobilizes also higher resisting forces and counteracts DCF in the 
tunnel face, where the failure mechanism is block sliding, rather than falling. 

The best correspondence of the modelled and the actual excavation profile, appar-
ent only in the left and mid-region of the roof section, as well as the improving 
match between the DSM with the numerical excavation profile is achieved with 
decreasing friction angles. This suggests that the used friction and/or dilation an-
gles are still higher than in reality. Furthermore, the huge overbreak in the right 
crown section and right side wall, apparent in the DSM, is not reconstructed in the 
numerical analyses at all. This is due to the fact that the DSM features some holes 



Discussion 98 
 

 

in this region (Figure 3.2) and hence the joint network is not captured completely 
by neither the JTD nor JPD. As a consequence, blocks in this region are formed, 
but they lack kinematical freedom. 

 Case Study II 

The simulations showed clearly that the documented and modelled excavation pro-
files have a good correspondence. Table 4.9 compares the quality of the approxi-
mation of the real excavation profile with the numerical analyses, based on visual 
inspection and depending on K as well as  in the excavation sequences SSS-3 and 
SSS-4. The quality is given with “-“ for a poor correspondence, “o” for a moderate 
and “+” for a good correspondence. A poor correspondence is assigned in cases, 
where many numerical blocks overlay the DSM. The better the DSM is visible in 
the numerical model, the better is consequently the approximation. The table 
shows that the real excavation profile was reconstructed generally moderately to 
well. Only at K = 0.66, the performances especially in SSS-3 was poor, compared 
to the results from K = 0.33 or 1. Furthermore, in all cases, a lower friction angle 
resulted in a better visibility and hence approximation of the DSM. This fact is 
supported by the values, given in Table 3.20, where a higher VB,0.01 is generally 
reached at a lower . The comparison also leads to the conclusion, that kinemati-
cally free blocks experience a lower lateral confinement at a lower K-value, but 
seem to be squeezed out at K = 1. The single excavation sequences are discussed 
in detail in the following paragraphs. 

Table 4.9: Comparison of the computed excavation profile with the DSM in 
SSS-3 and SSS-4 with variations in  and K in Case Study II; poor 
correspondences are marked with “-“, moderate correspondences 
with “o” and well correspondences with “+”. 

K 
Variation of  

Excavation Sequence 

SSS-3 SSS-4 

  + 5° o - 

  o o 

  – 5° o + 

  + 5° - - 

  - o 

  – 5° + + 

  + 5° - - 

  o o 

  – 5° + + 

 

As shown in Figure 3.21 and Table 3.20, there are minor block movements in ex-
cavation sequence 1, although the excavation has not yet reached the actual station 
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of interest and the region, where the rock mass is jointed due to the DFN. This can 
be explained by the detachment of small blocks due to the model generation. The 
tunnel is generated as radial cracks, beginning from the tunnel centre, spreading 
towards the outer model boundaries and stopping at the next block boundary from 
the densification process. Furthermore, the trend of the tunnel is 150° and the 
model is not symmetrical anymore. Hence, many artificial cracks and blocks exist 
even before the actual introduction of the DFN and the blocks moving in excava-
tion sequence 1 (especially at low circumferential stresses around the excavation) 
are obviously caused by these cracks, rather than the DFN. However, their influ-
ence, since it is constant throughout all excavation sequences and due to the low 
volumes, can be neglected. 

In excavation sequence 2, the first discrete fractures are exposed in the roof section 
causing minor block movements on the right side (Figure 4.4). The detachments 
occur particularly in the upper, right side wall and subordinated from the tunnel 
face. Such behaviour was also observed during the geological documentation. In 
case of K = 0.66 and 1, these blocks are confined and show almost no movement 
in the case of  and  + 5°. But once the friction angle is low enough ( – 5°), 
these blocks detach. Paradoxically, VB,0.01 also increases with an increasing K.  

 

Figure 4.4: Location of detaching blocks in excavation sequence 2 ( – 5°, 
K = 1); the red arrows indicate the direction and magnitude of move-
ment of blocks, moving more than 1 cm; the grey arrows indicate 
movements less than 1 cm; the DSM is displayed in brown. 
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This increasing total volume of moving blocks as well as its locations is on the one 
hand explained by the existence and intersection of discrete fractures at this par-
ticular position and on the other hand probably due to the increased horizontal 
stresses, resulting in larger radial displacements. It appears that the blocks are 
squeezed into the opening at higher K-values. Especially at K = 1 and  – 5°, the 
effect becomes obvious and can be observed throughout all different excavation 
stages. At K = 0.33 the effect is not observed at all. 

Under low K, the block weight is predominantly controlling the block stability, 
whereas at higher K, the stress levels are increased on the block faces and the shear 
resistance as well as the joint dilation properties and rock mass stiffness are con-
trolling the failure behaviour (Yeung & Leong, 1997, Sofianos et al., 1999, Pötsch, 
2002). However, this effect is not observed in the calculations. With K = 1, VB,0.01 
is much higher in SSS-4, than at a lower K, which contradicts the prior theorem. 
The effect is less obvious at higher friction angles and in SSS-3, but can still be 
anticipated. This is explained by the fact that in SSS-3, the block movement con-
sists on the one hand of block sliding in the tunnel face as well as from the lower 
side walls. In SSS-4 all blocks assigned to SSS-3 are deleted and the remaining 
blocks in the tunnel periphery are kinematically free. Since block sliding is only 
subordinated, the influence of K on the block stability gains consequently in im-
portance. Regarding the block geometry, it can be stated that blocks with an orien-
tation almost perpendicular to the direction of loading are more stable than blocks 
with a subparallel orientation. Furthermore, the shear resistance is increased with 
the flatness-index (, eq. 2.15): the higher the surface region of a block, the more 
shear resistance can be mobilized. In conclusion, elongated blocks, with a majority 
of block faces oriented subparallel to the direction of loading are more stable than 
cubic shaped blocks. This theory is supported by Pötsch (2002), who describes a 
higher stability of slender blocks (lower intersection angle) than compact blocks 
(higher intersection angle) under different circumferential stress conditions around 
the excavation. 

The effect is depicted in Figure 4.5, where two cases with different blocks in 2D 
are shown. Case 1 displays a slender block with an intersection angle () between 
the two planes of 30°. In Case 2, the angle  is 60° and the block is less slender 
with a tendency to a cubic shape. In both cases, the unit weight of the blocks is 
equal and a joint friction angle of 25° acts on the joint planes. For simplicity rea-
sons, only one contact plane of the block is considered. In case 1, the factor of 
safety (FOS) equals to 1 since the driving and the resisting forces are equal. In case 
2 however, the FOS is lower than 1 and the block is not stable. This is only caused 
by the intersection angle and block geometry respectively. The direction of the 
resulting driving and resulting resisting forces indicates that the less slender block 
is also squeezed out of the rock mass. This effect is enhanced by increased tangen-
tial forces acting on the joint planes (higher K) and not existent at K ≤ 0.33. 
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Figure 4.5: Exemplary investigation on the influence of the intersection angle () 
of two joints forming a block subject to a tangential force; the unit 
weight (G) and tangential forces (Ft, dashed-dotted line) are equal 
for both cases, the joint friction angle ( equalt to 25° and not cohe-
sion is acting on the joint planes; the power triangle are shown only 
for one joint plane, therefore G/2 is applied (solid line), the maxi-
mum mobilized shear resistance due to the joint friction (R,max) is 
shown in a dashed line. 

Regarding Case Study II, Figure 3.20 displays that the dominant block form of the 
rock mass is platy and the block orientation is subparallel to the foliation, the joint 
planes, forming kinematically free blocks usually intersect at an angle between 80 
and 90° (JS2∩JS3 and JS2∩JS5), which is higher than twice the applied joint fric-
tion angles on the joint planes64° and 76. In consequence, a lower resisting 
force can be mobilized on the joint planes. Simultaneously, the driving forces are 
increased due to the increased K. Hence, even at a higher K the mobilized shear 
resistance on the block faces is not high enough to counteract both the gravitational 
failure or the increased shear force on the joint planes and the blocks are generally 
less stable. The less slender block cannot be stabilized by the tangential force but 
is squeezed out of the rock mass. 
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5 Summary, Contributions and Future 
Research 

5.1 Summary 

In section 1.4 it was stated that answers to the research questions will be given in 
the summary. The questions are repeated here, followed by the answers found with 
this thesis. The primary goal of this thesis was to develop applications, which im-
prove design strategies and increase the cost efficiency of rock engineering pro-
jects. As demonstrated in subsection 1.3.1, this is on the one hand achieved by an 
improved data acquisition by means of the geometrical joint network properties, 
an issue addressed by the research questions 1 to 3, and on the other hand by im-
proved and more realistic numerical analyses. The benefits of using digital joint 
mapping directly in numerical simulations to assess the tunnel stability is ad-
dressed in research question 4. In short, with a well-known joint network and block 
geometry, tunnel support can be installed more specifically and adapted to the on-
sight conditions. Prognoses for the pending round lengths can be improved, based 
on an early detection of a changing joint network pattern, or large discontinuities. 
This also helps in the adaption of the necessary tunnel support and increases the 
safety for the staff and equipment. 

 

1. Can the degree of detail of rock mass characterization be improved by using 
automated and computer aided characterization tools like JPD and JTD? 

As described in chapter 1, there is a lack in gathering enough objective data for an 
encompassing description of the joint network and rock mass structure. This leads 
to the necessity of generating statistical representations of the rock mass structure, 
which can seldom represent the actual situation on-site and hence will hardly allow 
a realistic analysis of the block stability. With the new methodology developed as 
part of this work and presented in chapter 2, a consistent way is shown, which can 
lead to a better understanding of the rock mass and a better design strategy with 
short term adaptions to the on-site conditions. By the combination of two very 
powerful tools for detecting both joint traces and joint planes, the joint network 
can be mapped as detailed as possible. This combination was recommended by 
several authors but has not been done before. The combination of the two infor-
mation sources made use of their strengths and reduced their weaknesses. The 
mapping process runs semi-automatically with the well-known JPD and is fully 
automatized for the JTD. Subsequently, a highly realistic reconstruction of the in-
situ joint network geometry in 3DEC was possible, due to the proposed application 
of using an explicit DFN rather than a statistical implementation of the joint set 
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properties. The application of the DFN, which is not based on any probabilistic set 
characteristics, was only possible due to the extreme level of detail achieved by 
the applied combination of JTD with JPD. In addition, the information is directly 
implemented in a numerical representation of the rock mass, allowing the determi-
nation of its geometrical characteristics as well as site specific block stability anal-
yses and the back calculation of material and joint properties. 

The number of measurements for assessing the joint network geometries is ex-
tremely high and can never be reached by manual techniques (within the same 
time). This means that the derived statistical information from the mapping results 
are also very accurate, even if the (semi-)automatic approach is density based and 
still includes false positives. In both case studies, the documented joint sets were 
found and could be extended by further structure sets increasing the degree of de-
tail. In Case Study I – the blocky rock mass – the joint plane detection algorithm 
worked particularly well and led to the detection of almost all relevant structure 
sets. By expanding the measurements by the detection of joint traces by the JTD, 
the results became even more representative, since features, which were not pre-
sent as distinct joint planes or underrepresented in the results from the JPD were 
also detected. In Case Study II – the foliated rock mass – the JTD acquired precise 
measurements on the orientation and deviation of the foliation, which is most im-
portant for the general excavation profile. By only applying vector-based point 
cloud analyses, this joint set would have been disregarded as a distinct joint set, 
since the density cluster of the point normal vectors is superimposed by the very 
high number of point normal vectors, assigned to the tunnel face. Hence, by com-
bining JTD and JPD, the degree of detail of mapping results is increased signifi-
cantly and allows the analyses of not only very blocky rock masses, but also foli-
ated and less blocky outcrops. This very accurate description of the joint network 
geometry also allowed a very precise determination of the block size and shape 
distributions, as well as the determination of the dominant block orientations in the 
rock mass. All three properties are necessary to understand the rock mass behav-
iour and the load distributions, which can lead to a mechanical stabilization or de-
stabilization of kinematically free blocks. By using the proposed method of Kalen-
chuk et al. (2006), an objective and highly robust approach was used for describing 
the block shapes. The block sizes were directly drawn from 3DEC and no analyti-
cal approximations were necessary. The block orientations are given as the trend 
and plunge values of the longest inter-vertex chord per block. 

 

2. Can a value for the joint size be derived from the spatial information of the 
mapped joint sets? 

As written in section 1 and explained in sub-section 1.3.3, the persistence or joint 
size is a crucial parameter in analysing a jointed rock mass. An overestimation of 
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the persistence leads to an excessive fracturing of the rock mass, leading to too 
small block sizes and a higher instability, whereas an underestimation of the per-
sistence leads to an overestimation of the rock mass stability and block size distri-
bution. By using discrete fractures, assigned with a set specific size, it is possible 
to avoid rough estimations of the joint set persistence. The approach makes use of 
the high quantity of measurements in one structure set and allows to a) parametrize 
the size distributions in analytical terms and b) get a statistical distribution of the 
joint sizes within one orientation cluster. This is by far a better approximation of 
the real joint size distribution, than by estimating a rather fictive persistence value 
or by simply using the apparent joint trace length as a reference size. In conse-
quence, the better the approximation of the real joint size, the better is the resulting 
characterization of the rock mass geometry. 

3. Does the application of a DFN in block stability analyses result in a good 
reconstruction of the real excavation shape? 

Modelling the jointed rock masses by using a DFN resulted in both case studies in 
a very good approximation of the real tunnel shape with the given input parameters 
and computation steps. Especially the localization of the detaching blocks was in 
very good accordance with the tunnel documentation, this would not have been 
possible with a statistical rock mass model. In addition, the number of computation 
steps was rather low, to reach the desired block failures and capture the general 
trend within the single excavation sequences, since the number of movable blocks 
in the model was also rather low, compared to a fully jointed rock mass model as 
it would have been with a statistical representation of the joint network geometry. 

 

4. Which mechanical factors influence over-excavation in the investigated 
rock masses? 

It has been shown in sub-section 4.3.3 that especially the joint friction angle and 
the ratio between 1 and 3 are controlling the block stability in the investigated 
tunnel sections. This result was already confirmed by previous researchers (e.g. 
Yeung & Leong, 1997, Sofianos et al., 1999, Pötsch, 2002). However, the per-
formed sensitivity analyses showed that it is possible to approximate the real shear 
strength properties as well as the secondary stress conditions, which led to the par-
ticular excavation shape in Case Study II. Although the performed analyses were 
restricted in several ways, like only rigid body movements, no intact rock bridges, 
or fixed joint stiffnesses, the possibilities could be demonstrated. It could also be 
shown that the block stability is also susceptible to the block shape, which high-
lights the necessity of determining this parameter during the design and excavation 
process as well. The numerical results also showed, that in case of excavation se-
quence 3, when blocks can slide from the tunnel face, the system stability is more 
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sensitive to the joint friction angle, than K. However, once the station of interest is 
excavated and blocks only detach from the roof and side walls, the secondary stress 
conditions gain influence on the block stability. 

 

5. What limitations and uncertainties remain, where the operator must have 
the possibility to interfere with the results? 

The applied methods work well and are consistent but still not flawless. While 
identifying joint traces, also chisel traces and shadow borders were detected and 
although these false positives did not influence the resulting set clusters, they are 
still part of the DFN and hence can contribute to misinterpretation. In addition, the 
obtained results are heavily depending on the densities of either a frequently oc-
curring 2D joint trace orientation, which results in the definition of an orientation 
cluster, or in a frequently occurring point normal orientation, which leads to the 
detection of a joint plane. By this, only the dominant structures can be detected 
and features, like the fault zones in Case Study II are missed, although their influ-
ence on the tunnel stability can be significant. Also, the incomplete segment link-
ing process biases the true joint size distribution and thus influences the block sta-
bility analyses to a major extent. Such cases need the interference of an expert. 
Such an expert can for example deselect false positives and pre-define the orienta-
tions of geotechnically relevant structures, which can subsequently be used for the 
seeding points of an initial orientation clustering. In cases of incomplete segment 
linkages, a user can also interfere and manually post-process the structure maps by 
linking the segments according their geological-geotechnical properties. At this 
stage, the applied method for mapping the joint network can be used to support the 
mapping geologist in documentation and by increasing the reliability of the map-
ping results. However, the results always need to be controlled and counter-
checked with the on-site measurements and geological model in order to avoid a 
false sense of security. Nonetheless, the benefit of implementing the mapping re-
sults directly in a 3DEC model cannot be denied. 

5.2 Contributions 

This thesis contributes to an improved design and risk assessment in tunnelling by 
the application of digital characterization methods and numerical stability anal-
yses. The significant contributions are as follows: 

 The applied methodology represents a consistent way for mapping the joint 
network, assessing the rock mass geometry and running deterministic sta-
bility analyses in rock engineering. 
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 The joint network is mapped automatically and the mapping results have 
an extreme level of detail, exceeding manual mapping results by far in pre-
cision, statistical reliability and quantity (section 2.1, sub-sections 3.1.1 and 
3.2.1). 

 The pixel-based joint trace detection, proposed by this thesis (sub-section 
2.1.1), leads to a valuable increase of the level of detail. 

 By combining 3D point cloud analyses with 2D image processing, the field 
of application for semi-automated joint network characterization is ex-
panded also to non-blocky and foliated rock masses (e.g. Case Study II, 
section 3.2). 

 A novel way is proposed to compute a particular joint size, rather than an 
imprecise and subjective estimation of this value (sub-section 2.1.4). 

 Due to the high quality and quantity of the mapping results, the rock mass 
could be reconstructed realistically by generating a deterministic DFN 
(sub-section 2.3.2). 

 The research demonstrated the influence of the joint friction angle and K 
on the block stability and highlighted the necessity of determining the site-
specific rock mass geometry. 

In addition, the following contributions support the applied methodology. 

 An orientation dependent correlation filtering, which is proposed in sub-
section 2.1.1, helps identifying dominant joint trace orientations. 

 Using a two-staged segment linking process, results in a very good detec-
tion of joint traces (sub-sections 2.1.1, 3.1.1 and 3.2.1). 

 On short distances, the orientation dependent segment linking produces 
good linking results (sub-section 2.1.1). 

 The grey distance transformation applicable to connect remote line seg-
ments (sub-section 2.1.1). 

 As discussed in section 4.1, automated joint mapping techniques are able 
to capture the most important joint structures in a rock mass and can support 
geologists in collecting data. 

 The methodology to describe the joint size (sub-section 2.1.4) uses the em-
pirical probability distribution of the measured apparent joint trace lengths 
per set and approximates the curve by an analytical function. 
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 The set specific joint size distribution can be described by constants of a 
double-exponential function. 

 The Block Shape Characterization Method, developed by Kalenchuk et al. 
(2006) could be expanded by using the KDE, to determine dominant and 
subordinated block shapes (sub-section 2.2.2). 

 The dominant orientations of the longest inter-vertex chord lengths can 
now be given in trend and plunge (sub-section 2.2.2) and set into relation 
to the local stress field. 

 With a deterministic reconstruction of the real rock mass, back calculations 
regarding the rock mass and joint properties are possible (sub-section 
2.3.4). 

 By back-calculating the rock mass and joint properties according to the ex-
cavation profile and numerical results, it is possible to specify the amount 
of overbreak in the investigated tunnel section. 

 With known material properties, and the exact description of the joint net-
work, short term predictions about the hazard and amount of overbreak in 
upcoming rounds can be made. 

 It could be shown that not only mechanical properties control the block 
stability, but also the block shape. 

 With a deterministic rock mass model, the exact position of block failures 
can be reconstructed and their volume estimated. 

 By using a deterministic DFN, rather than a statistic rock mass model, the 
computation time was decreased whilst preserving the realistic ground be-
havior. 

5.3 Future Research 

The methodology to detect joint planes does not leave much room for improve-
ment, but since it is heavily depending on the quality of the analysed point cloud, 
advances in the generation of the DSM would also lead to improved results in the 
JPD. Much more improvements can be expected in the detection of joint traces. 
Current research investigates the applicability of Deep Neuronal Networks to au-
tomatically detect cracks in concrete structures (Pauly et al., 2017), or to determine 
the geological strength index (Hong et al., 2017) or differentiate different litholog-
ical units using machine learning (Patel & Chatterjee, 2016). The results seem 
promising but the elaboration needs a solid and extensive ground truth on which 
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any ML algorithm can learn. Maybe the proposed methodology can help in gener-
ating this ground truth and contribute to this future development in image pro-
cessing. 

So far, the mapping results were used to generate a site-specific discrete fracture 
network, applicable only on the joint network pattern at the SOI and its close vi-
cinity. However, it should on the one hand be possible to extrapolate the joint set 
characteristics by determining the underlying statistical set properties and hence 
enable a prognosis of the joint structure further ahead. On the other hand, a con-
tinuous collection of data leads to an even better understanding of the general rock 
mass structure and improves the excavation design and on-site decision making. 

If the computation time can be reduced, the proposed method could also be used 
for real-time key block analyses for a preliminary detection of critical joint inter-
sections to enable a more targeted installation of support measures. This would 
also enable an adaptive installation of support measures like systematic spot bolt-
ing, since the exact location can be determined precisely and the estimation of the 
block volume and direction of movement of kinematically free blocks is improved. 
This includes an adaption of the bolt length, capacity and number. 

The method can also help in providing a short-term prognosis for the forthcoming 
round lengths regarding joint intersections – if the joint sizes exceed the round 
length or if the collected data are used to compute a statistical and continuously 
updated DFN – and the necessary/optimum amount of explosives. Furthermore, a 
highly detailed structure map might help in the prediction of the fracture intensity 
ahead and around the tunnel project, which might allow conclusions about the tec-
tonization of the surrounding rock mass and pending fault zones. 

As mentioned in sub-section 4.2.2, no direct comparison of the IBSD, obtained by 
the application of a DFN and the block size distribution, obtained by conventional 
approaches like Palmström & Stille (2015), Cai et al. (2004) and Wang et al. (1991) 
has been performed, but it is assumed that the DFN based IBSD will be higher than 
the analytical solutions. Still, a prove is outstanding and future research can pro-
vide the evidence. 
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Appendix 

Appendix A  Data Case Study I 

 

Figure 6.1: Empirical cumulative probability distributions (eCDF) of the two 
farthermost points in on structure as a reference for the joint size dis-
tribution (solid lines) per joint set (a to c) in Case Study I; the cumu-
lative density distributions are approximated with the double-expo-
nential function (aCDF) according to eq. 2.9 (dashed lines); each 
subplot includes the coefficient of determination (R²) as well as the 
root mean squared error (RMSE). 
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Figure 6.2: Continued – Empirical cumulative probability distributions (eCDF) 
of the two farthermost points in on structure as a reference for the 
joint size distribution (solid lines) per joint set (d and e) in Case 
Study I; the cumulative density distributions are approximated with 
the double-exponential function (aCDF) according to eq. 2.9 (dashed 
lines); each subplot includes the coefficient of determination (R²) as 
well as the root mean squared error (RMSE). 
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Figure 6.3: Histogram representation of the joint set spacings (Xs) per joint set 
JS1 to JS3 (a to c) in Case Study I; the measurements are calculated 
by the Multiple Scanline Tool in SMX Analyst. 



Appendix 126 
 

 

 

Figure 6.4: Continued – Histogram representation of the joint set spacings (Xs) 
for joint set JS4 and JS5 (d and e) in Case Study I; the measurements 
are calculated by the Multiple Scanline Tool in SMX Analyst. 
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Figure 6.5: Histogram representation of the joint trace lengths (LSMX/LDNF) be-
tween 0 and 1.5 m per joint set (a to c) in Case Study I; the bars 
represent the joint trace lengths obtained from SMX Analyst, the 
lines represent the results obtained by the statistical recalculation of 
the joint size distribution for the DFN. 
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Figure 6.6: Continued – Histogram representation of the joint trace lengths 
(LSMX/LDNF) between 0 and 1.5 m per joint set (d and e) in Case Study 
I; the bars represent the joint trace lengths obtained from SMX Ana-
lyst, the lines represent the results obtained by the statistical recalcu-
lation of the joint size distribution for the DFN. 
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Appendix B  Data Case Study II 

 

Figure 6.7: Empirical cumulative probability distributions (eCDF) of the two 
farthermost points in on structure as a reference for the joint size dis-
tribution (solid lines) per joint set (a to c) in Case Study II; the cu-
mulative density distributions are approximated with the double-ex-
ponential function (aCDF) according to eq. 2.9 (dashed lines); each 
subplot includes the coefficient of determination (R²) as well as the 
root mean squared error (RMSE). 
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Figure 6.8: Continued – Empirical cumulative probability distributions (eCDF) 
of the two farthermost points in on structure as a reference for the 
joint size distribution (solid lines) per joint set (d and e) in Case 
Study II; the cumulative density distributions are approximated with 
the double-exponential function (aCDF) according to eq. 2.9 (dashed 
lines); each subplot includes the coefficient of determination (R²) as 
well as the root mean squared error (RMSE). 
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Figure 6.9: Histogram representation of the joint set spacings (Xs) per joint set 
JS1 to JS3 (a to c) in Case Study II; the measurements are calculated 
by the Multiple Scanline Tool in SMX Analyst. 
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Figure 6.10: Continued – Histogram representation of the joint set spacings (Xs) 
for joint set JS4 and JS5 (d and e) in Case Study II; the measurements 
are calculated by the Multiple Scanline Tool in SMX Analyst. 
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Figure 6.11: Histogram representation of the joint trace lengths (LSMX/LDNF) be-
tween 0 and 1.5 m per joint set (a to c) in Case Study II; the bars 
represent the joint trace lengths obtained from SMX Analyst, the 
lines represent the results obtained by the statistical recalculation of 
the joint size distribution for the DFN. 
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Figure 6.12: Continued – Histogram representation of the joint trace lengths 
(LSMX/LDNF) between 0 and 1.5 m per joint set (d and e) in Case 
Study II; the bars represent the joint trace lengths obtained from 
SMX Analyst, the lines represent the results obtained by the statisti-
cal recalculation of the joint size distribution for the DFN. 
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Figure 6.13: Numerical representation of the rock mass in Case Study II after de-
leting all blocks moving more than 1 cm in SSS-3 and SSS-4 at dif-
ferent friction angles and K = 0.33; the DSM is displayed in brown, 
the remaining blocks are shown in a transparent white colour. 


