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Abstract

With the rise of the generation of digital students, the way of learning
and teaching needs to change. The latest technology and new visualization
possibilities should support their motivation to acquire knowledge more
successfully. In education, Virtual Reality, as an emerging technology, is
already widely used. However, due to the pedagogical objective, few design
heuristics exist for their user interface design. Such would need to consider
aspects of education, motivation, and also of immersion to provide proper
system usability.

So, we started with defining usability heuristics for educational Virtual
Reality as research outcomes of related work. This study is a first step to
show if educational Virtual Realities are improvable in usability by applying
these specific guidelines. As the system under evaluation Maroon, a virtual
physics laboratory, is introduced. Additional preliminary evaluation with
pupils of the status quo is done via the System Usability Scale to get the
system’s current usability rating. By applying the new usability heuristics to
Maroon violations in the interface can be found. After the improvement and
implementation of concepts to resolve some of the major usability violations,
we are conducting a post-study. In this last evaluation phase, we compare
pupils’ ratings via the System Usability Scale to the preliminary study.
This outcome can then be taken as an indicator of whether our defined
usability heuristics for educational Virtual Reality can be considered as a
methodology for evaluating and improving usability in such systems.
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1. Introduction

A new epoch has come with the 21st Century and the New Silent Generation
or also called Generation Z (V. Jones, Jo, and Martin, 2007). People from the
year 2000 to the present hardly remember a time before social media. They
are born into a world of technology and full internet connectivity (Williams,
2015). Information is taken instantaneously, and knowledge multiplying
rapidly. This evolution calls for the development and enhancement of tertiary
education in this world of Digitization. Since knowledge is available for
them 24/7, they are teaching themselves skills immediately when needed,
through tutorials and training sessions. Learning by doing is their new
approach, where improving through failure plays an important role. Self-
controlled simulations, repeatedly trying out real-world experiments, is a
minimum to motivate this generation of students. Breaking with old styles
and teaching methods, but still being consistent with existing literature is a
must to engage those.

Figure 1.1.: Generation Z Characteristics.
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1. Introduction

Due to the immense information flow, their attention span, on the one hand,
is relatively short. For example, if a tutorial is not interestingly explaining
the material, another tutorial is picked from an endless list. On the other
hand, games can capture their interest for many hours in a row. Since, in
general, they lose focus rapidly, engagement and triggering their motivation
is getting more important (Hainline et al., 2010). One needs to show them
the usefulness of the skills at that moment, and the purpose of learning
needs to be clear. Theory without any practical application decreases the
willingness to acquire skills to almost zero. Generation Z is well aware that
education is the foundation for individual success and societal prosperity
(Seemiller and Grace, 2016). Not only the pressure of efficient knowledge
gaining but also

• Their tech-savvy and knowledge of the internet- world
• Their constant social contact through social media
• Their necessity of finding solutions through digital resources

can be seen as the main difference to their previous generation.
Although they are highly tech-savvy, the number of qualified Science, Tech-
nology, Engineering, and Mathematics (STEM) graduations is low (Owens et
al., 2012). The economy needs innovations that come from STEM disciplines
as well as their degree holders. But the National-Academy-Of-Engineering
(2019), the National-Science-Foundation (2018) and many more researches
(Council et al., 2003; Carnevale, Smith, and Melton, 2011; Varmus et al.,
2003) point out that more individuals need to be interested in this field of
education. This Generation Z should be tomorrow’s innovators and lead-
ers but lacks in numbers of properly educated people (Sahin, 2015). With
the use of new technology in visualization and analysis, key abilities like
problem-solving, troubleshooting, and system analysis can be taught and
supported in an easier way (Carnevale, Smith, and Melton, 2011). The gen-
eration’s need for trying out can be satisfied by showing and experimenting
with computer-aided simulations. With the development of technology and
this need for visualization and active involvement, Virtual Reality (VR) is
seen as a future tool in education.
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1. Introduction

Maroon

When it comes to physics, Maroon breaks with traditional teaching methods
and offers a new way of studying. It uses a Virtual Environment (VE) to
teach essential Laws of Physics, where students can influence, experience,
and see experiments and simulations. It is developed by the TU Graz
and based on the Virtual TEAL World (Johanna Pirker, 2013). It is an
example of how to actively involve, motivate, and engage Generation Z
via a VR based educational environment. Through full immersion and
active experimentation, students can make a completely new experience
that can not be achieved through books and traditional teaching methods.
The laboratory consists of different stations where the user can start them
individually by entering their corresponding experiment room. By actively
changing the experiments and physically taking part in them, the user is
experiencing a new way of knowledge. In the current status, the Virtual
Laboratory consists of four hands-on experiments.

1.1. Motivation

With the use of VR, the question is how systems like Maroon need to be
designed and implemented to engage and motivate the new generation of
students, but still, be educational. This new type of technology requires a
User Interface (UI) that goes beyond traditional standardization. It needs
to overcome the short motivational span of the new Generation Z, fulfill
an educational purpose, and use the unique possibility of VR technology.
But in the end, the system still needs to be useful in terms of task comple-
tion, learnability, and user satisfaction. When having a look at Maroon’s
implementation, specific usability problems arise

• Variety of tasks with experiments
• Certain knowledge base
• Need of help
• Potential of getting lost

To avoid some of those usability problems, appropriate UI guidelines that
can be applied during implementation are needed. Although general UI

3



1. Introduction

guidelines for computer applications exist, in the field of VR and education,
very few research is done, and so specific Guidelines for educational VR are
missing.
This study gives an overview of the current state of education, gaming
as a motivation factor, and the use of technology here VR in a learning
environment. The main focus lies in finding Usability Guidelines that can
be applied to find usability violations.

1.2. Objectives and Goals

Since there are no dedicated Usability guidelines for educational VR appli-
cations, the first outcome of this thesis consists of designing and defining
guidelines that can be used for this type of system. These are then applied
to the educational VR system Maroon to find usability violations. In the
end, two Usability evaluation results - one before the appliance of those
Heuristics and one after the improvements - give then the answer to whether
Usability has improved or not.

Research Goal
Can Maroon’s Usability be improved by implementing the Usability Guide-
lines for educational VR?

1.3. Methodology and Structure

After this short introduction, the thesis’ first part consists of a literature
survey and the theoretical background (Chapter 2). Starting with the general
concepts of learning, especially STEM and the need for change in its educa-
tion, is described. It then goes more in-depth on how to use technology to
aid new learning and teaching approaches. Gamification and its possibility
for motivation in educational environments are also outlined. This is then
followed by the description of the potential of Virtual Realities, especially
their gaming elements, and their use in education. The final section defines
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1. Introduction

usability, more in detail for VR, and how to implement, test, and measure it,
shown in examples. The thesis then continues with practical information.

Figure 1.2.: Representation of the evaluation workflow in this thesis.

Chapter 3 starts with the general Usability Heuristics and then also explains
specific variants for education, Games, and VR. The central part of this
chapter is built by the definition of the newfound Usability Guidelines for
Educational VR. Then Chapter 4 starts with the Analysis of the status quo
of Maroon. First, the evaluation of Maroon via the System Usability Score
(SUS) gives more detail on the Pre-Analysis phase. Secondly, the Usability
Guidelines from Chapter 3 are applied to Maroon, and the outcome is
described in detail. It then ends with a summary of the usability violations
and the identification of the two main missing concepts that need to be
implemented.
Next in Chapter 5, the Implementation details are designed. General infor-
mation about the Maroon implementation is given. Needed hardware and
software are stated as prerequisites. Then for both identified concepts from
the Analysis of Status Quo - Pre-Analysis 4 the implemented improvements
and their design are described. Finally, each improvement is outlined by
showing the differences between old vs. new in a showcase. The end of the
practical parts consists of Chapter 6 the Post-Analysis. Again an evaluation
of SUS and the outcome is presented. As the final result Pre- and Post-
Analysis are compared.
The last Chapter 7 builds the Conclusion and Future Work of the findings.
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1. Introduction

Applicable ideas for future research are described and possibilities of further
implementations given. Also, problems and limitations during the Analysis
phases and the Implementation are mentioned. A summary makes up the
end of this thesis.

6



2. Background and Related Work

Learning is defined as the activity of obtaining knowledge and as the knowl-
edge obtained by study (Cambridge-University-Press, 2018). However, the
primary concern of learning theories is the actual process of learning. It
says that experience is more valuable than what is learned. The process of
learning takes place inside a person and is composed of the individualism in
education. Recognizing and adjusting to pattern shifts is the crucial ability
in the learning task.
The way of learning has changed tremendously over the last years. Tech-
nology is supporting and enhancing peoples’ skills and improving their
behavior of obtaining knowledge. Years ago, learners, after finishing school,
got educated in a single profession and stayed in that career for a lifetime.
Nowadays, everything is changing so quickly. People move into a variety of
different, possibly unrelated fields throughout their lifetime (Siemens, 2004).
Furthermore, trends in education are significantly changing. The process of
learning does not stop; it lasts for a lifetime. Learning and work activities
go hand in hand. Tools and technology are shaping our brain and way of
thinking.
New knowledge in the form of data is exponentially growing. Ten years ago,
more than half of it known nowadays did not even exist. So it gets more
and more important to know where the information can be found, one has
to be more self-engaged when it comes to gaining new knowledge. This
new omnipresent flood of content in combination with the old concepts
of learning and teaching challenges educators. An important field, where
already many changes in learning and teaching content happened, is STEM
(Science, Technology, Engineering, and Mathematics).

7



2. Background and Related Work

2.1. STEM Education

”Students must acquire such skills as adaptability, complex communication, social
skills, non-routine problem-solving, self-management, and system’s thinking to
compete in the modern economy.” as stated by Bybee (2010). The usage of tech-
nology, the way how things work, and student’s understanding should be
the focus of STEM education. Problem-solving and the process of innovation
are directly connected. This economic importance is a reason why students’
skills and education should be evolved and developed by starting with the
design process. STEM teaching should deliver not only certain abilities but
also encourage competitiveness. This helps to develop personal motivation
and strengths.
When solving problems with others, the personal feeling of succeeding and
also being better might be triggered. Seeing others or working with others
together to finish faster encourages. Not only competition but also the social
factor is important for education. Experience exchange, talking, and role
assignment makes people feel more related to the group. Problem-solving in
STEM is mostly done in teams. That is why collaboration (see Chapter 2.3)
is a discipline that goes hand in hand with STEM education. The student’s
interest needs to be fully captured so that his engagement is increased. With
team leads and the assignment of roles, the dedication rises. In the end, the
willingness to be fully into the task is needed.
No matter if done in a team or as an individual, the importance of learn-
ing and teaching STEM disciplines lay in proving and experimenting. One
of the problems is that field trips, or experiments cannot be done due to
cost and time matters or too complex setups. Furthermore, complicated
tasks or themes cannot be visualized in books completely or accurately. For
STEM education, it is important to explore phenomena and talk to others
about what experiences were witnessed. That is why gaining knowledge,
active learning, and motivational teaching should be the main goal of STEM
disciplines.

8
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2.2. The Way of Learning is Changing

In a traditional learning environment, the classroom is teacher-led. They
use teaching and instructional strategies such as didactic, drill, practice,
and expository learning. Conventional learning methods refer to instruction
centered lectures, individual assignments, and competitive grading (D. W.
Johnson and R. T. Johnson, 2002). Learning is passive and rather process-
based than fact-based. Hardly any task is student-driven.
But society is calling for active forms of learning, more involvement of
the student in hands-on activities, projects, performance-based assessment,
self-reliance, and self-directed inquiry. Furthermore, students should be
able to collaborate, work in teams, teach others, and negotiate. Businesses
and society expect graduates to acquire, interpret, and evaluate data to
learn, reason, and solve problems (Rice and Wilson, 1999). D. Oblinger, J. L.
Oblinger, and Lippincott (2005) called them the Net Generation. They are
characterized as those who like to be connected, want immediate responses,
desire experiential learning, and seek social interaction. Traditional learning
and teaching methods are not able to create students with these skills. As
a consequence, there has been a shift from ‘teacher’ to ‘learner-focused’
approaches in educational practices.
Nowadays electronic books, educational software, audiovisual resources,
and web pages are used as assistant tools and complementary support.
Sometimes the only resource available to provide contents and materials
within the educational system (Bel and Bradburn, 2008). Everything is
designed to get from a teacher-led classroom to a student-driven education.
As a starting point, the learner’s individual needs are the focus to be
satisfied. In reality, not everybody can cope with the same speed of teaching
and keeping up with acquiring the given knowledge in a certain period.
Student’s personalities and individuality need to be captured, focused on,
and encouraged.

Discovery Learning

As a result of the changing, discovery learning evolved as a teaching-learning
method. It can be facilitated by the following teaching methods and guided

9
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learning strategies. Discovery learning refers to the learning taking place
within the individual, the teaching and instructional strategies designed
by the teacher, and the environment created when such a strategy is used
(Castronova, 2002). By following these methods, students seem to become
more motivated. It allows learners to satisfy their natural curiosity and learn
at their speed. Moreover, it involves, on the one hand, the problem-solving
approach, where one identifies the problem and tries to solve it. And on
the other hand, the systematic approach where it is required to develop an
understanding of how the whole thing as a unit works by taking a step back
from the immediate problem. Students want to understand the problems
with their solutions and not just memorize the facts that lead to solutions.
In different studies for developing new approaches in discovery learning,
done by Bicknell-Holmes and Hoffman (2000), Dewey (1986) and Hansen
(2012) the main attributes of discovery learning are:

• Creation, integration, and generalization of knowledge is gained
through exploration and problem - solving

• Activities have to be interest-based and student-driven
• Existing knowledge is expanded easier by these activities

Therefore as already mentioned, education must find ways to adapt teaching
and learning so that students become more independent, active learners
(McCain, 2000), and also be more motivated. Since those become more
interested in innovations, the use of technology and computers has driven
learning into a new direction over the years. New possibilities of creating,
passing on, and experiencing knowledge are accomplished.

2.3. Technology Aids Learning

The revolution of computer-based learning has primarily been driven by op-
portunities regarding communication, interaction, and collaboration (Hiltz
and Wellman, 1997). Virtual-learning has emerged as a result. It presents
a way of time, pace, and space independent learning. It helps individual
learning experiences grow.
Technologies should lead to enhanced performance through (Commission,
Kerrey, and Isakson, 2000):

10
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• Simulations with models and visualization tools
• Authentic issues and problems
• Teaching others through sharing products
• Resources used by historians, scholars, and scientists
• Resources and tools that are usually not available
• Collaborative construction of meaning

As one of its first research in this field, the National Science Foundation
sponsored NetLab in 1997. Including a workshop, it explored the potential
for experimental laboratories that are hosted online. The outcome of the
report (National-Science-Foundation, 2019) was that the scaling factor could
rise from just a limited number of subjects to thousands. Furthermore,
experiments can overcome the cultural and social boundaries of different
groups and include participants with varying levels of speed, progress, and
knowledge.
Working together is an important aspect when doing experiment-based
learning. For example, due to technical, local, or time limitations, students
have to work in groups while only one can use available technology for
problem-solving. Sharing information when handing out questionnaires
during this group-experimentation phase, and talking to each other helps
to motivate one another. The feeling of finding solutions together engages
students. That is why collaboration is so important.

Collaborative Learning

Wherever people come together in groups, have discussions, or socialize in
any other way, collaboration takes place. Collaborative Learning is seen as a
very effective form of learning. It helps to find solutions autonomously, but
also in a cooperative way. It is the expression of respect for individual group
member’s abilities and contributions. The group is building a consensus
through cooperation by its members (Panitz, 1999).
Usually, Learning Management systems are installed to give the possibility
of having Online Education. Tools for interaction, exchange of information,
and input are part of these systems. Ideas can be exchanged, course topics
are discussed, and knowledge is shared (Paik, J. Y. Lee, and McMahon, 2004).
Students can talk and learn 24/7, whereas teachers might not be available.

11
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Face-to-face interaction, as in traditional classrooms is not a prerequisite
anymore. Furthermore, the classroom might consist of students living in
different time-zones, from a variety of nationalities and backgrounds.
As a result, the term Online Community for this field of people is created:
”a group of people who use a particular internet service or belong to a particular
group on the internet” (Cambridge-University-Press, 2018). The computer,
information, and network technology facilitates interaction among learners
for the acquisition or sharing of knowledge. Due to this, the learning process
and student participation have been significantly enhanced (Lukman and
Krajnc, 2012). All in all, a collaborative learning environment should

• Be characterized by openness
• Encourage to participation
• Give a high level of self-reflection

Situated Learning

Not only collaboration with others is important when it comes to learning,
but also the place and location where teaching is done. A positive and
interesting environment encourages students to participate and collaborate.
This so-called situated learning is based on the fact that the specific situation
in which the student is placed plays an important role in what will be
learned (Anderson, Reder, and Simon, 1996). A huge mismatch of real-
world and typical school situations can often be found. More precisely, what
is learned in school and what is needed outside diverges greatly. Samet et al.
(2006) identified four claims of situated learning:

1. Action is grounded in the concrete situation in which it occurs
2. Knowledge does not transfer between tasks
3. Training by abstraction is of little use
4. Instruction needs to be done in complex social environments

Only learning from theory, small-sized examples of complex learning mate-
rial doesn’t encourage students to go deeper into that matter. Learning from
and with Interactive media as learning requisite tries to tackle those four
points. It helps to visualize better, brings theoretical and practical material
together, and can be used to socialize with others.

12
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E-Learning

”The Internet is revolutionizing all parts of society, but its impact on education
is just beginning to be understood.” according to the Commission, Kerrey,
and Isakson (2000) in the year 2000. In the early days, the use of electronic
delivery methods like CD-ROMs and knowledge pools on the internet, for
any method of learning, was referred to as e-learning. Nowadays, with
the aid of the internet as an information source, e-learning is commonly
associated with online courses and learning management systems. Learn-
ing content can be managed and delivered through those. They provide
support to students, tutors, and teachers. The importance of socialization
and networking, the collaborative aspect of learning, is enforced through
e-learning platforms, especially those of the so-called 3rd generation (Laister
and Koubek, 2001).
The evolving process of learning is strongly dependent on the student’s
characteristics. So the learning environment is required to adapt to the
user’s individual educational needs and evolution. But there is no need to
limit the learning experience by only presenting information as slides, add
online questionnaires, and social contact. Students can be more motivated
by adding video material, interaction points, and reward mechanisms. This
is where gaming can be exploited to help in becoming more motivational in
teaching and learning.

2.4. Learning with Gaming

”Games and computers are one of the great marriages out there.” - Eric Goldberg,
Game Designer (1988). The term game is often related to entertainment, fun,
and amusement. But gaming also means

• Developing life skills
• Increasing problem-solving skills
• Learning competition
• Awakening interest in background - culture, history
• Socializing
• Fostering character- confidence, lead, follow

13
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• Teaching - knowledge and skills

Games have been part of society for decades and can be combined with
pedagogy into a learning experience. When designing a game story, art and
software are the main ingredients for gameplay. The story and background
of games show emotions; the designs increase fantasy; the sounds build
scenarios, and multiplayer helps to interact with others (Prensky, 2003).
Gaming is interactive and adaptive with an outcome. You either lose or win.
All those properties make games exciting and motivating.
When evolving and developing a game with an educational background,
pedagogy needs to be added as an ingredient. The responsibility and control
of learning need to be shifted to the user. He learns to fly airplanes, drive
cars, and plays the role of any person he wants to. Education is led by
experimentation and exploration, where they are confronted with new
learning situations that are usually slightly above their already acquired
skills (Annetta et al., 2009). But a crucial point, he is not afraid of making
mistakes and overcoming failures, since this environment can be played
again and again. The motivation to learn increases with the combination
of simple activities and to handle situations in the gaming context (Chrons
and Sundell, 2011).
This is why Gamification is so important. This term is introduced to express
the phenomena of using video game elements to improve user experience
and engagement in non-game services and applications (Deterding et al.,
2011). By being too enjoyable, a considerable risk is posed by losing the
student’s focus on the initial problem throughout the play. Because in the
end, users still have to learn and be actively involved in solution-finding.

2.4.1. Gamification Elements in Education

An engaged player is eager to learn the game/theoretical background and
solve its problems. The key is to design education in the same way as so-
called ”games with a purpose” (Von Ahn and Dabbish, 2008). People’s desire
to play the game needs to be awakened, to start learning. An interesting
point to look deeper into is asking the question of why gaming is so
captivating. Why are games so enjoyable, and how can education be that as

14
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well? As a study outcome Malone (1982) states that the following features
play an important role in games:

• Challenge
• Fantasy
• Curiosity

A game study called The Fogg Behavior Model (Fogg, 2009) researches the
motivation, the ability and the triggers on how to increase human-computer
interaction and the learning outcome. The three factors need to be satisfied
and effective to get human behavior to change and be present in an educa-
tional environment.
When thinking about education, fast reached goals lessen motivation and
the interest in competing to get better grades. Through personal feedback,
while competing users are forced to put in more effort. After negative feed-
back, they want to perform better and compete by reaching a greater score
than others. This leads to score-keeping, which is a clear outcome of explicit
feedback. The classic game model defines the game as a rule-based formal
system where players influence the outcome. This outcome is variable and
quantifiable, meaning different values are assigned to different outcome
(Juul, 2011). In other words, the more students learn, the more possibly they
get better grades.
As already mentioned, gaming triggers emotions. Feelings need to be satis-
fied while playing. Compared with education, students want to be satisfied
after they learned. They want to feel content. The difficulty in this comes
with the variety of students’ and users’ emotions. This is where fantasy
plays an important role. Not everyone likes the same images or has the
same amount of imagination. While designing the target audience should
be clearly stated or at least different variations of fantasies be possible. It
helps to personalize the game and have a clear strategy in the game. The
same holds for education. Learning is a personalized activity. Each student
has his speed, imagination possibilities, and rhythm of learning. Teaching
should take these individualisms into account and be adaptable to it. One
way of fantasy could be creating a completely new world that can not exist.
Escaping the real world or creating another reality is a feeling that can be
motivating and seek-able. Another way, as shown in a study by Carroll and
Thomas (1982), could be putting real situations and possibilities into a new
form. They suggest reframing normal factory tasks into more practical tasks
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as f.e. doing an emergency land of an airplane full of passengers onto a
dangerous field. These kinds of tasks can help users to be confronted with
unknown but real-life situations or solemnly escape boring routine curiosity
is enhanced. Shifting to education, the same phenomena can be seen. Boring
theoretical classes lessen motivation and interest, whereas experimental,
practical, and doing yourself engage students.
That leads to the last point a good design should be based on. The optimal
level of informational complexity (Piaget, 2013). It is defined as the returned
value where (educational) environments are neither too complicated nor too
easy, are biased between novel, surprising, and incomprehensible. On the
one hand, the user’s knowledge should be enough to understand and have
expectations about a game. On the other hand, the turning points should be
present. Visual and audio effects can aid and enforce all those mentioned
points. Tones for errors, change in color for success, and icons are typically
used to raise more interest, give feedback, or entertain. To sum up, the main
game ingredients can be characterized and categorized by three attributes
(Muntean, 2011):

• Game mechanics type: Progression, Feedback, Behavioral
• Benefits: engagement, loyalty, time spent, influence, fun, virality
• Personality types: explorers, achievers, socializers, and killers (Bartle,

2004)

2.4.2. Benefits of Gamification in Education

A study by Sprint and Cook (2015) showed how gamification elements
successfully helped students to pass a final exam. By enhancing their mo-
tivation and showing them a playable way of problem-solving, students
were not afraid to take part in programming problems that were more
difficult than the basic learning during the course. In the end, 83,33% of
the participants would instead choose the gamified programming practice
approach over a lecture-based approach.
The positive effect of learning in a gaming environment is also supported by
the research of Duffy and Cunningham (1996). Computer-based interactive
STEM simulations helped to achieve two grade levels higher and 23% gain
of learning over traditional learning methods.
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The outcome of a study on motivation (Habgood and Ainsworth, 2011) in
a game-based environment promotes the use of gamification elements. In
this case, Zombies are killed via Mathematical problems that needed to be
solved. When learning is set as the main quest and not just an explanatory
textual side task, students stay motivated and actively learn.

As seen in the last section, gamification elements in the educational en-
vironment are beneficial. Simulations and hands-on experiments increase
motivation and awaken the interest in learning the theoretical background.
But still, a lot of students don’t get the feeling of realistic and in-depth rep-
resentation. Watching the simulation on a screen in 2D bores and restricts
them. They still lack fantasy and curiosity. By going further and putting the
educational environment into an immersive one, the student is not just in
front of the screen. It gives the possibility to become real-life and be part of
it.

2.5. Immersive Experience

”The fact of becoming completely involved in something: Total immersion in a
videogame is almost like living another life.” as defined by the Cambridge Dic-
tionary (Cambridge-University-Press, 2018). Interactive media like Virtual
Reality enables various degrees of digital immersion. The user is part of this
realistic experience that is based on the following factors (Dede, 2009):

• Sensory: the experience of location inside a three-dimensional space
• Actional: the experience actions impossible in the real world and their

consequences
• Symbolic: the experience the triggered semantic and logical associa-

tions

A traditional classroom is often limited by its resources and lack of real-
world relations. Only small or model experiments can be shown; no real
experience can be provided that shows the consequences and possibilities of
its outcome. The motivation and impact of students shrink by just explaining
and memorizing theory. It has been demonstrated in a study by Duffy and
Cunningham (1996) that real-world learning in real-world contexts has

17



2. Background and Related Work

positive effects on learning and learner motivation.
In the traditional classroom, experiments can provide some aspects of the
real-world, whereas interactive media can show the full impact. Vibrations,
motions of the user, application of forces show the realism in those three-
dimensional rooms entered by the user. Discoveries can be made by f.e.
becoming a bird and seeing the environment through a different view. This
placement is based on the situated learning theory (see Section 2.3). Expert
modeling, mentoring, authentic contexts are all part of the claims of situated
learning. One example could be the physical student who takes part in a
laboratory by watching and experimenting. Hardly ever, a classroom can be
arranged in a learning enhancing environment when it comes to real-world
demonstrations with heavy machinery or outcomes like explosions as just
one example. But those limitations can be solved when creating a Virtual
Reality where simulations, experiments, and experiences can be set-up.

2.5.1. Virtual Reality

The user’s interaction and their sense’s immersion sets Virtual Reality (VR)
apart from television and books. ”Virtual Reality is a set of images and sounds
produced by a computer that seems to represent a real place or situation.” as
defined by the Cambridge Dictionary (Cambridge-University-Press, 2018).
This place can either be a computer simulation of the real or an imaginary
world. The Virtual Environment (VE) is shown through computer displays
or supplementary sensory devices with audio support and force feedback.
Users can interact via Standard Input Devices as Joystick, Mouse, etc. or
multimodal devices. Based on that, users are considered being ”present”,
e.g., they ”are there”, in the virtual world. Furthermore, the social pres-
ence, the feeling of ”we are there” is given by the sense of being together
(Schuemie et al., 2001). Presence can be measured and further defined into
three categories according to Heeter (1992):

• Personal: how deep the person feels involved or part of the VR
• Environmental: the environment’s reaction and acknowledgment of

the person in the VE
• Social: the existence of others either living or synthetic in the VE
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However, presence should not be mixed up with immersion. Whereas the
first is seen as the subjective phenomenon of the being there, immersion
is the objective description of the system, display resolution, and field
of view (Slater and Wilbur, 1997). Where having the sense of being in
the environment is called presence, experiencing this in a communication
medium is defined as telepresence. Furthermore, a VR can be seen as a
real or simulated environment in which the user experiences telepresence
(Rheingold, 1991).
A typical characterization of a VR can be done via its autonomy (more
than passive geometry), interaction (VE parameters ability to be modified
during runtime), and presence (Zeltzer, 1992). Those can be increased by
higher involvement by capturing the user’s attention. It can be achieved
f.e by focusing on meaningful information for the individual. ”Interactivity
is defined as the extent to which users can participate in modifying the form
and content of a mediated environment in real-time.” as Steuer (1992) stated.
So, helping to understand the user what can be done and what are the
consequences of interacting within the VE gives the user a more realistic
and natural feeling of being in the world.
At least the following four factors heighten the sense of presence in a VR
(Witmer and Singer, 1998):

• Control - the extent to which the user controls the events in the VE
• Sensory - quality, number and consistency of displays
• Distraction - given by objects and events in the real world
• Realism - portrayed in the VE

In the end, the degree of a successful VR is directly related to the user’s
feeling of ”being there in a real place” (Schuemie et al., 2001).

2.5.2. Early Virtual Reality and its Constraints

Already in the 1950s, Morton Heilig’s Sensorama envisioned a 3D cinema
user experience. With stereo audition, fans, odor emitters, and a moving
chair, he established a more realistic passive involvement in the movies.
The Head Sight by Electrolux-Home-Products-Inc (2019) engineers is seen
as the first Head Mounted Device (HMD) from 1961. Twenty years later,
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the Binocular Omni-Orientational Monitor was developed as the ancestor
of interactive VR. Users could already manipulate the view of the reality
displayed in binoculars or on their monitors with additional pointers and
buttons. In the 90s, a practical example of the use of HMD’s was created
and studied by Furness (1989).
The background on these first experiments was the need for environments
exactly provided with realistic user information to relive and participate in a
real-world scenario. Furness can be seen as one of the pioneers in studying
VR for more than 50 years. In one of his first projects, fighter pilots were
trained in the virtual super cockpit (HumanInterfaceTechnologyLaboratory,
2019). The aircraft’s controls were operated by natural movements. and data
could be accessed as in the real world. Looking, touching, and pointing was
implemented in a very simplified interface.
With that, the first constraints for the term VR were set. The system has to
give the possibility of a visual angle of 200 degrees horizontally and 120 de-
grees vertically to detect objects as in real-world scenarios. The position and
the behavior of the participant were tracked and interpreted by transducers.
A hard constraint for achieving the real-time feeling is the response delays
between the user’s interaction and the VE. These conditions gave the partic-
ipants the feeling of being in another place, a reality, also described as being
present (see Chapter 2.5.1). Later, the term Virtual Reality was redefined by
including graphics applications to establish the interaction with objects and
walking around in the environment (Heim, 1994). The difference between
desktop VR is the nature of interaction with the computer system. Instead of
pointing and looking, the use of a mouse or keyboard is needed to interact
(Waite and Lavroff, 1992). Additionally, in immersive systems, as most VRs
are used and developed nowadays, position tracking and HMD are not a
necessary part of the term Virtual Reality anymore (Bricken, 1994).

2.5.3. Common Virtual Reality Systems

The simulations itself generally fulfill either one of the two purposes (see
Section 2.5.5):

• Real-world for training and education
• Imagined world for gaming and interactive stories
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Immersive Virtual Reality
As already stated, one necessity of immersion in VR is the removal of the
interface. The user wears the computer, and the feeling of being there has to
be present (Bricken, 1994). The interaction with the VE plays an important
role and should be possible as if done in the real world. When it comes
to education, the barrier of objects, user, and information in computers
disappear. The visual and auditory displays are held by HMDs, e.g., helmet
or face masks. Inside they create a room in which the user stands and starts
its journey. The level of immersion affects the user’s experience in the VE.
Three concepts used to measure the quality of the user’s experience are the
feeling of presence, the level of realism, and the degree of reality. The level
of immersion systems (see Figure 2.1), which affects the user’s experience
can further be divided into (Ma and Zheng, 2011):

• Non-Immersive - A conventional graphics workstation with a monitor
lets the user see the world. Standard Input Devices as mouse or
keyboard are used to interact. The system provides the least feeling
of being there. They have the advantage of the lowest cost, due to
not needing any special hardware. A standard PC display can already
show the VE.

• Fully Immersive - Is the experience of totally being in the VE. In
most cases, this is done via a display in the HMD. To increase the
level of satisfaction and the feeling of being in reality, the required
technology and computing power is the highest compared to the other
two systems.

• Semi-Immersive - In this case, the VE is projected with a high - perfor-
mance graphics system on a large screen or projector system which
should fill the user’s view. Graphics need to be calibrated and designed
appropriately so that they don’t distort when being projecting in real-
time. The usability and the feeling of immersion are fully dependent
on the screen’s and graphic’s quality.

Window on World Systems
This category of VR displays its world through a computer monitor, hence
also called Desktop VR. ”The display screen should be seen as a window that
beholds a virtual screen.” Sutherland (1965) stated in his research ”The Ultimate
Display”. Furthermore, he only sees a potential problem, where a realistic
VE could fail in making objects, graphics, and so on, looking real.
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Figure 2.1.: Non (A), Semi (B) and Full (C) - Immersion System (Bau and Bouchard, 2019).

Telepresence
In this form of VR, the whole world is replicated to a system. It links sensors
from humans in the real world to the ones of an operator, which could be
represented as a robot. One example could be a surgeon doing an operation
with his instruments that are linked with cables to perform surgery without
major incisions. Another example is doing volcano excursions with robots
that are linked to their leader.

Mixed Virtual Reality
Combining telepresence with Virtual Reality creates those also called ”Seam-
less Simulation Systems”. The reality’s view of the user, for example, a
mechanic who looks inside the open car, is overlayed with the manuals
instructions or indicators of where the problem, e.g., the broken engine,
lays. The most prominent example is a fighter pilot who sees flight data
projected inside his helmet.

2.5.4. Virtual Reality Applications

”The VR industry is growing at a fast pace, with the market size of virtual reality
hardware and software projected to increase from 2.2 billion U.S. dollars in 2017 to
more than 19 billion U.S. dollars by 2020.” StatistaInc. (2019) states in its last
survey from 2018. Those numbers show that VR is becoming more and more
popular these days. One of the popularity’s reason is the many applications
of this technology. With the endless possibilities of VR, anything can be
achieved. ”VR is an experience generator. Because it is a digital medium, anything
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we can imagine seeing or hearing can be easily generated in a VR environment.” as
defined by the Stanford-Engineering-Staff (2019).

Gaming
In 1990 when Nintendo released his Virtual Boy (Seibert, 2015), the market
and the technology was not ready then. It is seen as a total flop nowadays.
With the National Research Council’s publication (Zyda and Sheehan, 1997)
about simulations and the use of VR, a first milestone to the advancing
technology was made. The great future of 3D visuals and its influence
in games was researched and proclaimed. This prediction became true.
Over half of the revenue in VR software is made with entertainment and
games (StatistaInc., 2019). The newest generation of HMD with Oculus Rift
S (FacebookTechnologiesLLC, 2019) as a primary gaming device VR gaming
was opened for mass end-users. Sony Computer Entertainment released its
Playstation VR (Sony, 2019) device that is only usable with the console and
became one of the most popular in history.
This new experience makes games more real and entertaining. Instead of
starring at the screen for hours and sitting in your room while playing, VR
gamers enter an entire world. With its high degree of immersion, those
games consume users to their fullest, and they lose the sense of the real
world. When it comes to shooters like Superhot (Superhot, 2019), or adven-
ture games like Skyrim (BethesdaSoftworksLLC, 2019), online reviewers
state that compared to their original digital game with the VR version a
gamer can identify himself entirely with the role of the protagonist.

Military
Combat visualization, virtual boot camps, and battlefield or flight simula-
tions (worldviz, 2019) are just some of the VRs’ implementation for military
usage. The forces are trained for certain combat situations and learn how
to react inside a controlled area. This safety aspect plays an important role
while training soldiers. Additionally, VR is used for soldiers that need to be
reintegrated into to world after the war (Rothbaum et al., 2001). Coping with
this virtual real-life situation should help soldiers to reduce their symptoms
of post-traumatic stress disorder (PTSD).

Healthcare
Additionally to PTSD, other psychological conditions as phobia or anger
management can be treated with VR. Also, while performing surgery, it can
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aid. For example, a surgeon controls a robotic arm that moves more precise
than the human would ever be able to (Mangano, Gheza, and Giulianotti,
2018). Additionally, training and emergencies can be realized in the VE as,
for example, SimlabIT (2020) created a VR for professionals.

Fashion
Another situation that can be recreated is a virtual fashion show. It is
included in the live show, or the catwalk takes place inside the VE. In
fashion stores, retailers can see how clothes would look or be changed in
design and cut so that they fit individually (Van Kerrebroeck, Brengman,
and Willems, 2017). As an example, SkywellSoftware (2020) even created a
full fashion show as a VR showcase.

2.5.5. Virtual Reality in Education

We can distinguish two goals of VR in education (Schroeder, 1995), either
for training purposes, to let people perform tasks virtually for real-life.
And as the second to illustrate and experience phenomena that can not
be shown otherwise, for example, the force of gravity. A virtual learning
environment model is build up by the interaction of identity, the player, his
sense of presence, and co-presence. In this section, examples of successful
implementations are explained.
An example of an integrated teaching simulation for learning purposes
is the Virtalis (2019). It consists of a realistic 3D model of the landscapes
of Royal Airforce Valley and Shawbury. Students of the Helicopter Flying
School are training with this VR for real-life scenarios either on the ground
or in the air by helicopter for the search and rescue unit.
High-risk training for the education of nuclear power plant workers in
Japan (Akiyoshi et al., 1995), 3D simulations for driver education (Chen,
Toh, and Wan, 2005), and also teaching astronauts what to do in emergencies
(Aoki, Oman, and Natapoff, 2007) are just some of the many Virtual Reality
Simulations that are already successfully implemented to use for real-life
training.

Virtual Reality Educational Games
Another focus besides learning simulations is the use of educational games
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for learning. Children especially have fun using this technology and become
engaged in learning. The explicit purpose and the transportation of knowl-
edge in educational games are accompanied by enjoyment and motivation.
By teaching Maths, History, Science in an interactive way, not only is content
delivered, but also hand-eye coordination, cognitive, and motor skills are
improved. But the combination of VR and games in education is a real
boost for motivation. Children are encouraged to do and see more in this
new world. Additionally, they don’t see themselves as students but gamers
(VirtualRealitySociety, 2019).
In 1997 the first Virtual Campus (Maher, 1999) was established at the Univer-
sity of Sydney. It can be seen as one of the first successful implementations
of an educational game. It is used to provide online learning materials and
communication. Students are supported in project work with a face-to-face
learning program. It is a place where students learn and are part of a com-
munity. LearnBrite (2019) developed this idea into a Virtual Reality. Learners
are part of meetings, experiments, and role-play simulations, depending
on the course they are taking part in. Scenarios are adapted based on the
learning effort and progress. An awarding system is implemented that also
focuses on collaborative work. It takes all the functionality of e-learning into
VR.
An example of a VR-based STEM lab is given by the zSpaceInc (2019)
desktop virtual reality technology. Students perform hands-on experiments,
where for example, they hold and turn a replica of a human heart in their
hand. Desktop interaction is done via stylus and 3D glasses.
As a related study National-Science-Foundation (2018) funded a multiuser
virtual environment project called River City HarvardUniversity (2018).
Students become scientists by observing and work collaboratively to solve
problems. The virtual environment is shaped as an accurate 19th-century
city where teams of students have to find out why people get sick. As a
result of the study, it could be shown that students develop individual
skills in problem finding and much more in this scientific area than those
compared to a similar, paper-based curriculum (Dede, 2009). Additionally,
collaborative learning was taught and enhanced (Dalgarno and M. J. Lee,
2010).

All in all, these environments are used to facilitate learning tasks and
enhance exploring. They enable the transfer of knowledge and skills of
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experiences that are otherwise impractical or impossible in the real world.
VRs and their environments help to increase motivation and engagement,
which is crucial for successful learning.

2.5.6. Limitations of Virtual Reality

Although all those examples show that Virtual Reality can be valuable in
education, a lot of influences can reduce the interest in using this system:
people tend to get cyber-sick, the equipment is not powerful enough to
render the environment correctly, or the created world is too complicated. A
lot of factors have to be kept in mind when making a system like VR usable
and keep the user’s interest.
With 445e for an Oculus Rift or 1649e for the latest HTC Pro Eye Virtual
Reality Kit (amazon, 2019), those plug-and-play VRs cost a fortune. As
PCs and software, also evolved VRs will get cheaper over time. Google
already introduced its cheap Google Cardboard (Google, 2019), which is
an assembly made for the smartphone. It gives the experience of a VR but
lacks the real power of its technology behind. Additionally, to the high
purchase costs, the software needs high computing power and a lot of space.
So implicitly buying a VR kit means having already an expensive computer
to work with. On the one hand, the price of devices itself due to competition
and ”mainstream” will shrink. On the other hand, also the software will
be compressed due to experience, which leads to the possibility of usage
with a reasonably cheap computer. Additionally, the weight and the size
of the VR needs time to develop (Jayraj, 2019). Lighter materials to reduce
headaches and neck pain from the weight need to be tested and applied.
Besides the device’s limitations, a health-related one might be faced during
usage. The narrow view of the screen poses a threat to the eyes. With only
centimeters away, eyesight and eyes can be damaged. The close focus point
causes fatigue since our eyes have to work harder (Akiduki et al., 2003).
Furthermore, by moving around inside the VE while not moving around
the eyes and ear signals are confused. Balance is controlled via ear fluids
and their signals to the brain, when walking around eyes additionally send
those signals (Akiduki et al., 2003). In VR, eyes continuously see your body
as moving and send signals to your brain. Ears, however, don’t since they’re
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not moving. This confusion inside the brain leads to the so-called motion
sickness while using VR. Symptoms can be nausea, uneasiness, or even
fainting.

And the most significant limitation of all comes with the design of a new
virtual reality. Every environment created needs to be smaller or/and more
straightforward than the real one to give a feeling of reality. Constraints
and Guidelines have to be followed to build the basis of a realistic and
pleasant experience in the Virtual Environment. The question of ”is my
system usable” has to be asked and answered.

2.6. Usability in Interactive Media

Usability comes from researches in Human-Computer-Interactions. It all
started with the dropping price of the then acquirable personal computer in
the 1980s. Since users weren’t experts and trained specialists anymore, the
operating system and application software had to be designed differently
- become easier to use. A general definition by ISO (which was revised in
2018) helps to understand the purpose of a well designed usable system.
ISO 9241-11 (ISO, 2019): ”The objective of designing and evaluating systems,
products and services for usability is to enable users to achieve goals effectively,
efficiently and with satisfaction, taking account of the context of use. Usability
relates to the outcome of interacting with a system, product or service.”
First usability tries to answer the question of how easy a user interface is
to use - effectiveness and efficiency. Another question to be answered by
Usability is how pleasant are the implemented features in the product -
satisfaction? Is the product too complicated to use or is it annoying while
using, users will quit. Therefore these quality attributes are important for
the success of the product. In the center of this stands the user, including
new - also called first-time- and experienced users. Usability’s focus should
lay on all variety of people and capabilities.

Usability in Education

For educational software, usability is mostly defined via effectiveness. The
educational impact plays a significant role. The ”educational effectiveness”
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increases and decreases with the ease of use of digital learning software
(Papastergiou, 2009). The main focus should lay on supporting the student
during or in learning content and not on learning the software itself (Ardito,
Costabile, et al., 2006). Often the drop-out rate of educational software is
high due to a too complicated underlying model. Although tutorials with
guidance for the game mechanics seem to be a reliable method for training,
young children still don’t see value in that often textual method. Instead,
training missions that already have an exciting story seem to help overcome
the first-time usage hurdle (Molnar and Kostkova, 2014).
Furthermore, the design should not confuse. If the interface is not created
in a consistent way, information retrieval and learning are frustrating for
students. To sum up, for educational software, not only the usability needs
to be sufficient, but it also needs to be effective in paedagogical design.
The idea is to provide a comprehensive, clear, and coherent data system
with retrieval, organization, and navigation mechanisms, and also provide
personalization of content (Ardito, Costabile, et al., 2006).
For a rewarding experience Norman (2014) asserts that an educational
application should

• Be interactive and provide feedback
• Have specific goals
• Motivate, communicating a continuous sensation of challenge
• Provide suitable tools
• Avoid any factor of nuisance interrupting the learning stream

Usability in Games

In contrast to education, effectiveness is not as important a measure as in
games. The user wants to spend time and be entertained. Few resources
and being effective means acquiring a goal or completing a mission fast. So
for games seeking satisfaction is the most valuable attribute that needs to
be achieved (Pinelle, Wong, and Stach, 2008a).
Although usability increases with the ease of use in games, it is often
desirable that users are challenged to develop new skills (Jakob Nielsen,
1994). Errors might be part of the game to lead the user into another direction
of the game story (Hodent, 2017). The user’s intention behind gaming is
learning, controlling, and understanding the game.

Usability in Virtual Reality
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Depending on the scope, VR can be used for gaming, training learning, or
pure entertainment. So usability for VR means to achieve both, effectiveness
and satisfaction. But for VR, an additional attribute plays an vital role in
its usability - ergonomics. Since users are inside the world the nature of
interactions has to be implemented differently. It’s not the mouse and the
keyboard input anymore, it is the whole body that interacts with the world
(Karwowski, 2006). VR needs to adjust to the user so that it becomes usable.
For the user VR is known as a possibility to explore a real new world.
Usability design for VE has to pay attention to not getting lost in exploring.
The usability improves when the system gives just enough guidance not
to make it annoying. Furthermore, the sense of reality in a VE has to be
satisfied; as already mentioned, wrong Laws of Physics and size diminish
the experience. Salanitri et al. (2015) says that in the end, it comes to trusting
the VR. If the user doesn’t feel present in the world, if he can not identify
himself in the world, can’t control interactions, the trust will be lost, and
the VE loses interest.

Usability is, in the end, an outcome of the use and therefore needs to be kept
in mind when designing and redesigning the system. Further, it helps to
detect use errors, maintenance problems, and also new features that can be
found. It is a measurable quality attribute that is evaluated through methods
that inspect the user interface (Jakob Nielsen, 1994).

2.6.1. Usability Evaluation

Various techniques for getting answers to the ease of use of a system like
functional, field testing, and inspecting are part of the usability evaluation.
They try to answer the question of how fast and if users reach the desired
goal in a system. The outcome is comparable measurements and feedback
to state whether the system is usable, needs improvement, or a complete
redesign. Furthermore, it rates the quality of the system’s interaction from
a user perspective. The used methods have to cope with the differences in
the technology and the system’s purpose. For example, when evaluating
educational systems, the technology part should not be the focus. It is more
important to accomplish fast knowledge transfer and how the user under-
stands and engages the learning material (Moraes et al., 2012). Whereas in
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education, achieving new information should be easy, in games a certain
difficulty should motivate the user. His ability to learn, control, and also
understand should be engaged and be entertaining (Pinelle, Wong, and
Stach, 2008b). When evaluating Virtual Reality systems, the technological
aspect has to have priority. Human and computer performance play an
important role (Marsh, 1999).

Usability Testing

”Test early and often” should be applied here. Visual and interaction design,
content, information architecture, and general user satisfaction are the
key points that should be tested as early as possible (Usability.gov, 2019).
In this case, the earlier, the less expensive fixes are. Testing can be done
automatically, where problems are found through testing bots, formally with
exact models and formulas or informally via rules of thumb or developer
experience. But the most important method is inspecting the system via real
users to get feedback, the so-called empirical way. Since usability is based
on the user and the use of the interface, his experience is the most relying
one in testing and finding problems.
Usually, observers listen, watch and take notes while participants fulfill
certain tasks. They try to learn what changes while using and how users
behave with the product. Moreover, negative reactions and issues should be
noted. The observers try to get answers for (Usability.gov, 2019; Jetter and
Gerken, 2007):

• Can tasks be completed successfully?
• How long does a task take to be completed?
• What is the satisfaction level of your product?
• What are the identified problems? Are more/fewer features needed?
• Does performance need to be improved? Is it over-performed?

The participants should be chosen to represent the target audience. For
usability tests Jakob Nielsen (2018) states that five users find as many
related issues as many more would. The focus lies on big usability blockers
that can be found by that small number of users. However, for static aimed
testing like quantitative studies at least 20 participants should take part.
After choosing the right group of participants and the objectives that need
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to be examined, a suitable test method has to be picked. In most cases, plain
user interviews can not be assigned to proper parameters or be qualitatively
measured. The user’s needs are often expressed and found out through user
interviews and discussions (Brooke et al., 1996). For finding out qualitative
information on how to become more user-friendly and what the personal
needs are, the following exemplary methods are suitable (Babich, 2019):

Guerilla testing
Participants are random people, often in public places, that perform usability
testing on a prototype and answer questions afterward. It gives fast feedback,
takes about 5-10 minutes, and lets the designers know whether they are
going in the right direction.

Lab usability testing
Tests are supervised inside a unique set-up. A moderator runs the test with
selected participants by giving tasks and answering questions, that he noted
down. In-depth and more qualitative information is collected, also mimics
and gestures are recorded for emotion evaluation.

Unmoderated remote usability testing
Participatants complete tasks in their environment without moderation.
This shapes a situation of natural use, but less detailed information can be
given. This method is especially helpful when an extensive data set on tasks
is needed.

Think Aloud
In the context of a game and educational usability testing, it is valuable
to get information about the user’s expectation and his problems while
using. With the method of ’Think Aloud’ the user is asked to just talk
about his experiences while playing. With this observation method, a vast
range of users and their knowledge can be tested. Users only have to
constantly comment on their feelings, thinking, and doing to get valuable
information.

Technology Acceptance Model
Especially when using new or uncommon technology, for example a VR
system, the user’s acceptance, and the general context of the system can be
investigated. Davis (1985) stated that the perceived usefulness and the ease
of use decide whether the user will use the system or stop. This model often
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is adapted after collection usage data, filled out questionnaires, or through
observations while using.

Quantitatively those methods give few outputs since all of these outcomes
are not measurable and comparable. For data analysis, task time, error, and
success rates should be recorded. Additionally, satisfaction questionnaire
ratings after the use of the system can give comparable output.

System Usability Scale

The System Usability Scale (SUS) is a survey that is given to the user to
fill out after user interviews or use of the system. This questionnaire can
measure usability perception as a quantitative result (Brooke, 2013). The
main focus lies on the following factors:

• Efficiency: How fast someone can use it
• Intuitiveness: How effortlessly someone can understand it
• Ease: How easy it is to use
• Satisfaction: How much a user subjectively likes or dislikes using it

In 1986 John Brooke founded this test to analyze an electronic office system.
SUS can be seen as a base score for usability and to get an overview of the
system’s strengths and weaknesses (Peres, Pham, and Phillips, 2013). Due to
uniform questions, no miscalculation or misinterpretation of the final score
is possible. The questionnaire consists of 10 questions where users can give
their rating from 1 (strongly disagree) to 5 (strongly agree). With these three
rules, the final result is calculated:

• For every odd-numbered question, subtract 1 from the score (X-1)
• For every even-numbered question, subtract the score from 5 (5-X)
• Sum the scores from even and odd-numbered questions. Then multiply

the total with 2.5.

After this calculation, and ending up with a sum, the SUS score can be inter-
preted. The highest reachable score is 100. As a reference for interpretation,
68 is the average standard score for feature usability. In the end, SUS always
needs to be compared to achieve a meaningful result. In general, Figure 2.2
summarizes the outcome of SUS ratings and grades it.
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Figure 2.2.: Grades, Adjectives, Acceptability, and NPS Categories associated with SUS
Scores (Sauro, 2019).

When having a closer look at Figure 2.2, grades refer to the once used
in the school system. They range from F (failing), C (average), and to A
(superior performance). Furthermore, adjectives try to add words to the
grading system. Acceptability tries to categorize the system into ”acceptable”
or ”not acceptable”. As the last indicator, NPS is used as a reference for
usability. NPS is the short term for Net Promoter Score, which is based and
the users’ recommendation likelihood. If the SUS score is rather high, the
user is more likely to recommend this product to a friend, on the other side,
it will detract by scoring a lousy rating. To sum up, the SUS states relatively
fast with a small number of participants, whether the system under test is
usable or not. If the score is low further evaluation has to be done to identify
where the systems’ problems lay. The investigation can be done by applying
heuristics and guidelines of usability to detect issues without any further
need of participants.

In the end, the ten questions of the SUS can give valuable feedback about
the system’s usability. The overall goal is to identify potential problems
during usage, find possibilities to change and solve those problems to make
the system more attractive and usable.
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2.6.2. Usability Heuristics

Heuristics provides a list of Guidelines or points of UI defaults that should
be taken into account while developing the system. Additionally, the Heuris-
tics are also applied to a complete system or prototype to identify usability
violations that need to be revised and improved. So this can either be taken
as a preventive measure or an evaluation method for an existing system.
Since different systems have different UI requirements, specific Heuristics
for various systems are defined (see Chapter 3). When applying usability
heuristics, the system’s learning needs and goals should be analyzed, the
content organized, proper methodologies used, and the tool itself revised
(Wu and Wang, 2011).

2.6.3. Examples of Usability Evaluation

In this section, studies of conducted usability evaluations and their outcome
are discussed to see the potential of a successful evaluation. Here usability
evaluation addresses specific problems, and although most of the studies
are done as small projects - not more than 30 participants, a lot of usability
problems could be identified and clarified.

Education
The STEM game ”CIRCLE” is created by experts and used by undergrad-
uate ecology students. In a study by Borchert et al. (2015), children were
observed during testing and asked to fill out the SUS. Additionally, they
could fill out a four-item open-ended questionnaire. In the end, 20 issues
were identified with this evaluation. One example of how SUS helped to
find a suggestion was:
SUS question: ”I found the various functions were well integrated”
Participant comment: ”Red prompts for what to do next” (color red as a visual
clue in CIRCLE)
When ”The Amazing City Game” was evaluated, an educational adventure
game for Android phones, the SUS score was below the average mean
score Wu and Wang (2011). This meant that a rework needed to be done.
Additionally, the EGameFlow Scale was filled out to measure the enjoyment
of this game. This study showed that learning exploration is an important
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factor in being interested in the game and stay on.
Granić, Glavinić, and Stankov (2004) conducted a successful usability evalu-
ation on a web-based educational system by using three evaluation methods.
First, in a scenario-based usability test, the focus lies on the task completion
rates of participants. Secondly, experts reviewed the system using a set
of guidelines. And as a last, the user’s satisfaction is measured with the
user-interaction satisfaction questionnaire.

Games
The research done by Molnar and Kostkova (2014) did not only show that a
training mission makes a game easier to use the first time, but it also took
SUS as the usability evaluation method. It showed that compared to the
original game, the tutorial improved the numbers of SUS significantly. In a
game with a training mission, the user feels the enjoyment of playing. He
doesn’t see that he is learning how to play. It seems as if he plays the game
right away, so no starting hurdle is faced.
With the emerging of Virtual Reality, existing games were designed for this
new technology. Pallavicini et al. (2017) tries to find out whether a traditional
game or the VR version is more appealing. The evaluation composes of a
pre-questionnaire to analyze technical knowledge and gaming habits. After
the usability test, a SUS was filled out. Psychological data as a heartbeat
was recorded to see which system triggered more emotions and anxiety.
Although both systems had nearly the same SUS score, VR was still the one
more appealing and showed more mental activity.
Laitinen (2005) shows that using different evaluation methods identify
different usability violations. With expert evaluation where first the game is
reviewed separately and then by meeting together, the seriousness of each
violation is rated. Afterward, a usability testing phase with participants is
done. Not only different, but fewer violations are found in the user testing
phase.
As an example of a dedicated questionnaire for usability testing in games,
the Game Experience Questionnaire (GEQ) can be seen. Its outcome should
show the quality of the gameplay experience. Nacke and Lindley (2010)
uses GEQ to measure different components of the game experience (f.e. the
effect of sound and music).

Virtual Reality
When it comes to VR interactions, a study was done by Cabral, Morimoto,
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and Zuffo (2005). It shows ,for example, that devices like controllers should
be used over tracking gestures. They are faster during interactions and
feedback, like vibrations on error, but also have more opportunities in
visualization, color changes, and appearance. The rendering latency for real-
gesture recognition lessens the feeling of immersion. Furthermore Navarre
et al. (2005) supports the importance of interaction feedback while inves-
tigating the differences when implementing from a low-level input device
model to a multi-level modeling approach with behavioral changes. Webster
and Dues (2017) has shown that SUS can be taken as a valuable tool to
measure interactions in VR. In his case, the use of the Oculus Rift and the
Samsung Gear VR is compared. The SUS rating of both systems should
show which one is better to use. Furthermore, Ahn et al. (2017) used the SUS
questionnaire to rate the different interaction types of remote controllers,
head tracking, and hand gestures for VR devices. The outcome is a study
on the usability of HMD-based Virtual Reality.
An important research in usability evaluations of an educational VR system
is done by Virvou and Katsionis (2008). VR-ENGAGE (VREducationHold-
ingsPLC, 2019) is a highly interactive VR game. By navigating through
the game and finding hidden books of wisdom guarded by dragons. With
the answer to geographic questions, the dragon releases the book, and the
user is one step closer to the exit. As an outcome, the study states that
VR usability evaluations should pay additional attention to game user in-
terface acquaintance (understanding of the game), the navigational effort,
and environmental distractions. As an outcome of feedback user interface
concepts like an inventory, a map or a tutor might make the experience
more comfortable.
One example of a tutoring system was implemented by Kaufmann, Schmal-
stieg, and Wagner (2000). In his study, he shows that an audio guide can be
used as a help system. Whenever wrong elements or an error occurred, the
system gives feedback via audio signals or even replays whole sentences.
Participants were observed while using the system, and their reactions
evaluated. Usability testing always involves a group of users that either is
observed, recorded while interacting, or that gives feedback in the form of
questionnaires.
For evaluating the presence, the feeling of being in the world can be mea-
sured through the Presence Questionnaire published by Witmer and Singer
(1998). A successful study, including the results of this questionnaire, com-
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pares the results of the same test scenarios conducted in the implemented
VE and the reality (Usoh et al., 2000).

2.7. Summary

This chapter contains an introduction to the changing needs in educating
and learning in STEM subjects and outlines its engagement potential when
using gamification elements. It also shows Virtual Reality as a valuable
and powerful instrument for teaching. Education has to change. The latest
Generation Z is growing up with being constantly online through smart-
phones and having access to the biggest knowledge base - the internet -
within seconds. As a consequence, digitization and traditional learning need
to be combined. With new technologies like VR experiments, simulations,
and objects can be better visualized. Through this, a whole new (scientific)
world can be created. When used in education, it helps students to learn,
compete to be better in taught subjects. However, to make it realistic and
to create full-immersion design and usability becomes important. Visual
glitches, errors, or general usability problems lessen the interest in the
world, the motivation to use it, and reduces the positive impact on learning.
The educational system itself needs to raise the need for using its specific
environment, which can only be achieved by scoring high usability ratings.
In the end, VR, when done in the right way, has a never-ending potential in
aiding education, especially in fields like STEM.
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Educational Virtual Realities

As described in Chapter 2.6.2, a valuable evaluation method for finding
usability problems is the usage of Heuristics. With these, experts can evalu-
ate the system or software. Each heuristic is taken into consideration and
applied to identify and describe violations and problems. The outcome is a
list of improvements that need to be implemented or changed. Heuristics
can further be seen as guidelines while designing an interface or as an
evaluation for continuous integration of enhancements.

3.1. Usability Heuristics for User Interface Design

Since every system differs in its scope, for each a variety of heuristics have
been developed. J Nielsen (2008) developed ten general Nielsen Heuristics
(NH) for good user interface design that should be followed throughout
the implementation phase. These abstract guidelines lead to a more usable,
efficient, and understandable product.

NH1: Feedback and Visibility of System Status
The first heuristic states that the user should always be informed about the
system’s state. Through appropriate feedback, the user is kept up-to-date
within a reasonable time. Through this type of feedback (e.g., the potential of
interactions, waiting for information), the user feels in control of the system
to reach their goal. It encourages open and continuous communication
(Harley, 2019). In the end, it leads to better decision making and builds the
brand’s trust.

38



3. Usability Heuristics for Educational Virtual Realities

NH2: Match between System and the Real World
In familiarity, the user finds comfort. The used language, phrases, words,
and concepts should always be reasonable to the user. It is more under-
standable for the user when information and interfaces appear in a natural
and logical order. It makes them understand the system and the world they
are placed in (Kaley, 2019). The system should speak the user’s everyday
language.

NH3: User Control and Freedom
The user should have the ultimate control. He learns by exploring, he has
to deal with errors on his own, and the user is aware, the computer is
not (MITEdu, 2008). People make mistakes, so one of the first interactions
to be implemented should be an undo or cancel on data (Shneiderman
and Plaisant, 2005). Further configurations as copying, redoing, annotating,
sending, and so on should be available. Moreover, not only focusing and
centering on objects but also looking inside should be possible.

NH4: Consistency and Standards
Making things easier for the user means, that although new tasks occur,
no new representations or toolsets have to be learned each time (Soegaard,
2018). The effort of learning (on how to control, interact, etc.) and any
upcoming confusion should be reduced even eliminated. The language
and design should be consistent and used in how they defined initially.
A convention that stays throughout the system should be implemented
(Hassenzahl, 2019).

NH5: Error Prevention
There are two types of user errors: slips, when user intent to do an action, but
end up with doing a different one and mistakes, when users have goals that
are inappropriate for this task and when fulfilling that goal with the right
steps, users result in an error. Those errors can be provided by being flexible,
offering suggestions, and utilizing constraints (Laubheimer, 2019).

NH6: Recognition Rather than Recall
Explain everything to the user whenever he wants to or whenever he
needs to. He should not have to memorize information so that he can
experience the VR. Options, actions, and objects should be visible to the user
(usability.gov, 2019). In an overview, like a map, places should be indicated,
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and the instructions are visible or accessible at any time (Alsumait and
Al-Osaimi, 2009).

NH7: Flexibility and Efficiency of Use
There is a difference between an expert and a novice user. The VR should
take that difference into account (Bevan, 1999). Accelerators are necessary
to speed up the interactions for advanced users. More efficiency can be
achieved by f.e teleportation or personal tailoring of actions.

NH8: Aesthetic and Minimalist Design
Everything irrelevant is not necessary. Dialogues pumped with information
not needed leads to less interest. The user loses the focus with every extra
unit of information. The best is to follow Rams (2014)’s design principle:
”Less, but better, because it concentrates on the essential aspects, and the products
are not burdened with non-essentials.” With this in mind, examine every feature
and element if it is needed.

NH9: Help Users Recognize, Diagnose, and Recover from Errors
The best-case scenario is that the user knows what went wrong, and he can
fix it himself. So precise and plain language error messages point to the
problem and suggest a solution. Never tell the user that it is unfix-able or
broken (Bevan, 1999).

NH10: Help and Documentation
As soon as the user needs help, documentation and further information
should be easy to search and provided. Objects, tools, or interactions can be
explained via pop-ups or on-demand information. Whenever an explanation
is needed, concrete steps and the focus on the user’s specific task should be
in mind (Shneiderman and Plaisant, 2005).

Those ten heuristics can be taken as a usability checklist to bear in mind
when implementing any system (Dauchot, 2019). Although hardly any
system has the same requirements, acceptable usability can be achieved by
following system-aware guidelines (Quiñones and Rusu, 2017).
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3.2. Usability Heuristics for Educational
Environment

In 1996 the JIGSAW model by Squires and Preece (1996) already shows how
to evaluate educational software concerning usability and learning. The
learning and operational tasks are evaluated with the application of the
Usability Heuristics. The evaluation outcome states that the most important
factors for usability in learning are: context, interactions, and attitudes and
outcomes (A. Jones et al., 1999).
For the evaluation of educational systems, the four Evaluation Heuristics
(EH) need to be kept in mind to satisfy the mentioned four factors (Ardito,
De Marsico, et al., 2004; Ardito, Costabile, et al., 2006):

EH1: Presentation
This includes everything that relates to visualization. The look of lessons,
tools, and elements. For example, updated, expanded, or coherent material
should have the same graphical style and layout. Additionally, it promotes
the usage of video as well since textual information is less motivating.

EH2: Hypermediality
Different channels as audio, video, and textual from which to choose the
preferred material aid the students. However, this could lead to a feeling of
overwhelming. Best practices are not to overuse hypermedial or hypertext
links. Every link causes a change in the visual appearance of the material,
and the student might lose focus on the original topic.

EH3: Application Proactivity
With the use of a platform tool, the user should be guided through learning
and use. Help after errors through graphical input or textual hints or
preventing them through explanation and additional information increases
the interest in learning. Learning by doing leads to errors, and a platform
should take the student’s fear of failing. Furthermore, a default learning
path that can always be revised or lead to the goal helps different learning
types.

EH4: User’s Activity Every interaction of the user and his needs during use
should be handled and recorded.
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3.3. Usability Heuristics for Games

The first set of game heuristics were already developed by Malone (1982)
in 1982. He proposed a list of Heuristics for instructional games. Since
games evolved and Nielsen’s Heuristics became public in 1994, a new set
of Heuristics was developed - Heuristics for Evaluating Playability (HEP).
Those still hold today and build the foundation for more recent Heuristics
like Game Playability Principles (PLAY) that are developed for Real-Time
Strategy, Adventure, and First-Person Shooters (Desurvire and Wiberg,
2009).
The four categories of HEP are:

HEP1: Game Play
It describes the interaction of the player and the game and how it is played.
The pattern of rules and goals need to be defined throughout the game.
Whenever a new situation or obstacle occurs, the rules and objectives of
a game should make it clear why and what to do next. It can be mea-
sured by Learning, Immersion, Emotion, Satisfaction, Efficiency, Motivation, and
Socialization

HEP2: Game Usability
Unnecessary interruptions, software errors, or other misguidance should be
prevented. The level of difficulty needs to be adjusted to the target group,
and a novice play scenario be thought about. In any other case, the user is
not likely to continue playing the game.

HEP3: Game Mechanics
Within the game context, the user can perform actions, influence behav-
iors, and control his environment. All those game mechanics should sup-
port the gameplay. For example, shooters include weapons, ammunition,
safety/meeting points. From these mechanics, camping or sniping could
naturally evolve (Hunicke, LeBlanc, and Zubek, 2004). Mechanics should
encourage new skills and give gamers a feeling of control.

HEP4: Game Story
Every game has a story. First, the genre needs to be thought about. The
game can then be placed into a world. When the world is created charac-
ters, avatars are the next thing to invent. As a last, the actual story in an
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appropriate language can start. Continuously, questions about coherency
and fitting of new content should be asked while writing a story.

3.4. Usability Heurisitcs for Virtual Reality

Based on Desurvire and Wiberg (2009)’s study VR usability can be cat-
egorized into the Virtual Reality Heuristics (VRH) Design and Aesthetics,
Navigation and Errors and Help. Additionally to those Bowman et al. (2001)
points out that the Interaction possibilities in 3D are immense and need
special consideration in usability design.

VRH1: Design and Aesthetics
The interface should be easy to understand and also be consistent through-
out the application concerning language, text, and graphic elements. Fur-
thermore, possible actions should be indicated by images or objects. All
information that is given should be cohesive and straightforward to under-
stand. If there is waiting or processing time or any other state the system
is currently in, without further user input, this feedback should be deliv-
ered. Therefore reaction time plays an important role in performing real-life
scenarios. The gameplay needs to avoid an overload of manuals, documen-
tation, and (prior or runtime) tutorials. Interactions should be intuitive and
done naturally. The system needs to comply with standards in the industry.
As already mentioned, status score indicators should always be present, but
not interfere in the user’s experience. Although nothing is impossible in
Virtual Realities, the Law of Physics should still be maintained. The user still
needs to have the feeling of being in the real-world to feel fully immersive
and be engaged.

VRH2: Navigation
Especially for first-time users, navigation should be clear and logical. Not
being able to move or having no idea where to go next can immediately
lessen the interest in further exploring the environment. Moreover, the user’s
position and his possibilities to go to should be indicated. The (camera’s)
movement should be done in a natural way concerning the way of navigation.
F.e, when riding a horse, flying through the air should not be possible. Not
only movement but also the handling of the navigation control should be
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clear - all functionality is provided logically, and any shortcuts, special keys
are explained to the players. Also, the cancellation of action or undoing is a
necessity for improving usability.

VRH3: Errors and Help
The appearance of strange objects and not-realistic colors lead to confusion
and need to be avoided. Any possible mistakes the user can make should be
kept in mind while designing, or at least potentially dangerous actions, like
deleting something, be appropriatly indicated. As already noted, help needs
to be immediately available if required, but not be a constant interruption
during the gameplay. If any errors occur, the user has to be informed with
a description of the error’s cause and a possible solution. Although users
of different skill levels should be able to play and be part of the game, a
certain degree of difficulty has to be present to engage users to play on.

VRH4: User Interaction
Virtual reality reveals a new set of interactions. However, those need to be
implemented as natural and logical as in the real world. The variety and
reuse of interaction techniques need to be considered and adapted to the
application requirements. User input needs to be guided, structured, and
recognizable; additionally, the degree of freedom due to error proneness
limited.

3.5. Usability Guidelines for Educational Virtual
Reality Systems

As stated in the previous chapter, different types of systems need dedicated
and precise heuristics to identify possible usability problems. Since Maroon
is an educational VR system that implements gamification elements for
motivation increase, specific heuristics need to be designed for this type
of usability evaluation. In the evaluation phase, these heuristics are ap-
plied, and implementation improvements identified. For the development
of the appropriate heuristics, the abstract and general Nielsen’s 10, and the
mentioned specific education, gamification, and VR usability heuristics are
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combined, redefined, and extended. Additionally, observations during per-
sonal system-usage are added. The outcome of this adaption is the design
of Usability Guidelines, the Educational Virtual Reality Heuristics (EVRH),
that can be taken for evaluating educational VR systems.

1. Feedback and Visibility of System Status
Processing, waiting and loading time should be indicated as such in a
status bar or information. Stuck images or ”jumping” inside worlds
confuses and is not realistic. VR reaction time is important for the user
to feel inside the world. Furthermore, the performance of different
systems should be kept in mind for loading and frame rates. [NH1,
GH1, VRH1]

2. System and Real World Design

a) Create immersion
For Virtual Reality, the feeling of immersion is needed to get the
best out of this technology. The system should, therefore, create
depth and dimension for its 3D-reality. Everything that is in the
real world needs to be applied equally in the system, meaning
the Law of Physics and the element’s size have to be maintained.
Also, information, labels, and objects should be placed to be
readable and feel natural in their environment. The language
used throughout the system should sound natural, especially for
learning material to be as informative/understanding as needed
so as not to be overwhelming. [NH2, NH8, GH2, VRH1]

b) Define the background
The purpose of the system and environment should be clear.
Why is the user placed in this world? Are the goals of using and
their outcome explained? Furthermore, learning or guided paths
where a user can always go back to when having difficulties in
continuing the game should be present to make goals easier to
reach. [GH4, EH3]

c) Be consistent and standardize
The same objects should always have the same interaction possibil-
ities and look equally. Colors and design should be standardized
to give the user a feeling of recognition. The layout of rooms and
the environment should follow a systematic pattern that can be
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recognized by the users. [NH4, NH6, EH1, VRH1]

3. User Control and Freedom

a) Avoid uncontrollable movement
The user should be in control of his movements - in viewing
and heading direction. The system should pay attention to the
available room space and limitations. A possibility to change the
view should be given f.e. rotating the camera via interactions.
Teleportation plays an important role when the room size is
relatively small. This can be a way of moving around fast and
efficiently, but only when the potential target of teleportation is
pointed out. [GH3, VRH4]

b) Make navigating easy
Since VR worlds are infinite in size and complexity of space,
getting lost is an issue that reduces usability. A map or guidance
path should show the current position, ways and also indicate
new possibilities. [VRH2]

c) Provide logical interaction possibilities
Objects represented in the world should feel natural. The place-
ment, indications or hints, and accessibility should be kept in
mind while designing. Additionally, any interaction like touch,
push, or pull has to create a feeling of recognition and normality.
The threshold of trying out and evolving should be reduced to
enhance emotions. [GH3, VRH4]

4. Personal User Influences

a) Increase user comfort
The brightness of the world, the objects, and the surroundings
heighten the user’s sensations. When acceleration is limited, and
movement is done naturally, the feeling of sickness can be re-
duced. Furthermore, the number of elements in view needs to be
limited, not to overwhelm the eye or cause nausea. In the end,
the user needs to feel safe and satisfied to continue.[EH4]

b) Provide target-based play level
Different users need different levels of playing. A novice is less
advanced than a common player. Customization, like speeding
up or skipping elements, may help attract a wider variety of users.
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[NH8, GH2]
c) Consider different personality/learner types

Not only the level but also the user’s personality has to be kept
in mind. Learning input is memorized and studied in many ways.
The possibility to chose material variants like instruction videos
or textual, graphical introductions help various learner types.
Suitable learning methods may increase curiosity and raise the
challenge accordingly. [EH2]

5. Errors

a) Prevent with help and documentation
Not only a novice but also experienced users sometimes have no
idea what to expect from the system, how to control or interact
with (new) objects. An optional tutorial reduces this hurdle and
gives hints for objects and interaction possibilities. Additionally,
a starting scene might describe the most important parts of the
system at the beginning. Predefined rules that always apply can
help in clearing interactions. Also, when adding new functionality,
wrong handling is minimized by following the existing rules.
[NH5, NH9, EH3, NH10, GH1, VRH3]

b) Recognize
The user will always run into (self-inflicted) errors and thus needs
to be remembered what to do. Hints on what happened and the
identification as such helps the user to understand what is going
on. [VRH3]

c) Recover
When facing an error description on how to solve the problem
should be given. A ”Redo/Undo” functionality helps to get the
user out of almost every mistake. Also, a ”Cancel” and warnings
on potentially dangerous actions like deleting should be indicated
properly. [NH8, VRH2, VRH3]
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3.6. Summary

So when it comes to evaluating a system via Heuristics, the corresponding
one has to be found. Not every system has the same requirements or
necessities. For finding those, an analysis of the system’s scope and the target
group is required. As seen in Maroon’s case, since little studies and research
is done in this type of system, new Heuristics are found to focus not only on
the educational aspect but also on the virtual environment. Also, to capture
the motivational input, the validation of gamification elements influence the
usability heuristic. For the general structure, the Nielsen Heuristics are seen
as the basis for the design of User Interfaces. In the end, the combination,
extension, and analysis of different system’s Heuristics lead to a newly
designed one that is specific to this type of usability evaluation.
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4. Analysis of Status Quo -
Pre-Analysis

Summarizing the previous Chapters, learning and teaching methods have
to change. When creating a new education concept, technology plays an
important role. Virtual Reality can close the gap between theoretical and
hands-on experiences. This unique experience needs an understanding of
the user’s needs and the purpose of the environment. Special attention
needs to be paid to the usability of the system. For this analysis, Maroon’s
current implementation and status of the learning platform is used as input
for evaluation. The focus lies on the implemented user concepts and the
general usability of the system. It tries to answer the question of whether
the implementation is done in an acceptable way concerning usability.
This usability evaluation is done in two parts. First, an evaluation phase
with participants filling out a SUS questionnaire took place. Secondly, that
output and a personal system analysis by applying the Usability Heuristics
for Educational VR from Section 3.5 are then the result of this usability
evaluation phase. The outcome consists of current implementations that
need usability improvements and adaptions.

4.1. Usability Evaluation

As the first part, participants were asked to fill out the SUS questionnaire,
which is evaluated afterward. This section describes the exact procedure of
this evaluation phase.
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Participants

The evaluation phase was done at two different places on two different
dates. At the ”Pädagogische Hochschule Graz”, a higher education school
where students after graduating become teachers, the first evaluation took
place. Fourteen students, all aged 18+, tried out Maroon inside a classroom.
The study took place during one of their regular physics classes, where they
have been informed beforehand. They had learned the theoretical physics
background of the experiments, so their knowledge about the theory can be
seen as advanced. All of them have heard about VR before and have at least
basic computer skills and great physics knowledge. Additionally, 4 of them
had deep experience with VR and computers since their second subject of
study is Informatics. Due to their expertise in Physics and their position
as future teachers, this first group will be referenced as the ”Experts” later
on.

Figure 4.1.: Participants for Usability Evaluation.

Two months later the second evaluation with another 14 participants took
place during an open-school event at the BRG Kepler in Graz, a school
for undergraduates who finish with a higher-educational certificate after
graduating from this school. Those were random undergraduates who
wanted to try out Maroon as part of the open-school event. Their education
and technology level is unknown. All of them have at least once heard of
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the experiments implemented in Maroon. None had experienced VR before
neither any other VE. This group of participants is referenced to as the
”Pupils” since Maroon’s target group is undergraduates who are attending
this type of school.

Method

Each participant starts in Maroon’s main laboratory as the common starting
point and is asked to go to any experiment. No further restrictions are given.
The participant is allowed to walk freely around in the laboratory, play with
experiments, and try out everything. They can always ask questions, and
help is given if needed. When finished, either they didn’t want to continue
or the time (approx. 10 minutes) was up, the headset and controllers are
handed to the next participant. After the try-out of Maroon, the participants
are asked to complete the SUS questionnaire.

Scenario

Since this evaluation is not about the content’s correctness but tries to
give answers to the first time usage and also the general likeliness of
further utilization, the evaluation scenario is relatively open. The user’s first
impression and also the natural way of how he would act is evaluated. The
scenarios provided are:

Test Scenario Test Case
Main Laboratory Walk around and get to know the environment

Enter an experiment room
Experiment Room Run an experiment

Interact with the experiment - change values
Reset the experiment

Table 4.1.: Test Scenario with Test Cases for the SUS Evaluation
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Findings

The time of usage consisted of an introduction to the HMD and the con-
trollers’ interaction possibilities plus a maximum of 10 minutes of VR
experience. After that, the participants could take their time to fill out the
questionnaire. The first group consisting of 12 filled out questionnaires
scored the system’s usability with 60.625, where the second one consisting
of 14 answer sheets scored the system with 82,857. When comparing the
scores, the ones that have a background in the physics topic and experience
with VR before rated the system’s usability much lower. As seen in Table
4.2, this results in ”Experts” grading the system with a D, meaning that the
system is ”OK”, but needs improvement. ”Pupils” on the other side already
graded Maroon with a B, shortly before ”Excellent”. As defined in different
studies (see Section 2.6.1), an acceptable rating for usability is at least 68. On
the one hand, Maroon is failing for the ”Experts” and, on the other hand,
very good for ”Pupils”. This difference leads to further investigation in the
following section.

Location Participants Knowledge Filled SUS SUS Rating
PH Graz 14 Experts 12 60,625

BRG Kepler 22 Pupils 14 82,857

Table 4.2.: Outcome of the SUS Evaluation.

Discussion

The two ratings as seen in Table 4.3 differ greatly. The highest difference
can be seen with SUS question 1 ”I think that I would like to use this system
frequently”. This difference also causes a relatively low rating of that question.
The ”Experts” rated it with 1.58 poorly. One explanation could be that they
are not used to the system at all. The ”Pupils” group is younger and
therefore, might have had more experience with this technology. They are
already growing up with it and want to experience that. Additionally, in the
”Experts” group, some quit using the system very early because they were
afraid. The ”Pupils” were looking forward and enthusiastic about using VR
systems more often.
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A further huge difference can be seen in question number 5 ”I found the
various functions in this system were well integrated” where the integration of
the system was asked. The ”Experts” again were more critical and rated
lower. One explanation could be that those are the users with the theoretical
background and therefore have a certain picture in mind. They have already
seen experiments in books and learned the physics theory before. Their view
on the implementation and the experiments’ content is more critical. And
the lack of flexibility in content changes was criticized. Users cannot control
the visualization of experiments and their adjustments. One asked whether
some values on the control panel can be configured beforehand so that
users can see a desired state that is of significant importance in explaining
an experiment. The evaluation group of teachers wanted to have scenarios
so that certain teaching material and examples can be shown immediately
and not by trying out to find the right values to adjust. Additionally, they
were told what to expect in a previous class and had learned about VR
as well. They already have some comparable information. Their expertise
and input come from their viewpoint as future teachers. They are the ones
who need to show the system to their future students. That might also have
been a negative influence on question number 8 ”I found the system very
cumbersome to use” and its bad rating. They see the experiments as aid, as
teaching material to help them explain. That is why their rating might be
more critical.
Another negative influence could be the psychological state they were in
- they had to be there. In comparison to the other group, the ”Experts”
evaluation phase took place during their regular class, and they had to be
there and use the system not only because they wanted to. On the other
hand, the ”Pupils” environment was a different one. Where the first group
was specifically asked to try out the system, the other one voluntarily used
the system. They didn’t know what to expect and had no information or
background on the experiments. They could play around and had no picture
in mind to compare to. This leads to a less critical evaluation. Additionally,
this group is seen as the target group. The ones who, in the future, have to
learn with this system. Compared to other learning material, this is seen as
exciting and new.
Besides the questions with the great differences in rating the one with the
lowest rating is SUS question number 4 ”I think that I would need the support
of a technical person to be able to use this system”. It asks about support and
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aid during the usage. The setup of the test scenario could explain this lousy
rating. Both groups did not get an introduction to the devices and how they
work. They had to ask during usage, which was done on purpose to get
information on help needed additionally. So that was explicitly stated in the
Test Scenario - just to let them play around. This observation is supported by
”Guidance” statements in the next Section 4.1. There, missing information
and help are criticized while using.
Since the SUS numbers of the ”Experts” and ”Pupils” differ so much, in
terms of the number of participants and expertise,a separate analysis would
be the next step for future study. Maroon needs to be investigated for
both types of users and in such a way to find the best compromise for
optimization so that all ratings increase. With a little over 10 participants in
each group, the number of evaluators is enough for a general SUS rating but
too small for a more detailed analysis. That is why, in this case, feedback
and the evaluation of Usability Heuristics are also taken into account.
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SUS Question I Rating (1 = disagree to 5 = agree)
Experts Pupils Difference

1. I think that I would
like to use this system fre-
quently.

2,58 4,14 1,56

2. I found the system un-
necessarily complex.

2,00 1,43 0,57

3. I thought the system was
easy to use.

3,83 4,29 0,45

4. I think that I would need
the support of a technical
person to be able to use this
system.

3,00 2,71 0,29

5. I found the various func-
tions in this system were
well integrated.

3,58 4,86 1,27

6. I thought there was too
much inconsistency in this
system.

2,33 2,07 0,26

7. I would imagine that
most people would learn
to use this system very
quickly.

3,33 4,50 1,17

8. I found the system very
cumbersome to use.

3,00 1,71 1,29

9. I felt very confident us-
ing the system.

3,67 4,89 1,12

10. I needed to learn a lot
of things before I could get
going with this system.

2,42 1,50 0,92

Table 4.3.: Detailed ratings of SUS questions.
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Observations

While using the system and doing the questionnaire, both groups of par-
ticipants gave valuable input in the form of oral feedback that is written
down. The complete list of feedback is found in Appendix A.1. To give an
overview of the most important and useful - in terms of further analysis -
statements grouped by:

• Guidance:
”I can’t find information on how that works.”
”Where is the description, can I just play around?”
”I don’t know what to do now.”

• Navigation:
”The points are easy to find.”
”If I want to leave I just go out the door.”
”Where is the starting point of the experiment?”

• Interaction:
”Gripping with the controller feels strange.”
”How can a controller push a button?”
”Why does the controller hold something? Is it glued now?”

After putting on the HMD, some had huge problems with their glasses
and had to put them off. Without the visual aid, although the HMD can
be configured to weak vision, participants quit the VR earlier - in less than
3 minutes. Two, not related to the vision limitation, got sick, and stopped
immediately. In the beginning, a lot of users made strange movements that
didn’t feel natural. They said that they were afraid of going around and
getting hurt by obstacles in the real room; after the first step that fear was
forgotten. However, one participant was too afraid to walk around inside
the VE and quit using after a minute. For the other users, the experience was
mainly positive. They liked the concept of seeing real-life experiments so
close and being able to configure them. One was missing the collaboration
with others. The participant always tried to explain what he experiences to
let others know what he does. Explanation, in general, would have been
helpful for a lot of participants. Not everyone liked entering a room with
no further help with the experiment. Getting it from the whiteboard was
uninteresting. Others couldn’t orientate. They felt lost when they were not
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able to see an overview and their current position. Another point was their
enthusiasm for the visualization of objects. On the one hand, they found
the experiments realistic, but on the other hand, they couldn’t understand
how the representation of the controller interacts with the environment.
These observations and comments, together with a personal evaluation of
the system, are taken into account while applying the Usability Heuristics
for educational VR from Section 3.5.

4.2. Evaluation of Usability Heuristics

A deeper analysis of the status quo is done by going through the Heuristics.
Two experts evaluated the Heuristics by applying them to Maroon and find-
ing various violations. Their seriousness and further details are explained
in this section and Table 4.4.

1. Feedback and Visibility of System Status Maroon is very vivid from
the beginning. The help figure informs you about the current position
and the laboratory environment. This is the only information given.
No system status or connection problems are shown. Furthermore
entering new rooms leaves you with a black screen. Since the action
is described before and the performance is high, this miss can be ne-
glected. Inside new rooms started experiments give constant feedback.
When constantly changing the experiment values, the system’s reaction
time increases and leaves the user shortly with jiggling images.

2. System and Real World Design

a) Create immersion
Inside the VE, the user feels as being places in a real laboratory.
The clean design and setup represent the desired surrounding.
The tables and the stations for experiments look realistic. The
experiments itself feel natural and give the user an imagination
of experiencing authentic simulations and show how they are
supposed to work in real life. With adding feedback from one
participant - he said that he might get magnetized when touching
the magnetic field of the experiment - immersion is successfully
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created. The provided learning material in the form of white-
boards that are full of definitions and theoretical background
can be informative and needed. Still, most of the time, they are
neglected or only too much. Another drawback is the small di-
mension of the control panel’s labels on the otherwise realistic
sizing of objects. Additionally, each experiment room includes a
whiteboard with instructions, zooming to get better readability
is not supported. Also, some letters on the experiments are too
small to read them without zoom functionality.

b) Define the background
With the background of Maroon being a physic’s laboratory,
the environment is clearly explained. For the laboratory itself, a
guided or learning path to know which experiments build on each
other or are related to each other is missing. Furthermore, specific
exercises for the experiments are missing; that is why Maroon
is supplementary expedience for the Physic’s class. Theoretical
background and specifications have to be given beforehand.

c) Be consistent and standardize
The layout of the laboratory is consistent. In front of each station,
a description card and a pink marker point out the starting point.
With touching the pink marker the user always gets teleported
to the experiment’s room. Inside a whiteboard, although not
always positioned in the same place, gives valuable information
and hints about the learning content. The experiments consist of
a control panel that can also be attached to a display or solely
include the configuration functionality. Leaving an experiment
is done by walking out of the room’s door. Also, the design is
standardized by the same walls, floor, and control panel’s look.
Touchable objects are indicated by the same change of color, f.e.,
the magnet turns from red/green to a turquoise color.

3. User Control and Freedom

a) Avoid uncontrollable movement
Navigating through the room is done via walking or, additionally,
in the welcome laboratory via teleportation. Pointing into the
direction and marking the potential target makes teleporting
inside the laboratory easy and efficient. Since the experiment
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rooms are relatively small, everything is accessible via a minimum
of steps. Teleportation is turned off there. The camera direction is
not limited, so that the ceiling, floor, and everything else can be
inspected.

b) Make navigating easy
Since everything looks the same navigation, through the main
laboratory lacks a map where the current position and placement
indicators on experiments can be found. Although each station
in the laboratory has a description card, the general overview is
missing.

c) Provide logical interaction possibilities
The standardization of color change to indicate state changes
helps the user to recognize interaction possibilities. Each exper-
iment has the same logic and patterns of use. The experiments
can be used in every way the user can imagine. For almost all,
a reset button is available. Unfortunately, there is not always a
distinction between a live simulation that starts and changes by
pressing buttons and the one that needs to be configured before
starting and watching. Users get confused when nothing hap-
pened while pushing button by button. Another problem is that
the representation of the controller confuses users. By moving
the controller towards the buttons, they push them, and pressing
controller buttons hold subjects. The visual representation of an
object that is glued to a controller doesn’t feel natural. Although
the color of objects that can be held changes, the controller itself
gives no feedback. A lot of users forget to keep the controller’s
button pressed and lose the item’s grip.

4. Personal User Influences

a) Increase user comfort
Since the design of each room and the laboratory can be de-
scribed as simple, no unnecessary items are added. The user can
hardly feel overwhelmed with too many possibilities and things
in view. Warnings for experiments in progress could be added
since some users wanted to know beforehand if they could do
something wrong while operating. Additionally, the brightness
and movement possibilities feel natural.
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b) Provide target-based play level
The difficulty of each experiment can not be changed. Since no
exercises exist, or a goal to fulfill the user can do whatever he
wants to. Experienced users might lose interest since they have no
further quest to do or theory to learn. On the contrary, a novice
user needs the theoretical background to get the best out of the
experiments and not only play around.

c) Consider different personality/learner types
The experiments and simulations target learners that need visual-
ization to understand. The whiteboard gives theorists the material
they need to learn efficiently. For audio dependent learners, Ma-
roon has no implementation. The VR head-mounted device would
offer the possibility to implement audio-guided learning as well.

5. Errors

a) Prevent with Help and Documentation
All in all, hardly any errors occur. The experiments are created in
a way to try everything out and emphasize trial and error. Since
the level of standardization for interactions is high, once learned,
there is no room for failure. However, the user might walk into
the wrong room since he can not find experiments easily. One
has to know the way or read all the placement cards in the main
laboratory to find the right one.
Documentation is done via whiteboards placed in each experi-
ment. The user has to go to these and read the information written
there. This, as also noticed in the realized usability evaluation, is
often ignored or not interestingly enough written to go through
instructions or help until the end. Furthermore, when entering
the experiment, no information is given where the user is located
at the moment. Starting points and help for the experiment itself
is completely left out. The user is thrown into the room with no
further information. The only help is given when entering the
main laboratory in the form of a help icon that welcomes and
explains the main features.

b) Recognize
Standardization in color change makes it easy to realize inter-
action possibilities. As easy as that no color means no options.
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When users unrealistically change the values of experiments,
hints on those related errors could occur to prevent wrong and
impossible simulations.

c) Recover
The user can always reset experiments when something went
wrong. Unfortunately, there is no redo, and so the user has to start
over, which can be seen as a potential annoyance. Furthermore,
he can always go back out through the door without resetting
anything, and the current status is lost.

4.3. Summary

The following Table 4.4 summarizes the analyzed usability violations of
Maroon. Those are then categorized by their severity:

1. Minor: This causes annoyance, but users will continue.
2. Serious: Users may give up without a fix.
3. Critical: Without fixing, users will not be able to continue.
4. Missing: This Heuristic is not implemented and, therefore, should be

revised.

Additionally to these 4.5 shows examples of good practices that are already
designed to conform the Usability Heuristics.
In the end, no Usability violation for Maroon is categorized as ”Critical”.
That conforms with the outcome of the SUS evaluation, where the system
is already graded as usable. Some concepts that are found through the
Usability Heuristics for educational VR are still missing. Those might be
needed to be revised for the next round of implementation. Since this
study focuses on improvements of existing features and concepts, only the
implemented ones are further investigated. The worst SUS question ratings
and the categories with the most serious violations from the Heuristics
application are combined to find the features and concepts for further
implementation improvements.
The questions with the lowest ratings are found in Table 4.3. Those are

• 1 - I think that I would like to use this system frequently
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• 4 - I think I would need the support of a technical person to be able to
use this system

• 8 - I found the system very cumbersome to use

The most serious violations after applying the Heuristics are found in

• 3c. Provide logical interaction possibilities
• 5a. Prevent with Help and Documentation

The interpretation of the bad SUS ratings and the severe issues state that the
user needs more help in the system. User feedback additionally undermines
that more documentation and support need to be given for experiments and
the overall possibilities. The second issue that sticks out is the implemented
interaction. Although color changes for interaction possibilities are stan-
dardized and well-implemented, users miss the naturalism of interactions.
The visual representation and the controller usage needs improvement.
So for Maroon, the features that need to be adapted are the help system and
the control’s visual representation. The existing help system gives little or no
feedback on the individual experiments itself. The whiteboards don’t attract
the user’s attention. The interaction possibilities need additional hints and
descriptions. The controller’s visual representation lessens the feeling of
immersion while experiencing Maroon. The touching and gripping doesn’t
feel normal when a controller drags a visually glued item around. Also,
when seeing how controllers push buttons or open doors irritates in the
otherwise realistic world of Maroon.
So, the implementation of this thesis will focus on the improvement of the
help system and the visual representation of the controller.
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Table 4.4.: Summary of found Usability Violations

Violation Details Severity Example Images

1. Feedback and Visibility of System Status

Black screen while entering
new rooms and colliding
with walls in rooms

This leaves the user with
no clue on what happened
and what to do next

Minor

System status Missing

2. System and Real World Design

a. Create Immersion

Readability text The description and con-
trol panel’s text is only
readable when being close
enough

Serious

63



4.
A
nalysis

of
S
tatus

Q
uo

-
P
re-A

nalysis
Table 4.4.: Summary of found Usability Violations

Violation Details Severity Example Images

b. Define the Background

Story The user is left with no
clues on what to do when
not reading the whiteboard

Missing see Figure 5a

Learning path or goals Information on what to do
next lacks

Missing

3. User Control and Freedom
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Table 4.4.: Summary of found Usability Violations

Violation Details Severity Example Images

b. Make navigating easy

Overview When entering the main
laboratory or searching a
certain experiment room
no help is given

Serious

Current position and mark-
ers

No indication of where or
in which room you are is
given

Serious

c. Provide logical interaction possibilities

Visual Representation Controllers do not feel real-
istic

Serious

Naturalism of pull, hold,
push

Glued elements and touch-
ing with controllers are un-
natural

Serious
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Table 4.4.: Summary of found Usability Violations

Violation Details Severity Example Images

Live - Replay configuration
feedback

Collision with experiments
starts them without inter-
action

Serious as seen in Figure 4a

4. Personal User Influences

a. Increase User Comfort

Warning while running Experiments while run-
ning have no warning sign
in the field of view

Minor
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Table 4.4.: Summary of found Usability Violations

Violation Details Severity Example Images

b. Provide target-based play level

Different Scenarios or exer-
cises

When entering exper-
iments just a limited
number of actions are
available

Missing

c. Consider different personality/learner types

Customization The setup of the experi-
ments can not be changed

Missing

Audio Sound as aid is just avail-
able for electricity experi-
ments

Minor

5. Errors

a. Prevent with Help and Documentation

Room search mechanism When trying to find a spe-
cific room no overview
helps and no search mech-
anism is given

Serious see Figure 3b
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Table 4.4.: Summary of found Usability Violations

Violation Details Severity Example Images

Tutorial When entering Maroon the
user already needs to know
the mechanisms

Serious

Help figure Help doesn’t follow neither
helps when needed, you
have to stand in front to be
able to interact with Helpi

Serious

Whiteboards Help and introduction to
the experiments is written
down there with little mo-
tivation for reading them

Minor

c. Recovery
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Table 4.4.: Summary of found Usability Violations

Violation Details Severity Example Images

Undo/Redo By resetting all progress
is gone, modifications can
not be undone step-by-step

Serious
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The following table shows a list of good practices already implemented in Maroon.

Table 4.5.: Summary of Positive Usability Practices

Good Practice Details Example Images

2. System and Real World Design

a. Create Immersion

Real environment, clean re-
alistic design and elements

The user feels more com-
fortable in an environment
that they recognize

2. System and Real World Design

c. Be consistent and standardize

70



4.
A
nalysis

of
S
tatus

Q
uo

-
P
re-A

nalysis
Consistent room layout Experiments are set up the

same way - in the cen-
ter the actual experiment
with a control panel with
a whiteboard for introduc-
tion and information

Standardized color scheme Interaction possibilities
turn from a grey to a blue
color and all entry points
are marked blue as well

see Figure 3c

3. User Control and Freedom

a. Avoid uncontrollable movement

Teleportation In big rooms as the lab-
oratory or when minimal
space in the real-world
room is given teleportation
helps to move (faster)
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Movement radius Experiment rooms only fo-

cus on the important and
necessary elements and so
moving around is limited

c. Provide logical interaction possibilities

Recognition by color Interaction possibilities
change to blue

4. Personal User Influences

c. Consider different personality/learner types

Theorists (Whiteboard), Vi-
sual (Simulation), Trial and
Error

The different methods help
different kind of learners

b. Recognition
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Standardized entry-points Every experiment is en-

tered the same way and vi-
sualized equally

5. Errors

c. Recovery

Reset Simulations can be reset to
the initial state73



5. Implementation

In this chapter, the design and implementation of the main identified vi-
olations after the Usability Evaluation of Chapter 4 are described. The
controller’s visualization and the improvement of the help system build the
main focus of the adapted implementation in the Maroon system.

5.1. Maroon Implementation Concept

The subject of Maroon is the simulation and illustration of physical phe-
nomena for pupils. Those are shown in experiments that are installed as
a laboratory with rooms. In this thesis, the virtual laboratory designed
as a room-scale VR by the use of the head-mounted display HTC Vive
(HTC-Corporation, 2019) is analyzed. Additionally, implementations for
other platforms, e.g. the PC, mobile version, and web, can be found. The
development is done with the Unity framework (UnityTechnologies, 2019)
and its physics engine.

The laboratory itself represents the housing of the experiment rooms. The
user is entering as a first-person and navigates via controllers or by walking
around. Designed as a hall, it contains the entrance points of each exper-
iment room on its floor. Those are marked by blue interaction points and
signs that show the name of the experiment housed in that room. Each
experiment is based on individual modules (see Figure 5.1). When devel-
oping, one picks the modules needed and modifies them according to the
experiment. Each room consists of at least a whiteboard, console with PC
and experiment table module. This concept of modules keeps the system
open for additional experiment rooms that are hooked into the laboratory
by a new entrance point.
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Figure 5.1.: Conceptual Architecture of Maroon.

By walking through the room, watching simulations, being active in chang-
ing the experiments, the user experiences a new learning experience. As the
status of 2019, the laboratory consists of simulations and experiments based
on the

• Van de Graaff Generator
• Balloon at Van de Graaff generator
• Falling Coil
• Faraday’s Law
• Huygens Principle

5.2. Prerequisites - Hardware and Software

For the software part, the latest SteamVR (Steam, 2019) framework is used
to calibrate the hardware and movement area. The game engine for the
creation of the VR application Maroon is Unity (UnityTechnologies, 2019).
As a very user-friendly and also powerful deployable engine, Unity was
used with the idea that others, even non-experienced programmers, can
add experiments and new content very fast (J Pirker, 2017). Also, for the
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necessity of multi-platform deploy-ability, Unity was chosen. Since this
implementation is applied to the Maroon room-scale version, VR equipment
for the realization of the VE is needed. This system is implemented for
the HTC Vive (see Figure 5.2). Additionally, to the HMD that is connected
to the PC, two controllers are needed for the system. For interactions, a
touchpad and buttons are programmable. Furthermore, the user gets haptic
feedback when interacting in the VE. The walking area is marked by two
base stations that communicate with the HMD and the controllers. That
allows the user to walk around in a measured area and experience the VR
from the 1st person view. A blue grid represents the end of the walking area.
It indicates to stop walking before running into any real-world hurdles. The
HMD blocks any outer influences, and the user can fully concentrate and
experience Maroon.

Figure 5.2.: HTC Vive HMD with controllers and base stations.
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5.3. Controller Interactions

As already mentioned, with the HMD on the user walks through the room
in the first-person view. Additionally, its controllers give the possibility to
interact with the VE. Exemplary possible interactions via controllers are:

• Grabbing
• Teleporting
• Control panel interactions

Objects can be touched, held, thrown around, and control panels are ad-
justable. Teleportation through the main laboratory is activated through the
touchpad-press and hold. A blue pointer indicates then the desired direc-
tion and landing point after the button release. By allowing teleportation,
unnecessary walking and the limitation of space in a small room (where the
VR-system is arranged in reality) is bypassed.

In all those actions, the look of the controller stays the same (see Figure 5.3).
The user gets no visual feedback from the controller on whether the action
is feasible or not.

Figure 5.3.: Same controller controller on different interaction states.

5.3.1. Improvements in Implementation

Although touching an object changes the color, the object itself doesn’t
change the look or the controller’s animation. This design flaw made users
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feel less immersive and aroused negative emotions, as seen in Section 4.3.
Grabbing and holding an object just felt unnatural when done via a con-
troller.
As a first part to improve the user’s experience, a new hand asset is imple-
mented (see Figure 5.5). This should give the user a more natural feeling
and should make it self-explaining that there are interactions possible with
his ’hands’. A further step in the implementation of the possible animation
states of those hands.

Figure 5.4.: The different states of hand animation.

When entering the Maroon laboratory, the hands are in the so-called idle
state (see Figure 5.4). When no interaction is done or possible, this anima-
tion is shown. It reflects a natural hand shape when moving or standing.
The two additional interaction states are a grabbing and a teleportation
animation. For both, the starting and ending of an interaction state is the
idle state. When looking at Figure 5.6, the new hand animation with the
pointing of the index and the blue teleportation curve is shown. This should
better indicate the direction of the teleportation aim. The second interaction
animation, grabbing and touching, is represented by closing the fingers.
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Those implementation adaptions should give a more realistic feeling of
hand interactions in the VR.

5.3.2. Implementation Details

The general asset for the hands is created by Oculus (2019). The design of
those hands should reflect a realistic shape. It should give the user a better
feeling of actually performing actions with their hands instead of controllers.
The visualization of hands grabbing an object feels more natural than the
representation of one ”glued” to a controller. The unity animator controller
helps to identify the different animation states. Each state correlates to an
animation of the hand asset. As a trigger for the animation, the controller’s
input is used. The touchpad press activates the teleportation, and the button
triggers the grabbing state. Boolean variables are connected to the different
states and changed whenever input is given.

Figure 5.5.: Visualization of new hands asset.

The main goal of these animation changes should be the increase of the
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user’s feeling of immersion by natural interaction animations of hands.
In the end, this should lead to better system usability since the system’s
interaction possibility seems to hurt the rating (see Section 4.3).
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5.3.3. Showcase New

Here the visualization of the different animation states is shown. Every
state now has its visualization to show the difference in interaction. The
Idle State shows hands that don’t interact. The index, with the other fingers
closed, points into the direction of teleportation. Additionally, for grabbing,
all fingers are in a shortly before fully closed.

Figure 5.6.: Visualization of the different hand states.

Besides the controller visualization, another major violation of Maroon’s
usability evaluation is the system’s help system. While being in the VR, a
lot of users asked for help or further instructions.
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5.4. Help System

When entering Maroon, Helpi welcomes the user with an introduction to
the laboratory. The help system states that whenever help is needed, ask
him by touching his animation (see Figure 5.8). Although this system of
only tell when asked seems to be the least invasive, the usability evaluation
shows that the user needs more information. In Section 4.3, the user states
that he feels lost sometimes and needs more hints on gameplay. Moreover,
in experiments, Helpi is missing and gives no information.

Figure 5.7.: Visualization of information on whiteboards.

In the analyzed implementation, whiteboards (see Figure 5.7) function as
the introduction and help assistance in experiment rooms. Users don’t like
the reading and concept of staying and waiting, although nothing happens.
Displaying text on whiteboards doesn’t make learning more interesting
than reading the information in books. Also, possible interactions are not
indicated and need a separate explanation. In the Huygens Principle experi-
ment, for example, nowhere is explained that the boards can be exchanged
with others to influence the outcome. That leads to confusion in the eval-
uation part of the Analysis 4 and the need for a 3rd person to explain
additional interaction possibilities. For usability improvement, the following
implementations and adaptions are done concerning the help system.
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5.4.1. Improvements in Implementation

The laboratory’s help system is generally indicated by Helpi see Figure
5.8. In the main room Helpi stays at the same position so whenever he
is needed the user has to go back to the initial starting point. Since you

Figure 5.8.: View of Helpi - far away when needed.

had to go back to the initial start to find Helpi, he now follows in a close
distance. By touching him, the introduction and help text occurs again.
During the evaluation phase, the user got lost and didn’t know what to do.
To relate to the information given in this view, Figure 5.9 shows the original
implementation view of an experiment. To at least have an introduction to
each experiment, Helpi is positioned in each room on the user’s right-hand
side. He stays there always to give the possibility of help.
Additionally, each interaction possibility is explained by a text that is dis-
played when touching an element for the first time. So, for example, the
control panels’ buttons have additional information when getting closer.
The last step and to also react to the missing feedback on navigation each
experiment has a permanent explanatory label in the left corner of the user’s
visual frame.
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Figure 5.9.: View when entering an experiment room.

5.4.2. Implementation Details

As the first stage, Helpi now follows the user in the main laboratory. That is
done by calculating the user’s avatar location and correlate it to the Helpi
object. The position is constantly recalculated with every move. Secondly,
the Helpi asset to recognize him is placed in each room. The size and
viewing direction of Helpi are adapted correspondingly. As an input, a help
text, an introduction for each experiment, is added to the resources. It gets
triggered whenever the user enters the experiment room. The object Helpi
itself gets triggered the first time the user’s avatar collides. Engaging other
objects trigger additional help texts. Each contains now a variable called
HelpText. This text is shown when an interaction is possible. As the user’s
avatar colliding with that object triggers that help functionality. To only
show the information once a boolean is used to ignore multiple arising of
the help text. As the last information point, an experiment label is added to
the left corner of the avatar’s visual frame. This label is permanently added
to the view.
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5.4.3. Showcase New

In Figure 5.11, Helpi is shown as an omnipresent object. He follows around
and is always just as far as to reach out with the users’ hands. Additionally,
in each experiment room, he is placed to welcome and give a short intro-
duction. Another improvement can be seen in the upper-left corner, where
labels are added to get information about the current position. Moreover,
Figure 5.10 shows the help on collision with an interaction-object. These
sorts of texts are shown once and fading again after 10 seconds.

Figure 5.10.: When a certain collision radius is entered a help message is shown.
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Figure 5.11.: Helpi following the user in the Main Laboratory and placed in the experiment
to help if touched.
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5.5. Summary

The mentioned showcases show the output of the first implementation
phase based on the analysis of Chapter 4. The visualization of the controller
and its animation changes helps the user to better ”feel” their possibilities
when interacting. The adapted help system should aid the user when feeling
lost or give guidance when interacting with things for the first time. The
initial approach of telling when asked was modified to an instruction based
help system that should not overwhelm the user. The goal is always to give
the user all the freedom he wants to but assist him in doing it in the right
way.

With the analysis of this adopted prototype, the next chapter should answer
whether these adaptions could increase the system’s usability rating.
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After the implementation of the new controller visualization for interactions
(as in Section 5.3) and the improved help system (as in Section 5.4) another
round of usability testing was done. Since this implementation is still a
prototype, a usability evaluation can show if the system’s usability already
increased.

6.1. Usability Evaluation

For comparable results, the following evaluation was done in the same setup
as the Pre-Analysis of Chapter 4. The Maroon VR containing the imple-
mentations of Chapter 5 is the system under evaluation for this analysis.
The evaluation was done in a non-school environment in a time frame of
one week. During a tennis camp, while summer school break, the VE was
stationed in a room where anyone, while being observed by an expert, could
try out the system during a midday-break.

Participants

Twenty-two middle-aged students (aged 13-17) were chosen due to age and
education level to evaluate Maroon. All are still attending school and were
asked to also fill out the SUS questionnaire after trying out the VR system.
From those 22 never used VR before, they have heard about it, but none ever
tried or has seen such a system in real life. Almost half of them (10 pupils)
have heard about the physics experiments in class before; four stated that
they have deep knowledge about the theory, and the rest (8) has no idea.
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Method and Scenario

The evaluation’s method stayed the same as described in Section 4.1 for
comparable results. Each user starts in the main laboratory, walks around,
and is asked to enter an experiment room - Huygen’s Principle again.
After about 10 minutes of playing around and trying out, the headset
and controllers are removed, and the participant asked to fill out a SUS
questionnaire. Also, the scenario did not change and can be revised in Table
4.1.

Findings

In the end, only 19 filled out questionnaires could be taken into account due
to missing answers. The system’s usability scores end up in a final score
of 84,647. When having a look at the grades of the SUS scores from Figure
2.2, the new score would be a grade B but already really close to being an
”Excellent” with 85.

Location Participants Knowledge Filled SUS SUS Rating
Non-School 22 Pupils 19 84,647

Table 6.1.: Outcome of the SUS Questionnaire.

Additional Feedback

Although the grading improved after the implementation, some participants
still commented that (for a full list see A.2)

• ”The help is not necessary, I want to play on my own.”
• ”It would be cooler to have robot hands that become magnetic.”
• ”Can you turn off the texts?”
• ”Yes yes I know text again to help.”
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SUS Question I Rating
(1 = disagree to 5 = agree)

1. I think that I would like to use
this system frequently.

4,53

2. I found the system unneces-
sarily complex.

1,65

3. I thought the system was easy
to use.

4,60

4. I think that I would need the
support of a technical person to
be able to use this system.

2,76

5. I found the various functions
in this system were well inte-
grated.

4,64

6. I thought there was too much
inconsistency in this system.

1,64

7. I would imagine that most
people would learn to use this
system very quickly.

4,56

8. I found the system very cum-
bersome to use.

1,97

9. I felt very confident using the
system.

4,83

10. I needed to learn a lot of
things before I could get going
with this system.

1,28

Table 6.2.: Rating of each SUS questions.

6.2. Discussion

Since the SUS post-evaluation was done with only pupils, the comparisons
in rating and improvement discussion in this section are made with the
outcome of the ”Pupils” evaluation of the SUS rating of Chapter 4 as
well. Since that rating is higher than the ”Experts” rating, the focus lies on
improving the already better score. So, for further analysis also an evaluation
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phase with other ”Experts” to get comparable results should be done to see
whether Maroon has improved for them or not.
In the end, the evaluation shows that small improvements for the user
already help to raise the system’s usability score. The SUS score could be
risen for the same target group by 1,787. Although the result was better
than in the Pre-Analysis, some questions still got rated worse but were
compensated by the vast improvement of others. As seen in Table 6.3, on the
one hand, the inconsistency problem was much resolved by reducing the
disagreement of SUS question 5 ”I thought there was too much inconsistency in
this system” by 0.43. On the other hand, the function implementation with
question 5 ”I found the various functions in this system were well integrated”
decreased by 0,22. One explanation could be that the implementation of
the hands made the user’s experience more intuitive (”they look really cool”,
”It’s as if there are no controllers needed”, A.2) and helped the immersion level.
Additionally, the different animation states removed inconsistency in the
equality of the visualization. Also, the help system equalized the declaration
of the room and Helpi in each experiment station but also introduced new
problems in usability. The help system, as implemented in this state, is not
balanced enough. Users thought of it as unnecessary and too much: ”Can
you turn off the texts?”.

One, not an implementation-related explanation of why ratings increased,
could be the setting. The evaluation group was not in its usual educational
environment. The surrounding was friendlier, and the users were there on
their will. The situation, as explained in Section 2.3, where the study is
placed plays an important role. Nothing was strict; no teacher was present,
just surrounded by friends. They were happy before even evaluating due to
the tennis camp and summer break. This positivism influenced the study as
well. Since they thought of it as a nice game to play question 1 ”I think that I
would like to use this system frequently.” increased. They did not relate to it as
schoolwork and learning material more as a fun technology to use.
The main focus of this implementation laid in the help system to improve
the negative feedback and violations found there. Although the feedback
was highly negative for the help system, the users still thought that the
system was more comfortable to use in the SUS questionnaire with question
3 ”I thought the system was easy to use”. But the worsened ratings of question
2 ”I found the system unnecessarily complex” and 8 ”I found the system very

91



6. Post-Analysis

SUS Question I Rating (1 = disagree to 5 = agree)
Pre-Analysis Post - Analysis Difference

(Pupils Rating)
1. I think that I would
like to use this system
frequently.

4,14 4,53 +0,39

2. I found the system un-
necessarily complex.

1,43 1,65 +0,22

3. I thought the system
was easy to use.

4,29 4,6 +0,31

4. I think that I would
need the support of a
technical person to be
able to use this system.

2,72 2,76 +0,04

5. I found the various
functions in this system
were well integrated.

4,86 4,64 -0,22

6. I thought there was
too much inconsistency
in this system.

2,07 1,64 -0,43

7. I would imagine
that most people would
learn to use this system
very quickly.

4,5 4,56 +0,06

8. I found the sys-
tem very cumbersome
to use.

1,71 1,97 +0,26

9. I felt very confident
using the system.

4,89 4,83 +0,06

10. I needed to learn
a lot of things before
I could get going with
this system.

1,50 1,28 -0,22

Table 6.3.: Rating of each SUS questions.
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cumbersome to use” reflect exactly the general bad feedback about the help.
That could come from the wrong implementation’s focus. Pupils don’t care
about reading the provided information about given hints by text. They
need other help provided, most probably a gamified way. So although
ratings increased generally, the help system did not give as much positive
feedback as hoped. This view can only be interpreted by the ”Pupils”. For
further studies, it would be interesting to see if a group of ”Experts” as in
the pre-analysis evaluation would already accept the given textual help.

Evaluation Round Knowledge SUS Rating
Pre-Analysis Experts 60,625

Post-Analysis Pupils 84,647

+ 24,022

Pre-Analysis Pupils 82,86

Post-Analysis Pupils 84,647

+ 1,787

Table 6.4.: Outcome of the SUS Questionnaire.

Whenever feedback was given, hardly anyone criticized the interaction,
but the appearing help text and help in general. In some cases, users felt
overwhelmed with too much information. Helpi introduction in experiment
rooms was not read or ignored since users immediately started walking
around and wanted to know what they could do with the experiments. The
help on interactions was too much. The pupils just wanted to play around
and didn’t care about the functionality. Additionally, they were fed up with
the ”jumping” of texts. An introduction for each room is shown as the first
when entering. But for those who immediately started walking around and
collided with another interaction possibility, the new help text is displayed.
And since it is only shown once, some didn’t care to read. It ended up in
participants asking what they should do next. A positive feeling aroused in
the main laboratory when they saw that Helpi was there when they needed
help. Some wished that he was more intuitive on what they wanted, to
know where they were standing and what the possibilities are at this point,
instead of just repeating the general help text.
Furthermore, the labeling of the experiment in their visual frame helped
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them recognizing the entering and leaving of the rooms. For example,
some teleported to a point in the main laboratory and pressed enter on
the description card without reading the experiment’s name. When being
placed in the new room, they were surprised but learned that they had
entered a different room.

6.3. Summary

As an outcome of the Pre-Analysis, our self-set goal (see Section 4.3) by
implementing a better interaction and help system was to increase SUS
question

• 1- I think that I would like to use this system frequently
• 4 - I think I would need the support of a technical person to be able to

use this system
• 8- I found the system very cumbersome to use

in addition to removing the usability violations of Heuristic

• EVRH3c - Provide logical interaction possibilities
• EVRH5a - Prevent with Help and Documentation

When solely looking at the SUS numbers. Questions 1 and 4 improved by
0,39 and 0,04, but the rating of question 8, as already described, decreased. In
SUS, no question is directly related to the interaction possibilities. So even as
being marked as a highly positive implementation, it does not influence, for
example, question 8. On the one hand, interactions are clearer by changing
their visualization; they have the same functionality as before. On the other
hand, the help system is modified in a way that feels disturbing and too
much. However, the interaction implementation influenced the violation
of EVRH3c and was resolved by improving the visualization and new
animation states. With the clearance of violation EVRH5a by providing Help
and Documentation, new problems arose, as discussed before. With the help
system being not balanced enough, even overwhelming and not consistent
in changing too frequently EVRH1 ”Feedback and Visibility of System Status”
and EVRH4b ”Personal User Influences - Provide target-based play level” are
now violated. The violations are described as the following:
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• EVRH1: The help text visualization flickers when walking around and
colliding with different help-provided objects. It is not guaranteed that
the full text is read since the new one overwrites the old one.

• EVRH4b: No customization or escaping of Helpi is possible. The user
can not turn off texts or repeat already shown information. Constant
help is breaking the normal workflow and irritating, even annoying
the user while using the system.

With these new violations, the system has to be analyzed further in a differ-
ent study. As a result, the help system has to be designed and implemented
in a new way.
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In this chapter, we identify further possibilities of features and studies to
evaluate the usability of the Maroon VR system. Limitations of the current
thesis, how to circumvent those, and details of future enhancements are
described in the beginning.

7.1. Evaluation Limitations

In both evaluation phases of Pre- and Post-Analysis, each group of partici-
pants consists of around 20 people. For a deeper and more detailed evalua-
tion, more participants would be needed. This study gives an overview and
shows an approach to setting up a comparable study. Also, the time-limit
of 10 minutes can give shallow answers concerning usability. No problems
that come with long-term use can be identified. With time-pressure also
comes the limitation of just examining one experiment per user. So the
rated system’s usability consists of evaluating the laboratory and only one
experiment. It could be that one experiment might have problems, but
a different one is perfectly usable. This may lead to problems that arise
only in one room but are not valid for the others. So when filling out the
SUS questionnaire, the rating should be deeper analyzed concerning the
main laboratory and individual rooms. That is why SUS only can give an
overview
For some participants, the rating was not enough and still commented
on the system while using it. So when taking SUS as the usability study
questionnaire, commentary fields might help to get better information on
why and where the rating is low or high. That is why a different usability
questionnaire might give deeper details on the system’s usability.
In this thesis, the application, and evaluation of the newfound usability
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heuristics were additionally done to identify problems more profoundly.
Although the general found usability heuristics seem to fit every educa-
tional VR, only Maroon was inspected. So to generalize and have proven
heuristics, many more systems of this kind have to be investigated and
evaluated. Additionally, other experts, besides those two, working with this
heuristics, should validate and comment on these. So it can be said that
these heuristics fit Maroon and helped find violations, but still, be invalid
for systems that are in the same niche.

7.2. Further Usability Studies

Although the implemented prototype of interaction and help system already
increases the system’s usability. The improvements are based on personal
findings. For details on what to improve precisely, a study with more feed-
back should be done. Explicit questions should be asked in a self-made
questionnaire. One possibility would be to ask on-point questions about the
help system. Users generally have negative opinions, but in most cases, they
can not explain what is missing or how to improve it. Since subjectivity is
a big issue in usability, it has to be taken into account during evaluation.
To filter and for more general results, participants need to be split up in
advance. As seen in this study, on the one hand, experienced VR-users are
more strict and have more comparison. Their statement can be seen as more
valuable when it comes to comparison to other products.
On the other hand, non-experienced VR-users are more relevant for first-
time scenarios and for the identification of starting hurdles. With Maroon,
non-experienced users are of greater interest since this system should not
need any explanation. So whenever performing a study, the target group
should be definite so that further implementations can focus on that audi-
ence.
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7.3. Further Evaluation Study

This implementation is only a prototype implementing two identified con-
cepts that seemed to lessen usability rating the most. Other problems, which
didn’t get implemented are described in this section. Additionally, one
needs to find out if the direction of help and controller visualization is the
right way. As the user still often describes himself as lost and doesn’t know
where he is or whether he can go back, improvement is still needed. With
the growing size of the system in rooms and main laboratory space, an
overview map that can be enabled or disabled on demand would help. It
would be enough to show the current position as an indicator on that map,
especially to find the way and station of specific experiments.
Furthermore, usability increases since navigation would be improved, which
is an important point in the usability outcome see 4.3. Another evaluation
remark was the control panel. The design and handling of buttons likely
need some rework. Also, participants requested additional buttons for undo-
ing and redoing. The panel itself is error-prune since the user plays around
and can only reset the whole system instead of undoing a specific action. As
the last point, the help system still needs further improvements. Although
each experiment now has a help system set in place, the Helpi icon and the
display of the help could be in a more fun way. Users still ignored the help
or didn’t care to read since that is boring. Shorter or catchier text phrases
could be a starting point for future work.

7.4. Further Features

At the moment, only four physic principles are in place in Maroon’s envi-
ronment. When adding further modules, always equally boredom can be a
possible outcome. Some suggestions for future work to increase motivation
are described in the following section.
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Scoring System

In the main laboratory, missions can be given to the user. Teachers should be
possible to upload questionnaires, a multiple-choice quiz. So the user has to
fill them out by actively working through the experiments. That could lead
to enhanced motivation. This needs a system for uploading questionnaires
to a virtual display in the VR and an interaction point, where the user can
enter his answers. This way, the user can challenge himself and compare
his results to others. This kind of collaboration can make the system more
engaging and motivating. This leads to a missing socialization factor of
Maroon. At the moment, there is no possibility of working together on
problems or talking to others while being in the Virtual Environment.

Unlocking System

Another way of more engaging gamification elements would be that each
experiment unlocks new features. For example, some participants wanted
to exchange the look of their hands. Another possibility would be a locked
color palette that needs to be unlocked by solving a problem (f.e in the
Huygens Wave Experiment). Additionally, following a predefined path can
help users that are lost in the system and do not know what to do with the
experiments. Some users like to be guided and supported.
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This chapter summarizes and describes the finding of the study. We try
to answer the defined research goal and point out lessons learned while
pursuing this thesis.
Starting, with the introduction of a Research Goal on Usability improvement
of Maroon, an in-depth background, and related work analysis showed that
Usability Heuristics for evaluating this specific system are missing. Through
research, corresponding Heuristics could be found that are, additionally,
to SUS questionnaires assessed to get the status quo in terms of usability
for Maroon. With two evaluation phases in schools and 26 filled-out SUS
questionnaires, a first usability rating could be measured.
Furthermore, the Usability Heuristics for educational VR are applied to
find violations present in Maroon. In the end, the two features that got
implemented and had the highest impact on Usability reduction are the
interaction possibilities and the Help system. With the design and imple-
mentation of these, another evaluation phase showed that the SUS scores
could be improved.
In the end, the evaluation of the Usability Heuristics for educational VR
and also the analysis of the SUS is subjective. It might find other violations
when done by different experts but already helped to clear some issues and
find problems in Maroon. Also, the Heuristics itself might need adaption of
others to fit their study done on educational VR. Usability evaluation is an
ongoing and iterative process and needs many cycles to be acceptable for all
types of evaluators. With every iteration, new violations or improvements
would be found since every user differs in expertise and personality. For
Maroon, the focus of evaluation should lay on a combination of students
and teachers since those are the ones ending up using this system.
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8.1. Research Outcome

Research Goal: Can Maroon’s Usability be improved by implementing the
Usability Guidelines for educational VR?
The first study, with a small number of participants, indicates that the goal
has been reached. When only looking at the SUS scores of the Pre - and
the Post - Analysis, the ratings increased, which is an indicator that the
usability improved. Moreover, a reevaluation shows that violations found
through the application of the Usability Heuristics for educational VR can
be reduced or removed entirely through redesign and reimplementation of
certain concepts.

8.2. Lessons Learned

For the evaluation phase, SUS alone would have given little information
about the usability issues that are currently present in Maroon. It gives an
already good rating in a short amount of time and with few people, but
writing down the verbal feedback helps to identify better problems that
users had. Additionally, just one open question on the questionnaire might
have helped to pin out specific problems. Furthermore, the target group for
the evaluation needs to be specified before. With having different expertise,
the evaluation results differed greatly and had to be filtered and separately
investigated.
For the implementation, although finding the problems and their imple-
mentation worked out smoothly, most of the help system can not be used.
The design focused too much on the wrong group of users and reduced the
usability for the other evaluation group.
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Additional Material

Here is the collected feedback of participants during the usability evaluation
of both the Pre - and Post Analysis. Since the comments were given in
German, they are translated into English.

A.1. Usability releated User Comments while
Usability Evaluation - Pre - Analysis

• ”Where do I start?”
• ”I can’t find information on how that works.”
• ”Where is the description, can I just play around?”
• ”I don’t know what to do now.”
• ”My glasses hurt inside the headset. Help me get them off.”
• ”The points are easy to find.”
• ”I cannot read the signs on the controller panel.”
• ”If I want to leave I just go out the door.”
• ”It would be so cool to finish real scenarios to get credits for the right

answer.”
• ”Where is the starting point of the experiment?”
• ”Gripping with the controller feels strange.”
• ”Oh my god, this looks so real.”
• ”How can a controller push a button?”
• ”I always press the wrong controller button. I don’t want to teleport.”
• ”Can I play with it again later?”
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• ”Why does the controller hold something? Is it glued now?”

A.2. Usability releated User Comments while
Usability Evaluation - Post - Analysis

• ”I really like that everything looks so real.”
• ”Its as if I touch it with my own hands.”
• ”Do I crash in a real wall or is this just a game wall?”
• ”The help is not necessary, I want to play on my own.”
• ”Oh no, this thing Helpi is following me around.”
• ”It would be cooler to have robot hands that become magnetic.”
• ”Can I stop? It is kind of boring.”
• ”I will come by tomorrow to play again, OK?”
• ”Would be cool to have that in school.”
• ”Why do I need so much description? I simply don’t care.”
• ”Can you turn off the texts?”
• ”Yes yes I know text again to help.”
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A.3. System Usability Scale Questionnaire

Figure A.1.: 10 question SUS questionnaire.
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