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Abstract

Thin-film growth with a specific preferred orientation of the crystallites relative
to the substrate surface is frequently observed. Additionally, a specific in-plane
alignment of the crystallites might be present, i.e. a certain crystallographic
direction is only found along distinct azimuthal angles of the substrate, e.g. due
to statistical problems or epitaxial growth. The specific order poses additional
requirements in terms of experimental investigations. This thesis presents the
method of rotating grazing incidence X-ray diffraction (GIXD), which is especially
suited for thin films with in-plane alignment of the crystallites. The rotation of the
sample around its surface normal allows access to large volumes of reciprocal space
and collection of a wide range of diffraction information. In this thesis, experimental
challenges of rotating GIXD are discussed in detail. Furthermore, GIDVis, a
software package suitable for data evaluation of rotating GIXD measurements, is
presented. GIDVis can be used in several steps of the data evaluation process, for
example for the analysis of a calibration measurement, phase and texture evaluation,
calculation of pole figures, data stitching, intensity corrections, etc. As an example,
GIDVis is applied to extract the epitaxial relationships of a thin film of the organic
semiconductor 6,13-pentacenequinone (P2O) grown on Au(111) from rotating
GIXD data. Moreover, phase and texture analyses of films of the pharmaceutical
molecule carbamazepine with statistical problems are presented. Unknown crystal
structures require determination of the unit cell parameters. However, standard
data evaluation routines cannot be applied due to the low number of observed
peaks, the orientation of the crystallites and the possibility of several different
crystal phases coexisting on the sample. Therefore, an algorithm is presented
which is suited to obtain the lattice parameters from three-dimensional peak
positions extracted from rotating GIXD data. As an example, lattice parameters,
texture and in-plane alignment of P2O crystallites epitaxially grown on Ag(111)
are determined.





Zusammenfassung

Dünnfilmwachstum mit einer Vorzugsorientierung der Kristallite in Bezug auf die
Substratoberfläche ist ein häufig beobachtetes Phänomen. Zusätzlich kann eine
Ausrichtung der Kristallite in der Substratebene vorliegen. Das bedeutet, dass
eine bestimmte kristallographische Richtung auf bestimmte azimutale Winkel des
Substrats beschränkt ist, z. B. aufgrund statistischer Probleme oder epitaktischen
Wachstums. Diese spezifische Ordnung stellt zusätzliche Anforderungen an die
experimentellen Untersuchungen. Die vorliegende Arbeit beschäftigt sich mit der
Anwendung von Röntgendiffraktometrie unter streifendem Einfall mit einer zusätz-
lichen Probenrotation um deren Oberflächennormale („Rotating GIXD“). Diese
Methode ist besonders für dünne Filme mit Ausrichtung der Kristallite in der
Substrat-Ebene geeignet. Die Probenrotation ermöglicht den Zugang zu großen
Bereichen des reziproken Raums und ein Großteil der Beugungsinformationen kann
aufgenommen werden. In dieser Arbeit werden die experimentellen Herausforde-
rungen von Rotating GIXD im Detail diskutiert. Darüber hinaus wird das Softwa-
repaket GIDVis vorgestellt, welches besonders für die Auswertung von Rotating
GIXD-Daten geeignet ist. GIDVis kann in mehreren Schritten des Datenauswer-
tungsprozesses angewendet werden, z. B. zur Analyse einer Kalibrationsmessung,
zur Phasen- und Texturauswertung, zur Berechnung von Polfiguren, zur Verbindung
mehrerer Datensätze, für Intensitätskorrekturen, etc. Als Beispiel wird GIDVis
zur Bestimmung der epitaktischen Beziehungen eines Dünnfilms des organischen
Halbleiters 6,13-Pentacenchinon (P2O) auf Au(111) aus Rotating GIXD-Daten
verwendet. Weiters werden Phasen- und Texturanalysen von Filmen des pharmazeu-
tischen Moleküls Carbamazepin mit statistischen Problemen gezeigt. Unbekannte
Kristallstrukturen erfordern die Bestimmung der Einheitszellenparameter. Aller-
dings sind gewöhnliche Datenauswertungsroutinen aufgrund der geringen Anzahl
an Peaks, der Ausrichtung der Kristallite und der möglichen Koexistenz mehrerer
unterschiedlicher Kristallphasen auf derselben Probe nicht anwendbar. Deshalb



wird ein Algorithmus vorgestellt, welcher die Berechnung der Einheitszellenparame-
ter aus dreidimensionalen Peakpositionen aus Rotating GIXD-Daten ermöglicht.
Als Beispiel werden Einheitszellenparameter, Textur und die Ausrichtung von
epitaktisch gewachsenen P2O-Kristalliten auf Ag(111) bestimmt.
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1 Introduction

Formation of thin films on solid substrates in thermodynamic equilibrium can be de-
scribed in terms of the surface tension γ of the involved surfaces and interfaces:[1,2]

γS = γSF + γF cosφ, (1.1)

where γS, γF and γSF are the surface energy of the substrate, film and substrate-film
interface respectively and φ is the contact angle. Depending on the individual
contributions, three different growth modes can be distinguished. In Frank-van
der Merwe growth, wetting of the substrate is favored (i.e. φ = 0°, γS > γSF + γF)
and the film grows layer-by-layer. In case the contact angle is larger than 0°,
γS < γSF + γF, strong island formation is observed (Volmer-Weber growth). In
Stranski-Krastanov growth, first complete layers are formed on which islands grow
afterwards, i.e. the contributions to Equation 1.1 change as a function of film
thickness. Stranski-Krastanov growth can be seen as a result of lattice mismatch
between substrate and adsorbate layer.[3] The first layers are fully covering the
substrate but strained to match the substrate lattice. However, at a certain critical
film thickness, the strain would exceed the maximum possible value determined
by the adsorbate-adsorbate interaction and individual islands are energetically
favored.[3] Please note that depending on the film preparation technique, growth
might be close to the thermodynamic equilibrium (e.g. hot-wall epitaxy, drop
coating) or far from it (e.g. physical vapour deposition, spin coating)[4,5]. Also the
investigated material plays an important role, e.g. liquid crystalline phases are
often considered to be in thermodynamic equilibrium.[6,7] If the growth is far from
equilibrium, a description using the individual atomic processes occuring during
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1 Introduction

film growth (condensation, re-evaporation, diffusion, adsorption, etc.) might be
favored[2,8,9] over the simple model of surface energy contributions.

In applications, the thin-film morphology governed by the different growth modes,
intermolecular interactions and molecule-substrate interactions plays an important
role.[10–13] For example, molecules with large intermolecular interactions show
pronounced island growth[14] while in most cases of thin films of organic molecules,
Stranski-Krastanov growth is observed[15,16] but also layer-by-layer type growth
can be found[17]. Furthermore, the crystal structure of the material influences its
properties and thus needs to be investigated and determined.[18–21] In thin films as
typically used in devices, often so-called substrate-induced phases (SIPs) are found,
i.e. a crystallographic phase different from the bulk phase is formed as a result of the
interaction between adsorbate and substrate.[5,22–25] Not only the crystal structure
itself influences the properties, also the orientation of crystallites on the substrate
plays an important role, due to the anisotropy of properties in crystals.[26–28] In thin
films of organic molecules on solid substrates, texture is frequently observed.[14,29–31]

This means that a certain crystallographic plane of the adsorbate is parallel to the
substrate surface (out-of-plane orientation). Additionally, a specific in-plane order
might be present, i.e. a certain crystallographic direction parallel to the substrate
surface is restricted to certain azimuthal angles. Here, two different cases can
be differentiated: either a very well defined in-plane alignment (e.g. in epitaxial
growth) or a more random distribution still showing only distinct azimuths of the
crystallographic directions (samples with statistical problems, e.g. due to a low
number of large crystallites).

The in-plane order poses additional requirements in terms of experimental investi-
gations of thin-film samples. First, a suitable measurement technique is required.
The low incident angle resulting in limited penetration depth and surface sensitivity
makes GIXD an especially suited method.[32,33] Furthermore, GIXD is already
applied to fiber-textured films (i.e. films without azimuthal order). To make this
technique applicable to ordered films, the sample has to be azimuthally rotated
around its surface normal in a well-defined way to access large volumes of recip-
rocal space and collect a wide range of diffraction information (rotating GIXD).

14



1 Introduction

Another advantage of rotating GIXD over conventional GIXD is that not only
samples with very defined order can be investigated, but also films with statistical
problems. Challenges of rotating GIXD in terms of the experimental setup and
sample alignment as well as possible solutions are described in section 3.1 and
section 4.1 of this thesis.

After performing the rotating GIXD experiment, suitable software packages are
required to handle the large amounts of data collected. Several data processing steps
have to be carried out, starting with the analysis of a calibration measurement and
subsequent data conversion to reciprocal space. The obtained diffraction patterns
can then be compared to known crystal structures to find possible matches and
the texture of the sample. Furthermore, due to the reliable azimuthal rotation,
epitaxial relationships of well-ordered films, i.e. the azimuthal orientation of the
adsorbate crystallites with respect to the substrate crystal, can be determined.
During this thesis, the software package GIDVis was developed. It allows complete
evaluation of (rotating) GIXD data, including setup calibration using a standard
measurement, crystal phase and texture analysis, intensity corrections and pole
figure (PF) calculation for subsequent determination of epitaxial relationships.
Section 3.2 provides general information on GIDVis. More details can be found in
section 4.2, where GIDVis is used to extract epitaxial relationships from rotating
GIXD data of a thin film of the organic semiconductor P2O on the Au(111)
surface.[34] For the evaluation of epitaxial relationships and determination of surface
unit cells from PFs, a short MATLAB script is presented in section 3.3. An example
of phase and texture analysis of films of the pharmaceutical molecule carbamazepine
(CBZ) with statistical problems can be found in section 4.3.[35]

As mentioned above, GIDVis provides the possibility to compare known crystal
structures to the observed diffraction pattern. However, in case no matches can be
found, for example because the investigated material forms a SIP, special algorithms
to determine the lattice parameters are required. Standard data evaluation routines
successfully employed in single crystal X-ray diffraction (XRD) cannot be used
due to the low number of peaks resulting from the low scattering volume, the
out-of-plane and in-plane orientation of the crystallites and the possibility of several
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1 Introduction

different crystal phases coexisting on the same sample. Thus, an algorithm to
obtain the lattice parameters from three-dimensional peak positions extracted from
rotating GIXD measurements was developed.[36] Its functionality is demonstrated
by application to a thin film of P2O epitaxially grown on the Ag(111) surface
(section 4.4).
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2 Fundamentals

This chapter provides a selection of background information to understand this work
since a detailed description of the individual topics would be very lengthy. First,
the well-established description of crystallography in three dimensions, i.e. choice of
the unit cell, planes, directions, etc. in real and reciprocal space is discussed. Then,
these concepts are transferred to two dimensions. Further, crystallite alignment
and epitaxy is described. In the second part, the applied experimental techniques
are described.

2.1 Three-Dimensional Crystal Structures

The following section is based on Bennett[37], Weissmantel et al.[38] and Hahn[39],
unless noted.

A crystal is the periodic arrangement of atoms in three-dimensional space, which
means that translational symmetries are present. To describe this mathematically,
the concept of the unit cell is applied. In general, the unit cell is a parallelepiped
described by the lattice parameters a, b, c (the lengths of the edges) and the
enclosed angles α, β and γ (cf. Figure 2.1). Depending on their symmetry, crystal
structures can be divided into different crystal systems, e.g. the most symmetric
one, cubic, if a = b = c, α = β = γ = 90°, down to the least symmetric triclinic
system (a 6= b 6= c, α 6= β 6= γ 6= 90°). Applying translations to the unit cell
along the unit cell edges by integer multiples of their lengths creates the crystalline
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2 Fundamentals

lattice in three-dimensional space. Atoms are introduced with the so-called basis,
which is associated with every lattice point to build up the three-dimensional atom
arrangement representing the crystal. Thus, the unit cell contains a certain number
of atoms, ranging from single atoms (e.g. metals), to molecules with few tens of
atoms (e.g. P2O) up to several hundred or even thousands of atoms in case of e.g.
proteins.

ab

c

γ

αβ

x y

z

Figure 2.1 Sketch of a three-dimensional unit cell described by the lattice parameters
a, b, and c and the enclosed angles α, β and γ.

From the lattice parameters, the lattice vectors a, b and c can be calculated:

a =


a

0
0

 , b =


b cos (γ)
b sin (γ)

0

 , c =


c cos (β)

c [cos (α)− cos (β) cos (γ)] / sin (γ)
V/ [ab sin (γ)]

 ,
(2.1)

where V is the unit cell volume and can be calculated by

V = abc
[
1− cos2 (α)− cos2 (β)− cos2 (γ) + 2 cos (α) cos (β) cos (γ)

]1/2
. (2.2)

The formulas given in Equation 2.1 represent one possible choice of lattice vectors
where a is pointing in the x-direction, b is chosen to lie in the x-y-plane and c is
determined by a combination of all other lattice parameters so that the vectors
describe a right-handed coordinate system. In general, a, b and c should be
chosen as short as possible. By applying standard rotation matrices onto a, b

and c different lattice vector representations of the same unit cell can be obtained.
Furthermore, the choice of the lattice vectors is not unique, but different conditions

18



2.1 Three-Dimensional Crystal Structures

exist for their selection depending on the type T of the unit cell (Table 2.1). T is
defined as

T = (a · b) (b · c) (c · a) , (2.3)

and it describes whether all unit cell angles are acute (α, β and γ < 90°, T > 0) or
non-acute (α, β and γ ≥ 90°, T ≤ 0). If the requirements are fulfilled, the lattice
vectors describe the reduced basis of the unit cell.

2.1.1 Points, Directions and Planes

Due to the translational symmetry, any point P of the crystalline lattice can be
expressed by a linear combination of the lattice vectors:

P = R0 + ua + vb + wc, (2.4)

where u, v and w are integers and R0 becomes zero if the origin coincides with
a lattice point. A direction in the crystal is described by the indices [uvw], e.g.
the direction [100] is equivalent to the lattice vector a, and [001] is equivalent to c

(which is not necessarily parallel to the Cartesian z-axis, even when constructing c

according to Equation 2.1).

A crystal can also be seen as a set of equidistant crystallographic planes, i.e.
planes passing through three lattice points each and having the same interplanar
spacing. Already in 1817, Weiss suggested to describe a crystallographic plane
by its intersection points with the axes system created by the lattice vectors a,
b and c.[40] For example, this would result in the Weiss notation 2a:4b:3c for the
plane denoted in Figure 2.2, since the plane intersects the axes at 2a, 4b and
3c. However, this system becomes less useful when planes parallel to one or two
lattice vectors are considered. These planes do not intersect one or two axis/axes
(except at infinity) and the corresponding index/indices would be infinity. Thus,
Miller indices[41] are used instead. They are based on the reciprocal values of the
axes intersections, which are then multiplied with the least common multiple to
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2 Fundamentals

Table 2.1 Rules for the construction of the three-dimensional reduced base (a, b, c) for
Type-I (T > 0) and Type-II (T ≤ 0) unit cells.

General Rules (Type-I and Type-II)

a · a ≤ b · b ≤ c · c
|b · c| ≤ b·b

2

|a · c| ≤ a·a
2

|a · b| ≤ a·a
2

Additional Rules for Type-I Special Rules for Type-I

b · c > 0 if a · a = b · b then b · c ≤ a · c
a · c > 0 if b · c = c · c then a · c ≤ a · b
a · b > 0 if b · c = 1

2b · b then a · b ≤ 2a · c
if a · c = 1

2a · a then a · c ≤ 2b · c

Additional Rules for Type-II

(|b · c|+ |a · c|+ |a · b|) ≤ 1
2 (a · a + b · b)

b · c ≤ 0
a · c ≤ 0
a · b ≤ 0

Special Rules for Type-II

if a · a = b · b then |b · c| ≤ |a · c|
if b · b = c · c then |a · c| ≤ |a · b|
if |b · c| = 1

2b · b then a · b = 0
if |a · c| = 1

2a · a then a · b = 0
if |a · b| = 1

2a · a then a · c = 0
if (|b · c|+ |a · c|+ |a · b|) = 1

2 (a · a + b · b) then a · a ≤ 2 |a · c|+ |a · b|

20



2.1 Three-Dimensional Crystal Structures

1
2

1
2

3
4

1

2

3

a b
c

Figure 2.2 The lattice vectors a, b and c (red, green and blue) and the (634) crystal
plane (gray).

obtain integer values. For the plane shown in Figure 2.2, the according reciprocal
intersection values are 1/2, 1/4 and 1/3. The least common multiple of the intersection
points is 12, resulting in the (634) plane. Please note that the plane is actually
infinitely extended, not limited to the triangular shape given in Figure 2.2. Using
the Miller indices, the problem of a plane without an intersection with a specific
axis leads to the corresponding Miller index being zero.[42]

As already indicated in the previous paragraphs, single crystallographic directions
are indicated by square brackets and single crystallographic planes by parentheses.
Table 2.2 gives an overview of the complete nomenclature used in crystallography.

Table 2.2 Crystallographic nomenclature in three-dimensional space.

Notation Meaning
[uvw] a direction in the lattice
〈uvw〉 all symmetry equivalent directions
(hkl) a crystallographic plane
{hkl} all symmetry equivalent planes
hkl a diffraction peak (cf. section 2.5)
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2 Fundamentals

2.1.2 Reciprocal Space

In general, reciprocal space is the Fourier transform of real space, and the reciprocal
lattice is the Fourier transform of the direct (i.e. real-space) lattice. The concept of
reciprocal space is often applied in physics since a periodic quantity, e.g. electron
density inside a crystal, can easily be represented as Fourier series in reciprocal
space. Additionally, the diffraction process can be expressed very compact in
reciprocal space (cf. section 2.5).

Points, vectors, directions and planes of reciprocal space are named equivalently
to real space, but with a superscript asterisk (∗). From the real-space volume V
and the lattice vectors a, b and c, the reciprocal lattice vectors a∗, b∗, c∗ can be
calculated by

a∗ = 2πb× c

V
, b∗ = 2πc× a

V
, c∗ = 2πa× b

V
. (2.5)

As it can be seen from Equation 2.5, the unit of the reciprocal space vector is
inverse length, typically Å−1 or nm−1. When transforming from real space to
reciprocal space, the crystal system is preserved. For example, a cubic real-space
lattice is cubic in reciprocal space but with different lattice constants according to
Equation 2.5. In analogy to real space, the reciprocal space vector Ghkl is given
by

Ghkl = ha∗ + kb∗ + lc∗. (2.6)

Please note that the length of the reciprocal space vector |Ghkl| is related to the
netplane distance of real space dhkl via

|Ghkl| =
2π
dhkl

, (2.7)

and the direction [hkl]∗ in reciprocal space is perpendicular to the plane (hkl) of
real space.
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2.2 Crystal Lattices Described in Two Dimensions

2.2 Crystal Lattices Described in Two Dimensions

Unless noted, the following section is based on Wood[43], Jona et al.[44] and
Hahn[39].

Thin-film samples together with surface sensitive measurement techniques do not
always require or even do not allow a description using three-dimensional space.
For example, low-energy electron diffraction (LEED) only probes top layers of
the film[45] and the complexity can be lowered by reduction to a two-dimensional
description. Instead of using the three-dimensional unit cell, the two-dimensional
surface unit cell which is lying parallel to the probed plane is constructed. It is
defined by the lattice vectors a = (ax, ay) and b = (bx, by), enclosing the angle γ
(cf. Figure 2.3), where

a =
√
a2

x + a2
y, (2.8)

b =
√
b2

x + b2
y, (2.9)

cos (γ) = a · b
ab

= axbx + ayby

ab
. (2.10)

a

b

γ

x

y

Figure 2.3 Surface unit cell defined by the lattice vectors a and b which are enclosing
the angle γ.

Translation of the surface unit cell along a and b by integer multiples of a and b
builds up the regular pattern of lattice points. The area A of the surface unit cell
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2 Fundamentals

can be calculated by
A = |a× b| = ab sin (γ) , (2.11)

where a z-component of zero has to be assumed for a and b to allow calculation of
the cross product.

Similar to three-dimensional crystal structures, surface unit cells can be classified
into different systems according to their lattice parameters and the symmetries:
The most general case, i.e. the least symmetric one, is the oblique system, where
no restrictions apply. In the rectangular system, a differs from b and γ equals 90°.
In the square and hexagonal system, a = b and γ = 90° and γ = 120° respectively.
Independent of the system, the lattice vectors should be chosen as short as possible
and for the oblique and the rectangular system such that a < b.

As in three-dimensional space, any lattice point P can be written as a linear
combination of the lattice vectors a and b:

P = R0 + ua + vb. (2.12)

A line passing through two lattice points can be described by two Miller indices (hk),
similar to the description of a plane in three dimensions. For example, consider the
lattice vectors a and b and the gray solid line in Figure 2.4. The line intersects the
axes at 3a and 2b. Calculating the reciprocal values yields 1/3 and 1/2 respectively.
The least common multiple is 6, thus the line is the (23) line. A line parallel to one
of the lattice vectors does not intersect the corresponding axis and will result in the
corresponding Miller index being zero. For example, parallel to a the (01) line and
parallel to b the (10) line is found (cf. Figure 2.4, gray dashed lines). A direction
can be described by a linear combination of the lattice vectors and is denoted by
[uv]; e.g. the orange line in Figure 2.4 is the [31] direction, passing through the
lattice point P = 3a + b (orange point).

Table 2.3 gives an overview of the nomenclature applied in the description of
two-dimensional crystal lattices.
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a

b
(23)

(01)

(10)

[31]

Figure 2.4 Lattice vectors a and b defining the real-space lattice, the non-primitive (23)
line (gray, solid), the primitive (01) and (10) lines (gray, dashed) and the [31] direction
(orange).

Table 2.3 Crystallographic nomenclature in two-dimensional space.

Notation Meaning
[uv] a direction in the lattice
〈uv〉 all symmetry equivalent directions
(hk) a line/row in the lattice
{hk} all symmetry equivalent lines/rows

2.2.1 Determination of Surface Unit Cells from
Three-Dimensional Crystal Structures

To determine the corresponding surface unit cell from a three-dimensional crystal
structure, the crystallographic plane (hkl) parallel to the substrate needs to be
known. Then, two linearly independent crystallographic directions [uvw] paral-
lel to this plane have to be determined, which define the surface unit cell. A
crystallographic direction [uvw] is parallel to the plane (hkl) if[46]

(hkl) [uvw] = hu+ kv + lw = 0. (2.13)

As there is an infinite number of parallel directions, rules for the selection of the
“correct” ones can be derived from the corresponding rules for three-dimensional
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crystal structures (Table 2.1). By setting the z-component of the two-dimensional
lattice vectors a and b to zero, a third general lattice vector c can be calculated
by

c = a× b

|a× b|
max ([a, b]) , (2.14)

where the multiplication with the maximum value of a and b is required to fulfil
the first general rule a · a ≤ b · b ≤ c · c. Due to this construction of c,

a · c = b · c = 0, (2.15)

and the type T of the cell is always II, since T will become equally zero (cf.
Equation 2.3). Using general values for a and b together with the definition of c,
the rules of the three-dimensional case (Table 2.1) can be converted to be applied
to two-dimensional space (Table 2.4). Several conditions are always fulfilled or
considerably simplified due to the construction of c according to Equation 2.14 and
due to Equation 2.15. The conditions R1 to R5 in Table 2.4 are further discussed
below.

The general rule R1 implies to select a shorter than b. As in the three-dimensional
case, the lattice vectors should also be chosen as short as possible.

R2 can be rewritten using the definition of the dot product to read

|cos (γ)| ≤ a

2b. (2.16)

The right-hand side of this equation can have a maximum value of 1/2 if a = b

and is smaller than 1/2 if a < b (cf. R1). This means that for a = b, γ has to be
from the interval [60°, 120°] or from the interval [240°, 300°]. Please note that the
interval [240°, 300°] is not considered further, because it cannot be differentiated
from the interval [60°, 120°] due to the symmetric form of the cosine function
(cos (γ) = cos (2π − γ)). In the general case a 6= b, R2 restricts γ to a narrower,
but still symmetric, interval around 90°.

R3 is always fulfilled if R2 is valid, since the right-hand side of R3 will always be
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larger (due to the sum) than the right-hand side of R2.

R4 basically restricts the angle γ enclosed by a and b to 90° ≤ γ ≤ 270°. If γ is
found to be outside this range, one can typically substitute a by −a or b by −b.
Please note that in combination with R2, the allowed γ range is further reduced to
90° ≤ γ ≤ 120°. The minimum and maximum values are reached if a = b, i.e. in
the square and hexagonal systems respectively.

Using the definition of the dot product, R5 becomes a/b ≤ |cos (γ)| and thus is
always fulfilled if R1 is valid: the left-hand side of R5 can have a maximum value
of 1 which is always less than or equal to the absolute value of the cosine function,
which is restricted to the interval [0, 1].

Please note that there could still be several equivalent unit cells fulfilling all derived
rules. For example, in the case of a symmetric substrate surface, typically several
crystallographic directions define equivalent surface unit cells. If this it the case,
one might select the solution which has more positive hkl indices.

The rules outlined above are implemented in GIDVis_Crystal, a part of the software
package GIDVis[34]. GIDVis_Crystal can be used independently of GIDVis and
(among others) allows an easy calculation of surface unit cells from three-dimensional
crystal structures using the function SurfaceUC. For this, the lattice parameters a,
b, c, α, β and γ and the (hkl) indices of the orientation plane are required as input
and the surface unit cell is determined. The calculation of the surface unit cell is
also implemented in CrystalOverlay (cf. section 3.3).
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Table 2.4 Type-II rules for the selection of the three-dimensional lattice vectors a, b
and c transformed to the two-dimensional case described by lattice vectors a and b.

Three-Dimensional Two-Dimensional

General Rules

a · a ≤ b · b R1: a · a ≤ b · b
b · b ≤ c · c always fulfilled
|b · c| ≤ b·b

2 always fulfilled
|a · c| ≤ a·a

2 always fulfilled
|a · b| ≤ a·a

2 R2: |a · b| ≤ a·a
2

Additional Rules for Type-II (T ≤ 0)

(|b · c|+ |a · c|+ |a · b|) ≤ 1
2 (a · a + b · b) R3: |a · b| ≤ 1

2(a · a + b · b)
b · c ≤ 0 always fulfilled
a · c ≤ 0 always fulfilled
a · b ≤ 0 R4: a · b ≤ 0

Special Rules for Type-II (T ≤ 0)

if a · a = b · b then |b · c ≤ |a · c| always fulfilled
if b · b = c · c then |a · c| ≤ |a · b| always fulfilled
if |b · c| = 1

2b · b then a · b = 0 condition cannot become fulfilled
if |a · c| = 1

2a · a then a · b = 0 condition cannot become fulfilled
if |a · b| = 1

2a · a then a · c = 0 always fulfilled
if (|b · c|+ |a · c|+ |a · b|) = 1

2(a · a + b · b)
then a · a ≤ 2|a · c|+ |a · b| R5: if |a · b| = 1

2(a · a + b · b)
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2.2.2 Example: Silver in (111) Orientation

Silver is described by a face-centered cubic unit cell with a lattice constant a of
4.0862Å[47]. In surface science, film growth on the Ag(111) plane is often studied.
To determine the corresponding surface unit cell, two linearly independent crystal-
lographic directions parallel to the (111) plane have to be found (cf. Equation 2.13).
After construction of the three-dimensional unit cell according to Equation 2.1,
the surface unit cell lattice vectors a and b according to these directions can be
calculated. Table 2.5 gives an overview of different combinations of directions
parallel to the Ag(111) surface and whether they fulfil the rules derived above.

Table 2.5 Application of rules R1 to R4 to different directions parallel to the Ag(111)
surface: 3 . . . rule fulfilled, 5 . . . rule not fulfilled, n.a. . . . not applicable.

a b R1 R2 R3 R4 R5

[101] [011] 3 3 3 5 n.a.
[101] [121] 3 3 3 3 n.a.
[101] [011] 3 3 3 3 n.a.
[211] [121] 3 3 3 3 n.a.
[101] [110] 3 3 3 3 n.a.

Please note that there are several solutions fulfilling all rules. For example, com-
bining [101] with [011] and [101] with [110] results in two equivalent surface unit
cells due to the 60° symmetry of the Ag(111) surface. Also the [211] and [121]
directions, either combined with one of the 〈101〉 directions or combined with each
other, could be used to define the surface unit cell. However, this results in longer
lattice vectors compared to the other solutions and should therefore be avoided.
Figure 2.5 shows the two equivalent unit cells of Table 2.5 and the longer directions
[211] and [121].

Please note that the obtained surface unit cell solely depends on the combination
of crystallographic directions; atom positions inside the unit cell are not taken into
account. This leads to the fact that the calculated Ag(111) surface unit cell is not
primitive. It would be obtained for e.g. the directions [1/2 0 1/2] and [1/2 1/2 0] or any
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equivalent combination. One of the possible primitive unit cells is also drawn in
Figure 2.5.

[101]

[101]

[110]

[011] [110]

[011]

[211](111)

[121]

Figure 2.5 The six shortest directions 〈101〉 and the [211] and [121] directions in the
Ag(111) plane viewed perpendicular to this plane. Two possible, completely equivalent,
surface unit cells (red, green) and the primitive surface unit cell (blue), taking the silver
atom arrangement on the surface (light gray, atoms not to scale) into account.

The (non-primitive) surface unit cell can be determined by GIDVis_Crystal:

Cr = GIDVis_Crystal(4.0862, 4.0862, 4.0862, 90, 90, 90, '');

[a, b, gamma, uvw1, uvw2, av, bv] = SurfaceUC(Cr, [1 1 1]);

which returns the lengths (a = b = 5.7788Å), the enclosed angle (γ = 120°),
the [uvw] indices of the directions defining the surface unit cell ([101] and [110]),
and the lattice vectors a = (4.0862, 0, −4.0862) and b = (−4.0862, 4.0862, 0).
To make it clear that the chosen vectors are really parallel to the (111) plane,
the created crystal Cr can be oriented with the (111) plane parallel to the x-y-
plane using the command Cr.Orient([1 1 1]). Then, the vectors will become
a = (5.5819, 1.4957, 0) and b = (−4.0862, 4.0862, 0), i.e. the z-component being
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zero, showing that a and b are lying in the x-y-plane and thus are parallel to the
reoriented (111) plane.

2.2.3 Example: Pentacenequinone (P2O) in (102) Orientation

The molecule P2O on highly oriented pyrolytic graphite (HOPG) can be described
by the unit cell a = 5.067Å, b = 8.064Å, c = 8.884Å, α = 91.64°, β = 93.3° and
γ = 94.01° and is observed to grow with the (102) plane parallel to the substrate
surface.[48] One crystallographic direction fulfilling Equation 2.13 is [010], i.e. the
b-axis, with a length of 8.064Å. Two other possible directions are [201] and [201],
both with a length of 13.856Å. Both their combinations with the [010] direction
fulfil rules R1 to R3. However, only the solution [010] with [201] also fulfils R4.
This is because the angle enclosed by these two directions is larger than 90°, while
for the combination of [010] and [201] it is less than 90°. Figure 2.6 shows both
these unit cells (green, red).

Please note that in the case of the [201] direction, one can invert the second
direction to [010], which results in an equivalent unit cell fulfilling R1 to R4 (cf.
Figure 2.6, blue). However, since the number of Miller indices smaller than zero is
two in this case as compared to only one in case of [010] and [201], the latter is
preferred.

As before, the surface unit cell can be calculated using GIDVis_Crystal:

Cr = GIDVis_Crystal(5.067, 8.064, 8.884, 91.64, 93.3, 94.01, '');

[a, b, gamma, uvw1, uvw2, av, bv] = SurfaceUC(Cr, [1 0 2]);

which returns the lengths (a = 8.064Å, b = 13.856Å), the enclosed angle (γ =
91.9°), the [uvw] indices of the directions defining the surface unit cell ([010]
and [201]), and the vectors a = (−0.564, 8.044, 0), b = (10.645, 0.291, −8.865).
Again, the created crystal Cr can be oriented with the (102) plane parallel to the
x-y-plane using the command Cr.Orient([1 0 2]) and the vectors will become
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(102) [010]

[201][201]

[010]

Figure 2.6 Three possible choices of surface unit cells for the P2O (102) plane, where
the green and the blue are preferred over the red one (since the red one does not fulfil
R4). The green is preferred over the blue since it is defined by directions which have
more positive uvw indices.

a = (−0.564, 8.044, 0) and b = (13.846, 0.515, 0), i.e. the z-component being
zero, showing that a and b are lying in the x-y- and thus parallel to the reoriented
(102) plane.

2.3 Crystallite Alignment

Thin films can be produced in a variety of ways: solvent-free techniques such
as physical or chemical vapor deposition (PVD, CVD)[49,50], hot-wall epitaxy
(HWE)[4] or (organic) molecular-beam epitaxy (OMBE, MBE)[51–53]; in contrast to
preparation methods employing the dissolved molecule[54], e.g. spin coating, drop
casting, dip coating, etc. The resulting films can either be amorphous or (partially)
crystalline. For organic molecules on flat surfaces, crystallinity is frequently observed
and the crystallites often align with one crystallographic plane parallel to the
substrate surface, the so-called contact plane, often independent of the preparation
technique. The contact plane describes the out-of-plane alignment, i.e. the spacing
of the crystallographic planes perpendicular to the substrate surface.

In the in-plane direction of the crystallites, i.e. parallel to the substrate surface,
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two main cases can be differentiated. On the one hand, the crystallites can show
random azimuthal orientation, i.e. no preferred in-plane alignment is observed,
which is called fiber texture or uniplanar alignment[55]. Figure 2.7a schematically
shows a sample with fiber texture in top-view. Crystallites are plotted in gray
and a defined crystallographic direction [uvw] of every crystallite is denoted by
black arrows. This direction is uniformly distributed over the full angular range.
Fiber texture often occurs when an isotropic substrate, e.g. silicon oxide, is used for
sample preparation[14,56]. On the other hand, crystallites can have, additional to
the out-of-plane alignment, preferred in-plane alignment (uniplanar-axial according
to Heffelfinger et al.[55]), i.e. a certain crystallographic direction [uvw] is restricted
to distinct azimuthal angles, e.g. every 60° in case of Figure 2.7. In-plane alignment
often occurs when the adsorbate shows strong interaction with the substrate, e.g.
in case of organic molecules on single crystal metal surfaces[57,58]. It can also be
introduced by patterned substrates, either naturally occurring (e.g. grooves due to
the atomic arrangement on the surface[59] or due to surface reconstruction[60,61]) or
man-made by substrate-surface treatment (e.g. sputtering or rubbing)[62,63]. Also
the preparation technique can induce in-plane alignment, e.g. when performing dip
coating[5] or applying the bar-assisted meniscus shearing (BAMS) technique[64].

Please note that an edge case between fiber texture and preferred in-plane alignment
can occur as well. Materials showing the tendency to grow with large crystallites
will not exhibit a perfectly random azimuthal orientation. This is due to the low
number of crystallites, leading to an inhomogeneous distribution of the specific
[uvw] directions. Typically, this effect is unwanted and is referred to as samples
with statistical problems.

In XRD, fiber-textured samples are typically described by stating the crystal
structure and which crystallographic plane is parallel to the substrate. For samples
with additional in-plane alignment, epitaxial relationships are further given.[2] This
means that crystallographic directions of the adsorbate parallel to the surface
are determined. Then, the angle between these and e.g. the rubbing direction or
specific crystallographic directions of the substrate is given. A very useful tool for
this evaluation are PFs[65]. For example, P2O on a Au(111) surface grows with
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a) b)

Figure 2.7 Crystallites (gray) with a certain crystallographic direction (black arrow) on
a substrate surface (blue): a) fiber texture, b) preferred in-plane alignment.

the (140) planes (or the crystallographically equivalent (140) planes) parallel to
the substrate surface, and the [001] direction of P2O, i.e. the c-axis, is parallel to
the substrate surface (cf. Equation 2.13). Evaluation of diffraction data using PFs
further shows that the c-axis is also parallel to one of the high symmetry directions
〈110〉 of the Au(111) surface. This can be compressed to (111)Au ‖ ± (140)P2O and
〈110〉Au ‖ 〈001〉P2O (cf. section 4.2).

2.4 Epitaxy

Closely related to alignment of crystallites is epitaxy. The term “epitaxy” was
suggested by Royer and is derived from the greek words ἐπί (epi) and τάξις (taxis)
meaning “on” and “arrangement”[66]. According to Gebhardt et al., “any structure-
dependent intergrowth (overgrowth) of two chemically and/or structurally different
crystalline or subcrystalline phases is called epitaxy”[67]. This means that the
substrate and the adsorbate share common lattice points.

The common lattice points of substrate and adsorbate are the basis of a simple
and intuitive model for growth of an ordered crystalline film on a crystalline
substrate.[68,69] Adsorbate and substrate are described by their surface unit cells
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a

b d12 d13

d21 d22 d23

d31 d32 d33

as

bs

Substrate Lattice Points
Adsorbate Lattice Points

Figure 2.8 Calculation of the lattice misfit D with X = Y = 3 using the individual
contributions of the distances dij .

and the respective lattice points. Then, the so-called lattice misfit sum D can be
calculated and the model suggests that the surface unit cells arrange themselves
such that D is minimum. The lattice misfit sum D is a numerical value obtained
by summing the squared distances between lattice points of the adsorbate and the
closest lattice point of the substrate dij and limiting the calculation to a certain
order (X, Y ) of lattice points:

D =
X∑

i=1

Y∑
j=1

d2
ij. (2.17)

For example, consider Figure 2.8. Blue points are lattice points of the substrate,
which are defined by the lattice vectors as and bs. The adsorbate lattice is given
by the vectors a and b and lattice points up to X = Y = 3 are plotted with red
open circles. For each of the adsorbate lattice points, the distance to the closest
substrate lattice point dij is calculated (black lines). d11 is zero since the lattice
points are located on top of each other. All other plotted points give contributions
and the lattice misfit can be evaluated according to Equation 2.17. Larger X and Y
values (i.e. more repeat units of the adsorbate lattice) will result in more accurate
misfit parameter calculations.

This model can be applied to calculate the preferred azimuthal angle between
known substrate and adsorbate surface unit cells: By rotation of the adsorbate
lattice points with respect to the underlying substrate, different lattice misfit values

35



2 Fundamentals

are found, depending on the rotation angle. The minimum possible value of zero is
found for the configuration where all adsorbate lattice points match with ones from
the substrate (commensurism, see below). Despite its simplicity, this model can be
used to explain some types of ordered growth.[70–72] The lattice misfit sums purely
rely on the surface unit cells, not on their atomic content and thus can often give
only limited insight. However, the availability of more computational power and
improved methods led to more sophisticated approaches towards the prediction of
the ordered growth on crystalline substrates. Calculation of the potential energy of
different configurations[69,73–75], molecular dynamics[76], Monte Carlo simulations[77]

or machine learning approaches[78,79], all with certain advantages and disadvantages,
are already used. Nevertheless, especially large organic systems with high flexibility
and larger surface unit cells still require experimental techniques to resolve the
order and confirm the theoretically obtained results.

2.4.1 Notations for Epitaxial Growth

Starting from three-dimensional crystal structures, epitaxy is often described with
epitaxial relationships as already described above. This means the crystallographic
plane (hkl) of the adsorbate which is parallel to the substrate surface (hkl)S is
stated. Additionally, parallel directions of substrate and adsorbate ([hkl]s ‖ [hkl])
or angles between low-index directions are given.

The complexity can be reduced by switching to a description using two-dimensional
surface unit cells. This means that the lattice vectors a and b of the adsorbate as
well as the lattice vectors as and bs of the substrate (enclosing the angle γs), where
the subscript denotes the substrate, have to be known. Then, the adsorbate lattice
points can be described using the substrate lattice points as a reference in various
ways. For example, one can simply state the lattice parameters a, b, γ, as, bs, γs
and the azimuthal rotation angle between the lattice vectors ϕ (cf. Figure 2.9).

Wood’s notation[43] is similar to this, but makes matching of lattice points clearer.
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a
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γs

ϕ
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Figure 2.9 Surface unit cell of the adsorbate (red, a, b and γ) and of the substrate
(green, as, bs and γs) and the rotation angle ϕ between substrate and adsorbate surface
unit cell.

For example, the term Ni(011)3×1–O describes oxygen (O) on a Ni(011) surface,
which arranges in a lattice where a = 3as and b = bs and the adsorbate lattice
vectors are parallel to the ones of the substrate. In case the ratio between a

and as and between b and bs is the same, the second term can be omitted, e.g.
Si(100)12–P, where the adsorbate lattice vectors are twelve times as long as the
substrate vectors. A centered lattice is indicated by the letter c prior to the n×m
term. If an azimuthal rotation is found between adsorbate and substrate lattice,
the rotation angle is given prior to the adsorbate, e.g. NaCl(100)5×1–45°–A, where
the letter A stands for the adsorbate anthraquinone. As can be seen from the last
example, the nomenclature can become quite complex. Thus, Wood’s notation is
nowadays typically used in simple and/or already widely accepted cases only[2], e.g.
the oxygen-reconstructed Cu(110) surface, Cu(110)2×1–O[80,81] or the Si(111)7×7
surface reconstruction[82,83].

An alternative notation applies the so-called epitaxy matrix, typically denoted as
C or M :[3,84] a

b

 =
C11 C12

C21 C22

as

bs

 . (2.18)

This means that the lattice vectors a and b of the adsorbate are expressed as a
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linear combination of the substrate lattice vectors as and bs:

a = C11as + C12bs, (2.19)
b = C21as + C22bs, (2.20)

which results in the following system of linear equations:
ax

ay

bx

by

 =


as, x bs, x 0 0
as, y bs, y 0 0
0 0 as,x bs,x

0 0 as,y bs,y




C11

C12

C21

C22

 . (2.21)

In case only the lattice parameters (a, b, γ, as, bs, γs) and the relative azimuthal
rotation angle between substrate and adsorbate ϕ are known, but not the lattice
vectors (a, b, as, bs), the elements Cij of the epitaxy matrix can be calculated
using the following relationships[69]:

C11 = a

as
sin (γs − ϕ) sin (γs) , (2.22)

C12 = a

bs
sin (ϕ) sin (γs) , (2.23)

C21 = b

as
sin (γs − ϕ− γ) sin (γs) , (2.24)

C22 = b

bs
sin (ϕ+ γ) sin (γs) . (2.25)

The determinant of the epitaxy matrix det (C) is the ratio of the area of the
adsorbate A and the substrate surface unit cell As:

det (C) =
∣∣∣∣∣∣C11 C12

C21 C22

∣∣∣∣∣∣ = C11C22 − C21C12 = A

As
. (2.26)
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2.4.2 Classification of Epitaxy

Depending on the elements Cij of the matrix, epitaxy can be classified into three
different categories.[85]

Commensurism

In case all elements Cij of the epitaxy matrix are integers, all lattice points of the
adsorbate coincide with lattice points of the underlying substrate, which is called
commensurism.

as

bs a

b a′

b′

Substrate Lattice Points
Adsorbate Lattice Points

x

y

Figure 2.10 Scheme of a commensurate overlayer with two surface unit cells resulting
in the same pattern of adsorbate lattice points.

A schematic representation is plotted in Figure 2.10, where lattice points of the
substrate and adsorbate are plotted with blue filled circles and open red circles
respectively. The substrate is described by the lattice vectors as = (1, 0), bs =
(0, 1.5), enclosing the angle γs = 90°. For the adsorbate, it is found that the lattice
vector a is parallel to as but twice as long, resulting in C11 = 2 and C12 = 0. The
lattice vector b can be expressed as a linear combination of as and bs by C21 = −1
and C22 = 3. C21 is chosen to be −1 to make γ larger than 90° and thus fulfil R4.
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The overall epitaxy matrix C then becomes

C =
 2 0
−1 3

 . (2.27)

The same result is obtained when evaluating Equation 2.22 to Equation 2.25 using
a = 2, b =

√
21.25, γ ≈ 102.53° and ϕ = 0°.

Please note that C12 = 0 is not required for commensurism. To demonstrate this,
Figure 2.10 contains a second surface unit cell which describes the same overlayer
(but does not fulfil rule R2 due to a too large angle γ ≈ 134°). However, the epitaxy
matrix becomes

C ′ =
1 −3

3 3

 . (2.28)

Again, the same result is obtained when evaluating Equation 2.22 to Equation 2.25
with a′ ≈ 4.61, b′ ≈ 5.41, γ′ ≈ 133.78° and ϕ′ = −77.47°.

Please note that although both surface unit cells/epitaxy matrices describe the
same lattice points, the description with a and b is preferred over a′ and b′ following
the conventions (cf. section 2.2).

Higher-Order Commensurism

In higher-order commensurism (HOC) (also called Coincidence-II[69]), not all lines
of adsorbate lattice points coincide with lines of substrate lattice points, only every
nth line does. This is schematically shown in Figure 2.11. Substrate and adsorbate
lattice points are depicted in blue and red, respectively. As can be seen, every
3rd line of the adsorbate coincides with a substrate line, in this case the (01) line.
Selecting lattice vectors a and b following the rules outlined above, especially
selecting a such that the enclosed angle γ becomes larger than 90° (R4), the epitaxy
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Figure 2.11 Scheme of a higher-order commensurate overlayer and the adsorbate surface
unit cell.

matrix becomes

C =
−1/3 −4/3

3.5 0

 , (2.29)

For the lattice parameters of the adsorbate the values a ≈ 2.03, b = 3.5, γ = 99.46°,
ϕ = −99.46° can be determined.

In general, HOC is found if all epitaxy matrix elements Cij are rational.

On-Line Coincidence

In literature, a differentation is made between point-on-line (POL)[69] and line-on-
line (LOL)[86] coincidence due to historic reasons, although they describe a very
similar form of epitaxy: For POL, all adsorbate lattice points have to be located
on a primitive substrate line, i.e. (01) or (10), while for LOL the substrate line is
anything else apart from (01) and (10), i.e. a non-primitive lattice line. However,
the indices of these lines depend on the choice of substrate lattice vectors s1 and
s2 and therefore are not very reliable since the selection of the substrate lattice
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vectors is often not following the standard rules (Table 2.4). Thus it was suggested
to merge POL and LOL into on-line coincidence (OLC) and to always state the
choice of lattice vectors as and bs and the order of observed coincidences.[85] The
order of coincidences is given by the integer values h and k (of the adsorbate) and
hs and ks (of the substrate) fulfilling the equation

h
k

 =
C11 C12

C21 C22

hs
ks

 . (2.30)

There are several possible options for the elements Cij of the epitaxy matrix
resulting in OLC, which are all described in literature[85]. The easiest one is if
three matrix elements Cij are rational, one is irrational. Please note that this
includes the now special cases of the two types of POL epitaxy, Coincidence-IA and
Coincidence-IB, where it is required that one column of the epitaxy matrix contains
only integers. The other two matrix elements give rise to the differentiation between
IA (all non-integer elements are rational) and IB (one of the non-integer elements
is irrational).[69]

a)

as

bs

ab

a′

b′

Substrate Lattice Points
Adsorbate Lattice Points

x

y

b)

as

bs

a′

b′

a

b

Substrate Lattice Points
Adsorbate Lattice Points

Figure 2.12 Two types of on-line coincidence, where all adsorbate lattice points coincide
with the a) primitive (01) and b) (21) lines (dashed) of the substrate respectively.

For example, Figure 2.12a shows the lattice points of the on-line-coincident adsor-
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bate with the epitaxy matrix

Ca =
 3 2

2 ln (2) 2

 , (2.31)

where one matrix element is irrational (2 ln (2)), all others are rational (and even
integers in this case). As can be easily seen, all adsorbate lattice points lie on the
lattice line (01) of the substrate (making this structure POL coincident). According
to Equation 2.30, the order of coincidence is (h, k) = (2, 2) and (hs, ks) = (0, 1).
Using the given epitaxy matrix nicely shows the irrationality of a single matrix
element, but leads to a rather unusual surface unit cell (cf. Figure 2.12a, a, b), not
fulfilling the derived rules (Table 2.4). Selecting a unit cell following the conventions
results in the epitaxy matrix

C ′a =
 3− 2 ln (2) 0
−3 + 4 ln (2) 2

 , (2.32)

and the lattice parameters a ≈ 1.61, b ≈ 3.01, γ ≈ 94.33° and ϕ = 0°. Please
note that the determinant of Ca equals the one of C ′a, showing that both epitaxy
matrices are equivalent.

Figure 2.12b shows the adsorbate lattice corresponding to the following epitaxy
matrix:

Cb =
ln (2)− 1 −2 ln (2)

1.25 1.5

 , (2.33)

where the elements of the first row are irrational (due to ln (2)), and all other
matrix elements are rational. All adsorbate lattice points lie on the (21) lines of the
substrate (dashed lines in Figure 2.12b). The order of coincidence is (h, k) = (−2, 4)
and (hs, ks) = (2, 1). As before, this epitaxy matrix leads to an unusual surface
unit cell (cf. Figure 2.12b, a, b), not fulfilling the rules derived above. The same
adsorbate lattice points can be expressed by the surface unit cell given by a′ and
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b′, resulting in the epitaxy matrix

C ′b =
 −1

4 − ln (2) −3
2 + 2 ln (2)

−3
4 + 2 ln (2) 3

2 − 4 ln (2)

 , (2.34)

and the lattice parameters a ≈ 0.96, b ≈ 2.01, γ ≈ 98.18° and ϕ = −169.75°.
Again, the determinant of Cb equals the determinant of C ′b.

Especially in the example shown in Figure 2.12b the lattice lines of coincidence
might not be accessible at first glance. In this and similar cases it is convenient to
investigate the problem in reciprocal instead of real space. First, a third unit cell
vector c is calculated such that it is perpendicular to a and b (cf. Equation 2.14).
Then, the vectors a and b can be transformed to reciprocal space by Equation 2.5
and reciprocal lattice points of the substrate and adsorbate can be calculated
according to Equation 2.6 while keeping the Miller index l zero. A plot of the
resulting points allows easier determination of the lines of coincidence. Figure 2.13
shows the reciprocal-space representation of Figure 2.12b, where it can be seen
that coinciding lattice points occur for the reciprocal substrate lattice vector Gs, 21,
i.e. the real-space adsorbate lattice points lie on the (21) line of the substrate.

a∗s

b∗s Gs, 21

a∗

b∗

Reciprocal Substrate Lattice Points
Reciprocal Adsorbate Lattice Points

Figure 2.13 Reciprocal space representation (not to scale) of Figure 2.12b.
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Commensurism

HOC = Coincidence-II

POL = Coincidence-I

LOL

Coincidence-IA
Coincidence-IB OLC

Figure 2.14 Different types of epitaxy.

Summary

Depending on the elements Cij of the epitaxy matrix, epitaxy can be separated into
different classes (cf. Figure 2.14). For commensurism, all Cij have to be integers,
while for HOC, all Cij are rationals. In literature it was suggested to merge the
epitaxy forms POL and LOL into OLC[85], since their differentation depends on
the choice of the substrate lattice vectors. OLC can even be found when up to
four elements Cij of the epitaxy matrix are irrational, but additional conditions
(may) need to be fulfilled.[85] Although there are guidelines how to select the lattice
vectors of the adsorbate layer, not all publications follow these, resulting in different
epitaxy matrices for the same overlayer pattern but the same determinant.

Furthermore, experimental data always contains errors and scientists avoid to
give insignificant digits by rounding numeric values. This might lead to incorrect
conclusions about the type of epitaxy. For example, giving one matrix element as
3.1 does not necessarily mean it is the rational number 31/10 but might just indicate
that further digits could not be determined reliably.

2.5 X-Ray Diffraction

This section is based on Bennett[37] and Weissmantel et al.[38], unless noted.
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To investigate crystalline matter, diffraction experiments are employed. To observe
diffraction maxima, the wavelength of the incoming beam has to be smaller than
the order of the repeating unit, i.e. X-rays with wavelengths between 10−10 m and
10−12 m are used in crystallography, since atomic distances/netplane distances are
in the range of 10−10 m = 1Å.

In general, an incident X-ray beam illuminates the sample and the diffracted
intensity is recorded with a detector. The incident beam is described by the
wavevector k0, the diffracted beam by k. The length of k0 is k0 = 2π/λ, and since
diffraction is an elastic process, also k = 2π/λ. k0 and k enclose the angles αi

and αf respectively with the lattice planes and define the scattering vector q (cf.
Figure 2.15) via

q = k − k0, (2.35)

The scattering vector q has the unit of inverse length, typically Å−1 or nm−1.

Lattice planes {hkl}

αfαi

dhkl

k0 k

−k0

q

y

z

Figure 2.15 The wavevectors k0 and k of the incident and diffracted beams and the
scattering vector q.

If αi = αf, the specular condition is fulfilled and the incident and exit angle are
typically labelled θ. Then, the angle between the incident beam and the diffracted
beam (cf. Figure 2.15) is 2θ.

In general, k0, k and q are vectors in three-dimensional space. Depending on
the experimental geometry and the scan performed, (components of) k0 and/or
k are varied, thus (components of) q change(s). For example, in a specular scan
(αi = αf = θ) the angle θ is varied. This means that the x- and y-components of
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the scattering vector are constantly zero, while the z-component is varied. Thus
the direction of q stays the same (perpendicular to the probed lattice plane) and
only the length q changes.

Independent of the experimental geometry, a diffraction peak is observed when the
Laue condition[87] is fulfilled:

q = Ghkl. (2.36)

This means that the scattering vector q has to coincide with a reciprocal lattice
vector Ghkl. Since Ghkl in reciprocal space is perpendicular to the corresponding
(hkl) plane in real space, this also means that diffraction can only be observed
when the scattering vector q is perpendicular to the probed plane (hkl). According
to Equation 2.7, the netplane distance dhkl of this plane can be calculated from the
length q of the scattering vector by

dhkl = 2π
q
. (2.37)

Please note that the description of diffraction using the Laue condition is in
reciprocal space. To represent the same in real space, two conditions are required.
First of all, the Bragg equation[88]

nλ = 2d sin
(

2θ
2

)
, (2.38)

which relates the netplane distance d, the scattering angle 2θ and the used wave-
length λ, has to be fulfilled. n is an integer describing higher-order reflections of the
same plane and is typically merged with d so that the Bragg equation becomes

λ = 2dhkl sin
(

2θ
2

)
. (2.39)

Besides the Bragg equation the parallelism condition has to be fulfilled, which
requires that the scattering vector q is perpendicular to the probed plane, i.e. the
incident and diffracted beam have to be symmetric with respect to this plane.
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Combining Equation 2.37 and Equation 2.39 results in an important relationship
which relates the experimentally defined quantity 2θ to the length of the scattering
vector q:

q = 4π
λ

sin
(

2θ
2

)
. (2.40)

Please note that using this equation, diffraction patterns can be studied independent
of the used wavelength, i.e. experimental peak positions can directly be compared
after conversion to q, even when recorded with different wavelengths.

2.6 Grazing Incidence X-Ray Diffraction

The following section is based on Birkholz et al.[33], unless mentioned differently.

GIXD is a frequently applied technique to obtain crystallographic information on
a wide variety of samples. Due to its surface sensitivity, it is often used for thin
films. In general, the wavevector of the incident beam k0 is kept fixed while several
different outgoing wavevectors k are probed by either moving a point detector
in space or using two-dimensional detectors. Depending on the detector or pixel
position, k and thus q vary and diffracted intensity is only observed if the Laue
condition (Equation 2.36) is fulfilled.

Figure 2.16a schematically shows the GIXD experiment. The sample is illuminated
with the primary beam described by the wavevector k0 which encloses the incident
angle αi with the sample surface. Two different diffracted beampaths are plotted, k1

and k2, originating from two different families of crystal planes. Using Equation 2.35,
the corresponding scattering vectors q1 and q2 can be calculated. q2 has no
vanishing elements. However, since both, k0 and k1, lie in the y-z-plane, q1 has an
x-component being zero.

The result of a GIXD experiment are intensity values I as a function of qx, qy

and qz. These are usually visualized in so-called reciprocal space maps, where
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Figure 2.16 a) Geometry of a GIXD experiment, showing the incident wavevector k0,
two different outgoing wavevectors k1 and k2 and the corresponding scattering vectors
q1 and q2. Gray planes and dotted lines on the substrate surface are drawn as a guide
to the eye. b) The scattering vector q and its components in three-dimensional space.

the in-plane component qxy =
√
q2

x + q2
y of the scattering vector (parallel to the

sample surface, cf. Figure 2.16b) is plotted on the horizontal axis, the out-of-plane
component qz (perpendicular to the sample surface, cf. Figure 2.16b) on the vertical
axis. Measured intensity at a combination of qxy/qz is color-coded, often scaled in
square-root or logarithmic fashion to improve the visibility of low-intensity peaks.
As a result of the geometry of the GIXD experiment, it is not possible to access
the complete reciprocal space. For example, consider k1 and the corresponding
scattering vector q1 in Figure 2.16. Although the x-component of q1 is zero in this
case, qxy =

√
q2
x + q2

y will still be larger than zero due to the non-zero y-component.
Only for the specular condition, i.e. the incident angle and the exit angle are the
same, qxy will become zero. In the reciprocal space map, this leads to a missing
wedge which cannot be accessed within a GIXD experiment (cf. Figure 2.17). Two
semi-circles with radius 2π/λ, where λ is the used wavelength, can be accessed
(blue). The gray region, described by a semicircle with radius 4π/λ centered at the
origin is only accessible within co-planar diffraction experiments, i.e. when incident
and diffracted beam are located in the same plane.

For the GIXD experiment, the sample has to be precisely mounted and aligned with
respect to the incident X-ray beam prior to any measurement (cf. section 4.1). This
ensures that high-quality data are recorded and data evaluation can be performed
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2π/λ
qxy

qz

Figure 2.17 Accessible (blue) and inaccessible areas (gray) of reciprocal space in GIXD
measurements.

with high accuracy.

Depending on the crystallite alignment with respect to the substrate surface
(cf. section 2.3), the following two GIXD measurement techniques are typically
applied.

2.6.1 Static Sample

In case of fiber-textured samples (cf. Figure 2.7a), the reciprocal lattice points are
distributed along concentric circles in reciprocal space. A single GIXD measurement
with a static sample cuts through reciprocal space, thus information of all concentric
circles is obtained simultaneously (cf. Figure 2.18). Along each individual circle,
the out-of-plane qz and the in-plane component qxy of the scattering vector are
constant, only the contributions qx and qy to qxy change. Thus, the ring translates
to a single data point in the reciprocal space map. This data can then be used for
phase analysis (i.e. determination which crystal structure is present on the sample),
contact plane determination, etc.
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Figure 2.18 Reciprocal lattice points becoming concentric circles for fiber-textured
samples (black) and a cut through the reciprocal space by a single static grazing incidence
X-ray diffraction measurement (blue).

2.6.2 Rotating Sample

Samples with defined in- and out-of-plane alignment of the crystallites have distinct
data points in reciprocal space. A single GIXD measurement with a static sample
cuts through reciprocal space at a certain position and thus does not allow to access
all diffraction information (cf. Figure 2.19). To overcome this problem, a sample
rotation around the surface normal is necessary (rotating GIXD) to access large
volumes of reciprocal space and to collect a wide range of the available diffraction
information.[89]

When integrating a full 360° rotation and plotting the obtained data in a reciprocal
space map, the whole diffraction information of the sample is contained in this
image, which can be used for data evaluation similar to the case of fiber-textured
films. However, in this image the correlation between qx and qy has been lost
since all combinations of qx and qy which give the same qxy fall onto the same
point in the reciprocal space map. To overcome this problem and to eventually
obtain three-dimensional peak positions (qx, qy and qz), several diffraction patterns,
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Figure 2.19 Two cuts through reciprocal space (blue, red) corresponding to different
azimuthal sample rotation angles. Only reciprocal lattice points intersecting with the
cuts can be accessed by grazing incidence X-ray diffraction measurements (black circles).

each covering a small part of the azimuthal sample rotation, have to be recorded
which allows qxy to be separated into its individual contributions qx and qy (cf.
section 4.4). Furthermore, this data can be used to calculate PFs[90], which allow
the determination of epitaxial relationships between adsorbate and substrate and
calculation of epitaxy matrices (cf. section 3.3). In a PF, the spatial distribution
of poles (net-plane normals) is visualized. For this, a certain net-plane distance d
corresponding to a specific q value (cf. Equation 2.37) is selected and the intensity
measured for this q value during an azimuthal sample rotation is color-coded in a
polar plot, where the radial part is the inclination Ψ of the scattering vector (cf.
Figure 2.16b) and the azimuthal angle relates to the sample rotation.

Samples with statistical problems show only segments of the concentric circles
observed for fiber-textured samples (cf. Figure 2.20). Thus, depending on the
sample azimuth, not all information might be accessible within a static measurement.
Therefore, an azimuthal rotation is also advantageous for this sample type (cf.
section 4.3).
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Figure 2.20 Two cuts through reciprocal space (blue, red) corresponding to different
azimuthal sample rotation angles and segments of concentric circles in case of samples
with statistical problems.

2.7 Indexing X-Ray Diffraction Data

Indexing is the process of assigning the corresponding hkl values to each measured
peak and thus requires the determination of the lattice parameters a, b, c, α, β and
γ (or their reciprocal space counter-parts). This process is well established for single-
crystal and powder XRD. In the latter, only the length q of the scattering vector
is experimentally determined, while single crystal diffraction uses the individual
q components qx, qy and qz. In both cases, a large number of clearly defined
and intense peaks is used, allowing the fitting of all experimental parameters and
subsequent determination of the lattice parameters.

2.7.1 Indexing of Grazing Incidence X-Ray Diffraction Data

For GIXD data, typically only a small number of diffraction peaks is observed.
This is due to the low scattering volume, the fact that films frequently grow with
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a defined contact plane and often suffer from statistical problems, which makes
standard indexing algorithms unsuitable. To a large extent, statistical issues can
be eliminated experimentally (cf. subsection 2.6.2), while due to the low number
of peaks and the defined contact plane special indexing routines are required.
Indexing algorithms for GIXD data have been developed and successfully applied
to fiber-textured[48,91] and epitaxially grown films[36] (cf. section 4.4).

For fiber-textured films, peak positions in two dimensions, i.e. qxy and qz, are
experimentally determined, which thus lies in-between the cases of powder (one
dimensional data) and single-crystal diffraction (three dimensional data). For
successful indexing, the lattice parameters a, b, c, α, β and γ and the contact plane,
described by its Miller indices (hkl), have to be determined.

For epitaxially grown films, peak positions in three-dimensional reciprocal space
can be determined, similar to single-crystal XRD. However, due to symmetries
of the substrate and the possibility of several contact planes and different crystal
structures coexisting on the same sample, standard data evaluation routines of
single-crystal XRD are not applicable. Special indexing algorithms for GIXD data
of epitaxially grown films not only allow the determination of the lattice parameters
and the the contact plane but also rotation angles ϕ between the unit cell of the
substrate and the adsorbate, i.e. the in-plane alignment, can be determined.

Independent of the sample’s texture, information on the out-of-plane lattice spacing
(typically obtained by a specular scan) allows a simplification of the indexing
procedure of GIXD data. In case of fiber-textured samples, the number of unknowns
is in a first step reduced to three real values (two lengths of the unit cell and the
enclosed angle) and a set of two Miller indices which can be varied systematically.
For example, one can reduce to the unknowns a, b, γ, h and k or a, c, β, h and l,
etc. After solving this problem, the remaining unknown lattice parameters and the
missing Miller index can be determined. For epitaxially grown films, the specular
scan can be used as a criterion to reduce possible solutions. In a similar fashion,
boundary conditions for the lattice parameters and the unit cell volume can be
applied.
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Please note that the determined lattice parameters are typically preliminary at first,
since there is no unique choice of parameters, i.e. lattice points in three dimensions
can be explained by different unit cells or the obtained solution is actually a
supercell. By selection of the three shortest possible lattice vectors, one obtains
the so-called Buerger cell[92], which is not necessarily unique. A unambiguous unit
cell, the reduced cell[93,94], is found if the solution fulfils the criteria of Table 2.1.

Please note that a full crystal structure solution from GIXD data, i.e. obtaining the
lattice parameters and the basis, is still very challenging. One possible and already
successfully applied route is a combination of experimental and computational
methods. After determination of lattice parameters from GIXD data, molecular
dynamics (MD) simulations[14,48,95], direct space methods treating the molecules as
rigid bodies[56,96] or crystal structure prediction (CSP) software[97,98] can be used
to find energetically favourable molecular arrangements inside the unit cell. In
a subsequent step, promising candidates might be refined with more expensive
density functional theory (DFT) calculations. Then, expected intensities can be
calculated and compared to the experimentally determined values. Selecting the
best match allows full crystal structure solution.
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This section describes the rotating GIXD setup used for the experiments performed
during this work, gives a short introduction of the software package GIDVis and
shows a MATLAB-based evaluation script for PF measurements and subsequent
determination of epitaxial relationships, epitaxy matrices and the creation of
overlayer plots, i.e. a visualization of the molecular arrangement of the adsorbate
with respect to the substrate surface.

3.1 Rotating Grazing Incidence X-ray Diffraction

Compared to GIXD with a static sample, rotating GIXD poses special require-
ments on the experimental setup. These are met by the beamline XRD1 (Elettra
synchrotron, Trieste, Italy) where the obtained data quality increased steadily
during the course of this thesis, due to more experience in the operation and also
an improved experimental setup.

3.1.1 Beamline XRD1 (Elettra)

Elettra is a storage ring of the 3rd generation and is located close to Trieste, Italy.
All rotating GIXD experiments within this thesis were performed at Elettra’s
XRD1 beamline. XRD1 is using a multipole wiggler as radiation source and
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a Si(111) double-crystal monochromator, allowing beam energies between 4 keV
and 21 keV, corresponding to a wavelength of 3.10Å to 0.59Å.[99] The sample
position can be adapted using a Huber three-circle κ goniometer, allowing easy
and reliable azimuthal sample rotation while keeping the incident angle αi fixed.
Diffracted intensity is collected with a large two-dimensional Pilatus 2M detector
from DECTRIS (active area of 254 mm × 289 mm[100]), mounted on a rail parallel
to the primary beam allowing different sample-detector distances (sdd) between 8
and 60 cm.

Additional details and improvements of the XRD1 setup for (rotating) GIXD
measurements achieved in the context of this thesis are discussed below.

Goniometer

The goniometer is the central part of an XRD beamline and allows movement and
orientation of the sample with respect to the primary X-ray beam. Figure 3.1a shows
a schematic drawing of the important movements of the three-circle κ goniometer
at XRD1. It is designed in such way that the rotation axes of χ, ω and ΦSample are
intersecting at one point in space, the common center of rotation (COR) (× symbol
in Figure 3.1). The whole goniometer (together with the detector) is mounted on
an experimental table, which allows small movements to make the primary beam
pass through the COR. For rotating GIXD experiments, a reliable rotation of the
sample around its surface normal is required (ΦSample). To make its rotation axis
perpendicular to the sample surface and thus avoid a wobbling sample, the angles
ξ1 and ξ2 are manually adapted. Please note that the rotation axes of ξ1 and ξ2 do
not have to intersect with the COR, since no movements are performed around
them during any measurement. Motorized translation stages x, y and z allow to
bring the sample center into the COR. The motors ω and χ perform sample tilt
perpendicular and parallel to the incoming X-ray beam respectively. Please note
that typically χ = 0°, and thus ω equals the incident angle αi. To easily perform
rotating GIXD experiments, the ΦSample motor has to be mounted on-top of the
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Figure 3.1 a) Sketch[101] and b) photograph of the central goniometer part at the XRD1
beamline at Elettra synchrotron, Italy (Trieste).

ω and χ motors. Otherwise, the incident angle with respect to the sample would
change during the azimuthal rotation requiring a time-consuming adaption of χ
and ω as a function of ΦSample.

Please refer to section 4.1 for a more detailed description of the goniometer setup
and the sample alignment procedure.

Detector and Center Pixel Position

The sdd, i.e. the distance between the sample center and the center pixel, is a
parameter which can be easily varied to influence the range of reciprocal space
covered during a measurement. Furthermore, the detector can – in a certain range –
be translated in the plane perpendicular to the primary beam, resulting in changes
of the center pixel position. This is especially important due to the blind areas
typical for the Pilatus system: This kind of detector consists of several detection
panels (8 vertical × 3 horizontal ones in case of the 2M), which cannot be placed
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directly adjacent to each other[102,103]. This results in blind areas in-between the
single panels where no signal can be recorded.

In order to obtain good diffraction images, the sdd and the center pixel position
should be optimized with respect to the samples planned to be measured at the
beginning of the beamtime. At XRD1, the Pilatus 2M detector can be moved
approximately one panel upwards and roughly 30 % of a panel width to the side.
Please note that the sidewards movement is limited since the center of mass of
the detector has to stay above the mounting. Otherwise, an unbalanced weight
distribution and an unstable experimental table would be observed. With the large
two-dimensional detector the diffraction signal can be recorded simultaneously
for the left-hand and the right-hand side (−qxy and +qxy respectively). For the
optimum detector and center pixel position, several points have to be considered:

1. Wavelength λ: For the experiments performed in the context of this thesis,
typically λ = 1.4Å was chosen.

2. Sample-detector distance (sdd): The sdd together with the wavelength and
the detector size basically determine the maximum accessible reciprocal space
range. Depending on the investigated samples, different sdd values might be
advantageous. For materials with large unit cells and high net-plane distances,
e.g. metal-organic frameworks (MOFs), the diffraction pattern is expected at
lower q values. Using a larger sdd allows recording these features with higher
resolution and less influence of the primary beam (e.g. background due to
air-scattering) but makes features at higher q values inaccessible. For the
experiments performed during this thesis, sdd values of 150 mm or 200 mm
were used.

3. Vertical center pixel position: Since features below the sample horizon (ap-
proximately below qz = 0Å−1) are shadowed by the sample itself, it is
preferential to have the direct beam position as close to the bottom of the
detector as possible. Thus, the detector should be moved upwards to increase
the measured range in qz direction and reduce the shadowed area. At XRD1,
this movement is limited to approximately 35 mm (about one panel height).
Furthermore, the vertical center pixel position should always be slightly above
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a panel gap, otherwise the gap might hide important in-plane features (close
to qz = 0Å−1). Additionally, it needs to be avoided that the primary beam
hits a panel gap. In this case the beam could not be used for sample alignment
anymore.

4. Horizontal center pixel position: Due to the detector gaps, centering the
primary beam horizontally on the detector should be avoided, since this
might lead to the same peak falling into the detector gap on the left- (−qxy)
and right-hand-side (+qxy) of the detector. Data evaluation can then be
performed for the side where more peaks are recorded or both sides to check
the reliability of the measurement.

Please note that although the sdd can be varied between 8 and 60 cm, low values
lead to increased difficulties for the experimenter. Together with the old sample
mounting system (see below) a minimum sdd of 10 cm was used. Already at this
distance, placing the sample on the stage is challenging due to space constraints.

To help finding the optimum detector and center pixel position already before the
beamtime, GIDVis contains a setup simulation tool. Here, a predefined detector
can be selected or a new one (including its gaps) defined and wavelength, sdd and
center pixel position (among others) can be varied to study the accessible q range
depending on the parameters. Figure 3.2 shows the result of such a simulation. It
can be clearly seen that the Ag 200 peak would fall into a detector gap with the
selected settings while the Ag 111 peak would be collected (as long as an azimuthal
sample rotation of sufficient range is performed during the measurement). On the
−qxy side, the silver peaks are outside the observable range. The tool can also be
used for detectors mounted on goniometer arms to optimize the goniometer angles
and to allow subsequent stitching of the images.

Please note that for every detector position a calibration measurement of a sample
with well-defined interplanar spacing, e.g. lanthanum hexaboride (LaB6)[104], silver
behenate[105], silicon[106] or custom standars, should be performed. This allows the
extraction of the conversion parameters (e.g. sdd, center pixel position, detector
inclinations, etc.) with high accuracy[34,107,108].
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Figure 3.2 Simulated reciprocal space map using a Pilatus 2M detector, λ = 1.4Å,
sdd = 200 mm and a center pixel position of 656.01/1020. Red points indicate expected
peak positions of silver in 111 orientation.

Sample Mounting

Several possibilities of sample mounting on the goniometer head have been used. For
example, during experiments at the ID10 beamline at the European Synchrotron
Radiation Facility (ESRF), Grenoble, France, samples were simply placed on the
stage and not fixed further. This is sometimes sufficient, especially if the incident
angles are small and no or only small further sample movements are performed
(e.g. no azimuthal sample rotations were performed).

At the XRD1 beamline, samples were initially fixed to a magnetic sample holder.
Since the investigated samples were not magnetic themselves, a small metal piece
had to be glued onto their back side by double-sided sticky tape. Then, a sample
was placed on the stage using tweezers. While approaching the stage, the metal
piece was often lifted slightly from the sticky tape, resulting in very unreproducible
sample placement. This resulted in several unwanted effects: a) The ellipses drawn
during the laser alignment varied extensively in size, shape and center points,
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making laser alignment a time-consuming process. b) When removing the sample
and placing a new one, the reflected laser spot changed its position drastically,
even when placing the same sample again. c) The connection between sample and
stage was not strong enough, i.e. the sample moved slightly during measurements.
This led to a wobbling sample, especially visible in integrations of 360° azimuthal
sample rotations.

To improve the situation, a new sample holder was constructed. In short, it consists
of a metal cylinder with a bottom part of correct dimensions to fit into a standard
goniometer head. Along the axis of the cylinder a hole is drilled to a defined
depth. Another hole is drilled radially to allow connection to a vacuum pump
(cf. Figure 3.3a,b). The difference between the first and second version is the
increased height above the horizontal drilling, which avoids signal from the small
metal-pipe connection to the vacuum pump and also allows more space between
the hose and the sample. The sample holder concept proved very successful; sample
mounting time is heavily decreased and reproducibility increased. For example,
when switching between different samples on substrates from the same batch, the
center of the ellipse obtained during the laser alignment is often found at exactly
the same spot and sometimes even no adaptions of the sample inclination angles ξ1

and ξ2 are necessary. It is expected that sample handling when using a very low
sdd is improved as well. A vacuum sample holder based on the presented concept
is now available at the XRD1 beamline for other users (cf. Figure 3.3c).

The only drawback of this approach in combination with the beamline XRD1 is
the hose connection to the vacuum pump. To avoid tension on the hose and thus
the goniometer head, care has to be taken to not wrap the hose around the κ
goniometer arm. For this reason, the hose is not clamped to the vacuum holder
and will slip from it in case too large tension is occurring, which might lead to
the sample falling off. Furthermore, this sample holder concept cannot be easily
applied to in-situ measurements, e.g. for variations of temperature using a heating
stage.

63



3 Methods

Figure 3.3 a,b) Version one and two of the constructed vacuum sample holder and c)
the vacuum sample holder now available at the XRD1 beamline (red ellipse).

Sample Size

At XRD1, two different beam pin holes are available. One is short and of cylindrical
shape (cf. Figure 3.1b), while the other is conical and reduces the distance the
primary beam travels through air before reaching the sample, i.e. the exit opening
is closer to the sample. In order to allow azimuthal sample rotations of large
samples, the short cylindrical pin hole should be mounted. Samples of 2 cm × 2 cm
can be measured with the conical pin hole. Above these values it is advisable to
change the pin hole to the cylindrical one.

Camera System

In the primary beam path a mirror is mounted so that a camera can be used to view
along the beam, i.e. through the pin hole towards the sample. To make use of this
camera, a strong light source is required after the sample, shining into the direction
of the pin hole. This light source can be seen in Figure 3.1. In order to illuminate
the sample from the back, the L-shaped frame with white light-emitting diodes
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(LEDs) can be rotated downwards and then resides between sample and beamstop.
By adjusting the sample height at an incident angle αi = 0° and observing the live
camera image, a rough height alignment of the sample can performed.

Beam Stop

A beam stop is used to avoid the direct X-ray beam reaching the detector, which
would result in damage of the equipment. Since XRD1 is often used for single
crystal X-ray diffraction, the original beamstop was of small circular shape, centered
around the direct beam position. For a GIXD measurement, the exposure time
was increased steadily so that the maximum intensity at any pixel did not exceed
one million counts. For GIXD measurements of thin films on flat substrates, often
the pixel reached by the specular reflected beam was limiting the exposure time.
This is especially problematic since the reflected beam always hits the same pixel
on the detector, even during an azimuthal sample rotation. If the high intensity
would be related to a substrate peak, a small azimuthal rotation would break
diffraction condition for the corresponding net plane and no intensity would be
observed anymore. After discussion, the XRD1 beamline scientists could provide a
higher beamstop (visible in cf. Figure 3.1), which also blocks the reflected beam
before reaching the detector. To reduce inhomogeneous shadowing effects on the
detector, the top part of the beam stop should be rounded. With the larger beam
stop, higher exposure times could be reached and thus the signal-to-noise ratio was
improved. The disadvantage is that without the reflected beam at the detector,
the exact incident angle can not be calculated from its position anymore.

Beam Knife

One drawback of the XRD1 beamline is the relatively large beam size. For example,
the beam dimensions are typically set to 200 µm × 200 µm using a slit system. In
comparison, the beam height at the ID10 beamline at ESRF can be limited to
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below 15 µm, while keeping the photon flux high. The big beam size results in large
areas of the sample being illuminated, especially at low incident angles αi, and thus
broad diffraction features are observed. To reduce this problem, a so-called beam
knife can be mounted. By bringing the beam knife close to the sample surface, the
effectively illuminated area on the sample is reduced (cf. Figure 3.4a) since the
back part of the sample is not illuminated at all and diffraction stemming from the
front part is blocked by the beam knife itself. This means that only a small area
below the beam knife contributes to the signal and narrower diffraction features
are expected. Therefore, a test with a beam knife has been performed during one
of the beamtimes (cf. Figure 3.4b). The beam knife was mounted on the 2Θ arm
of the goniometer with 2Θ = 90° and could be moved towards the sample in a
motorized way. As test case, a spin-coated film of lanthanum hexaboride (LaB6)[104]

was measured at an incident angle αi < 0.1°.

a)

Beam knifeBeam
height

Illuminated area

b)

Figure 3.4 a) Reduction of the effectively illuminated area (orange and red arrows)
using a beam knife (gray). b) Beam knife mounted at the XRD1 beamline.

The result for a measurement without and with beam knife is presented in Figure 3.5.
In both cases, ring-like diffraction features are observed. However, the sample
suffers from statistical problems resulting in distinct diffraction spots along the
rings and no continuous diffraction pattern. Red lines represent the expected
positions of Debye-Scherrer rings of LaB6, while black lines indicate the width
of the inner-most ring. As can be seen in Figure 3.5a, the observed diffraction
spots are equally distributed around the expected positions. Several effects on the
resulting image are observed when the beam knife is brought closer to the sample
surface (cf. Figure 3.5b): a) A clear shadow is seen in the image, i.e. the beam
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knife itself is projected onto the detector. b) The background at low q-values is
lowered. c) The ring width is reduced by approximately 50 % (as can be seen by the
black rings), except for close to the in-plane direction (qz = 0Å). This reduction,
however, is asymmetric around the expected LaB6 peak position; the outer part of
the Debye-Scherrer rings vanish, while little to no effect is observed at the inner
parts. This indicates that the beam knife was not aligned correctly with the center
of rotation but slightly shifted along the direction parallel to the primary beam.

Figure 3.5 Influence of the beam knife on the diffraction pattern of LaB6: a) without
beam knife, b) with beam knife. Red rings are expected Debye-Scherrer ring positions,
black rings are drawn as a guide to the eye to estimate the width of the inner-most ring.

For a more precise positioning of the beamknife parallel to the incident beam,
a translation stage was added to the mounting device. This allows a correct
alignment of the beamknife to have a symmetric effect on the diffraction pattern.
A measurement of a film of Ph BTBT C10 (approximate thickness 800Å) on
Si(001) with a 150 nm thermal oxide layer (data courtesy Andreas Hofer, Mike
Ramsey and Roland Resel)[109] with the adapted setup is shown in Figure 3.6. Little
influence on the sharpness of the diffraction peaks is observed, which can be related
to the relatively high incident angle of 1°. One clear difference is the shadowing
in the image recorded with the beam knife at higher qz values, where peaks can
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be found up to qz = 2Å−1, while in the image taken without beam knife clear
peaks are observed up to qz = 2.5Å−1. However, the beam knife slightly improves
the visibility of the vertical rod around qxy = 0.8Å−1 by partially suppressing
contributions of the silicon oxide signal. Especially at q-values below q = 1.5Å−1,
the beam knife clearly reduces the contribution of air scattering to the signal.

Figure 3.6 Influence of the beam knife on the diffraction pattern of Ph BTBT C10
thin film: a) without beam knife, b) with beam knife. Please note that a) is an integrated
image of a 60° rotation, while b) is a still image.

As can be seen from the examples, the beam knife can help to improve the data
quality but also has disadvantages. Especially precisely mounting the knife to
not influence the measured peak patterns in an asymmetric way and approaching
the sample with the knife is a very time-consuming process. Furthermore, while
regions of the reciprocal space map profit, others suffer due to shadowing effects.
Thus, using the beam knife for several samples, especially if the films are not very
thin, cannot be recommended. For thick films, where the advantage of amplified
diffraction intensity at shallow incidence is not required, increased incident angles
αi can be used to reduce the size of the beam footprint instead. For measurements
applying a beam knife, an optimized solution provided by the XRD1 beamline
scientists would be preferable.
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Extraction of z-Scans and Rocking Curves

Unfortunately, no point detector is available at the XRD1 beamline to perform
sample alignment and no region of interest can be determined for the detector.
To record a z-scan or a rocking curve measurement, the data collection software
available at XRD1 sets a new sample position (z or ω), performs the exposure
by opening and closing the shutter and repeats this for a certain range of z or ω
values and saves several images during the process. GIDVis was expanded to easily
extract the one-dimensional intensity curves from such a series of images and to
obtain the correct sample height z or incident angle αi by e.g. fitting the sigmoid
curve of the z-scan or the triangular shape of the rocking curve. Since GIDVis is
installed at the data evaluation PC at XRD1, allowing fast access to the acquired
data, this process is especially easy and thus sample alignment has become faster,
especially in combination with the camera system for rough height alignment.

3.2 The Software Package GIDVis

Independent of the crystallite alignment with respect to the substrate surface
and the chosen GIXD technique (static or rotating), several data processing and
evaluation steps have to be performed after the measurement to extract reliable
information. First, a calibration measurement has to be analyzed to obtain the
necessary parameters (e.g. sdd, center pixel position, detector inclinations, etc.)
for the conversion from real to reciprocal space. Then, the actual data has to be
analysed, for example by extracting intensity profiles along different directions of
reciprocal space, peak fitting, phase and texture analysis, etc. For experimental
data obtained with the detector on a goniometer arm, stitching of the images should
be available. For rotating GIXD data, special features are required. For example,
it should be possible to project the individual images into a single image (e.g. by
summing, averaging or by extracting highest intensities), quickly switch between
the images, extract values and curves as a function of sample rotation, extract
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PFs, etc. All the evaluation routines should be available independent of the data
source, i.e. different beamlines, but also different file formats should be supported.
Additionally, easy access to the metadata of a measurement (e.g. exposure time,
goniometer angles, set and actual temperature, etc.) should be provided.

To cope with the described tasks, development of GIDVis
was started by Christian Röthel (Institute of Pharmaceu-
tical Scienes, Department of Pharmaceutical Technology,
University of Graz and Institute of Solid State Physics,
Graz University of Technology). Christian’s PhD thesis[110]

contains a general introduction to diffraction from various
types of samples and detailed information on GIXD data
treatment and evaluation, PF calculations and software
development. He developed a first version of the data

conversion from pixel to reciprocal space, a small graphical user interface (GUI) for
viewing diffraction images in pixel and reciprocal space, a separate GUI for setup
calibration and a separate program including a GUI for PF calculations.

With the help of Stefan Pachmajer and valuable user-input from Andrew Jones
(both Institute of Solid State Physics, Graz University of Technology), a more
ordered and organized plan for the further development of GIDVis was developed.
For easy extensibility, GIDVis is divided into separate independent modules which
are started/opened from the main GIDVis window. Figure 3.7 gives an overview of
the modules currently available.

GIDVis is already in use at several workgroups: Resel and Coclite groups (Graz
University of Technology), Falcaro group (Graz University of Technology), Ameloot
group (KU Leuven), Geerts group (Université Libre de Bruxelles) and is/was used
by students from the University of Milano-Bicocca and the University of Manchester.
Furthermore, GIDVis is installed at the XRD1 beamline at Elettra.

For more information relating to GIDVis, please refer to section 4.2, the GIDVis
webpage[111] and “GIDVis – Manual and Tutorials”[112].
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Toolbox Module
• Set Parameters

– Scaling
– Space
– Limits
– Angles
– Regridding
– Intensity Cor-

rections

Load File Module

• Select folder/file
• Select conversion

parameters
• Features for mul-

tiple images
– Summing
– Merging
– etc.

Setup Simulation

Simulate accessible
reciprocal space for
given experimental
parameters: detec-
tor, wavelength, inci-
dent angle, goniome-
ter angles, center
pixel position, etc.

Crystal Module

Phase and texture
analysis

Calibration Wizard
Analysis of calibrant
measurements

Peak Finder
Fitting of experimen-
tal peak positions

Footprint Module

Visualization of the
beam footprint

Multiple Scans

Extract data from
image series

Beamline Setup

Adapt properties of
experimental setup

Annotation Module
Add annotations to
the map

Detector Module

Manage/change
available detectors

Project Module

Save and restore
work progress

Pole Figure Module

Calculate and export
pole figures for spe-
cific q values from ro-
tating GIXD data

Other Modules
Line scans, powder plot, crosshair, add interac-
tive rings (e.g. Debye-Scherrer rings), read inten-
sity values, measure distances and angles, save
image, export map data, export line data, etc.

Figure 3.7 Overview and short description of modules currently available in the software
package GIDVis.
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3.3 Pole Figure Evaluation and Epitaxy Matrices

As already mentioned above, PFs are a useful tool for the evaluation of in-plane
alignment of crystallites and determination of epitaxial relationships. Further, after
this step one can also obtain the epitaxy matrix by calculating the surface unit
cells of substrate and adsorbate and solving Equation 2.21.

To facilitate this evaluation process, the MATLAB script CrystalOverlay based on
the implementations in GIDVis_Crystal has been developed (cf. Figure 3.8). All
calculations and tasks related to crystal structures are contained in GIDVis_Crystal

and its subfunctions, e.g. calculation of real- and reciprocal lattice vectors, peak
positions, structure factors, plotting of the unit cell, directions, planes, etc. In
CrystalOverlay, the user can define a directory containing PF data obtained from
GIDVis[34] (typically mat files) or stored in the rwa format. After that, several
crystal structures (e.g. substrate and adsorbate) together with their contact plane
and foldness can be added and expected peak positions, limited to a small range
around the q value of the PF, are directly plotted onto the PF. For example, three
crystal structures (magenta, red and blue) were added in Figure 3.8. The visibility
of each crystal structure and its labels can be toggled independently. In Figure 3.8,
the labels for the red crystal structure are switched on. The naming scheme is
h k l F , where h, k and l are the indices of the peak and F gives the foldness. In the
example, F are integers from one to six, i.e. there is a 360°/6 = 60° symmetry.

To match the peak positions in the azimuthal direction, buttons (- phi, + phi) allow
independent rotation of the PF and of each crystal structure around the z-axis
(the axis perpendicular to the contact plane) by a user-defined step (Phi Step).
As can be seen in Figure 3.8, the peaks give good agreement between experiment
and theory. Please note that there are no expected peaks of the magenta colored
crystal structure since it does not have peaks around the q value where the PF was
recorded. Clicking on one of the small colored buttons in front of each line opens
the property window of the PF or the corresponding crystal.
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Figure 3.8 Screenshot of the graphical user interface of CrystalOverlay, a program to
determine epitaxial relationships from PF measurements.
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For the visualization of the PF data, the color limits can be adapted manually
and the grid visibility can be toggled. Furthermore, the PF intensity can be
plotted in linear, square-root or logarithmic scale. Buttons (Previous PF, Next
PF) allow to quickly switch between to the previous or next PF to the previous or
next one in the directory to check matching peak positions also for other q values.
The expected peak positions of the loaded crystal structures can be plotted in
three-dimensional space (qx, qy, qz) or in a stereographic projection. Additionally,
the surface unit cells and epitaxial relationships can be plotted (Surface Unit
Cells, Epitaxial Relationships) and the epitaxy matrices (Epitaxy Matrix) can be
calculated. Here, any of the imported crystals can be used as the substrate and
the adsorbate crystal. Furthermore, a model of the molecular arrangement with
respect to the substrate surface can be created (if the defined crystal structures
contain information on the atom positions, i.e. are imported from a res file[113–115])
in two- or three-dimensional style (2D Overlay, 3D Overlay). These plots also
include visualizations of the contact planes as well as three- and two-dimensional
unit cells.

In general, CrystalOverlay is similar to the already existing PF evaluation software
package Stereopole[116]. However, CrystalOverlay

• can use PF data from GIDVis directly (i.e. without conversion to the rwa
format by interpolation),

• handles foldness differently (i.e. defining a foldness applies it to all peaks),
• can limit plotting of expected peak positions based on the peaks’ structure

factors (requires that the crystal structure is imported from a res file),
• allows rotation angles around the z-axis which are smaller than 1°,
• allows fast switching between different pole figures in a directory,
• can plot surface unit cells,
• can calculate epitaxy matrices,
• can plot the atomic arrangement of the adsorbate with respect to the substrate

surface (requires that the crystal structure is imported from a res file),
• can plot the simulated peak position in three-dimensional reciprocal space

and stereographic projection,
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• can display the intensity in linear, square-root and logarithmic scale.

Compared to Stereopole there are also shortcomings, e.g. CrystalOverlay cannot
be run independently from MATLAB, requires changes in the source code (e.g.
to add a crystal structure or to change the colormap), does not allow calculation
of λ/2, λ/3, etc. peaks, . . . Thus, CrystalOverlay is regarded a complement to
Stereopole.

In the background of CrystalOverlay, several features of GIDVis_Crystal are
used. By adding a crystal, the lattice vectors a, b and c are constructed according
to Equation 2.1. Then, the crystal is rotated such that the plane (hkl) given by the
orientation is parallel to the x-y-plane. For this, the [hkl]∗ direction is calculated
and a rotation matrix is constructed[117]. After its application on the lattice vectors
the [hkl]∗ direction is parallel to the z-axis. Since [hkl]∗ ⊥ (hkl), this is equivalent
to the plane (hkl) being parallel to the x-y-plane. To apply azimuthal rotations,
the rotation matrix around the z-axis R (α) is applied on each lattice vector:

R (α) =


cosα − sinα 0
sinα cosα 0

0 0 1

 (3.1)

Application of any rotation matrix primarily changes the lattice vectors a, b and
c. This, however, influences all other properties of the crystal constructed from
the lattice vectors as well, e.g. directions, normal vectors, vertices of planes, peak
positions via the reciprocal lattice vectors, etc.Furthermore, since atom positions
inside the unit cell are given in fractional coordinates, their positions are also
influenced by the applied rotations. Thus, the evaluation of the pole figure by
finding the correct contact plane and azimuthal angles directly translates into the
obtained epitaxial relationships, epitaxy matrices and overlayer plots.

CrystalOverlay is provided by the author upon request.
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4.1 Impact of Sample Misalignment on Grazing
Incidence X-Ray Diffraction Patterns and the
Resulting Unit Cell Determination
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4 Results

During several beamtimes performed in the course of this thesis, the importance of
good sample alignment for any further data evaluation, e.g. calculation of lattice
parameters, became evident. Thus, this publication studies the impact of sample
misalignment, its influence on the calculated lattice parameters and gives advice
for improved data acquisition. Sebastian Hofer and Benedikt Schrode carried out
GIXD measurements, supported by Luisa Barba, who also provided expertise on
sample alignment and setup realization. Benedikt Schrode evaluated the data and
drew conclusions together with Roland Resel and Oliver Werzer. Josef Simbrunner
contributed the code for the calculation of the lattice parameters. The manuscript
was written by Benedikt Schrode, Oliver Werzer and Roland Resel. All authors
were proof-reading the manuscript.

At the time of writing, the manuscript was submitted to Review of Scientific
Instruments for consideration as full article. In the following, the revised version of
this manuscript is printed.
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Abstract 

Grazing incidence X-ray diffraction is a frequently used tool for the crystallographic 

characterization of thin films in terms of polymorph analysis and determination of the 

crystallographic lattice parameters. To obtain high quality diffraction patterns the thin film 

sample has to be aligned carefully relative to the primary X-ray beam and relative to the X-ray 

detector. This work studies the effect of misalignment on the acquired diffraction pattern of a 

thin film sample. Typically, misalignment is observed as shifted peaks, which further translate 

to systematic errors in the estimation of the unit cell parameters. Depending on the type of 

misalignment and the performed measurement, some of the alignment errors can be reduced 

or even corrected; especially azimuthal sample rotations prove to be advantageous in these 

cases. 

Introduction 

The experimental method of grazing incidence X-ray diffraction (GIXD) is of fundamental 

importance for the structural characterization of thin films and surfaces. The surface sensitive 
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method allows depth dependent analysis of thin films, where the thickness of the films can be 

reduced down to single molecular monolayers at substrate surfaces and to surfaces 

themselves1–3. Crystallographic investigations of thin films employing GIXD are used to resolve 

crystallographic phase, texture, preferred orientation and epitaxial relationships4–8. Moreover, 

the solution of crystal structures from thin films became an important topic, since new 

polymorphs are frequently observed within thin films only (substrate-induced phases)9–11. High 

quality diffraction measurements are required to get reliable input parameters for detailed 

crystallographic analysis12,13.  

GIXD measurements are commonly performed by means of a well-defined incidence angle of 

the incoming/primary beam, often provided by synchrotron sources14–16. This beam is then 

directed towards the sample, which scatters the beam, and depending on the sample, this will 

provide diffraction information at the detector side. For the collection of diffraction patterns of 

suitable quality, a precise alignment of the sample with respect to the incident beam is of 

fundamental importance17. It can be achieved by means of sample manipulation stages and/or 

simple goniometers. Eulerian cradles or κ-goniometers are two simple but very effective 

choices for sample alignment. Experimental demands might dictate that these standard 

geometries are exchanged by a combination of various translations and rotations which makes 

sample alignment more challenging. 

Figure 1a shows a schematic sketch of a goniometer that can be used for GIXD measurements. 

Depending on the setups in use, several angles can be adjusted either in a motorized or 

manual way to orient the sample in space: The angles ξ1 and ξ2 are used to make the sample 

surface perpendicular to the rotation axis of φSample. The movements x and y allow lateral 

positioning of the sample, while z adapts the sample height. Furthermore, the angles of the 

incoming beam with respect to the sample surface, ω and 𝜒, can be set. Please note that the 

angle ω corresponds to the incident angle αi of the primary beam relative to the sample 

surface if 𝜒 = 0°, a setting frequently used (also in the following).  

Depending on the sample’s texture, two different measurement routines are usually applied in 

GIXD. In case of a two-dimensional powder, with the crystallites having a preferred out-of-

plane orientation (one single crystallographic plane parallel to the substrate surface) but are 

randomly oriented in-plane, a static measurement (i.e. at fixed φSample angle) is sufficient to 

collect all available information18. In case the sample shows in-plane alignment, e.g. epitaxially 

grown films or if the two-dimensional powder suffers from statistic problems, the sample must 

be rotated around its surface normal (φSample) to access larger volumes of reciprocal space and 

collect all available diffraction information for sample investigation. During the sample rotation 
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a number of different diffraction patterns can be recorded. Here, each individual image 

accumulates information from a certain reciprocal space volume spanned by the detector area 

and the ΔφSample of the azimuthal rotation. Then this data allows various data analysis 

approaches. Data integrated over the full φSample rotation is best used for texture and 

polymorph analysis. φSample dependent data analysis via calculation of pole figures19 enables 

identification of local intensity variations or even determination of epitaxial relationships20–22. 

For the determination of the crystallographic information, the scattering vector q needs to be 

calculated. Figure 1b shows q in the three-dimensional reciprocal space. It can be divided into 

an in-plane component 𝑞𝑥𝑦 = √𝑞𝑥
2 + 𝑞𝑦

2 and the out-of-plane component qz. The length q of 

the scattering vector is given by 𝑞 = (4𝜋/𝜆) sin 𝜃, where θ is half the scattering angle and λ is 

the incident beam wavelength. The scattering vector q encloses the angle Ψ with the z-axis. 

 

 

Figure 1: a) Schematic picture of the geometry for a grazing incidence X-ray diffraction 

goniometer showing angles and directions of possible sample movement relative to the 

sample surface. The * symbol marks the arcs’ common center of rotation (COR). b) The 

scattering vector q in three-dimensional reciprocal space consists of in-plane parts (qx, qy or 

𝑞𝑥𝑦 = √𝑞𝑥
2 + 𝑞𝑦

2) and an out-of-plane component qz. The scattering vector and the z-axis 

(sample surface normal) enclose the angle Ψ. 

Experimental Methods 

To ensure high-quality data acquisition, the alignment of the sample should be carefully 

performed, e.g. by a procedure suggested in the Appendix. However, due to experimental 

limitations or errors, measurements often involve inaccuracies. In the following, sample 
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misalignment effects on the diffraction pattern are studied in detail. As a test case, a spin 

coated film of acetylsalicylic acid (ASS) on a 2 cm x 2 cm Si(001) wafer with a native oxide layer 

(Siegert Wafer, Germany) was prepared. Starting from a 22 mg/mL ASS solution in THF, 100 µL 

were deposited and the substrate coated at a spin speed of 15 rpm for 60 seconds. The 

investigated sample does not show preferred in-plane alignment of the crystallites, thus it 

represents a rather good two-dimensional powder18. All GIXD experiments were performed at 

the XRD1 beamline at the Elettra Synchrotron Trieste, Italy, using a wavelength of 1.4000 Å 

and a stationary Dectris Pilatus 2M detector located 200 mm away from the center of the 

sample. The large detector allows simultaneous collection of the right-hand (+qxy, RHS) and 

left-hand side (-qxy, LHS) of the diffraction pattern. Only one side would be sufficient for a GIXD 

diffraction study, since both sides should give identical information. The beam dimensions 

were set using a double-slit system limiting it to 200 µm x 200 µm. Setup calibration was 

performed by measuring polycrystalline lanthanum hexaboride23 in a capillary and extraction 

of conversion parameters using the software GIDVis19. Conversion to reciprocal space and 

determination of peak positions were performed using scripts implemented in GIDVis. Due to 

the mosaicity of the sample, peak positions were determined in polar space by fitting a two-

dimensional Gaussian functions with a background plane; followed by conversion of the 

obtained peak position to reciprocal space. Since only peak positions and not intensity were of 

interest for the evaluation, no intensity corrections in terms of Lorentz, polarization etc. were 

applied on the experimental data. 

For all measurements, a defined sequence of alignment steps was performed to adjust the 

sample at the center of the goniometer as outlined in the appendix. In short, first, the rotation 

axis φSample was aligned perpendicular to the sample surface by adapting the angles ξ1 and ξ2. 

Then, a z-scan and rocking curve measurements (i.e. ω-scans) were performed to determine 

the correct sample height and the incident angle αi of the primary beam. At this point, errors in 

the alignment were intentionally introduced to study their influence on the detector image 

and the calculated results. For a more detailed description and general remarks on the sample 

alignment process, please refer to the Appendix. 

Results 

In this section, the influence of a sample height error, a wobbling sample and a lateral 

misalignment on the diffraction pattern (position of the diffraction peaks) and on the obtained 

lattice parameters is studied. 



5 
 

Impact of Common Alignment Errors on Diffraction Patterns 

Height Error 
The sample-detector distance (sdd) is measured from the center of rotation (COR) to the 

center pixel (the pixel the primary beam enters) at the detector. In case the sample is too high 

or too low, the sample will not be illuminated symmetrically around the COR but either more 

before or after. This changes the actual sdd to a larger or smaller value respectively compared 

to the real sdd, leading to a radial peak shift to higher/lower q values in the reciprocal space 

map. In short, this effect appears like zooming into or out from the diffraction pattern. To 

demonstrate this, the ASS sample was displaced in the z-direction and the peak positions from 

an integrated measurement over φSample = 360° were extracted in terms of their q values. 

Figure 2 summarizes the changes of the length of the scattering vector for different incident 

angles, i.e. the difference of the q values for different peaks for the sample at the correct 

height z0 and when offset by ±0.05 mm (blue and red). Small incident angles αi result in 

broadening of the diffraction peaks, as the beam footprint on the sample increases (cf. Fig S1), 

especially for large beam dimensions as used here. As Figure 2a demonstrates, this and 

eventual overspilling of the beam leads to a strong change in the peak positions on height 

error. Thus, when very low incident angles αi are required, the sample height is crucial for 

recording correct diffraction patterns. At larger αi the influence of the height error on the peak 

positions becomes less (cf. Figure 2b-e), but losing the advantage of the grazing geometry, i.e. 

losing the amplification of the diffraction signal stemming from the thin film as compared to 

the bulk signal, when the incident angle αi is close to the critical angle of total external 

reflection. 
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Figure 2: Changes of the length of the scattering vector q of several different peaks for the 

sample being 0.05 mm too low (blue) and the sample being 0.05 mm too high (red) for 

different incident angles αi: (a) αi = 0.6°, (b) αi = 1.1°, (c) αi = 1.7°, (d) αi = 2.4°, (e) αi = 3.0°. 

Wobbling Sample 
As mentioned above, rotating GIXD can be used to obtain all available diffraction information 

for samples showing poor statistics or preferred in-plane crystallite orientation. In case the 

rotation axis is not perfectly perpendicular to the sample surface, a wobbling sample is 

observed, which might be seen as varying incident and tilt angles depending on the φSample 

rotation, and also a change in apparent height might take place. 

In a measurement integrating a full 360° azimuthal sample rotation, a wobbling sample is 

easiest seen at strong peaks of a single crystal substrate. For example, when using a Si(001) 

substrate (i.e. the (001) plane is exactly parallel to the substrate surface), the Si(111), Si(1̅11), 

Si(11̅1) and Si(1̅1̅1) peaks should fall exactly onto the same position on the detector during 

such a rotation. However, a wobbling sample leads to separated peaks, i.e. the corresponding 

scattering vectors have different inclinations Ψ (cf. Figure 1b). Depending on the misalignment 

angles and axes, two, three or four separated peaks can be observed. Furthermore, also the 

exact azimuthal position of the silicon peaks deviates from the 90° separated distribution on 

account of the additional inclinations. Depending on the q range covered by the measurement, 

similar considerations can be performed for the Si(220) peak. 

Since the investigated sample in this work does not show preferred in-plane alignment of the 

crystallites the ASS peak positions can be monitored throughout the whole azimuthal sample 

rotation by taking individual images at different azimuths. This is different from the single 

crystal substrate which has peaks at only four clearly defined azimuthal positions (φSample). To 

study the effect of wobbling in more detail, the sample was first set to the correct height z0 

and then the goniometer head was misaligned (cf. Figure 1, angles ξ1 and ξ2) to make the φ-

axis slightly inclined with respect to the sample surface. Since this had to be done manually by 

screws, no numerical values for the inclination angles can be given. Figure 3a shows the 

inclination Ψ of the scattering vector as a function of the azimuthal sample rotation 

exemplarily for the ASS 212 peak and a nominal incident angle of 3°. 180 images each 

integrating over 2° were recorded. Since the large detector allows data collection for both 

sides of the reciprocal space map simultaneously (+qxy and –qxy), two curves can be evaluated 

(RHS and LHS). It can easily be seen that Ψ varies sinusoidally and that RHS and LHS have an 

offset with respect to each other due to the scattering vector investigated being to the right 

and to the left of the primary beam, respectively. The length q of the scattering vector remains 
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constant (cf. Figure 3b). Going to lower nominal incident angles of 2° and 1° shows the same 

behavior (cf. Figures S2), with slightly larger deviations for lower incident angles due to 

broader diffraction features and thus less reliable peak fitting. Figures S3-S4 in the 

Supplementary Material present the same evaluation for the ASS 013 peak, where the same 

behavior, i.e. sinusoidal variation of Ψ but constant q, is observed. 

 

Figure 3: Influence of sample wobbling on the ASS 212 peak for the right-hand (RHS) and left-

hand side of the detector (LHS): Inclination Ψ (a) and length q (b) of the scattering vector q as a 

function of the azimuthal sample rotation angle φSample using a nominal incident angle of 3°. 

Gaps in the lines are due to missing data points because of lack of convergence of the peak’s 

fit. 

Lateral Sample Misalignment 
Shallow incident angles result in the beam illuminating a fair amount in the sample surface, 

often referred as beam footprint. This might even come to the point at which the footprint is 

larger than the sample, i.e. the beam is overspilling the substrate (cf. Figure S1). If the sample 

is displaced parallel to the primary beam, the beam footprint will cover different areas before 

and after the COR, and the diffraction signal will become asymmetric around the 

theoretical/true position of the diffraction spot. To study this influence, the sample was 

displaced on the sample stage parallel to the incoming beam (about 3 mm further away from 

the detector) and then aligned in terms of ξ1, ξ2 and z. 60 images each integrating 6° of 

azimuthal sample rotation were recorded. Figure 4 shows the effect on the ASS 013 peak 

measured at an incident angle of 0.2°. In case the sample is placed too close to the detector, 

larger portions of the sample are illuminated between the COR and the detector, especially for 

low incident angles, leading to asymmetric peak broadening in radial direction towards lower q 

values (cf. Figure 4a). If the sample is rotated by 180° around its surface normal, the opposite 

situation occurs, i.e. the sample being too far from the detector. In this case, peaks broaden 

asymmetrically to higher q values (cf. Figure 4b). Integrating the diffraction pattern over the 

full 360° azimuthal sample rotation reduces the effect of the off-centered sample (cf. Figure 
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4c). Please note that the asymmetric peak shape in Figure 4c is a result of statistics, i.e. the 

crystallites do not show perfect fiber texture. Thus, depending on the sample azimuth, 

different contributions to the peak are observed, finally resulting in the asymmetric peak 

shape. 

 

Figure 4: (a, b) The ASS 013 peak at an incident angle of 0.2° in the reciprocal space map with 

the sample positioned too close to and too far from the detector respectively. (c) The same 

peak but using integrated data from a 360° sample rotation. In all images the black + symbol 

shows the expected peak position, black lines give the radial direction as a guide to the eye. 

Impact of Common Alignment Errors on Unit Cell Parameters 
As described above, errors in the sample alignment cause the diffraction peaks to be at 

different actual positions compared to perfectly positioned samples. Here the question arises 

how big the impact on the evaluation of the unit cell parameters is when evaluating a number 

of different diffraction peaks simultaneously. For the ASS measurements presented above, up 

to 33 RHS and 32 LHS peak positions in reciprocal space were determined. Using this actual 

positional information, the unit cell parameters were determined (cf. Supplementary 

Material). To narrow the search space, the starting parameters were chosen to be the known 

unit cell of Aspirin24 in a (002) orientation (a = 11.446 Å, b = 6.596 Å, c = 11.388 Å, β = 95.55°). 

Although ASS is described with a monoclinic unit cell, the calculations in this work were not 

restricted to this crystal class so that other solutions were accessible. 

Height Error 
Figure 5 shows the unit cell parameters calculated for the correctly aligned sample (green) and 

for the sample offset by ±0.05 mm (blue, red). For the sample positioned too high, the peaks 

shift to higher q values, meaning reduced lattice spacing which in the calculation leads to 

smaller unit cell parameters a, b and c (Figure 5, blue). On the other hand, larger lattice 

constants are determined when the sample is positioned too low (Figure 5, red). The 

differences between the lattice parameters of the correctly aligned sample and of the 

misaligned one are reduced for measurements at larger incident angles. The values of the 

angles α, β and γ remain very similar to those of the monoclinic solution mentioned above. 
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Figure 5: Influence of sample height misalignment on the lattice parameters as a function of 

the incident angle αi. 

Wobbling Sample 
For each of the 180 images recorded during the full 360° sample rotation using a nominal 

incident angle of 3°, the peak positions and the unit cell parameters were determined. The 

resulting unit cell parameters are presented in Figure 6, for both the left-hand side of the 

detector (LHS) and the right-hand side (RHS). As for the peak positions, a sinusoidal behavior is 

observed, especially for the lattice parameters b and c. Depending on the sample azimuth, the 

lattice parameters are therefore either under- or overestimated. Using the data from the 360° 

integrated measurement, one obtains lattice parameters a, b, and c approximately at the 

mean value of the sinusoidally varying ones. While β and γ of the individual azimuth angles 

vary around the results for the integrated data, α is mostly found at higher values as compared 

to the data point from the integrated measurement (cf. Figure 6, dashed lines). Figures S5-S6 

show the data obtained for nominal incident angles of 2° and 1°. As for the higher incident 

angle, sinusoidal behavior of the lattice parameters b and c can be observed, i.e. under- or 

overestimating the lattice parameters, while the angles α, β and γ show no clear trend. 
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Figure 6: Influence of the wobbling sample on the lattice parameters as a function of the 

sample azimuth φSample. Dashed lines indicate lattice parameters for integrated data of a 360° 

sample rotation. Data collected for a nominal incident angle of 3°. 

Lateral Sample Misalignment 
Figure 7 shows the unit cell parameters obtained for the sample being placed too close to and 

too far from the detector (blue and red line respectively) as a function of the incident angle αi, 

calculated from the right-hand-side data. Additionally, the parameters obtained from the 

integration of the 360° sample rotation are given (green line). Here, no clear trend is found by 

variation of the incident angle αi only. However, as for the height error, the influence on the 

lattice parameters reduces for higher αi. 

 

Figure 7: Influence of the sample being placed too close to and too far from the detector on 

the unit cell parameters calculated from the right-hand side of the detector as a function of 
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the incident angle αi compared to the data from the 360° integrated (i.e. summed) 

measurement. 

Discussion 

This work shows the influence of sample misalignment on the experimental diffraction pattern 

and on the determination of the crystallographic unit cell. Although it is clear that much effort 

should be made to correctly align the sample in first place, some of the observed effects can 

be reduced and might even be corrected after the measurement depending on the performed 

measurement. 

In case of a simple height misalignment, data conversion to reciprocal space can be performed 

using a different sample-detector distance and checking the position of well-defined substrate 

peaks which might be reminiscent to using an internal standard in powder diffraction 

experiments. This, however, requires a rotation of the sample around its surface normal to 

make sure that a substrate peak is collected by fulfilling the Laue conditions at certain 

azimuths. Since this procedure relies only on the substrate peak, it can be easily applied to 

fiber-textured films and films with preferred in-plane alignment of the crystallites. Please note 

that not all experimental setups allow reliable azimuthal sample rotations of suitable range.  

In general, the angular displacement of a wobbling sample corresponds to a tilt of the 

reciprocal space. In case of both, a fiber-textured and also a sample with defined in-plane 

alignment of the crystallites, using the integrated data of the full 360° rotation averages out 

parts of the misalignment (cf. Figure 6) for the calculation of the unit cell. When going to 

smaller incident angles αi, the angles of the misalignment are in the range of the incident 

angle, which might result in the sample surface not being illuminated correctly. Furthermore, 

the determination of exact peak positions becomes more challenging, since the peaks show 

larger broadening (cf. Figure S1), both making the errors on unit cell determination larger. 

Also for a misalignment of the lateral position, using the integrated data reduces the effect. 

However, due to the typically square size of the substrates used and the applied incident 

angle, the illuminated area changes during the sample rotation, sometimes even leading to 

overspilling, and the effect cannot be completely eliminated. Another option to reduce the 

influence of this effect is to decrease the size of the beam footprint on the sample by using 

higher incident angles, smaller beam sizes or smaller samples. 

To obtain errors for the determined unit cell parameters it is necessary to estimate the 

individual contributions of misalignment errors and their influence on the final result, a 
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process which in similar fashion is typically performed in single crystal or powder X-ray 

diffraction data analysis. There the advantage lies in the huge number of clearly defined and 

intense peaks available, which can be used to fit all experimental parameters and obtain errors 

for the crystal structure solution. In case of grazing incidence X-ray diffraction on thin films, 

due to low scattering volumes resulting in only a small number of diffraction peaks, this 

approach cannot be easily followed. In this case, it might be easier to perform a measurement 

integrating a full 360° azimuthal sample rotation to reduce the effects of misalignment. 

Conclusion 

In this work, the influence of sample misalignment on the obtained GIXD diffraction pattern is 

studied for static measurements and for rotating samples. Several possible errors are 

considered: a height error leads to a radial peak shift, which influences the unit cell 

determination as well, by either under- or overestimation of the lattice constants. A similar 

behavior is found for a wobbling of the sample (i.e. the sample rotation axis is not parallel to 

the normal of the sample surface); depending on the azimuthal sample angle, the calculated 

unit cell dimensions are too large or too small. A sample misalignment parallel to the incident 

beam results in radial peak shift but no clear trend in the calculated unit cell dimensions. All 

influences are reduced increasing the incidence angle αi of the primary X-ray beam. Moreover, 

an integration over a full 360° azimuthal sample rotation reduces the effect of wobbling and of 

lateral sample misalignment on the lattice constant determination. 

Supplementary Material 

See Supplementary Material for images showing the influence of beam footprint on the 

diffraction peaks, algorithm for unit cell determination and results for the wobbling sample at 

the nominal incident angles of 2° and 1°. 
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Appendix 

Alignment Procedure 

This chapter gives general information on the alignment procedure, starting with a short 

description of the goniometer in use and a detailed description of sample alignment 

procedure. 

Goniometer 

Although there is no unique way of performing sample alignment due to the vast amount of 

different setups available at home-lab machines or synchrotron sources, several steps have to 

be typically performed. To ease experimental efforts, the goniometer should be designed so 

that movements can be performed in such a way that at each sample position the exact angles 

with respect to the incoming and outgoing beam are known. This is done best by the rotation 

axes of the goniometer intersecting at one point in space, the common center of rotation 

(COR) for all relevant rotations.  

In case of a rotating GIXD experiment, this means that the axes of the ω, the φ, and the χ 

rotation should intersect at one point, the COR. Consequently, the sample set into this point 

can be freely rotated so that at each time its angular position is known. Please note that it is 

not necessary that the axes of the ξ1 and ξ2 rotations are lying in the COR since during the 

measurement no rotations around these axes are performed. In general, the COR of the 

goniometer is found by various adjustment using a pin so that the center of rotation is very 

well determined prior any sample alignment. Further, the goniometer has then to be 

positioned so that the primary beam from the source passes through the COR. 

For static GIXD experiments no sample rotations around φSample are performed, i.e. φSample is 

fixed. Furthermore, χ is typically 0°, which implies that the angle ω represents the incident 

angle αi. An inclined Yoneda peaks (enhanced intensities for all scattering directions which 

enclose the critical angle of total external reflection with the sample surface) might indicate an 

offset in χ (or a rotation of the detector around the primary beam). 

In some setups, especially when using for instance specific sample chambers, a common COR is 

absent. For this situation high quality measurements can be still obtained, but one needs to 

keep in mind that each angular sample position (i.e. ω, φ and χ) requires a new alignment with 

respect to the primary beam.   
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Calibration Measurement 

For the conversion from real to reciprocal space several experimental parameters have to be 

known, e.g. position of the primary beam at the detector, the sample-detector distance, 

amongst others. For this, a standard measurement of a calibrant, e.g. polycrystalline 

lanthanum hexaboride (LaB6)23 or silver behenate25, is typically performed. This allows precise 

determination of the required parameters19,26,27.  For this calibration one can use thin film 

samples or capillaries. The latter is more advantageous as much more scattering volume is at 

hand while keeping the beam footprint small, thus diffraction patterns of high quality and with 

low instrumental broadening can be easily collected. 

Sample Mounting 

Mounting of the sample on the goniometer head is crucial to make sure that the sample does 

not move during the measurements. Sticky tape and blu tack are often used but big variation 

in the sample position is observed after each exchange; sample tilt angles of up to 0.5° or more 

are observed.  The most reproducible but still quick and non-sophisticated sample placement 

was achieved by constructing a vacuum system holding the sample in place. In short, the 

sample is put onto a flat plate with a hole connected to a vacuum pump. As the samples are 

typically small and low weight, the pump can be of small pumping power. Unfortunately, this 

system cannot be easily applied to in-situ measurements, e.g. temperature, and attention has 

to be paid with regard to the vacuum hose when performing continuous azimuthal sample 

rotations. 

Sample Tilt 

After the sample is fixed onto the goniometer, an alignment step has to be performed prior 

rotating GIXD measurements in order to ensure that the sample surface is perpendicular to the 

rotation axis φSample. This guarantees that the sample is not wobbling during rotation. Using a 

two-dimensional detector wobbling might be observed by monitoring the position of a 

specular reflected beam or diffraction spots during rotation, as wobbling causes shifts of their 

positions.  However, as these methods require prealignment of the sample (height and angles) 

and are limited in terms of resolution, another approach is commonly applied. Using a 

collimated light source (e.g. a laser beam) reflecting off the sample surface allows accurate 

alignment of the sample tilt. While the starting point of the beam is not crucial, the reflected 

beam is projected onto a screen far from the sample surface (cf. Figure 8a). Often distances of 

some meters are accessible making this method very precise. The position of the reflected spot 

is marked on a screen, followed by an azimuthal sample rotation (φSample) of 90°. In the case of 

misalignment, the new reflected spot will not coincide with the first one, and is marked. Two 
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more spots are recorded for a sample rotation of 180° and 270° with respect to the initial 

position (cf. Figure 8b,c). Now, the two opposite points are connected with straight lines 

representing the axes of an ellipse (cf. Figure 8d). After this, the sample tilt angles ξ1 and ξ2 (cf. 

Figure 1) have to be adjusted in a way that the light is reflected to the intersection of the two 

lines. It should be noted that surface alignment can be achieved by using proper rotations of a 

standard single crystal alignment head, motorized motors or even a hexapod. The only 

requirement is that the rotations ξ1 and ξ2 are sitting on top of the φSample-axis, as otherwise 

the rotation is adjusted onto an arbitrary axis in space rather than this particular one. To 

ensure high quality alignment, this procedure should be repeated and/or the distance 

between sample and screen should be maximized. 

As this method requires a reflective surface, non-reflective or rough samples cannot be 

aligned, as the light beam is scattered off the surface. To overcome this issue, one can often 

use a bare substrate without the sample of interest. After performing the alignment on it, 

exchanging the sample on the vacuum holder is often sufficient or can be close enough to a 

good alignment to improve it further using diffraction spots of the sample or the substrate. 

 

Figure 8: Principle of the Laser alignment used to make the azimuthal rotation axis 

perpendicular to the sample surface. a) A well aligned sample reflects the incoming light to the 

same spot, independent of φSample, while a wobbling sample (b, c) leads to an elliptical 

trajectory of the reflected beam during a φSample rotation of 360° (d). 

Lateral Sample Position 

To illuminate the sample symmetrically around the COR, the x- and y-positions of the 

goniometer (cf. Figure 1) need to be set. For a static measurement, aligning the sample 

position parallel to the beam is sufficient. When performing azimuthal rotations during the 

GIXD measurement, the direction perpendicular to the incoming beam becomes additionally 
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important. Therefore, the center of the sample has to be aligned with the center of the 

goniometer.  

To do so, one can follow strategies either using the diffracted/reflected beam or the primary 

beam itself, both requiring translation capabilities of sufficient range on-top of the φSample-axis. 

The sample is mounted and set at a defined position (i.e. height z and incident angle αi) where 

one can identify reflection or diffraction at the detector. Then, the sample is continuously 

translated from one side to the other perpendicular to the primary beam. At some point the 

surface is illuminated by the beam, so that reflection/diffraction is observed. This signal will 

not change significantly until the beam leaves the sample surface, i.e. no more signal is 

obtained. Using the knowledge on the first/last position for each side when the signal was 

obtained, the middle of the translation can be found. For the other direction, one might do the 

same by using steeper incident angles moving the sample parallel to the beam, or one can 

rotate the sample by 90° in φSample, so that the other translation direction is accessible. 

Facilitating the primary beam (i.e. without beam stop and usually with reduced intensity by 

applying absorbers), one identifies the sample by its shadow on translation. Doing this in 

different directions will also enable the sample centering. 

A third possibility is to use the same laser already applied during the correction of the sample 

tilt. By visual inspection of the laser spot on the sample during the azimuthal rotation a lateral 

sample displacement can be detected and corrected. 

Sample Height 

To move the sample to the correct height z0, a z-scan in the primary beam is best performed at 

a 0° incident angle without beam stop but absorbers applied, and collecting the intensity of the 

primary beam after the sample by either a point detector or reading out the intensity in a 

single/several pixels of a two-dimensional detector. Especially when using several pixels, care 

should be taken that during this process the reflected beam is not included in the region of 

interest, since this would have an impact on the obtained result. The measured intensity of the 

primary beam after the sample will go from a maximum value when the direct beam passes 

over the sample (cf. Figure 9 I), to zero when the beam is absorbed by the sample (cf. Figure 9 

III). The curve obtained during the z-scan shows a sigmoid shape and the correct sample height 

is found at the inflection point (cf. Figure 9 II). In case no fitting is available, half the maxium 

value of the intensity or the minimum position of the derivative of the curve gives the correct 

height of the sample. 
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Figure 9: Typical intensity profile of the primary beam at the detector as a function of the 

sample height z where the primary beam I) passes above the sample, II) is partly and III) fully 

shadowed by the sample. 

 

Having a well-aligned sample means that for large z-scan ranges the sample is shadowing the 

beam up to a certain point. After that one often finds high intensity again which is typically 

associated with the z value at which the beam passes between the sample and the sample 

stage. 

Some beam stops are mounted in a way so that their reproducible removal and insertion is 

hardly achieved. In this case, the height scan can be performed using an inclined sample so 

that the reflected or diffracted signal can be used. Similar as for the lateral sample alignment, a 

signal will be observed when the beam illuminates the sample, no signal when the sample is 

too low or too high. From the starting and end point one can evaluate the proper height. 

However, this procedure requires that the sample is correctly aligned laterally as for such scan 

the height and translation along the beam are correlated. In case of lateral sample 

misalignment, this method results in a height error since the sample is aligned with respect to 

the center of the sample and not the COR. 

Rocking Curves 

These measurements allow to precisely determine the incident angle αi of the primary beam. 

They are recorded by varying the incident angle and keeping 2θ fixed at 0°. In practice, this is 

again done by monitoring the intensity of the primary beam after the sample while varying the 

incident angle. As for the z-scan, only the primary beam, not the reflected beam, should be 

used for the evaluation. Having a parallel beam, the obtained curve shows a triangular shape 

where the center of the peak determines αi = 0°. The parallel beam is shadowed by the sample 
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as it rotates around αi cutting off the intensity at a certain angle; the size of the sample 

determines this cutoff with larger samples having the cutoff at smaller angles. 

Besides the incident angle, two more important pieces of information are obtained from 

rocking curves. If the sample height is too low, the beam overshoots the sample, which can be 

identified by the maximum of the intensity being much larger than half the primary beam 

intensity. If the sample is located even lower than the beam height at αi = 0°, the shape of the 

curve will be trapezoidal. In case the sample is too high the rocking curve remains triangular, 

but the intensity is reduced by a certain amount (cf. Figure 10a). On the other hand, the shape 

of the rocking curve provides a proof on the correct lateral sample position parallel to the 

beam direction. For a sample being symmetrically aligned around the COR, the shape is 

symmetric while an offset, even by 1 mm, results in a severe asymmetric shape (cf. Figure 10b) 

which then reflects in a later stage in asymmetric diffraction spots, especially at shallow 

incident angles. 

 

Figure 10: Intensity of the primary beam at the detector during rocking curve measurements 

(ω scans) for different sample heights (a) and for a sample misplaced 1 mm parallel to the 

beam compared to its correct position (b).† 

Overall Considerations 

Depending on the samples and the capabilities of the different experimental setups, one, 

several or all of the alignment steps can be performed. To achieve best results, one typically 

iteratively repeats some of the scans mentioned, e.g. a z-scan will not give the correct sample 

height if the incident angle αi is not exactly zero. 

                                                           
† Data obtained on a Bruker D8 Discover in horizontal geometry with a Eulerian cradle, equipped with a 
sealed copper tube (wavelength 1.54 Å) on the primary, and a graphite monochromator and a 
scintillation detector on the secondary side. 
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4.2 GIDVis: A Comprehensive Software Tool for
Geometry-Independent Grazing-Incidence X-ray
Diffraction Data Analysis and Pole-Figure
Calculations

This work is the result of a close collaboration between the groups of Oliver Werzer
(Institute of Pharmaceutical Sciences, Department of Pharmaceutical Technology,
University of Graz) and Roland Resel (Institute of Solid State Physics, Graz
University of Technology) and describes the software package GIDVis, which can
be used for data evaluation of (rotating) GIXD measurements. As an example,
epitaxial relationships of the organic semiconductor P2O on Au(111) are deter-
mined. GIXD measurements were performed by Benedikt Schrode and Oliver
Werzer. Data evaluation was performed by Benedikt Schrode, data interpretation
by Benedikt Schrode together with Oliver Werzer and Roland Resel. Benedikt
Schrode, Stefan Pachmajer and Christian Röthel are the main code contributors to
GIDVis. Sample preparation was performed by Benedikt Schrode together with
Jari Domke, supervised by Torsten Fritz. Michael Dohr advised on existing data
evaluation software. The manuscript was prepared by Benedikt Schrode, Roland
Resel and Oliver Werzer, with contributions on sample preparation by Jari Domke
and Torsten Fritz. All authors were proof-reading the manuscript.
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4 Results

The following article is reprinted from its original source with permission:

B. Schrode, S. Pachmajer, M. Dohr, C. Röthel, J. Domke, T. Fritz,
R. Resel, and O. Werzer. GIDVis: A Comprehensive Software Tool
for Geometry-Independent Grazing-Incidence X-ray Diffraction Data
Analysis and Pole-Figure Calculations. Journal of Applied Crystal-
lography 52.3 (June 2019), pages 683–689. issn: 1600-5767. doi:
10.1107/S1600576719004485

The article is available at https://doi.org/10.1107/S1600576719004485.
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GIDVis is a software package based on MATLAB specialized for, but not

limited to, the visualization and analysis of grazing-incidence thin-film X-ray

diffraction data obtained during sample rotation around the surface normal.

GIDVis allows the user to perform detector calibration, data stitching, intensity

corrections, standard data evaluation (e.g. cuts and integrations along specific

reciprocal-space directions), crystal phase analysis etc. To take full advantage of

the measured data in the case of sample rotation, pole figures can easily be

calculated from the experimental data for any value of the scattering angle

covered. As an example, GIDVis is applied to phase analysis and the evaluation

of the epitaxial alignment of pentacenequinone crystallites on a single-

crystalline Au(111) surface.

1. Introduction

The experimental method of grazing-incidence X-ray diffrac-

tion (GIXD) has achieved huge success in the characterization

of thin films and surfaces (Robinson & Tweet, 1992). The

possibility of choosing an incidence angle for the primary

beam close to the critical angle of total external reflection

provides a number of advantages for thin-film characteriza-

tion: the penetration depth into the sample system can be

adjusted and the scattered intensity from the sample is

enhanced considerably (Als-Nielsen & McMorrow, 2011).

Several possibilities for the collection of GIXD data from films

have to be considered, which are related to the texture of the

crystallites within the sample (see Fig. 1). For fibre texture of

crystallites or samples with random in-plane orientation of the

crystallites (often found in organic thin films deposited on

isotropic surfaces), GIXD studies are typically performed on

static samples, i.e. without changing the azimuth of the sample.

In these cases, the reciprocal information is distributed along

rings [Fig. 1(a)]. One measurement at a single sample orien-

tation, representing a cut through reciprocal space, is thus

sufficient to gain access to the diffraction data for full sample

analysis. However, there are several situations where the

distribution of reciprocal-lattice points is not constant along

rings in reciprocal space. Such cases are present in samples

with large individual crystals hosted at surfaces, thus resulting

in poor statistics [Fig. 1(b)], or epitaxially grown crystallites

with a defined in-plane alignment (Haber et al., 2005; Otto et

al., 2018) [Fig. 1(c)]. For both cases, the combination of a
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GIXD experiment with rotation of the sample is required to

collect all necessary information for phase and/or texture

analysis (Röthel et al., 2015, 2017). Moreover, sample rotation

opens new possibilities for characterization methods that are

inaccessible in a simple static experiment, like the determi-

nation of in-plane mosaicity.

There are various possibilities for rotating GIXD

measurements, i.e. several different diffraction geometries are

available (e.g. 2 + 2, z axis, � geometry etc; Moser, 2012;

Kriegner et al., 2013), allowing the measurement of diffraction

data with respect to the sample surface. Irrespective of the

experimental setup, the sample needs to be aligned with the

incident X-ray beam. First, the sample requires precise spatial

alignment (xy for the sample at the goniometer centre, and z

for its height) as only this ensures that the centre of rotation is

in the sample surface over the course of the experiments. Then

the incident angle is set, typically in the range of the critical

angle �c (the angle below which total external reflection

occurs) up to few degrees. Higher incident angles allow for a

reduction in the beam footprint on the sample surface, which

is crucial in terms of in-plane smearing and qz resolution when

using two-dimensional detectors [q = (4�/�)sin�, where � is

half the scattering angle and � is the wavelength of the inci-

dent radiation].

After the alignment process, the scattering information for

the first azimuthal position is collected, followed by sample

rotation around the surface normal and another image being

taken [cf. Fig. 1(d)]. This is repeated until the entire upper

hemisphere (� = 0–360�) is mapped. It should be noted that

the incident angle has to be the same for each sample position.

Considering the different geometries, this is achievable either

by a complex and time-consuming adjustment of various

moveable parts (goniometer and motor positions) at each

point or by proper design of the sample movements, as for

example offered by the � or Eulerian geometry, which directly

allow sample rotation around the surface normal. The data

quality improves further if the intensity is collected continu-

ously during azimuthal rotation as opposed to a stepped scan,

so that information, even though smeared because of inte-

gration, is fully collected.

Diffracted intensities can be collected by various detectors.

The current state of the art are solid-state area detectors which

provide information on a large angular range together with

fast data acquisition. The drawback here is that, owing to

construction limitations, blind areas exist on the detector.

These can be readily accepted for experiments with sufficient

redundant data, but otherwise additional measurements need

to be taken. Hereby the detector is moved by a certain amount

by the goniometer or laterally, so that the blind areas point

towards other areas of reciprocal space. From these additional

measurements, (larger) images containing all of the diffraction

information can be obtained.

To extract reliable information from the experimental data,

several data processing and evaluation steps are required.

There are a number of helpful software packages which assist

in the visualization and analysis of (grazing-incidence) X-ray

diffraction or small-angle X-ray scattering [(GI)SAXS] data

(Benecke et al., 2014; Breiby et al., 2008; Hammersley, 2016;

Jiang, 2015; Lazzari, 2002). There is also a specific solution for

data extraction from three-dimensional reciprocal-space maps

(Roobol et al., 2015), e.g. collected by GIXD from rotating

samples (Mocuta et al., 2013).

Although software packages specializing in SAXS [e.g.

DPDAK (Benecke et al., 2014) and GIXSGUI (Jiang, 2015)]

can typically be used for GIXD data visualization and

reduction, analysis of diffraction data requires other features

typically not available in SAXS software, e.g. calculation of

expected peak positions and intensities from a known crystal

structure, support for detectors mounted on goniometer arms,

and subsequent data stitching or, in the case of textured

samples, the extraction of pole figures.

Here we present the software GIDVis, which is a compre-

hensive tool for the data analysis of GIXD data of static or

rotating samples, incorporating many aspects of other tools

computer programs
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Figure 1
The distribution of reciprocal-lattice points (red) for samples with fibre-
textured crystallites, (a) with the z axis as the rotation axis, (b) for
samples with fibre texture combined with a partial in-plane texture, and
(c) for azimuthally oriented crystallites. Blue arrows are selected
reciprocal-lattice vectors. (d) Two cuts through reciprocal space by two
GIXD measurements taken at different sample azimuths.
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within one program, and adding additional and easy-to-use

features for the evaluation of rotating GIXD data. The soft-

ware is capable of dealing with all kinds of data, including

linear and area-detector data from static detectors or detec-

tors mounted on goniometer arms. It allows the user to

perform all basic data handling like summation or stitching of

data from different detector positions and contains a full set of

tools to perform an evaluation of crystallographic properties.

2. Experimental procedure and data transformation

GIDVis uses various details from the experimental setup,

including angles, distances, wavelength and the pixel size of

the detector, to convert the diffraction data from the pixel

space of the detector into reciprocal space. A summary of the

required experimental parameters is provided in Fig. 2. The

detector is described by detlenx times detlenz pixels of size psx

and psz. Their positions are defined by the goniometer angles

� and � and the sample-to-detector distance sdd. Any non-

orthogonality of the detector relative to the primary beam for

� = � = 0� is described by the rotations rx, ry and rz. The

sample position is set by the angular movements !, 	 and �.

Additionally, the wavelength and the centre pixel position cpx/

cpz, i.e. the pixel position of the direct beam, must be known.

From these parameters one can directly calculate all necessary

transformations so that finally the diffraction information is

present in reciprocal-space coordinates. This has the advan-

tage that measurements from other experimental stations or

experimental setups are directly comparable without requiring

knowledge about the specific setup. While such a procedure is

directly accessible, inaccuracies in the angles or distances used

have a large influence on the correctness and quality of the

reciprocal data. Therefore, it is best practice to perform an

additional detector calibration measurement beforehand.

Here, GIDVis provides the possibility of extracting the

necessary parameters using standards like lanthanum

hexaboride (LaB6; Black et al., 2010), silver behenate (Huang

et al., 1993), silicon standards (Black et al., 2010) or custom

calibrants. Based on these data, the transformation to reci-

procal space is quite precise.

3. Pole-figure calculation

For some types of sample, the angle � is of no particular

interest, so that information along qx and qy is merged into

qxy = ðq2
x þ q2

yÞ1=2, i.e. the component of the scattering vector

parallel to the sample surface. This also means that informa-

tion on the azimuth is lost. By including information from the

angle �, reciprocal-space information in all directions, i.e. qx,

qy and qz, can be determined. Fig. 3 shows an example of the

scattering vector q in the sample coordinate system. The

scattering vector can be separated into its in-plane component

qxy and the out-of-plane component qz. The inclination of q

with respect to the z axis is described by the angle �, ranging

from 0 to 90�, and the angle � is defined as the angle between

the in-plane component of the scattering vector qxy and the x

axis, going from 0 to 360�. So instead of using qxy and qz, the

direction of the scattering vector is defined by the two angles

� and � (Alexander, 1979). Following the described defini-

tions, they can be determined by

tan� ¼ qxy

qz

and tan� ¼ qy

qx

: ð1Þ

In a pole figure, the spatial distribution of the pole direc-

tions of certain net planes (defined by a distinct q value or a q

range with a certain width) is plotted in a single polar plot with

the radius being � and the azimuthal part � (cf. Fig. 3, inset)

and the measured intensity is colour coded. For practical

reasons, a stereographic projection is chosen for visualization.

In GIDVis, pole figures can be calculated from the experi-

mental GIXD patterns and visualized directly. The data can

also be converted for analysis with other software (Salzmann

computer programs
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Figure 2
A typical measurement setup using an area detector mounted on a
goniometer arm. The coordinate system describes the directions of the
laboratory system. Rotations within the detector coordinate system are
indicated in blue, rotations within the sample coordinate system in green,
and rotations in the laboratory system in black.

Figure 3
The angular relationships in the sample coordinate system used by the
pole-figure calculation, and (inset) the approximate position of the
plotted scattering vector q in the pole figure.
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& Resel, 2004) to determine the epitaxial relationship

between the adsorbate and substrate and to obtain the

orientation distribution function (ODF) (Alexander, 1979;

Suwas & Ray, 2014).

4. Workflow

Fig. 4 shows a typical workflow employed in GIDVis. Starting

from measurements of a polycrystalline powder calibrant with

a well known interplanar spacing, the experimental para-

meters are extracted by comparison of the expected and actual

measured peak positions [Fig. 4(a)]. The obtained calibration

parameters are stored and can easily be applied to any other

two-dimensional diffraction pattern recorded using the same

setup to calculate the reciprocal-space or polar representation.

The detector gaps due to the construction restrictions of the

detector leave some inaccessible areas which might cause

problems. Having the possibility of recording diffraction

images at different detector locations, using either a goni-

ometer arm or a simple detector translation, the software is

capable of using several data sets to generate a single merged

data set without detector gaps and covering a larger volume of

reciprocal space [Fig. 4(b)].

For a sample of poor statistics or high in-plane order, an

experiment using a 360� azimuthal rotation is best. For some

samples, it might be sufficient to collect all information

obtained during the rotation within a single image. However, if

several images at distinct azimuths are recorded, GIDVis

allows the user to combine the full diffraction information in

one image afterwards by summing, averaging and extracting

the maximum intensity of each pixel during the rotation. This

provides a convenient way of reducing the data for an initial

texture and polymorph phase analysis. Additionally, pole

figures can easily be calculated, which takes full advantage of

collecting data for the entire upper hemisphere [Fig. 4(c)].

Independently of the input data type – static, azimuthal

sample rotations, different detector positions (including

merged/stitched images) – several data evaluation routines,

e.g. cuts and integrations along specific reciprocal-space

directions, crystal phase analysis, intensity corrections, fitting

of peak positions, transformation to powder-like patterns etc.,

are available. Moreover, GIDVis can easily be used directly

during measurements, e.g. to support sample alignment by

extraction of height scans and rocking curves from two-

dimensional intensity data, which can be directly evaluated

further for the correct sample position, similar to what is done

with a point detector. Because of the real-time data conver-

sion to reciprocal space, GIDVis can also be used to monitor

the measurement results, e.g. to make decisions on the

optimum incident angle.

GIDVis is engineered using a very modular structure,

allowing many different tasks to be carried out directly within

a single program (automatic intensity extraction, structure

data comparison or even a rudimentary structure viewer). For

further demands, the modular structure means that GIDVis is

highly adaptable and, more importantly, can be extended to

even more specific needs. Interfaces to indexing routines using

the diffraction pattern calculator (DPC; Hailey et al., 2014) or

CRYSFIRE (Shirley, 2006) might be easily generated, as well

as comparisons with literature structure data (e.g. automatic

structure searches). The model-fitting routines employing

Gaussian fits implemented in GIDVis might be expanded

using models suitable for SAXS and GISAXS (Hexemer &

Müller-Buschbaum, 2015; Schwartzkopf & Roth, 2016). Other

expansions could make corrections for multiple scattering

effects in GIXD data available (Resel et al., 2016) or handle

dynamic diffraction effects in general to obtain more accurate

peak intensity values and positions, as usually performed via

the distorted-wave Born approximation (DWBA) (Daillant &

Alba, 2000; Lazzari, 2009).

5. Example: pentacenequinone on Au(111)

To demonstrate the advantage of using rotating GIXD and

GIDVis we provide the example of measurements of

epitaxially grown pentacenequinone (P2O) on an Au(111)

single-crystalline surface. P2O (pentacenequinone, or penta-

cene-6,13-dione, C22H12O2, CAS number 3029-32-1) is an

organic semiconductor and is already known to exhibit several

polymorphic phases (Simbrunner et al., 2018; Salzmann et al.,

2011; Nam et al., 2010; Dzyabchenko et al., 1979).

Prior to deposition of the molecule, the substrate surface

was cleaned by repeated cycles of Ar+ sputtering with an

computer programs
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Figure 4
A schematic diagram of the data processing in GIDVis. (a) Starting from
a standard measurement and calibration parameter extraction from it, the
data (b) can be stitched/merged if necessary and (c) can be transformed
to reciprocal space independently of the input and visualized in a variety
of ways.
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energy of 600 eV and thermal annealing at 773 K. The mol-

ecular film was then deposited from an effusion cell at a

constant temperature of 463 K under ultra-high-vacuum

conditions (base pressure 10�10 mbar = 10�8 Pa) directly onto

the substrate held at room temperature. The film thickness was

monitored in situ using optical differential reflectance spec-

troscopy (Forker & Fritz, 2009) and was calculated to be ten

(not necessarily full and densely packed) layers.

After sample transfer to ambient conditions, the sample was

investigated on the XRD1 beamline at the Elettra Synchro-

tron, Trieste, Italy, using a wavelength of 1.40 Å and a Pilatus

2M detector approximately 200 mm away from the sample.

After setup calibration using an LaB6 standard, sample

alignment was performed using rocking curves, height scans

and translation scans (x and y) to locate the midpoint of the

substrate surface in the centre of rotation for all relevant

movements required during rotating GIXD data collection.

For all these scans, GIDVis was used for fast extraction of two-

dimensional scans from sets of two-dimensional images and

subsequent evaluation. For the rotating GIXD measurements

the incident angle was set to 0.4�, which corresponds to around

80% of the critical angle of gold at this wavelength (Henke et

al., 1993). Using an exposure time of 10 s per image, 180 single

images with a � step size (azimuthal rotation) of 2� were

collected, so that information from a full 360� sample rotation

was obtained. Diffraction data were recorded continuously,

which means that even for very narrow peaks the intensity was

still collected.

In the first step after the data collection, these data were

transferred to reciprocal space. Inspection of individual

images revealed that the single images do not look identical

(data not shown). From this initial information it can be

directly concluded that there is some in-plane texture, as

expected for an epitaxially grown film.

In the next step, one can sum the intensities of all images

pixel by pixel to construct an integrated image [Fig. 5(a)]. Such

data then allow the identification of the contact plane, i.e. the

crystallographic plane parallel to the substrate surface, and the

polymorphic phase. A comparison of the measured peak

positions with the expected positions from literature crystal

structure solutions reveals the presence of the crystal phase

reported by Dzyabchenko et al. (1979) with a (140) contact

plane. GIDVis can directly plot the expected peak positions

(centres of the rings) together with the squared absolute

values of the structure factors (proportional to the areas of the

rings) (cf. Fig. 5). Note that the measured intensity is corrected

in terms of geometric factors, i.e. Lorentz and polarization

factor, solid angle, pixel distance and detector efficiency

corrections are applied. Using GIDVis, extracting the inten-

sities by fitting a two-dimensional Gaussian function with a

background plane is easily done and allows us to compare the

measured intensity with the available structure solution using

other representations [cf. Fig. 5(b)]. The intensities of most of

the peaks are reproduced with good agreement, except for the

111, 111, 011 and 120 peaks where no intensity could be

extracted, i.e. the fit did not return a result. Note that the

expected intensities of these peaks are very small.

To study the in-plane alignment of the crystallites in more

detail, pole figures can easily be generated within GIDVis.

Here, there are some advantages of the described approach

compared with laboratory-based pole-figure investigations.

The first is the greatly reduced measurement time, which is

here about 30 min for a large range of q values compared with

at least 15 h for a single q value using in-house texture goni-

ometers. From 180 GIXD measurements of a 360� sample

rotation, pole figures can be obtained for any value of the

scattering angle covered in the images by extracting it from

the present data set. This limitation is often reflected in the

fact that reciprocal-space mapping, although a very powerful

technique, is in fact rarely done in the home laboratory (Resel

et al., 2007), and usually epitaxy is tested for known phases

only. The use of synchrotron radiation and the approach we

implement makes the calculation of pole figures and their

inspection for materials of unknown crystal structure reason-

able and thus possible. Because of the geometry chosen in

GIXD, even pole figures with very low q values can be

calculated, which are often hard to access with classical texture

goniometers owing to the strong background of the primary

beam. Besides these advantages, elimination of the blind areas

of the area detector would require three measurements with

slightly different detector positions. Yet, as the information is

often redundant because of higher-order reflections or scat-

tering into another quadrant of a large detector, this is of

minor importance for this kind of experiment. A real limita-

tion of the GIXD geometry is its inherent insufficiency for

computer programs
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Figure 5
(a) The summation of intensity from all 360� azimuthal directions, and (b)
a comparison of the expected and measured intensities.
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measuring close to the specular direction (i.e. low qx and qy

and thus qxy values) due to the external reflection of the beam.

Here, classical pole-figure geometries (e.g. Eulerian cradles)

would be required, but at the expense of lacking the advan-

tages of GIXD measurements.

Fig. 6 shows several pole figures calculated from the rotating

GIXD experiment, allowing the determination of the in-plane

orientation of the P2O crystallites with respect to the single-

crystalline Au(111) substrate. For detailed analysis, the pole

figures were exported from GIDVis as .rwa files and analysed

using the standalone software Stereopole (Salzmann & Resel,

2004). Missing data points due to detector gaps are present as

white concentric circles in Figs. 6(c)–6( f). For several of the

pole figures, six areas of high intensity (enhanced pole

densities, EPD) are found [Figs. 6(a), 6(c) and 6( f)], while

there is also one with only three [Fig. 6(g)]. The others show

even more EPD within a single pole figure [Fig. 6(b), 6(d) and

6(e)]. Using the information gained from the integral measure-

ments, we already know that the EPD can be explained by the

P2O bulk crystal structure in a (140) orientation. Together

with the sixfold gold surface symmetry, all of the observed

peaks can be explained. Note that both the reciprocal-space

map and the pole figures could also be explained with the

crystallographic equivalent orientation ð140Þ.
A pole figure of the single-crystalline Au(111) substrate

allows the determination of the symmetry directions of the

gold surface [cf. Fig. 6(g)]. These crystallographic directions

are indicated by arrows in an orientation image [Fig. 6(h)].

Using the same approach for the organic layers and comparing

the results with those of gold shows that the main axis in plane,

i.e. [001], is aligned along the gold ½110� axis. To summarize, the

following relationships between the substrate and the organic

layer are found: (111)Au || �(140)P2O and h110iAu jj h001iP2O.

6. Availability

GIDVis is based on MATLAB and released under the terms

of the GNU General Public Licence, either version 3 of the

licence or any later version. It can be obtained at https://

www.if.tugraz.at/amd/GIDVis/ free of charge. Two download

options are provided. (i) For users without MATLAB,

executable files for Windows and Linux are provided. To run,

they require the MATLAB runtime, which can be downloaded

from The Mathworks Inc. (https://mathworks.com/products/

compiler/matlab-runtime.html) free of charge. (ii) The GIDVis

source code is also provided in our online repository, allowing

users to adapt the program to their needs (requires MATLAB).

Extended tutorials, additional help and the theoretical

background of the algorithms implemented can be found in a

separate documentation file that can also be downloaded from

the web page mentioned above.
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4.3 Solvent Vapor Annealing of Amorphous Carbamazepine Films for Fast
Polymorph Screening and Dissolution Alteration

4.3 Solvent Vapor Annealing of Amorphous
Carbamazepine Films for Fast Polymorph
Screening and Dissolution Alteration

This work shows a second important application of rotating GIXD, the phase
analysis of a thin film with statistical problems, where not all diffraction infor-
mation would be accessible within a static measurement. It could be shown that
starting from an amorphous sample of the pharmaceutically relevant molecule
carbamazepine (CBZ), solvent vapor annealing at different conditions resulted
in different crystallographic phases. Furthermore, the dissolution behavior as an
estimate for the bioavailability was studied. Benedikt Schrode and Oliver Werzer
performed GIXD measurements. Benedikt Schrode performed data conversion,
analysed their crystallographic phase and drew conclusions together with Oliver
Werzer and Paul Christian. Brigitta Bodak performed dissolution measurements
and interpreted the results. Hans Riegler, together with Oliver Werzer, prepared
samples and performed optical microscopy. Paul Christian shared his expertise in
crystallographic phase identification. Andreas Zimmer advised on pharmaceutical
aspects of the work. The manuscript was prepared by Benedikt Schrode, Brigitta
Bodak and Oliver Werzer. All authors were proof-reading the manuscript.

109



4 Results

The following article is reprinted from its original source with permission:

B. Schrode, B. Bodak, H. Riegler, A. Zimmer, P. Christian, and O.
Werzer. Solvent Vapor Annealing of Amorphous Carbamazepine Films
for Fast Polymorph Screening and Dissolution Alteration. ACS Omega
2.9 (Sept. 2017), pages 5582–5590. issn: 2470-1343, 2470-1343. doi:
10.1021/acsomega.7b00783

The article is available at https://pubs.acs.org/doi/10.1021/acsomega.7b00783.
Further requests for permissions related to the material should be directed to the
ACS.
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ABSTRACT: Solubility enhancement and thus higher bioavailability are of great importance and a constant challenge in
pharmaceutical research whereby polymorph screening and selection is one of the most important tasks. A very promising
approach for polymorph screening is solvent vapor annealing where a sample is exposed to an atmosphere saturated with
molecules of a specific chemical/solvent. In this work, amorphous carbamazepine thin films were prepared by spin coating, and
the transformation into crystalline forms under exposure to solvent vapors was investigated. Employing grazing incidence X-ray
diffraction, four distinct carbamazepine polymorphs, a solvate, and hydrates could be identified, while optical microscopy showed
mainly spherulitic morphologies. In vitro dissolution experiments revealed different carbamazepine release from the various thin-
film samples containing distinct polymorphic compositions: heat treatment of amorphous samples at 80 °C results in an
immediate release; samples exposed to EtOH vapors show a drug release about 5 times slower than this immediate one; and all
the others had intermediate release profiles. Noteworthy, even the sample of slowest release has a manifold faster release
compared to a standard powder sample demonstrating the capabilities of thin-film preparation for faster drug release in general.
Despite the small number of samples in this screening experiment, the results clearly show how solvent vapor annealing can assist
in identifying potential polymorphs and allows for estimating their impact on properties like bioavailability.

■ INTRODUCTION

The search for polymorphic crystal forms is necessary to
identify favorable properties for various fields.1−6 For active
pharmaceutical ingredients (APIs), polymorphs should remain
unchanged over the shelf-life time7,8 and be compatible with
excipients and processes, and their production has to be very
reproducible.9 As such, many screening experiments are applied
to generate and discover new, potentially best suited and stable
polymorphs.
Many different approaches exist which all aim at generating

different processing pathways for finding new polymorphs. Bulk
crystallization experiments employ seeding,10 different sol-
vents,5,6,11 degree of saturation, and varying temperature,
among others, to enable the production of new polymorphs
which in other terms just represent the fact that the energy
landscape is screened.12 Even the usage of structure prediction
methods is becoming more important as potential new
polymorphs might be more easily accessible in-silico but with
the prediction rate exhausting physical capabilities.2,12−14

In recent years, optimization in thin-film technologies
enables addition of new functionalities to surfaces which may
assist in further stages or can even be used directly within
application. As the simplest technique, the usage of the drop
casting technique in terms of printing yields high quality
deposition of inks for newspaper, organic electronic materials
for solar cells,15 and transistors.16 Even personalized medication
could become reality soon.17−21 Spin coating, dip coating, and
vacuum deposition enable similar modifications to surfaces.
Further, these deposition techniques are capable of adjusting
the polymorphic form as well as the morphology; e.g., three
different polymorphs of DH6T can be obtained by process
parameter variation.22 Phenytoin can be processed so that at
least nine different morphologies can be set without changing
the polymorph,23 and even new polymorphs were found by
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applying such thin-film techniques.24−26 The dissolution studies
on the new phenytoin polymorph even showed to be of faster
nature compared to the other form which again demonstrates
the importance of polymorph screening in pharmaceutical
research in general.
Very often, solution processing of drug molecules enables

achieving homogeneous thin films at a solid substrate surface.
Depending on the processing conditions the films might be
crystalline or amorphous. Employing faster processing like
present in spin coating, amorphous phases frequently remain
after solvent removal as found in samples of acetometaphene,8

clotrimazole,27−29 or phenytoin.24,26,30 Having such an
amorphous film, crystallization routes distinct from standard
bulk solution processes can be tested. For instance, mechanical
stressing using atomic force microscopy30 might be employed
for understanding crystallization in more detail. Another more
common approach is temperature treatment:26 higher temper-
atures favor molecular diffusion, facilitating nucleation, and
finally resulting in crystallization. In a similar manner, solvent
vapor annealing (SVA) is an excellent tool for changing the
environmental parameters for crystal growth processes.24,28,31

Here, a sample is exposed to a solvent vapor of any chemical
composition, similar to isothermal calorimetry experiments
employing defined humidity levels and dynamic vapor sorption
experiments. In the vapor phase solvent molecules interact with
the molecules in the drug film which eventually facilitates
specific crystallization into a defined polymorphic form (or
morphology). Hereby the solvent−vapor interaction strength
might be estimated using the Hansen-solubility parameters.28

Using such a solvent vapor annealing treatment, the second
polymorphic form of phenytoin was also accessible, while up to
recently this polymorph was just accessible using drop casting
under very defined conditions (temperature and solute
concentration). SVA on clotrimazole thin films was unable to
generate new polymorphs,28 but strong changes in the
morphology/crystal habit could be obtained. Having a chance
to change only the habit (size and shape) provides the
possibility to understand its role in the overall dissolution
performance, i.e., how different facets or surface areas change
the release from thin films.
In this work, it is demonstrated how the solvent vapor

process can be utilized to deliver information on a potentially
better sample state with faster dissolution properties. As the
model substance here, carbamazepine (CBZ) is used. In
general, carbamazepine is an anticonvulsant used to treat
epileptic seizures and nerve pain such as trigeminal neuralgia.
CBZ is a Biopharmaceutics Classification System Class II
molecule, possessing low solubility and high permeability. The
poor dissolution performance has most likely the biggest
influence on the bioavailability, driving the search for ideal
formulations providing enhanced properties and finally
resulting in a higher bioavailability. Deriving a better under-
standing for handling this problem might remain one target in
research as many (∼40%) new chemical entities identified in
screening are prone to fail due to their low water solubility. As
one of the best ways to improve this situation, polymorph
screening studies are advised. A simple change in the molecular
arrangement (each polymorph is distinct) hereby might
strongly change the lattice free energy reflected in a better
solubility.
CBZ is a wonderful material to study such effects in more

detail as it is prototypical for drug molecules with its hydrogen
bonding potential. Especially, the formation of multiple readily

accessible polymorphic forms32 makes it an interesting
candidate for fundamental research, like structure predic-
tion,33,34 the screening process in general, or for this work.
Fast processing of CBZ results in amorphous films of sufficient
stability so that different film treatments can be tested, inducing
deviating polymorphic forms and morphologies. Using grazing
incidence X-ray diffraction35,36 and optical microscopy the
impacts of the various treatments on the solid state properties
are elucidated and discussed. Dissolution experiments assist in
the identification of candidates for possible applications of
potentially high bioavailability.

■ RESULTS
Layer Thickness Dependent Morphology. Spin coating

carbamazepine solutions onto silicon wafers initially results in
the formation of dry, homogeneous, and optically transparent
layers which are amorphous. Upon storage at ambient
conditions, such samples crystallize eventually. The initial
CBZ concentration in solution has thereby a profound impact
on the initial layer thickness. At the highest concentration
employed in this study (16 mg/g), a film thickness of 157 nm
was determined by X-ray reflectivity (data not shown). Halving
the concentration value, so that a solution of 8 mg/g is used,
the thickness reduces to 74 nm. Diluting the solution further
the thickness reduces, whereby a minimum layer thickness of 3
nm was obtained at a concentration of 0.5 mg/g. The different
thicknesses reflect the fact that the amount of CBZ for the
crystallization process is different in each sample. In Figure 1,

optical micrographs of various samples 48 h after thin-film
fabrication are depicted. For the lowest concentration, i.e., the
thinnest film, few individual crystals randomly distributed at the
silica surface are found. The needle-like shapes are about 100
μm long and are some micrometers wide. As the layer thickness
increases to 8 nm, the spatial density of the needles increases,
while leaving the size (almost) unaffected. In addition, a few
smaller, dot-like structures appear, most likely of crystalline

Figure 1. Optical micrographs of crystallized CBZ thin films as a
function of the layer thickness obtained from different solute
concentration after storage under ambient conditions.
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character. Reaching 17 nm, some interconnection with respect
to each other exists, typical for the initial state of spherulitic
growth. Here the crystals are accompanied by some vacant
areas. While the film after deposition constitutes a homoge-
neous dense layer, nucleation and further crystal growth come
at the expense of smaller crystallites, leaving these areas
depleted. This is generally referred to as Ostwald ripening.37 At
38 nm thickness, extended spherulitic structures with several
hundreds of micrometer diameter emerge.
It takes an 8 mg/g CBZ−THF solution to achieve a

thickness of 74 nm which can provide a crystalline layer
covering the entire substrate surface. In this sample, the
spherulitic character remains but shows significantly increased
dimensions. Individual spherulite branches are absent as the
individual branches pack densely. At 158 nm thickness, the
most obvious difference is the change in color, which results
from a change in the crystal thickness compared to the 74 nm
sample. In the spherulite centers, the color is blueish, while in
the other areas more orange/yellowish colors appear.
Homogeneously spread, there are also some darker areas,
which are likely the result of the dot-like structures noticed in
thinner films being developed into more extended structures.
Solvent Vapor Annealing. For solvent vapor annealing

and subsequent dissolution experiments, the thickest carbama-
zepine amorphous films were used (i.e., samples were prepared
only from a 16 mg/g CBZ−THF solution). This way, a dense
layer can (mostly) be maintained during solvent vapor
treatment, and a larger carbamazepine fraction is available for
diffraction and dissolution experiments. Depending on the
treatment of the samples, drastic changes in the CBZ
morphology occur. In Figure 2, optical micrographs of the
various samples are summarized after their individual treat-
ments. (For the sake of completeness the very same spots are
also examined under crossed polarizers, and the data are
provided in the Supporting Information section.) Hereby, the
samples are ranked by their dissolution rate, starting from those
of slowest release (EtOH vapor sample) to the highest, which is
the sample only heat treated at 80 °C directly after sample
preparation.

The different treatments of the samples results in the
appearance of each sample being different, whereby similarities
between individual samples exist. In all samples the crystalline
CBZ coated the entire surface, and only in the sample just heat
treated at 80 °C is the crystalline film disrupted; thus, some
vacant areas exist. This sample shows clear spherulitic
structures with distinct boundaries in between. In the disrupted
area less densely packed spherulites exist. The xylene sample
appears similarly homogeneous. A closer look under crossed
polarizers weakly shows the presence of a Maltesian cross
typical for spherulitic growth (see Supporting Information).
The sample treated at 45 °C and 75% RH as well as the

samples exposed to IPA or THF vapor reveal two distinct types
of spherulites, one appearing blueish in color and the other
similar to the one observed in the xylene-treated sample and
appears brownish. The sample exposed to EtOH vapor reveals
the largest blueish spherulites of all samples investigated in this
study, nearly covering the entire surface. Besides this, structures
with an extension of even some micrometers are present. As
these areas appear dark under crossed polarizers, they could be
amorphous or consist of a crystal phase which is not
birefringent. Similar structures also appear in most of the
other samples but with their extension and frequency being
smaller. The samples exposed to acetonitrile vapor or heat
treated at 50 °C show brownish and blueish spherulites
whereby the amount or frequency of these two structures seems
to be vice versa.

Crystal Structure. In order to investigate the crystal
structure/polymorphic form, grazing incidence X-ray diffraction
(GIXD) measurements were performed. In such an experiment,
the shallow incidence angle allows measuring diffraction from
very thin films.35,36,38 An exemplary map is shown in Figure 3a
for the sample after acetonitrile vapor annealing. Having an area
detector, this allows identifying Debye−Scherrer type ring
structures at different separations from the beam center (at
around pixels x = 764, y = 824). In general, concentric rings in
the pattern result from crystals behaving like a powder without
preferred orientation (texture) whereby each ring corresponds
to a defined net plane distance. (In GIXD measurements, the

Figure 2. Various samples after heat treatment at different temperatures or being exposed to solvent vapor for 48 h. Sequence of images corresponds
to their respective dissolution rate, ranging from lowest (top left) to highest (bottom right).
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rings are disrupted in the lower half by the presence of the
substrate so that only ring segments can be measured.) In all
samples, the mostly powder-like character prevailed. Only in
some samples a weak preferred orientation exist, which means
that some crystal contact planes occur slightly more frequently
along a certain direction than others. Figure 3b shows an
example, which depicts the results of a sample heat treated at 50
°C. In the middle of the image, located at pixels x = 764 and y =
640, higher intensities are detected. In a GIXD image, this
region corresponds to information from packing nearly parallel
to the sample surface; i.e., the corresponding net plane is
parallel to the substrate surface. The observed textures found
for the individual samples are summarized in Table 1. The two

sharp peaks in the pattern at pixels x = 400, y = 580 and x =
1100, y = 580, respectively, stem from the substrate; the silicon
wafer is a 001 cut, making these peaks the 111 reflections
diffracting into these very positions.
For the sake of polymorph identification, these 2-dimen-

sional data are integrated to yield a representation of intensity
as a function of the absolute scattering vector q (information on
the scattering direction is lost, and only information on the d-
spacing is extractable). Often this is referred to as a powder
plot. These integrated diffraction curves are provided in Figure

4. Independent of the sample, all curves contain peaks showing
that each preparation route induced crystallization in the films

which might already be expected from the microscopy images.
At small scattering vectors the spectra contain a high diffraction
background which reduces for larger scattering vectors. Such
background behavior is due to air scattering from the primary
beam, causing X-rays to bypass the beam stop. This behavior is
identical for all samples and does not disturb the diffraction
signal from the crystalline fraction of the samples, thus being of
no further importance for the data analysis. On top of this
background, distinct Bragg peaks are visible. From their
position, the polymorphic form(s) of the respective sample is
deduced by comparison with theoretical peak positions. The
naming convention of the individual polymorphs here follows a
previous report32 whereby the list of the individual unit-cell
parameters is provided in the SI.
For example, using the example of the AN-treated sample of

Figure 3a, the peak at q = 0.35 Å−1 (d spacing 17.95 Å) is
explained by the 2−10 peak of CBZ form II. The peak at q =
0.67 Å−1 (d spacing 9.38 Å) results from the 0−12 reflection of
the CBZ form I structure, whereas the peak at 0.62 Å−1 (d
spacing 10.13 Å) is again explained by form II being the 300
reflection. This means this sample consists of two forms, i.e.,
forms I and II. In a similar fashion, the CBZ phases of the
different samples are identified. The evaluations of all curves
from Figure 4 are summarized in Table 1.
The results reveal that many of the samples consist of

multiple polymorphs. Only heat treatment at higher temper-
ature (50 and 80 °C) results in solely forms I−III being
present. Form III is also found for the as-delivered powder, i.e.,
the polymorph which is provided by the supplier (see SI and
Table 1). Further, the formation of solvates is noted on the
exposure of EtOH or IPA or after storage at elevated humidity.
Characteristic of carbamazepine form II are, in most cases,
empty channels, in which, however, THF can be incorpo-
rated.39,40 In terms of lattice parameters, this structure is very
similar to the standard form II, which is why they cannot be
differentiated from the experimental data.

Dissolution. As an estimate for the bioavailability of CBZ
from these different samples, dissolution studies were
performed. For the sake of comparability, each sample was
measured under identical conditions. Starting with the sample
stored at 40 °C and high humidity of 75%, the release of CBZ
over time increases as the time progresses (see blue curve in
Figure 5a). After 10 min, nearly 75% of the material is released
from the silica surface. Another 15 min is required, i.e., a total

Figure 3. Grazing incidence X-ray diffraction maps of the
carbamazepine film after solvent vapor annealing using acetonitrile
(a) and another film treated at 50 °C (b). Both patterns share a
common horizontal axis for clarity.

Table 1. Summary of the Samples, Their Polymorphic
Forms, Identified Texture, and the Rate Parameter
Determined from the Dissolution Profiles

Form

sample I II III IV hydrate texture
a (rate

param. eq 1)

powder X none 0.02
EtOH X X none 0.11
45 °C − 75%
RH

X X 002
(hyd)

0.13

IPA X X none 0.14
THF X solvate 110

(II)
0.21

xylene X X none 0.42
ambient X X 510

(IV)
0.42

acetonitrile X X none 0.44
50 °C X 140 (I) 0.48
80 °C X none 1.86

Figure 4. Powder plots extracted from the grazing incidence X-ray
diffraction patterns. Data are shifted for clarity. Order of appearance
compared to dissolution results and microscopy images.
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time of 25 min, to dissolve all of the CBZ from the sample
surface into the surrounding media. In comparison to that,
storing the sample at ambient conditions or at an elevated
temperature of 50 °C results in a quicker CBZ release so that
already after 4 min about 75% of the entire drug amount is
released. After this the ambient stored sample is slightly faster
in its release, while the 50 °C one seems to have a reduced
dissolution rate so that it takes around 30 min for the entire
material to be dissolved. The sample heat treated at 80 °C
releases most of the drug within 3 min, from which it can be
assumed that this sample shows an immediate release.
Using different organic solvents for the vapor treatment, the

dissolution profiles change. EtOH vapor-treated samples show
rather slow drug release, taking about 10 min to release 70%
and another 35 min (total 45 min) to achieve 100% release. By
using IPA or THF for the SVA process the initial CBZ release
can be increased, but for all of these samples the maximum is
reached only after 30 min. It can be expected that 100% release
is achieved slightly faster than for the EtOH sample, but the low
amount of data points at this time frame does not allow
clarification. Treating samples with xylene or AN results in very
fast releases of nearly 90% in 5 min but still slower than the
sample treated at 80 °C.
To gain numbers for comparison, a regression fit to the

dissolution data was performed. A lot of different mathematical
descriptions aim to provide some understanding of the
dissolution behavior.41 As only one layer is at hand and also
sink conditions are chosen, the situation is sufficiently described
by a homogeneous model (often referred to as first-order
release). The formula used for the evaluation is given by

= − −C t C( ) (1 e )at
s (1)

whereby the concentration C as a function of time t is equal to
the maximum concentration (Cs) minus an exponential decay
over time with the exponent representing the fastness of drug
release. For the evaluation of our samples, Cs is kept at 100%
for all samples so that the only fitting parameter is a. The values
for the various samples are tabulated in Table 1, ranging from
0.11 for the sample exposed to the EtOH vapor, representing a

slow dissolution, up to 1.86 for the sample heat treated at 80 °C
which showed the fastest dissolution.
A dissolution experiment was also performed for the pristine

CBZ powder as obtained from the supplier. Hereby, some of
the powder was introduced into a vessel containing the same
dissolution medium as used for the thin-film samples, and the
increase in CBZ concentration over time was determined.
Similar to the other samples, the amount of material released
(dissolved) increased with progressing time. The drug release
was about 5 times slower compared to the EtOH sample which
was the sample with the slowest CBZ release from a thin-film
surface after treatment. An X-ray diffraction experiment shows
that the pristine powder sample obtained from the supplier was
of pure form III (data provided in the SI).

■ DISCUSSION
CBZ possesses a rather complex phase behavior with a lot of
different polymorphic forms resulting from sample preparation
using varying experimental conditions. Within this study, the
anhydrous forms I, II, III, and IV were found in different
compositions. Indications of formation of form V were absent.
Form V might be accessible from amorphous thin films of CBZ
using different solvents, different temperatures, or combinations
thereof or even a transformation from one of the other
polymorphic phases. As the method used is very versatile,
expanding these experiments is simple in order to explore
additional forms.
Using experimental parameters that are easily accessible by

tuning the temperature and the water content in the
surrounding, our approach is directly adaptable for any
manufacturing or drug formulation. In many areas, especially
in pharmaceutical manufacturing, the usage of organic solvents
should be limited or is even permitted. However, in an
experiment, where harm to the environment or living organism
can be prevented, such screening processes can be simply
extended to more and/or even toxic solvents which might
increase the chance of finding more (new) polymorphs or even
leading to solvates. Following the procedures described in this
work, only some of the amorphous films could be transferred
into the crystalline state containing only a single polymorphic
form. Likely, more optimization can provide monomorphic
films. Recently it was demonstrated that SVA on crystalline
samples can also induce changes of a crystalline polymorphic
form, which might be associated with a solid−solid transition.31

A temperature treatment step can also help to reduce the
amount of one species on account of the other(s) if this one is
less stable. Combinations of different solvents within one
exposure step might provide a sufficient environment to achieve
more specific crystallization, but as such adjustments
correspond more to process optimizations rather than a
screening process this has not been of interest here.
Spin coating is very versatile in means of drug layer thickness,

so that the carbamazepine amount can be adjusted easily. In
this study, the focus was put on film thicknesses in which the
crystalline CBZ starts covering the entire sample surface. As
noticeable in Figure 1, thinner films still provide information on
the CBZ crystallization, but in these cases, the solvent−API−
substrate interactions are more complicated. Large areas of the
substrate surface are exposed, which is often referred to as
dewetting or depletion of the circumjacent area of a growing
crystal, which can cause the appearance of different
morphologies. In our spin-coated samples a maximum amount
of CBZ of about 100 μg would be achievable. Above this

Figure 5. Carbamazepine release as a function of time for samples
treated under the presence of only water (a) and under different
organic solvent vapors (b). Both diagrams share a common abscissa.
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amount, crystallization is often initiated rapidly on account of
being close to saturation concentration, leaving no time for the
SVA process to be performed on amorphous CBZ. For most
drugs this small amount is likely too low for therapy which
might reduce the usage of spin coating in an upscale process.
Employing other thin-film technologies like drop casting
(dropping the solution onto a substrate followed by
evaporation of the solvent), dip coating (withdrawal of a
substrate from a solid solution under defined velocities), or a
simple vacuum deposition process,24,30the amount of CBZ on
the surface might be strongly increased. As far as drop casting is
concerned, much more material can be deposited, but the
process velocity is limited which also limits amorphous layer
formation. Dip coating, on the other hand, can be utilized to
grow crystals of defined textures, which can tune the dissolution
properties further. Recently also jet spraying of materials was
demonstrated to achieve amorphous layers containing a large
amount of drugs.42,43

Drug dissolution is complex and according to the Noyes−
Whitney44 equation depends on the diffusion coefficient,
boundary layer thickness, maximum solubility, and the drug
concentration in the surrounding and the surface area. In fact,
all our samples could be described by a first-order release,
reflecting the fact that the underlying dissolution mechanism is,
to the level of accuracy within our experiment, unaffected.
Many experiments demonstrate that the polymorphic form
impacts the dissolution behavior, as the different lattice and
surface energies, among others, suggest that an altered
interaction with the drug film takes place. In our experiments,
the sample heat treated at 80 °C resulted in spherulitic
structures homogeneously distributed over the entire surface,
whereby only form III could be identified. The dissolution of
this sample proceeded rapidly and was in fact the fastest of all
samples investigated. Especially, the comparison with the as-
obtained powder shows a 2 orders of magnitude faster release.
The reason for this is the surface area being larger; a widespread
thin film has a much bigger surface compared to some large
powder particles even though it contains the same amount of
material. Also, the microscopic roughness is very likely much
larger compared to bulk grown crystals, and a lot of pores might
exist in spin-coated samples which in addition enhance the
surface area significantly. Having now a tool at hand that
enables spreading drugs over large areas, this is another well-
suited application for identifying potential limitations in the
drug release on account of size reduction.
There are several treatments found which cause amorphous−

crystalline transitions which then result in the drug release
being very similar. This involves storing the sample at 50 °C or
at ambient conditions and exposure to AN or xylene vapors.
Surprisingly, the sample stored at ambient conditions has a
completely different composition in terms of polymorphic
form: forms III and IV are identified. In the other three
samples, clearly form I exists, while also some form II is found
in the AN and xylene sample. From the microscopy images, the
samples appear different, at least in the amount of the
individual structures being present. This would allow
concluding that the change in the polymorphic form might
change the dissolution properties, but this is counteracted by
changes in the morphology. Likely, the deviation on the
microscale in terms of surface area or even in the boundary
layer formation can explain their similar dissolution profiles.
Nevertheless, the experiment shows that four different routes
are at hand that can provide samples of very comparable

dissolution performance, so that fabrication optimization is not
limited to a specific route. Nevertheless, the dissolution
performance is worse when compared to the sample heated
to 80 °C. While their surfaces seem to be similarly coated, the
morphology might differ at the microscopic scale. At 80 °C
more energy for diffusion is at hand which often allows growing
structures in directions independent of the substrate surface
which can even lead to crystal growth perpendicular to the
substrate surface rather than parallel to it. Such a behavior
would then lead to the solid state of the 80 °C sample being
more porous; i.e., it has a lower density which provides easier
access for the dissolution medium, and thus faster dissolution is
observable.
The sample exposed to THF vapor shows a somehow

intermediate release rate with the rate constant a being around
0.2 which is smaller than the one previously discussed (∼0.4−
1.8). The X-ray investigation shows that this sample contains
form II of CBZ, but also some of the crystals are solvates made
from THF and CBZ. While this finding is very interesting in a
screening process and for fundamental understanding, the
usage of this very vapor might not be justified in any application
as harm to the patient might occur.
There are several samples which contain hydrates besides

anhydrous CBZ phases. In general, hydrate forms are expected
to be less soluble in an aqueous dissolution media as they
already contain water, and thus the free energy released when
starting to interact with water is less for hydrates compared to
anhydrate forms. This behavior is also clearly noticeable for
samples investigated here, with samples containing hydrate
forms having a values (from eq 1) of about half compared to
those of the anhydrates. This is in agreement with previous
findings of dissolution rate reduction of CBZ on the
incorporation of H2O into the crystal structure.45

Grazing incident X-ray diffraction is an excellent tool as it
provides information on very thin films in terms of
polymorphic forms but also on the texture. Texture results in
crystals contacting the substrate surface with preferred crystal
planes. This might be due to the processing conditions or due
to the interaction of the substrate with the drug, inducing
specific molecular arrangements during crystallization. In this
study, only some of the samples revealed preferred orientations;
e.g., form I in the 50 °C treated sample reveals a preferable
contact with the 140 plane. Most of the other CBZ forms show
arbitrary contact with silica surfaces in accordance with other
recent reports. Likely, using substrates of stronger surface−
CBZ interaction might allow changing this behavior as in the
case of CBZ on top of crystalline iminostilbene templates.46 As
a preferred crystal orientation results in specific facets being in
contact with the dissolution medium, this might be used to
reach a desired drug release profile.

■ CONCLUSION

Having only nine samples prepared, the screening using solvent
vapor annealing experiments is very effective in the finding of
polymorphs. Here we found four different anhydrous forms of
the five CBZ forms known, hydrate formation, and even a
solvate. The finding in this work suggests that by using SVA
processes an understanding in the polymorphic landscape of a
given material can be established quickly and with a very small
set of samples. While the deconvolution of the crystal
morphology, polymorphic form, and texture might remain
difficult, especially for this complex set of samples containing
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CBZ, possible routes for a much faster drug release can already
be identified using information from this approach.

■ EXPERIMENTAL METHODS
Carbamazepine (CBZ) was purchased from AGFA Pharma and
used without further treatment. Acetronitrile (AN), 96%
ethanol (EtOH), isopropanol (IPA), tetrahydrofuran (THF),
and xylene were purchased from different suppliers in
spectroscopic grade and used as received. Solutions of
carbamazepine were prepared in THF and stirred prior to
usage. Polished silicon wafers with a native silicon oxide layer
(silica) were purchased from Siegert Wafers (Germany) and cut
into 2.5 × 2.5 cm2 pieces. Prior to usage, the substrates were
cleaned in acetone and ethanol and finally rinsed with Milli-Q
water.
Sample preparation was performed in a two-step process.

First, samples were spin coated onto a piece of silicon wafer
(see Figure 6a). For this, a drop of approximately 100 μL of

CBZ solution was placed onto the substrate followed by a
continuous sample rotation around its surface normal at a
rotation speed of 17 rps for 30 s. This results in the formation
of a dry, homogeneous, and amorphous drug layer, as
confirmed by X-ray diffraction experiments. Subsequently,
selected samples were kept under ambient conditions and
others at 50 or 80 °C for 48 h. Another set of samples was
exposed to vapors of different chemical composition (see
Figure 6b), typically referred to as solvent vapor annealing
(SVA). In this, the amorphous samples are enclosed in a
desiccator together with an excess amount of solvent. As the
solvent vessel is not sealed against the sample, a saturated vapor
develops within the desiccator which then interacts with the
sample. For our purpose, all vapors are formed at ambient
conditions (∼1 atm, 22 °C) and either consist of AN, EtOH,
IPA, THF, or xylene, respectively. Each sample was exposed to
just one solvent vapor. After 48 h the respective sample was
stored at ambient conditions until further experiments were
performed.
Morphological investigations were performed on an

Olympus BX51 microscope equipped with polarizers, and
images were taken with a standard digital camera in reflection
mode. Crystallographic information was obtained by X-ray
diffraction under nearly grazing incidence conditions (GIXD),
where also thin layers as used in this study provide sufficient
diffraction signal to obtain structural information (using
standard θ/2θ scans, such samples provide only little or even

no diffracted intensities due to small diffraction volumes).35

The measurements were performed at the XRD1 beamline47 at
the Elettra synchrotron, Trieste (Italy). Data were collected for
a wavelength of 1.4 Å using a Pilatus-2 M detector from
DECTRIS (Switzerland) by integrating for 2 min. Data
acquisition took place while rotating the sample around the
axes perpendicular to the film surface by 90° while maintaining
constant grazing conditions to improve counting statistics. Due
do the detector construction, detector gaps exits so that two
images per sample needed to be recorded; the second image
was taken at slightly elevated detector position. During data
processing using the in-house developed software GIDVis, data
from these images are merged and transferred from pixel space
to reciprocal space using standard procedures.35,36 To identify
the individual polymorphs, diffracted intensity data were
integrated along constant q values (∼1/d-spacing), yielding a
graphical representation analogous to classic powder patterns.
The data are compared to the calculated powder patterns of
polymorphs with fully known crystal structures (Cambridge
crystal structure database identifier: CBMZPN03, 11, 12, 14
and 16)32 using the software packages Mercury,48 Powder-
Cell,49 and GIDVis.
In vitro dissolution testing was performed in 20 mL of Milli-

Q water. As the amount of CBZ on each surface was low,
standard dissolution apparatuses like an USP Apparatus 2 are
improper. As only relative differences are of interest, a custom-
made setup was used as introduced previously.25,26 For this, a
sample was placed in a glass container filled with the dissolution
media and gently shaken at 100 rpm at room temperature. An
amount of 1 mL of the dissolution media was withdrawn at
predetermined times for UV−vis absorption measurements
using a NanoPhotometer from Implen Gmbh, Germany, and
fed back after measurement leaving the dissolution medium
volume constant over the run of the experiment. The dissolved
CBZ amount was determined at 211 nm using standard Quartz
cuvettes. Each data point is an arithmetic mean of three
identical samples/measurements. Error bars are omitted for
sake of clarity.
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4 Results

4.4 An Efficient Method for Indexing
Grazing-Incidence X-ray Diffraction Data of
Epitaxially Grown Thin Films

This work shows the important application of rotating GIXD to an epitaxially grown
film. The diffraction pattern is indexed using three-dimensional scattering vectors
extracted from rotating GIXD data and the lattice parameters are determined. Josef
Simbrunner developed the method for indexation and performed the calculations.
Jari Domke, supervised by Torsten Fritz, prepared the sample. Benedikt Schrode
suggested epitaxially grown thin films as a use-case of the algorithm, performed
the GIXD measurements and evaluated the data in terms of three-dimensional
peak positions. Ingo Salzmann advised on the manuscript. The manuscript was
prepared by Josef Simbrunner, Benedikt Schrode and Roland Resel. All authors
were proof-reading the manuscript.
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Crystal structure identification of thin organic films entails a number of technical

and methodological challenges. In particular, if molecular crystals are epitaxially

grown on single-crystalline substrates a complex scenario of multiple preferred

orientations of the adsorbate, several symmetry-related in-plane alignments

and the occurrence of unknown polymorphs is frequently observed. In theory,

the parameters of the reduced unit cell and its orientation can simply be

obtained from the matrix of three linearly independent reciprocal-space vectors.

However, if the sample exhibits unit cells in various orientations and/or with

different lattice parameters, it is necessary to assign all experimentally obtained

reflections to their associated individual origin. In the present work, an effective

algorithm is described to accomplish this task in order to determine the unit-cell

parameters of complex systems comprising different orientations and poly-

morphs. This method is applied to a polycrystalline thin film of the conjugated

organic material 6,13-pentacenequinone (PQ) epitaxially grown on an Ag(111)

surface. All reciprocal vectors can be allocated to unit cells of the same lattice

constants but grown in various orientations [sixfold rotational symmetry for the

contact planes (102) and (102)]. The as-determined unit cell is identical to that

reported in a previous study determined for a fibre-textured PQ film.

Preliminary results further indicate that the algorithm is especially effective in

analysing epitaxially grown crystallites not only for various orientations, but also

if different polymorphs are present in the film.

1. Introduction

Crystal structure identification of thin films entails a number

of technical and methodological challenges: (i) low scattering

volumes translate into only a small number of observable

diffraction peaks and (ii) under the presence of a substrate the

crystallites grow in a preferred orientation (texture) (Birkholz,

2006). The situation becomes even more complex in the case

of thin films formed by conjugated organic molecules. Their

typical growth in crystal systems of low symmetry (in most

cases monoclinic and triclinic), their tendency to poly-

morphism and thus the presence of several phases make

crystal structure determination a difficult task (Tolan, 1999).

Additionally, unknown polymorphs of organic materials are

frequently observed within thin films only and cannot be

determined independently via traditional methods like single-

crystal diffraction (Jones et al., 2016). On isotropic substrates,

the crystallization of molecular materials typically results in

fibre-textured films comprising crystallites that share a

common fibre axis perpendicular to the substrate surface but

are azimuthally randomly oriented (Witte & Wöll, 2004). The
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use of anisotropic substrates (like rubbed polymer surfaces

or single-crystalline surfaces) or anisotropic preparation

methods (like off-centre spin coating, dip coating or off-axis

evaporation) can result in even more distinguished textures of

the crystallites (Müller et al., 1999; Brinkmann et al., 2003; Qu

et al., 2016). In this context, particularly complicated cases

include epitaxially grown molecular crystals on single-

crystalline surfaces (Simbrunner et al., 2011). There, multiple

preferred orientations of the crystals relative to the substrate

surface can occur together with several symmetry-related in-

plane alignments of the crystallites. For example, for the

epitaxial order of the conjugated organic molecule para-

quaterphenyl on Au(111) surfaces two different preferred

orientations have been found, which show 24 different in-

plane alignments each (Müllegger et al., 2003). For such films

formed by epitaxially grown molecular crystals the identifi-

cation and characterization of unknown polymorphs is a

particularly challenging task (Dienel et al., 2008).

Grazing-incidence X-ray diffraction (GIXD) is a well-

established method for thin-film characterization (Schreiber,

2004). For non-fibre-textured films, in order to cover large

volumes of the reciprocal space the sample has to be rotated

around its surface normal during the GIXD experiment and at

each rotation angle a reciprocal-space map has to be recorded

(Fumagalli et al., 2012; Schrode et al., 2019). Fig. 1(a) gives the

geometry of a GIXD experiment illustrating such a sample

rotation. The primary X-ray beam defining the wavevector k0

and the scattered X-ray beam characterized by the wavevector

k define the scattering vector q as q = k0 � k. The three

components of the scattering vector qx, qy and qz can be

calculated based on the geometries of primary and scattered

X-ray beams by

qx ¼
2�

�
cos �f cos �f � cos�i cos �ið Þ ð1Þ

qy ¼
2�

�
cos�f sin �f þ cos�i sin �ið Þ ð2Þ

qz ¼
2�

�
sin �i þ sin �fð Þ ð3Þ

with �i and �f being the incident and exit angles of the primary

and scattered beam (relative to the substrate surface),

respectively, and �i, �f are the in-plane scattering angles. Note

that the orthogonal directions of qx, qy and qz are defined in

the sample coordinate system. Fig. 1(b) illustrates (i) the path

of reciprocal-lattice points during the sample rotation by

’sample, and (ii) cuts through reciprocal space which corre-

spond to reciprocal-space maps recorded at two defined

’sample angles.

Crystal structure solutions require the indexing of the

diffraction pattern, i.e. the assignment of Laue indices to the

observed Bragg peaks. In the monochromatic approach of

peak indexing as it is commonly employed for single-crystal

diffraction patterns, all three components of the scattering

vectors are recorded and, therefore, all three components of

the reciprocal-lattice vectors can be determined. Three

linearly independent reciprocal-lattice vectors are sufficient to

span the reciprocal lattice. Any further experimentally deter-

mined reciprocal-lattice vector then must fit into this specific

reciprocal lattice. Since complete three-dimensional vectors

are used, even the indexing of configurations with multiple

lattices can be successfully achieved (Jacobson, 1976; Higashi,

1990; Powell, 1999; Breiby et al., 2008; Gildea et al., 2014;

Dejoie et al., 2015). Plenty of indexing methods have already

been described over the last decades. Typically, a set of posi-

tions of recorded reflections is converted into reciprocal-space

vectors. These vectors are then analysed for periodicity to

determine the basis vectors. Differences between reciprocal-

space vectors are calculated and accumulated in a histogram

(Kabsch, 1988, 2010), or a fast Fourier transform (FFT) is used

to search for periodicities (Steller et al., 1997; Campbell, 1998;

Leslie, 2006; Otwinowski et al., 2012; Sauter et al., 2004). For

example, the autoindexing method incorporated into the

software MOSFLM (Leslie, 1992) employs FFT autoindexing

routines written by the Rossmann group at Purdue University

(Rossmann & van Beek, 1999) and relies on the calculation of

many difference vectors between diffraction maxima in reci-

procal space (Kabsch, 1993). The Fourier analysis is system-

atically performed for about 7300 separate, roughly equally

spaced directions. For each direction, the distribution of the

corresponding Fourier coefficients is searched to locate the

largest local maximum, and refinement by a local search

procedure increases the accuracy. From these directions, a

linearly independent set of three basis vectors of a real-space

unit cell is then chosen.

In the approach by Duisenberg, periodicities are sought by

projecting all observed reciprocal-lattice vectors onto the

normal to the plane given by three randomly selected points

(Duisenberg, 1992). This method was developed for difficult
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Figure 1
(a) Scattering geometry of a grazing-incidence X-ray diffraction
experiment with a sample rotation around the angle ’sample. (b) Trajectory
of reciprocal-lattice points during the rotation of the sample around the
angle ’sample along concentric circles (blue lines) and two individual
reciprocal-space maps at defined angles ’sample.



cases such as twin lattices, fragmented crystals and unreliable

data. For such cases, Morawiec has developed another algo-

rithm in which systematic combinations of three reciprocal-

lattice vectors each are formed to search for periodicities of

the calculated unit-cell volumes (Morawiec, 2017).

In the case of GIXD, as usually performed on fibre-textured

films, however, only two components (of the total three) of the

reciprocal-lattice vectors – namely qz and qxy – are available

for the indexing procedure. In previous work, we have

presented an algorithm for indexing such diffraction patterns,

where the additional presence of a specular diffraction peak is

being explicitly taken into account (Simbrunner et al., 2018,

2019). Furthermore, we have described an algorithm to find

the reduced cell and derived mathematical expressions which

can be applied when reciprocal-space vectors are obtained.

In the present work, we now aim to formulate this indexing

method for GIXD patterns obtained for rotated samples of

non-fibre-textured films, which then provides all three

components of the scattering vector. Also, in this case, the

combination of the diffraction peaks obtained from GIXD

with the specular diffraction peak(s) simplifies the indexing

procedure considerably, so that different phases, different

preferred orientations and different crystal alignments can

be identified. Finally, our algorithm is applied to a film

of 6,13-pentacenequinone (C22H12O2, CAS No. 3029-32-1)

epitaxially grown on a single-crystalline Ag(111) surface

readily providing the unit-cell parameters of the film from

GIXD data.

2. Method

2.1. Fundamentals

For the following mathematical treatise a crystal-fixed

Cartesian coordinate system is assumed, where the xy plane

runs parallel to the substrate surface; a, b, c, �, � and � are the

parameters of the (direct) unit cell.

If the (001) lattice plane is parallel to the substrate surface,

the reciprocal-lattice vector g with its Laue indices h, k and l

can be represented by the equation

g ¼

gx

gy

gz

0
@

1
A ¼ A�001

h

k

l

0
@

1
A: ð4Þ

The matrix A�001 is given as

A�001 ¼

a� sin �� sin � 0 0

�a� sin �� cos � b� sin �� 0

a� cos�� b� cos �� c�

0
@

1
A; ð5Þ

where a� = 2�bc sin �=V, b� = 2�ac sin �=V, c� = 2�ab sin �=V,

cos�� = ðcos� cos � � cos�Þ=ðsin � sin �Þ and cos�� =

ðcos� cos � � cos�Þ=ðsin � sin �Þ are the reciprocal cell para-

meters and V is the unit-cell volume, which can be explicitly

written as

V ¼ abcð1� cos2 �� cos2 �� cos2 � þ 2 cos � cos� cos �Þ1=2:

ð6Þ

When the Laue condition q = g is fulfilled, diffraction can be

observed. In real space, A001 characterizes the matrix of lattice

vectors a0, b0 and c0, which is in the non-rotated system given

by

A001 ¼

a0

b0

c0

0
B@

1
CA

¼

a 0 0

b cos � b sin � 0

c cos � �c sin � cos �� c sin � sin ��

0
B@

1
CA: ð7Þ

Equations (5) and (7) are connected via

A001 ¼ 2�A�001
�1: ð8Þ

The volume V of the unit cell can be calculated by V =

det(A001). If, however, the (001) plane is not parallel to the

substrate surface, the reciprocal vector g can be expressed as

g ¼ Rð’ÞRð ;�ÞA�001

h

k

l

0
@

1
A; ð9Þ

where R(’)R( ;�) describes a general rotation. As

explained previously (Simbrunner et al., 2018), we prefer this

notation. R(’) performs a rotation in the xy plane counter-

clockwise by an angle ’ and is explicitly written as

Rð’Þ ¼
cos ’ � sin ’ 0

sin ’ cos ’ 0

0 0 1

0
@

1
A: ð10Þ

The rotation matrix R ( ;�) is explicitly written as

Rð ;�Þ ¼

cos2  þ cos � sin2  cos sin 1� cos �ð Þ � sin sin �

cos sin 1� cos �ð Þ sin2  þ cos � cos2  cos sin �

sin sin � � cos sin � cos �

2
64

3
75;
ð11Þ

where  and � are the rotation angles. This rotation matrix

was previously used for the mathematical formalism in GIXD

experiments, where the composite component qxy is measured

and, therefore, rotation in the xy plane can be neglected. It has

been shown that, if the specular diffraction scan qspec of the

sample provides useful information on the orientation, it is

preferable to write the rotation parameters as follows:

cos ¼
u
a cos � � v

b

u
a

� �2
þ v

b

� �2
� 2 uv

ab cos �
h i1=2

; ð12Þ

sin ¼
u
a sin �

u
a

� �2
þ v

b

� �2
� 2 uv

ab cos �
h i1=2

; ð13Þ
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cos � ¼ ðua� cos�� þ vb� cos �� þ wc�Þ,"
u2 2�

a sin �

� �2

þv2 2�

b sin �

� �2

� 2uv
2�

a sin �

2�

b sin �
cos �

þ ua� cos�� þ vb� cos �� þ wc�ð Þ
2

#1=2

; ð14Þ

where u, v and w are the Miller indices of the contact plane

(uvw) and thus the Laue indices of the specular scan. In the

general case, u, v and w can be irrational numbers.

From equation (9), using equation (8), it follows that

h

k

l

0
@

1
A ¼ A�001

�1
Rð ;�ÞTR ’ð ÞTg ¼

1

2�
A001Rð ;�ÞTR ’ð ÞTg:

ð15Þ

With

A ¼ A001Rð ;�ÞTR ’ð ÞT ð16Þ

equation (15) can be rewritten as

Ag ¼

a

b

c

0
@

1
Ag ¼ 2�

h

k

l

0
@

1
A; ð17Þ

where a, b and c are the rotated unit-cell vectors with the

relations jaj ¼ a, jbj ¼ b, jcj ¼ c, ða � bÞ=ðjajjbjÞ ¼ cos �,

ða � cÞ=ðjajjcjÞ ¼ cos� and ðb � cÞ=jbjjcjÞ ¼ cos�. The explicit

forms of these vectors are given in Table 1. Note that the z

components are only a function of the respective Miller index

and the specular scan gspec.

Thus, if three reciprocal vectors g1, g2 and g3 are given, the

following relation holds:

G

a

b

c

0
@

1
A

T

¼ GAT
¼ 2�HT; ð18Þ
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Table 1
Unit-cell vectors for the parameters a; b; c; �; �; �, the Laue indices hkl and the Miller indices uvw and including the specular scan (gspec) for the non-
rotated (a) and the rotated (b) case.

gspec = ðu2a�2 + v2b�2 + w2c�2 + 2uva�b� cos �� + 2uwa�c� cos�� + 2vwb�c� cos��Þ1=2.

(a) Non-rotated case (u = v = 0):

a ¼ a

cos’
sin’

0

0
@

1
A

b ¼ b

cosð’þ �Þ
sinð’þ �Þ

0

2
4

3
5

c ¼ c

rc cosð’þ�cÞ

rc sinð’þ�cÞ
jwj
c

2�
gspec

2
4

3
5 rc ¼ 1�

w

c

2�

gspec

 !2" #1=2

cos �c ¼
1

rc

cos�

(b) Rotated case:

a ¼ a

ra cosð’þ  ��aÞ

ra sinð’þ  ��aÞ
u
a

2�
gspec

2
4

3
5 ra ¼ 1�

u

a

2�

gspec

 !2" #1=2

cos �a ¼
1

ra

u
a cos � � v

b

u
a

� �2
þ v

b

� �2
� 2 u

a
v
b cos �

h i1=2

b ¼ b

rb cosð’þ  þ�bÞ

rb sinð’þ  þ�bÞ
v
b

2�
gspec

2
4

3
5 rb ¼ 1�

v

b

2�

gspec

 !2" #1=2

cos �b ¼
1

rb

u
a �

v
b cos �

u
a

� �2
þ v

b

� �2
� 2 u

a
v
b cos �

h i1=2

c ¼ c

rc cosð’þ  þ�cÞ

rc sinð’þ  þ�cÞ
w
c

2�
gspec

2
4

3
5 rc ¼ 1�

w

c

2�

gspec

 !2" #1=2

cos �c ¼
1

rc

u
a cos�� v

b cos�

u
a

� �2
þ v

b

� �2
� 2 u

a
v
b cos �

h i1=2

sin ¼
u
a sin �

u
a

� �2
þ v

b

� �2
� 2 u

a
v
b cos �

h i1=2
cos ¼

u
a cos � � v

b

u
a

� �2
þ v

b

� �2
� 2 u

a
v
b cos �

h i1=2



where

G ¼

gx1 gy1 gz1

gx2 gy2 gz2

gx3 gy3 gz3

0
@

1
A ð19Þ

and (hi; ki; liÞ are the corresponding triples of Laue indices

with

H ¼

h1 h2 h3

k1 k2 k3

l1 l2 l3

0
@

1
A: ð20Þ

Equation (18) can be equivalently expressed as

AT
¼ 2�G�1HT: ð21Þ

Furthermore, as V ¼ j detðAÞj ¼ detðA001Þ, the following

relation for the determinants of G and H is valid:

detðGÞ
�� �� ¼ 2�ð Þ3 detðHÞ

�� ��=V , V ¼ 2�ð Þ3 detðHÞ
�� ��= detðGÞ

�� ��:
ð22Þ

The unit-cell vectors must be solutions to all reciprocal vectors

gi which can be written as

Agi ¼ 2�hi; ð23Þ

where

gi ¼

gxi

gyi

gzi

0
@

1
A and hi ¼

hi

ki

li

0
@

1
A:

From equation (21) it can be deduced that 2�G�1m, the

product of the inverse matrix of three reciprocal vectors

with a vector m, consisting of a triple of arbitrary integers

(m1, m2, m3), leads to a vector of the reduced cell (Niggli,

1928) if m matches (h1, h2, h3)T, (k1, k2, k3)T or (l1, l2, l3)T. If a

transformation matrix N exists so that m equals N(h1, h2, h3)T,

N(k1, k2, k3)T or N(l1, l2, l3)T a vector of a superlattice is

obtained. According to equation (22) it is favourable to select

three reciprocal vectors whose matrix results in a determinant

which is as small as possible but unequal to zero. The Buerger

cell (Buerger, 1957) and subsequently the reduced cell is

obtained by choosing the three shortest vectors which are not

coplanar and whose scalar products with all reciprocal vectors

yield integers.

2.2. Indexing algorithm

We now suggest the following procedure for indexing an

unknown crystalline system:

(i) Forming triplets of reciprocal vectors in all possible

combinations, i.e. if n vectors are given these are

n

3

� �
¼

nðn� 1Þðn� 2Þ

6

triplets (g1, g2, g3), where g1, g2 and g3 are any three reciprocal

vectors. According to equation (22), if the triplet corresponds

to a unit cell, the determinant of its matrix is indirectly

proportional to the volume of this unit cell, or if the matrix of

the corresponding Laue indices has a determinant >1, to some

integer fraction of it. As many reciprocal vectors belong to one

unit cell, they accumulate to discernible clusters. Importantly,

a vanishing determinant strongly indicates that the reciprocal-

lattice vectors (and the corresponding Laue indices) are

linearly dependent and belong to the same crystalline system.

If several unit cells are contained in the sample, an overlap of

smaller volumes with fractions of larger volumes occurs. A

feasible strategy results in gathering the reciprocal vectors of

the largest volume and repeating the procedure for the

remaining reciprocal vectors.

If the crystallites are characterized by the same unit cell and

differ only in their rotational arrangement in the xy plane, this

algorithm can only be used if the unit-cell volume is a priori

known. Otherwise, three reciprocal vectors are chosen from

different subgroups with identical pairs of qxy = (qx
2 + qy

2)1/2

and qz.

(ii) According to equation (19), the selected triplets of

reciprocal vectors are combined into matrices. If they belong

to the same system, their inverse matrices multiplied with

the vectors of the corresponding Laue indices will result in

the vectors of the unit cell [cf. equation (21)]. This can be

achieved by multiplying the inverse matrices G�1 with vectors

2�(m1, m2, m3)T, where the mi are systematically varied inte-

gers in a reasonable range (e.g. between �3 and 3). Then,

lattice vectors of the unit cell and of its superlattices are

obtained (Simbrunner et al., 2018). The three shortest vectors

which are not coplanar are chosen to obtain the Buerger cell.

The as-obtained matrices contain the vectors a, b and c of the

reduced unit cells which may have various orientations. If the

reciprocal-space vectors are correctly combined, i.e. if they

belong to the same system, the scalar product criteria (Niggli,

1928) are intrinsically fulfilled; otherwise they are useful to

eliminate falsely combined vector triplets. The associated

integers are the corresponding triples of Laue indices [see

equation (18)]. If a contact plane exists and the specular scan

qspec can be measured, the triplets whose z components are

(almost) integer multiples of 2�/qspec can be assigned as

possible solutions.

(iii) The tentative unit-cell matrices are multiplied with all

reciprocal vectors. If the scalar products yield integers [i.e. the

corresponding Laue indices according to equation (23)], the

matrices and reciprocal vectors belong to the same system.

Due to experimental imperfections, errors must be considered.

For a system of reciprocal vectors, the unit cell with the

smallest deviations from perfect integers will be chosen.

(iv) From the unit-cell matrix, the cell parameters and

rotation parameters can be obtained. From equation (17) it

follows that the sides of the unit cell are the magnitudes and its

angles are the scalar products of the matrix vectors. The Niggli

criteria for reduced cells demand that a2
� b2
� c2 and that the

angles are either acute (type I) or obtuse (type II) (Niggli,

1928). Therefore, the vectors have to be designated

a ¼

ax

ay

az

0
@

1
A; b ¼

bx

by

bz

0
@

1
A; c ¼

cx

cy

cz

0
@

1
A
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accordingly. Furthermore, the angles must be adopted. By

multiplying one vector with �1 two angles change to their

complementary ones, e.g. for a! �a we obtain �! � � �
and � ! � � �. The rotation angles ’,  and � can be

obtained by using the equations provided in Appendix A.

(v) According to equation (21) the unit-cell vectors can

be calculated from every linearly independent triple of

reciprocal-lattice vectors of the same system. This redundancy

can be used to determine mean values and standard deviations

of the unit-cell parameters. Alternatively, the matrix of the

unit-cell vectors may be optimized in real space (see Appendix

B) and in reciprocal space (see Appendix C). In a last step, the

lattice parameters may be optimized with respect to the

lengths qxyz and the components qz of the reciprocal-space

vectors, which are independent of the rotation angle ’. This

can be accomplished analytically (see Appendix D).

3. Example: 6,13-pentacenequinone (PQ) on Ag(111)

We now apply the above methodology to an epitaxially grown

film of the conjugated organic molecule 6,13-pentacene-

quinone (PQ, C22H12O2, CAS No. 3029-32-1) on an Ag(111)

surface. PQ was purchased from Sigma Aldrich (purity 99%)

and purified via vacuum sublimation before usage. Substrate

preparation and film preparation were conducted in an ultra

high vacuum (UHV) chamber with a base pressure of

1� 10�8 Pa. Before thin-film deposition, the substrate surface

was cleaned by repeated cycles of Ar+ sputtering at an energy

of 700 eV and angles of �45	 to the sample normal, followed

by thermal annealing at 770 K for 30 min. Surface quality was

confirmed by low-energy electron diffraction (LEED). PQ was

deposited by thermal evaporation from a quartz crucible at a

constant temperature of 480 K for 60 min with the deposition

time controlled by a shutter, resulting in an approximate film

thickness of 10 nm. During deposition, the substrate was kept

at room temperature and the chamber pressure increased to

4 � 10�7 Pa. A top layer of aluminium tris-(8-hydroxyquin-

oline) (Alq3, C27H18AlN3O3, CAS No. 2085-33-8), known to

grow amorphously, was deposited from a quartz crucible at a

constant temperature of 550 K for 55 min to keep the PQ

crystals free from environmental influences and to reduce

beam damage during the X-ray diffraction experiments. Alq3

was obtained from Sigma Aldrich at sublimed grade with a

purity of 99.995% trace metal basis and was used without

further purification.

The sample was first investigated by specular X-ray

diffraction using in-house equipment and then by GIXD using

synchrotron radiation. Specular X-ray diffraction was

performed on a PANalytical Empyrean system using a sealed

copper tube together with an X-ray mirror for mono-

chromatization and a PIXcel3D detector operating in scan-

ning line mode (255 channels). Measured data were converted

to reciprocal space using qz ¼ ð4�=�Þ sin �, with � being half of

the scattering angle 2� and � = 1.5406 Å. GIXD measurements

were performed at the XRD1 beamline at the Elettra

Synchrotron, Trieste (Italy), using a wavelength of 1.4000 Å.

Diffracted intensity was recorded with a stationary Pilatus 2M

detector (Dectris) with a sample-to-detector distance of about

200 mm. The primary X-ray beam was slightly offset from the

centre of the detector to allow for simultaneously recording

both the right- and the left-hand side of the reciprocal-space

map, but to avoid missing peaks due to detector gaps typical

for the Pilatus system. The calibration of the setup (to obtain

exact values for sample–detector distance, position of the

primary beam on the detector, detector inclinations etc.) was

performed by measuring polycrystalline lanthanum hexa-

boride (LaB6) (Black et al., 2010) in a capillary. The incident

angle �i for the thin-film measurement was set to 0.7	 to

reduce the footprint of the beam on the sample and, thus,

enable data evaluation with higher accuracy. The sample was

rotated around its surface normal [cf. Fig. 1(b), ’sample] during

the GIXD measurement recording 180 images, with therefore

each exposure integrating 2	 in ’sample of the azimuthal rota-

tion. Note that the angle ’sample is the experimentally used
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Figure 2
(a) Section of the integrated pixel image with black markers indicating
the peak positions obtained from the fitting process. (b) Intensities of
peaks A, B and C of (c) as a function of the sample rotation angle ’sample.
(c) Integrated reciprocal-space map overlaid with the calculated peak
positions of the determined crystal structure. The white box indicates the
approximate section visualized in (a).



sample azimuth, while the angle ’ is used to describe a rota-

tion of the unit cell in the xy plane in the counterclockwise

direction [cf. equations (9)–(10)].

To determine the peak positions from the diffraction

images, the following process was performed: in a first step, all

diffraction images recorded during the 360	 sample rotation

were summed up pixel by pixel resulting in a single image

showing the overall integrated diffraction information. The

peak positions were then fitted using a two-dimensional

Gaussian function with a background plane, giving the pixel

position of each peak [cf. Fig. 2(a)].

To determine the peak positions as a function of the sample

rotation, the intensity at the obtained peak positions was

monitored throughout the 180 separate data files which

translates into a curve representing intensity versus ’sample.

Three curves are given in Fig. 2(b), where due to both the

symmetry of the crystal structure and that of the substrate,

several peaks are then observed for a given set of Miller

indices. Most peaks show a full width at half-maximum (as a

measure of in-plane mosaicity) of about 2	. Their positions

were determined by fitting the corresponding part of the curve

with a one-dimensional Gaussian function with linear back-

ground. In the next step, a small area around the peak position

of the summed image was fitted with a two-dimensional

Gaussian function in the specific data file corresponding to the

rounded ’sample value where the peak maximum was observed.

These pixel positions together with the corresponding

(unrounded) ’sample values were used to convert the data into

reciprocal space using source code provided by the software

package GIDVis (Schrode et al., 2019). No refraction correc-

tions were included during the conversion. As mentioned

above, the diffraction pattern was recorded simultaneously at

the right-hand side (RHS) as well as at the left-hand side

(LHS) of the detector. Therefore, the above-described data

evaluation can be applied separately to the data from the RHS

and the LHS, since each detector side (apart from the detector

gaps) contains the same information for the data analysis,

resulting in individual solutions for RHS and LHS data. Large

differences between peak positions obtained from the LHS

and RHS would indicate a sample misalignment, but were not

observed here.

The specular X-ray diffraction pattern shows dominant

features of the Ag(111) substrate and a clear diffraction peak

which is assigned to PQ crystals (compare Fig. 3). According

to our notation the position of this peak is qspec = qz =

1.942 Å�1. The GIXD experiments gave 227 and 279

reciprocal-lattice vectors with the three components qx, qy and

qz on the RHS and LHS, respectively. The different number is

due to some peaks falling into the detector gaps at one

detector side only. The reciprocal-lattice vectors could be split

into 31 groups with up to 12 related pairs of qxy = (qx
2 + qy

2)1/2

and qz. Therefore, it could be concluded that there are 12

different in-plane alignments of the crystallites which are

oriented with the same contact plane (uvw or �u�v�w).

Three reciprocal vectors from different groups were then

systematically combined, and the matrix was formed

according to equation (16). Note that the determinant of the

matrix is indirectly proportional to the volume of the unit cell

[see equation (22)], and a determinant of zero expresses that

linearly dependent lattice vectors have been chosen. In a next

step the inverse matrix was multiplied with vectors of

systematically varied integers, and the three shortest lattice

vectors were chosen (Buerger cell) for a guess of a unit cell. If

the z components of these tentative lattice vectors were

integer multiples of 2�/qspec and the Niggli criteria were

fulfilled, they were assigned as possible solutions. The

obtained integers could be assigned as the Miller indices uvw =

(102) or (102) of the contact plane which finally gives the

preferred orientation of the PQ crystals relative to the

substrate surface. In a next step the tentative lattice matrix was

multiplied with all reciprocal vectors of the other groups. If the

lattice matrix was indeed a solution, triples of Laue indices

could be assigned to the associated reciprocal vectors,

according to equation (23). In a further step, the matrix of the

unit-cell vectors was optimized (see Appendices B and C). On

request, the used code can be provided. Fig. 4(a) shows the

result of the indexing procedure for a single type of epitaxially

aligned crystallites with the contact plane uvw = (102) for the

RHS data; the assigned peaks are marked with blue circles.

For each solution the lattice vectors a, b and c were used to

determine the respective lattice constants, the contact plane

[uvw = (102) or (102)] and the rotation angle ’ (see Appendix

A). As ’ can be independently calculated from each of the

three lattice vectors, the accuracy can be checked. In our case,

the mean error was about 0.15%. Rotation angles between the

different solutions were obtained in steps of �’ = 60.00	

(�0.26	) for the (102) contact plane and �’ = 60.00	 (�0.94	)

for the (102) contact plane. This clearly reflects the symmetry

of the Ag(111) surface. By repeating the procedure, all reci-

procal vectors could be allocated to unit cells with the same

lattice constants but various orientations.

In the case of Fig. 4(b) two types of epitaxially aligned

crystallites are indexed with contact planes (102) and (102),

denoted by blue and red circles, respectively. Fig. 4(c) gives

indexing of all diffraction peaks by the two contact planes
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Figure 3
Specular X-ray diffraction of epitaxially grown pentacenequinone
crystals on an Ag(111) surface deposited with a nominal thickness of
10 nm. The chemical structure of the molecules is given in the inset.



(102) and (102), each showing six different types of in-plane

alignment of the crystallites. We found the following epitaxial

relationships: (111)Ag || � (102)PQ; the b axis [010] of PQ in

(102) orientation is rotated by�7	 (i.e. clockwise) with respect

to the h011iAg directions and the b axis [010] of PQ in (102)

orientation is rotated by +7	 (i.e. counterclockwise) with

respect to the h011iAg directions. An evaluation of the data

from the LHS and RHS of the detector was then performed.

As expected, no significant differences in the unit-cell vectors

(including contact planes, epitaxial relationships and lattice

constants) were found. The lattice constants were determined

by averaging over all 24 sets of lattice constants. We then

obtained a = 5.059 � 0.012, b = 8.097 � 0.026, c = 8.916 �

0.032 Å, �= 91.64� 0.24	, �= 92.95� 0.56	, � = 94.17� 0.23	,

V = 363.5 Å3.

In a last step, we optimized the lattice parameters with

respect to the vector lengths qxyz and the components qz (see

Appendix D) and obtained the following values: a = 5.063, b =

8.091, c = 8.916 Å, � = 91.61	, � = 92.92	, � = 94.13	, V =

363.6 Å3. These parameters differ only slightly from the values

given above and the error function Exyz,z decreases only

minimally from 0.0113 to 0.0112 Å�1.

The expected peak positions of this solution are plotted

together with the two-dimensional reciprocal-space map in

Fig. 2(c). A three-dimensional representation of the experi-

mental data and the expected peak positions is given in Fig. 4.

In both, a good agreement is observed. The lattice constants

we obtain by following this protocol are in excellent agree-

ment with the crystal structure of PQ reported for thin films

grown on a highly oriented pyrolytic graphite (HOPG) surface

(Simbrunner et al., 2018). Furthermore, comparison of

experimental with expected peak intensities shows good

agreement. Therefore, the known crystal structure solution

can be used to develop a model of the arrangement of PQ

molecules with respect to the Ag(111) surface. Fig. 5(a) shows

the situation of the (102) contact plane and a b-axis rotation

angle of +7	 with respect to the high-symmetry direction of the

silver surface. Nearly completely flat-lying molecules are

found which are rotated with respect to the high-symmetry

silver directions. Adjacent molecules are slightly slipped to
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Figure 4
Positions of X-ray diffraction peaks (black) of pentacenequinone crystals grown on an Ag(111) surface obtained from rotating GIXD experiments. Top:
qy/qx positions of the diffraction peaks; bottom: qz/qx positions. (a) Indexing (blue circles) of a single type of epitaxially oriented crystals grown with the
(102) plane parallel to the substrate surface; (b) a second type of crystals grown with the (102) contact plane is indexed (red circles); (c) indexing of all 12
types of epitaxially oriented crystals.

Figure 5
Two different epitaxial alignments of pentacenequinone crystals on the
Ag(111) surface, (a) with the (102) plane and (b) with the (102) plane
parallel to the surface. The b axis is rotated by �7	 with respect to the
high-symmetry direction on the Ag(111) surface.



form short contacts between neighbouring oxygen and

hydrogen atoms, which highlights the role of hydrogen

bonding in the formation of the PQ crystal structure. In

turn, for the (102) contact plane a b-axis rotation angle of �7	

with respect to the silver high-symmetry direction [cf. Fig.

5(b)] is found, i.e. a rotation of the molecules in the opposite

direction.

4. Discussion

We regard our algorithm for the analysis of X-ray diffraction

patterns of thin films via rotating the sample to determine

reciprocal-lattice vectors advantageous for the following

reasons: (i) the lattice vectors of the involved unit cells and

their orientation can be determined simultaneously. The

method is suitable for implementation of (semi)automatic

processing. (ii) Only a few reciprocal vectors are required.

Theoretically, only three vectors are sufficient to determine

the parameters and orientation of the unit cell if the deter-

minant of the matrix of the corresponding Laue indices is �1.

(iii) Indexing is possible even if crystals with different crys-

tallographic unit cells and orientations are present. Depending

on measurement accuracy and available boundary conditions,

about six to eight related reciprocal vectors may be sufficient

for a correct assignment to the corresponding unit cell. The

knowledge of a contact plane as determined by available

specular diffraction data can be of considerable help for

selecting the proper unit-cell vectors. (iv) No previous

knowledge of the structure is necessary, and the intensities of

the various reflections are not required. For symmetry

considerations, however, the diffraction intensities must be

included.

We note that our method of combination of three

reciprocal-lattice vectors has been suggested before (Duisen-

berg, 1992; Morawiec, 2017). In both cases this approach is

used for solving difficult cases in single-crystal diffractometry

such as twin lattices, fragmented crystals and unreliable data.

Duisenberg takes the end points of three observed reflection

vectors to build the normal to the plane formed by any three

of these points. Then all observed points are projected onto

this normal. This helps in eliminating spurious vectors which

do not belong to the direct cell. Morawiec combines three

reciprocal-lattice vectors to calculate the corresponding unit-

cell volumes and searches for periodicities to select the vectors

that support the definite parallelepiped. This procedure is

related to the algorithm we suggest for selecting the proper

reciprocal-lattice vectors. In our case, however, the direct unit

cell is determined first, and then further reciprocal-lattice

vectors are selected.

Immediately switching into real space for finding the unit-

cell vectors is advantageous as several possible criteria and

boundary conditions may exist for reducing possible solutions:

(i) unit-cell volume and parameters, (ii) scalar product criteria

(Niggli conditions) and (iii) including information from the

specular scan if a contact plane is experimentally determined.

To reduce the errors due to experimental imperfections, the

lattice vectors of one unit cell are fitted before calculating the

cell parameters and orientation angles. This is accomplished

by analytically minimizing error functions, which can be

defined both for reciprocal and real space.

Finally, our methodology allows the direct analytical

determination of the orientation parameters, i.e. the angles �,

 (or the Miller indices u, v, w of the contact plane) and ’ of

the rotation matrices. These angles refer to the chosen refer-

ence system.

If a very large number of reciprocal vectors are obtained,

alternative algorithms may be advantageous. The existing

autoindexing method incorporated in MOSFLM (Leslie,

1992) – FFT autoindexing routines written by the Rossmann

group at Purdue University (Rossmann & van Beek, 1999) –

relies on the calculation of many difference vectors between

diffraction maxima in reciprocal space (Kabsch, 1993).

Preliminary results, however, show that our method is espe-

cially effective in analysing epitaxially grown crystallites not

only with various orientations but also with various poly-

morphs.

5. Conclusion

In this work, we present an algorithm for indexing GIXD

diffraction patterns obtained with monochromatic radiation,

where three-dimensional reciprocal-lattice vectors are deter-

mined as is done in single-crystal diffraction experiments.

Our method is particularly advantageous if the number

of reflections is relatively small or the sample is inhomoge-

neous and consists of various crystal lattices or orientations,

as is commonly found for thin films grown on single-

crystalline substrates. For easy access to epitaxial relationships

the lattice constants of the involved unit cells and the para-

meters of the orientation matrix can be determined simulta-

neously.

APPENDIX A
Determining the rotation angles w, ���� and u

The rotation parameters  and � and the parameters �a, �b

and �c can be preferably obtained by using the following

equations, which can easily be derived from the expressions in

Table 1 and equation (14):

cos ¼
az cos � � bz

a
b

a2
z þ b2

zð
a
bÞ

2
� 2azbz

a
b cos �

� �1=2
ð24Þ

cos � ¼ ðaza� cos�� þ bzb� cos�� þ czc�Þ,"
a2

z

2�

a sin �

� �2

þb2
z

2�

b sin �

� �2

�2azbz

2�

a sin �

2�

b sin �
cos �

þ ðaza� cos�� þ bzb� cos�� þ czc�Þ2

#1=2

ð25Þ
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cos �a ¼
a

ða2 � a2
zÞ

1=2

az cos � � bz
a
b

a2
z þ b2

z
a
b

� �2
�2azbz

a
b cos �

h i1=2
ð26Þ

cos �b ¼
b

ðb2 � b2
zÞ

1=2

az � bz
a
b cos �

a2
z þ b2

z
a
b

� �2
�2azbz

a
b cos �

h i1=2
ð27Þ

cos �c ¼
c

ðc2 � c2
zÞ

1=2

az cos�� bz
a
b cos �

a2
z þ b2

z
a
b

� �2
�2azbz

a
b cos �

h i1=2
: ð28Þ

Note that two special cases must be considered:

(i) If az < 0 (i.e. u < 0) then  ! 2� �  [as  is in the

interval [�, 2�], see equation (13)].

(ii) If az = 0 and bz = 0 (i.e. u = v = 0) then  = 0, � = 0, �a =

0, �b = � and cos �c = cos(�)/rc.

If the ratios az/bz = u/v, az/cz = u/w and bz/cz = v/w are

rational numbers, one can conclude that a contact plane (with

the Miller indices uvw) exists. If the specular diffraction peak

is known, the indices can be directly calculated from u =

(az/a)(gspec/2�), v = (bz/b)(gspec/2�) and w = (cz/c)(gspec/2�).

From Table 1 the following expressions for the phase ’ can

be deduced:

ax

ða2 � a2
zÞ

1=2
¼

ax

ða2
x þ a2

yÞ
1=2
¼ cosð’þ  ��aÞ ð29Þ

ay

ða2 � a2
zÞ

1=2
¼

ay

ða2
x þ a2

yÞ
1=2
¼ sinð’þ  ��aÞ: ð30Þ

As ’ covers the range between 0 and 2�, equations (29) and

(30) must be considered. This can be expressed in the

following way:

’ ¼
tan�1 ay

ax
�  þ�a; ax > 0

tan�1 ay

ax
�  þ�a þ �; ax < 0

(
: ð31Þ

Analogously, the following relations are valid:

’ ¼
tan�1 by

bx
�  ��b; bx > 0

tan�1 by

bx
�  ��b þ �; bx < 0

(
ð32Þ

’ ¼
tan�1 cy

cx
�  ��c; cx > 0

tan�1 cy

cx
�  ��c þ �; cx < 0

(
: ð33Þ

As ’ can be independently calculated from the lattice vectors

a, b and c, the accuracy of the result can be checked and a

mean value of ’ can be determined.

APPENDIX B
Optimizing the matrix of the unit-cell vectors in real
space

From equation (23) the error regarding the unit-cell vector a

with respect to N associated reciprocal-lattice vectors gi and

the corresponding Laue indices hi can be expressed as

Ea;Nðax; ay; azÞ ¼
1

N

XN

i¼1

ðaxgx;i þ aygy;i þ azgz;i � hiÞ
2

" #1=2

:

ð34Þ

Ea,N becomes minimal if

	Ea;N

	ax

¼
	Ea;N

	ay

¼
	Ea;N

	az

¼ 0

is fulfilled. From this condition the following relations can be

derived:

ax

ay

az

0
@

1
A ¼ 2�Q�1

PN
i¼1 gx;ihiPN
i¼1 gy;ihiPN
i¼1 gz;ihi

0
B@

1
CA; ð35Þ

where

Q ¼

PN
i¼1 g2

x;i

PN
i¼1 gx;igy;i

PN
i¼1 gx;igz;iPN

i¼1 gx;igy;i

PN
i¼1 g2

y;i

PN
i¼1 gy;igz;iPN

i¼1 gx;igz;i

PN
i¼1 gy;igz;i

PN
i¼1 g2

z;i

0
B@

1
CA: ð36Þ

Analogously, the error functions for the cell vectors b and c

with respect to the measured reciprocal-lattice vectors gi and

the corresponding Laue indices ki and li, respectively, can be

expressed as

Eb;N bx; by; bz

� �
¼

1

N

XN

i¼1

ðbxgx;i þ bygy;i þ bzgz;i � kiÞ
2

" #1=2

;

ð37Þ

Ec;N cx; cy; cz

� �
¼

1

N

XN

i¼1

ðcxgx;i þ cygy;i þ czgz;i � liÞ
2

" #1=2

:

ð38Þ

Then, Eb,N and Ec,N become minimal for

bx

by

bz

0
@

1
A ¼ 2�Q�1

PN
i¼1 gx;ikiPN
i¼1 gy;ikiPN
i¼1 gz;iki

0
B@

1
CA; ð39Þ

cx

cy

cz

0
@

1
A ¼ 2�Q�1

PN
i¼1 gx;iliPN
i¼1 gy;iliPN
i¼1 gz;il

0
B@

1
CA: ð40Þ

APPENDIX C
Optimizing the matrix of the unit-cell vectors in
reciprocal space

In analogy to equations (4) and (9) the reciprocal-lattice

vectors gi can be written as
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gi ¼

a�x
a�y
a�z

0
@

1
Ahi þ

b�x
b�y
b�z

0
@

1
Aki þ

c�x
c�y
c�z

0
@

1
Ali ð41Þ

where ax*, ay*, az*, bx*, by*, bz*, cx*, cy*, cz* are the compo-

nents of the reciprocal-space vectors, and hi, ki, li are the

corresponding Laue indices. Then, for N reciprocal-space

vectors the error function Ex,N can be expressed as

Ex;N a�x; b�x; c�xð Þ ¼
1

N

XN

i¼1

ða�xhi þ b�xki þ c�x li � qx;iÞ
2

" #1=2

:

ð42Þ

Ex becomes minimal if

	Ex;N

	a�x
¼
	Ex;N

	b�x
¼
	Ex;N

	c�x
¼ 0

is fulfilled. From this condition the following relations can be

derived:

a�x
b�x
c�x

0
@

1
A ¼ Q��1

PN
i¼1 gx;ihiPN
i¼1 gx;ikiPN
i¼1 gx;ili

0
B@

1
CA; ð43Þ

where

Q� ¼

PN
i¼1 h2

i

PN
i¼1 hiki

PN
i¼1 hiliPN

i¼1 hiki

PN
i¼1 k2

i

PN
i¼1 kiliPN

i¼1 hili

PN
i¼1 kili

PN
i¼1 l2

i

0
@

1
A: ð44Þ

Analogously, the error functions for the cell vectors b and c

with respect to the measured reciprocal-lattice vectors gi and

the corresponding Laue indices hi, ki and li can be expressed

as

Ey;N a�y; b�y; c�y
� �

¼
1

N

XN

i¼1

ða�yhi þ b�yki þ c�y li � gy;iÞ
2

" #1=2

;

ð45Þ

Ez;N a�z; b�z; c�z
� �

¼
1

N

XN

i¼1

ða�zhi þ b�zki þ c�zli � gz;iÞ
2

" #1=2

:

ð46Þ

Then, Ey,N and Ez,N become minimal for

a�y
b�y
c�y

0
@

1
A ¼ Q��1

PN
i¼1 gy;ihiPN
i¼1 gy;ikiPN
i¼1 gy;ili

0
B@

1
CA; ð47Þ

a�z
b�z
c�z

0
@

1
A ¼ Q��1

PN
i¼1 gz;ihiPN
i¼1 gz;ikiPN
i¼1 gz;ili

0
B@

1
CA: ð48Þ

The components of the unit cell in real space can be calculated

from the following expression:

A ¼

ax ay az

bx by bz

cx cy cz

0
@

1
A ¼ 2�A��1

¼ 2�
a�x b�x c�x
a�y b�y c�y
a�z b�z c�z

0
@

1
A
�1

:

ð49Þ

APPENDIX D
Analytical optimization of the unit-cell parameters with
respect to qxyz and qz

If the Laue indices are determined and the unit-cell para-

meters are calculated by evaluating the reciprocal vectors as

described above, in a last step they may be optimized with

respect to the measured vector length qxyz and the component

qz, which are phase-invariant. This can be accomplished

analytically by considering small errors and first-order

correction. It is convenient to use the reciprocal cell para-

meters and minimize the quadratic error function Exyz,z:

En
xyz;z a�; b�; c�; ��; ��; ��ð Þ

¼

n
En

xyz a�; b�; c�; ��; ��; ��ð Þ
� �2

þ En
z a�; b�; c�; ��; ��; ��ð Þ

� �2
o1=2

;

ð50Þ

where

En
xyz ¼

"
1

n

Xn

i¼1

	
gxyz;i þ

	gxyz;i

	a�
"a� þ

	gxyz;i

	b�
"b� þ

	gxyz;i

	c�
"c�

þ
	gxyz;i

	��
"�� þ

	gxyz;i

	��
"�� þ

	gxyz;i

	��
"�� � qxyz;i


2

#1=2

;

ð51Þ

En
z ¼

"
1

n

Xn

i¼1

	
gz;i þ

	gz;i

	a�
"a� þ

	gz;i

	b�
"b� þ

	gz;i

	c�
"c�

þ
	gz;i

	��
"�� þ

	gz;i

	��
"�� þ

	gz;i

	��
"�� � qz;i


2

#1=2

: ð52Þ

(qxyz,i, qz,i) are the measured and (gxyz,i, gz,i) are the calculated

peak positions of the ith reflection, n is the number of

reflections and "a� ; "b� ; "c� ; "�� ; "�� ; "�� are the correction

terms. En
xyz;z becomes minimal if

	En
xyz;z

	a�
¼
	En

xyz;z

	b�
¼
	En

xyz;z

	c�
¼
	En

xyz;z

	��
¼
	En

xyz;z

	��
¼
	En

xyz;z

	��
¼ 0

is fulfilled. From this condition the following relation can be

derived:
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Xn

i¼1

f2
a�;i fa�;ifb�;i fa�;ifc�;i fa�;if��;i fa�;if��;i fa�;if��;i

fa�;ifb�;i f2
b�;i fb�;ifc�;i fb�;if��;i fb�;if��;i fb�;if��;i

fa�;ifc�;i fb�;ifc�;i f2
c�;i fc�;if��;i fc�;if��;i fc�;if��;i

fa�;if��;i fb�;if��;i fc�;if��;i f2
��;i f��;if��;i f��;if��;i

fa�;if��;i fb�;if��;i fc�;if��;i f��;if��;i f2
��;i f��;if��;i

fa�;if��;i fb�;if��;i fc�;if��;i f��;if��;i f��;if��;i f2
��;i

0
BBBBBBBBB@

1
CCCCCCCCCA

�

"�a

"�b
"�c

"��

"��
"��

0
BBBBBBBB@

1
CCCCCCCCA
¼
Xn

i¼1

fa�;i

fb�;i

fc�;i

f��;i

f��;i

f��;i

0
BBBBBBBB@

1
CCCCCCCCA

qxyz;i � gxyz;i

qz;i � gz;i

� �
; ð53Þ

where the matrix contains the inner products of the vectors

fa�;i ¼
	gxyz;i

	a�
;
	gz;i

	a�

� �
; fb�;i ¼

	gxyz;i

	b�
;
	gz;i

	b�

� �
;

fc�;i ¼
	gxyz;i

	c�
;
	gz;i

	c�

� �
; f��;i ¼

	gxyz;i

	��
;
	gz;i

	��

� �
;

f��;i ¼
	gxyz;i

	��
;
	gz;i

	��

� �
and f��;i ¼

	gxyz;i

	��
;
	gz;i

	��

� �
:

Furthermore, for the length gxyz,i, the out-of-plane component

gz,i of the ith reciprocal vector and the specular scan gspec the

following expressions are valid:

g2
xyz;i ¼ h2

i a�2 þ k2
i b�2 þ l2

i c�2 þ 2hikia
�b� cos ��

þ 2hilia
�c� cos�� þ 2kilib

�c� cos ��; ð54Þ

gz;i ¼ ½hiua�2 þ kivb�2 þ liwc�2 þ ðhivþ kiuÞa
�b� cos ��

þ ðhiwþ liuÞa
�c� cos �� þ ðkiwþ livÞb

�c� cos ��
=gspec;

ð55Þ

gspec ¼
�
u2a�2 þ v2b�2 þ w2c�2 þ 2uva�b� cos ��

þ 2uwa�c� cos �� þ 2vwb�c� cos��
�1=2
: ð56Þ

From equation (54) the following derivatives of gxyz,i can be

obtained:

	gxyz;i

	a�
¼

h2
i a� þ hikib

� cos �� þ hilic
� cos ��

gxyz;i

; ð57Þ

	gxyz;i

	b�
¼

k2
i b� þ hikia

� cos �� þ kilic
� cos ��

gxyz;i

; ð58Þ

	gxyz;i

	c�
¼

l2
i c� þ hilia

� cos�� þ kilib
� cos��

gxyz;i

; ð59Þ

	gxyz;i

	��
¼ �

kilib
�c� sin ��

gxyz;i

; ð60Þ

	gxyz;i

	��
¼ �

hilia
�c� sin ��

gxyz;i

; ð61Þ

	gxyz;i

	��
¼ �

hikia
�b� sin ��

gxyz;i

: ð62Þ

From equation (55), using equation (56), the following deri-

vatives of gz,i result:

	gz;i

	a�
¼

a�

gspec

2hiu� u2 gz;i

gspec

 !

þ
b� cos ��

gspec

hivþ kiu� uv
gz;i

gspec

 !

þ
c� cos ��

gspec

hiwþ liu� uw
gz;i

gspec

 !
; ð63Þ

	gz;i

	b�
¼

b�

gspec

2kiv� v2 gz;i

gspec

 !

þ
a� cos ��

gspec

hivþ kiu� uv
gz;i

gspec

 !

þ
c� cos��

gspec

kiwþ liv� vw
gz;i

gspec

 !
; ð64Þ

	gz;i

	c�
¼

c�

gspec

2liw� w2 gz;i

gspec

 !

þ
a� cos��

gspec

hiwþ liu� uw
gz;i

gspec

 !

þ
b� cos��

gspec

kiwþ liv� vw
gz;i

gspec

 !
; ð65Þ

	gz;i

	��
¼ �

b�c� sin ��

gspec

kiwþ liv� vw
gz;i

gspec

 !
; ð66Þ

	gz;i

	��
¼ �

a�c� sin ��

gspec

hiwþ liu� uw
gz;i

gspec

 !
; ð67Þ

	gz;i

	��
¼ �

a�b� sin ��

gspec

hivþ kiu� uv
gz;i

gspec

 !
: ð68Þ

From equation (52) the correction terms can be determined

and added to the corresponding reciprocal cell parameters to

obtain the new values. For larger errors it is advantageous to

repeat this procedure. The cell parameters in real space are

finally obtained by using their relations with the reciprocal-

lattice parameters [c.f. equation (5)].
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4.5 Other Publications Employing Rotating Grazing
Incidence X-ray Diffraction

Further publications employing rotating GIXD with the author of this thesis being
co-author are listed below. Depending on the publication, his contributions range
from the rotating GIXD measurements to data evaluation and interpretation, figure
preparation and manuscript writing/proof reading.
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4 Results

4.6 Other Publications Employing Static Grazing
Incidence X-ray Diffraction

Publications employing static GIXD with the author of this thesis being co-author
are listed below. Depending on the publication, his contributions range from the
static GIXD measurements to data evaluation and interpretation, figure creation
and manuscript writing/proof reading.
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5 Conclusion

This thesis presented the method of rotating GIXD. This technique is especially
suited for crystalline thin-film samples with out-of-plane and an additional in-plane
alignment of the crystallites. This is due to the surface sensitivity achieved by
limited penetration depths and the possibility of a sample rotation around its
surface normal. Rotation allows mapping of large volumes of reciprocal space
to gain access to a wide range of the available diffraction information. Rotating
GIXD can be applied independent of the reason for the in-plane alignment, e.g.
very defined epitaxial growth due to the interplay of the adsorbate molecules with
the substrate, samples with statistical problems due to a low number of large
crystallites or in-plane alignment introduced by sample preparation.

To allow users to employ rotating GIXD several aspects of the experimental setup
were discussed in detail (with an emphasis on the XRD1 beamline at the Elettra
synchrotron, Trieste, Italy). For example, the detector position plays an important
role during measurements, since it defines which part of reciprocal space is accessible.
The detailed discussion of further related topics such as sample mounting, common
procedures applied in sample alignment, the influence of misalignment on the
diffraction patterns and its impact on the lattice constant determination will avoid
repetition of errors previously made and will ensure maintaining the current high
quality of diffraction data obtained at the XRD1 beamline.

For the evaluation of the rotating GIXD data, the software package GIDVis was
presented. GIDVis can be used during several steps of the experiment: In the
alignment procedure, it can be conveniently used to extract z-scans and rocking
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5 Conclusion

curves from two-dimensional detector images. Then, a calibration measurement
can be analysed which subsequently allows the conversion of experimental data
to reciprocal space. Several data evaluation features can be used, e.g. extracting
intensity profiles along different directions of reciprocal space, texture and crystal
phase analysis, intensity corrections, etc. Furthermore, GIDVis can be used to
extract PFs from the available diffraction data. From them, the in-plane-alignment
of the crystallites can be determined, independent of the source of the alignment. A
MATLAB script was presented for this evaluation step. During this thesis, GIDVis
was applied to differentiate the polymorphs of the pharmaceutical molecule carba-
mazepine, where thin films show statistical problems and thus were measured with
rotating GIXD. Additionally, the identification of the crystal structure, out-of-plane
and in-plane alignment of crystallites of a thin film of the organic semiconductor
P2O epitaxially grown on a single-crystalline metal substrate from rotating GIXD
data and PFs was presented.

In case the film crystallizes in an unknown crystal structure, indexing has to be
performed, i.e. assigning the corresponding hkl indices to the observed diffraction
peaks. This requires knowledge of the lattice parameters and the contact plane.
Therefore, an algorithm was presented which uses the three-dimensional peak
positions from rotating GIXD for the evaluation. Additionally, information about
the out-of-plane spacing (i.e. perpendicular to the substrate surface) can be used
to reduce the number of possible solutions. Although this information cannot be
accessed via GIXD measurements, it is typically obtained by simple specular scans.
The presented approach was applied to a thin film of the organic semiconducting
molecule P2O grown on a single-crystalline metal surface and confirms the already
known lattice parameters. Additionally, the algorithm allowed the determination
of the in-plane alignment of the crystallites with high accuracy.
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