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Abstract. Restoration of real-world analog video is
a challenging task due to the presence of very het-
erogeneous defects. These defects are hard to model,
such that creating training data synthetically is infea-
sible and instead time-consuming manual editing is
required. In this work we explore whether reasonable
restoration models can be learned from data without
explicitly modeling the defects or manual editing. We
adopt Noise2Noise techniques, which eliminate the
need for ground truth targets by replacing them with
corrupted instances. To compensate for temporal mis-
matches between the frames and ensure meaningful
training, we apply motion correction. Our experi-
ments show that video restoration can be learned
using only corrupted frames, with performance ex-
ceeding that of conventional learning.

1. Introduction

Recently the approach to signal reconstruction
from corrupted measurements shifted from explic-
itly modeling the statistics of the corruptions and
image priors, e.g. Block-matching and 3D filtering
(BM3D) [6] or Total Variation (TV) based meth-
ods [4, 24], to learning based techniques such as
Convolutional Neural Networks (CNNs) [11]. Since
then, deep learning techniques [9, 18] have become
very popular. Residual learning [9], batch normal-
ization [10] and similar improvements along with
increasing computational power and high quality
datasets made it possible to train such architectures ef-
ficiently. Deep architectures are now the state-of-the-
art for many image restoration tasks such as denoising,
deblurring, and inpainting [8, 13, 19] as well as se-
mantic segmentation [16, 23] and classification [27].

Despite these advances, generalization perfor-
mance of such models is still largely limited by the
size of the available dataset. The acquisition of clean
targets is often very tedious or difficult and it has

Figure 1. Sample from the dataset, corrupted by typical
temporally incoherent and very local defects highlighted
in orange.

been proposed that data collection is becoming the
critical bottleneck in machine learning [22]. It is
therefor interesting to investigate whether networks
can learn meaningful mappings when only being pre-
sented corrupted samples — both as input and as tar-
get. Lethinen et al. [15] showed that clean targets are
not required to learn meaningful reconstructions, pro-
vided that the corrupted samples are drawn from an
arbitrary distribution conditioned on the clean target
which needs to be the expected value. This technique
now known as Noise2Noise (N2N) has been success-
fully applied to image restoration tasks [14].

In this work we explore the applicability of N2N
for video denoising, especially concerning the real-
world case of having finite data. Due to the nature
of the defects, acquiring ground truth samples would
require manual editing of the frames and is often not
feasible. Further, the defects are very complex and
divers in nature such that modeling them is difficult
to impossible. Figure 1 displays such an example,
where temporally incoherent defects with small spa-
tial extent and high inter-pixel correlation can be seen.

The N2N setting imposes limitations that require
special considerations. Since different frames show
the scene at different points in time, they cannot di-
rectly be used as training pairs. We overcome this by
separating temporal motion compensation and spatial
denoising, allowing corrupted samples to be both in-
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put and target for the model. With this architecture
we were able to achieve satisfactory results, showing
that video restoration can be done entirely without
ground truth data. This significantly eases the task by
avoiding the requirement for tedious manual labeling.

2. Related Work

Learning-based Image Restoration Convolu-
tional Neural Networks (CNNs) were first used in
2008 [11], where they achieved similar performance
to model based approaches. Later, Burger et al. [2]
showed that shallow plain Multi Layer Perceptrons
(MLP) can achieve results comparable to BM3D.
The DnCNN [30] combined recent advances such
as the convolutional structure, global residual
learning [27], batch normalization [10], and a ReLU
activation [20] to achieve a significant performance
increase over state-of-the-art explicit models. Later,
the FFDNet [31] extended the DnCNN by the use
of input noise maps to account for spatially varying
noise intensity, in order to apply it to real-world
photographs. CBDNet [8] builds on this idea and
introduces a noise estimation subnetwork whose
output is fed into the denoising network along
with the image to achieve notably good results for
real-world denoising.

Video Restoration Compared to image denoising,
little work exists on video denoising. Patch-based
approaches are still the most prominent, e.g. V-
BM4D [17] and Video Non-Local Bayes (VNLB) [1].
The Deep Video Denoising Network (DVDNet) [28]
was one of the first convolutional network approaches
to outperform VNLB, whilst being computationally
more efficient. In the DVDNet, two separate net-
works are used for spatial and temporal denoising,
and adjacent frames are motion compensated using
DeepFlow [29]. Similarly, ViDeNN [5] uses sepa-
rated spatial and temporal denoising networks, but mo-
tion compensation is learned in the temporal network.
Frame-to-frame Training [7] exploits N2N by fine-
tuning a pretrained network on motion-compensated
successive frames. However, the applicability to real-
world data remains limited since only one frame is
considered for restoration. Besides denoising, learn-
ing based methods have been successfully applied
to frame interpolation [21], super resolution [3] and
deblurring [25].

3. Methods

We consider video scenes ξi = (xij)
Nf

j=1
consisting

of Nf frames xij ∈ Rn3 with a resolution n = n1 ×
n2 and RGB channels. Each frame of a scene xij is
assumed to be corrupted by additive noise, i.e.

xij = yij + ng + nd , (1)

where yij is the underlying clean true frame, ng mod-
els noise due to film grain and nd represents the spa-
tially correlated single-frame defects highlighted in
Figure 1. Both noise sources are uncorrelated across
the temporal dimension due to the stochastic nature
of film grain ng and the temporal incoherence of nd.
We note that the approach is not limited to this noise
model.

3.1. Models for Single-Frame Defect Restoration

The simplest approach to estimate the clean true
frame yij is by means of single-frame denoising. For
this setting we use the DnCNN [30] to generate a
prediction ŷij by

ŷji = N θ
S(xij) , (2)

solely based on the single corresponding corrupted
frame xij . Here, θ are the parameters of the DnCNN.
They are learned from data either by supervised learn-
ing (SL) — provided that target frames are available
— or by the N2N approach, which we describe later
in this section. The major disadvantage of the single-
frame denoising approach is that the model cannot
exploit temporal information to detect and restore the
single-frame defects.

To overcome this issue and enable the extraction
of temporal features, we propose to learn a variant
of the DnCNN model operating on two consecutive
frames. These two adjacent frames need to be aligned
to compensate the motion in dynamic scenes and ease
the denoising problem. In detail, we account for the
motion by computing the optical flow

f izj = F(xiz, x
i
j) (3)

from frame xiz to xij , where F : Rn3 × Rn3 → Rn2
implements the pretrained PWC-Net [26]. Using the
thereby estimated flow f izj , we warp a frame xiz of the
scene onto the reference frame xij by

x̂izj =W(xiz, f
i
zj) (4)
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to obtain the motion compensated frame x̂izj , where
W : Rn3 ×Rn2 → Rn3 is the bilinear warping opera-
tor.

In addition, we also compute the backward flow f ijz
and perform a forward-backward check to obtain a
binary mask mi

zj ∈ {0, 1}n in the reference frame xij
discarding occluded areas. To enable an effective
detection of the single-frame defects using temporal
information, we require the flow estimation to inter-
polate over the defects such that they are considered
valid in the mask.

Combining the motion compensated frame and the
mask with the reference frame xij yields the input to
the dynamic modelN θ

D : Rn3×Rn3×{0, 1}n → Rn3.
Its output

ŷizj = N θ
D(xij , x̂

i
zj ,m

i
zj) (5)

is the estimation of the clean true frame combining
spatial and temporal information from two adjacent
frames. As before θ denotes the trainable parameters
of the DnCNN model learned from data by a SL or
N2N approach.

3.2. Supervised and Noise2Noise Learning

Let us first consider supervised learning for recon-
structing single-frame defects. Here one requires
for every training sample frame xij a corresponding
target frame ȳij , which can be created by tedious and
time-consuming manual editing. Given a collection
of corrupted video scenes {ξi = (xi1, . . . , x

i
Nf

)}Ns

i=1
and a corresponding manually edited target
scene {ψi = (ȳi1, . . . , ȳ

i
Nf

)}Ns

i=1
, we define the

supervised training problem as

min
θ

Ns∑

i=1

LSL{S,D}(ξi, ψi, θ) . (6)

The scene specific loss LSL{S,D} depends on the consid-
ered model. For the static model N θ

S we use

LSLS (ξi, ψi, θ) =

Nf∑

j=1

`
(
N θ
S(xij)− ȳij

)
, (7)

whereas the loss for the dynamic model N θ
D is given

by

LSLD (ξi, ψi, θ) = (8)
Nf∑

j=1

Nf∑

z=1
z 6=j

`
(
N θ
D(xij , x̂

i
zj ,m

i
zj)− ȳij

)
,

where ` ∈ {‖·‖1, ‖·‖22, ‖·‖ε} and ‖x‖ε =
∑

i |xi|ε is
the Huber norm using

|x|ε =

{
1
2x

2 if |x| ≤ ε
ε(|x| − 1

2ε) else
. (9)

Despite the constant number of training sample
frames, we can use NsNf (Nf − 1) pairs for training
the dynamic model due to the possible permutations,
a factor of (Nf − 1) more than for the static model.

To avoid the manual editing of target frames,
we propose to adopt the N2N approach to remove
single-frame defects. Thus, only the corrupted
video scenes {ξi = (xi1, . . . , x

i
Nf

)}Ns

i=1
are used dur-

ing training. We modify the training problem for N2N
to estimate the learnable parameters θ of the models
to

min
θ

Ns∑

i=1

LN2N
{S,D}(ξi, θ) , (10)

using the specific scene loss for the static model

LN2N
S (ξi, θ) =

Nf∑

j=1

Nf∑

k=1
k 6=j

`
(
mi
kj � (N θ

S(xij)− x̂ikj)
)

(11)
and for the dynamic model

LN2N
D (ξi, θ) = (12)
Nf∑

j=1

Nf∑

z=1
z 6=j

Nf∑

k=1
k 6=j
k 6=j

`
(
mi
kj � (N θ

D(xij , x̂
i
zj ,m

i
zj)− x̂ikj)

)
.

This is illustrated in Figure 2. In contrast to super-
vised learning, we choose a frame xik and compensate
for the motion to the reference frame xij and get the
warped frame x̂ikj as well as the binary mask mi

kj .
Then we only evaluate the loss function in the areas
where the forward-backward check is consistent to dis-
regard motion estimation errors. A particular advan-
tage of N2N learning is that a factor of (Nf −1) more
training samples are available for the static model and
(Nf −2) for the dynamic model without the necessity
to manually edit any frame.

In all our numerical experiments we optimize (6)
and (10) using a dataset ofNs = 368 video sequences
of Nf = 3 frames, which was divided into training
(343) and test set (25). For each of the 368 samples
there is 1 manually edited target at j = 2, where only
the single-frame defects nd were removed and the film
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training data

ξi = (xi1, . . . , x
i
Nf

)

motion
correction

motion
correction

xiz

xik

{x̂izj ,mi
zj}

{x̂ikj ,mi
kj}

N θ
D

`
ŷizj

xij

xij

xij

xij

Figure 2. Illustration of the proposed sampling process for N2N learning to video restoration using motion compensation.
Here we choose xij as the reference frame, and warp xiz and xik onto it. Then, we calculate the estimate ŷizj by using the
reference frame xij and x̂izj , and finally the loss using x̂ikj .

Error
static dynamic

SL N2N SL N2N

`2 0.002 151 0.018 161 0.000 675 0.001 648
`1 0.002 736 0.012 005 0.000 320 0.001 910
ε = 0.1 — — 0.000 721 0.001 630

Table 1. Evaluation of the average mean squared error to
the manually edited target images of the test set.

grain was not changed. We used a pre-trained PWC-
Net [26] for motion compensation and extended the
DnCNN [30] to 20 layers with batch normalization,
and 64 convolution kernels of size 3× 3. Using the
ADAM [12] optimizer on a batch size of 128, we
trained the models for 3000 iterations with a learning
rate of α = 1× 10−4 and decay rates of β1 = 0.9
and β2 = 0.999. We sampled patches of size 64× 64
from the frames and augmented the data by vertical
and horizontal flipping. Finally, we estimate ŷi2 as

ŷi2 =





ŷi12 if mi
12 ∧ (¬mi

32)

ŷi32 if mi
32 ∧ (¬mi

12)
ŷi12+ŷ

i
32

2 else

. (13)

4. Results

In this section we present results to highlight the
benefits of N2N learning for removing single-frame
defects in scanned historical video scenes. We per-
form quantitative and qualitative evaluation for the
static and dynamic models and compare supervised
learning to N2N. The qualitative results were also
evaluated in a reader study with a focus on temporal
coherence.

We show the Mean Squared Error (MSE) on the
test set in Table 1 and some representative examples
in Figure 3. Given the nature of the defects, their
detection is easier if the model can use temporal in-
formation. This is confirmed by the results in Table 1,

Original SL N2N

Overall Best 3.13 % 43.23 % 53.65 %
Least Flickering 0.52 % 10.94 % 88.54 %
Significant Smoothing 0 % 1.04 % 56.77 %

Table 2. Quantitative evaluation of the reader study. The
results of indicate that the majority of participants prefers
the N2N method, where artifacts are significantly better
removed at the cost of introducing some smoothing.

since the results show that the dynamic model outper-
forms the static model.

The numerical results indicate better performance
for the models trained on SL targets. However, this is
misleading since it does not necessarily correspond to
better defect removal. In fact, Figure 3 suggests that
N2N learning improves defect removal. The superior
MSE of supervised models is explained by the preser-
vation of film grain, which has not been removed
in the targets. In contrast, since film grain differs
between the frames, N2N models learn to remove
it. Thus, even though they are qualitatively better at
removing defects, they yield worse numerical errors.

Further, visual quality of videos cannot be de-
termined by considering the individual frames only.
The temporal context needs to be considered as well,
where incoherencies can lead to an unpleasant view-
ing experience. Quality measures could be improved
by taking temporal coherency into account, however
objective evaluation would still be problematic. Thus,
numerical error measures are not suited to fully deter-
mine the visual quality of the output.

In general, evaluation is best done by a human who
can subjectively decide whether, e.g., removal of film
grain is desired, and how pleasant the final video is to
watch over all. We therefor conducted a reader study1

1Material available at https://github.com/zacmar/restoration-
reader-study
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Figure 3. The first row depicts crops from the corrupted frame xij along with the corresponding manually edited target ȳij .
The second and third row show the results obtained using the static model N θ

S , whereas, the results of the dynamic model
are depicted in the last three rows. The columns alternate between supervised learning (SL) and N2N results and on the
right we show which loss function was used during training.

in which the reader was presented three versions of
the same scene side by side: (i) The original frames,
the output of the models trained using (ii) SL and
(iii) N2N (‖·‖ε, ε = 0.1). Table 2 presents the results
obtained from 24 people who were each shown 8
video sequences. It shows that the model trained with
N2N is best at removing the defects, at the cost of
over smoothing the images. Still, it was the overall
preferred method, with 53.65 % of all samples being
deemed “Overall Best” by the participants.

5. Conclusion

In this work we explored the possibilities of using
N2N learning for video restoration. We trained static
and dynamical models by considering adjacent frames
using supervised learning and N2N, relying on robust
motion estimation. Using this paradigm we demon-
strated that video restoration can be learned by only
looking at corrupted frames at performance levels
exceeding those of supervised learning. This opens
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up new possibilities in areas where acquiring clean
training data is too time consuming or infeasible.

There are some limitations that we leave for future
research. Due to the structure of our dataset, the num-
ber of samples available for N2N learning was limited
by the available ground truth targets. Since N2N does
not require manual frame editing, it is possible to
increase the size of the dataset without much effort.
Along with the increase of the size of the dataset,
the model complexity could be increased, typically
resulting in better performance.
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