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Abstract. The library of the TU Wien has been docu-
menting changes in its inventory in the form of phys-
ical library archive cards. To make these archive
cards digitally accessible, the cards and the text re-
gions therein need to be categorized and the text must
be made machine-readable. In this paper we present
a pipeline consisting of classification, page segmen-
tation and automated handwriting recognition that,
given a scan of a library card, returns the category
this card belongs to and an xml file containing the
extracted and classified text.

1. Introduction

A library catalogue is a register where all bib-
liographic entries found in a library are listed. In
this paper we present a pipeline that automatically
processes scanned images of library catalogue doc-
uments such that they can be made available and
also searchable in an online database. While ear-
lier work in this direction uses hand crafted rules
and regular expressions to classify text in extracted
OCR data, in recent years Convolutional Neural Net-
work (CNN) based methods that operate on pixel
level have formed the state-of-the-art in this task [4].

The library catalogue at hand consists of 113073
mostly handwritten documents, mostly collected in
the time period from 1815 to 1930. The scanned im-
ages contain exactly the card with no surrounding
content (see Fig. 1). Documents are classified into
two groups: library cards with a ”Signatur” (a unique
identifier) that we call S cards and cards without it
(V cards). V cards are not relevant for the online
database and must be sorted out.

For training 2000 S cards and 500 V cards where
manually extracted. The S cards where further sorted
into 5 classes based on their layout. The text regions
were manually annotated and verified by experts.

Model Accuracy
ResNet18 0.988
ResNet34 0.988
ResNet50 0.994

Table 1. The accuracy scores on the test set. The accuracy
is computed with respect to all 6 classes.

In this paper we describe a pipeline that, given a
scanned library card image, determines if it is type S
or V and then returns an xml file with the extracted
and classified text. We describe the components of
our pipeline in Section 2 and give a conclusion in
Section 3.

2. Methodology and Results

The pipeline developed in this project is summa-
rized in Fig. 1.

Classification of S and V cards We use a ResNet
[2] pretrained on ImageNet and finetuned on our doc-
uments to sort out V cards. We do not freeze any lay-
ers during finetuning but instead train the full model
with a smaller initial learning of 4 · 10−4. To prevent
large class imbalances we train the network on all
6 classes. The 2500 annotated documents are ran-
domly split into train, test and validation sets and
rescaled to 512 × 512. Table 1 shows the accuracy
scores on the test set for three ResNets with different
depth parameters.

Page segmentation of S cards The text regions
in S cards are categorized in 7 classes that each
contain document specific information like title, au-
thor, publisher or unique identifiers. The text region
classes are distinguished from one another by loca-
tion, font size and content. We use a CNN for image
segmentation to detect and classify the text regions
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Figure 1. The proposed pipeline consisting of (a) an image classifier to sort out V cards (b) a segmentation network to
detect and classify text regions and (c) baselines and finally (d) an HTR model whose output is combined with the baseline
segmentation and saved as an xml file. Colors denote the different text categories.

Model mIoU
Large Kernel Matters (ResNext101) 0.793
DeepLabV3+ (ResNet152) 0.799
dhSegment (ResNet50) 0.772

Table 2. The mIoU scores. The image classifiers in brack-
ets denote the frontend used.

and later also the text baselines therein. We exper-
iment with the models dhSegment [4], Global Con-
volutional Network (GCN) [5] and DeepLabV3+ [1].
The 2000 documents were first split in 50% train and
25% test and validation data each and then resized to
512×512. We found that adding a border around text
regions (a line with constant width along the outline
of text regions) as an additional class during train-
ing helps the network in learning to separate differ-
ent text regions. Table 2 shows the mean intersection
over union (mIoU) scores for the three best perform-
ing models. The segmentation is then used to classify
the extracted text as described below.

Handwriting Recognition For the detection of
text baselines and handwritten text recognition
(HTR) model from Transkribus [3] are used. The
Transkribus platform contains models for baseline
detection and HTR pretrained on german Kurrent
writing (with a character error rate of 7% on a seper-
ate reference dataset [3]), which is the predominant
writing style in our dataset. We apply the baseline
detection of Transkribus, then classify the baselines
according to the segmentation and add missing base-
lines for common errors. Afterwards the HTR model
is applied and the result is saved as an xml file.

3. Conclusion

We have presented an approach for the auto-
matic digitization of a library catalogue. We com-
pared state-of-the-art models for semantic segmenta-

tion and found that DeepLabV3+ performs well in
the task of page segmentation for historic handwrit-
ten documents. On the levels of baselines the clas-
sification of text using our segmentation appraoch
performs reasonably well for the application how-
ever the character error rate of 7% needs improve-
ment either through retraining on documents from
our dataset or by manual corrections. For futher
work, we believe that a better recognition of base-
lines has the largest potential for further improve-
ments.
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