
Robert Tafner, Dipl.-Ing. Bakk. techn.

Observer-Based Parameter Identification
Techniques: A Framework for

Vehicle Dynamics Assessment

DOCTORAL THESIS

to achieve the university degree of

Doktor der technischen Wissenschaften

submitted to

Graz University of Technology

First Supervisor:
Univ.-Prof. Dipl.-Ing. Dr.techn. Martin Horn

Institute of Automation and Control
Graz University of Technology

Second Supervisor:
Prof. Dr. Antonella Ferrara

Dipartimento di Ingegneria Industriale e dell’Informazione
University of Pavia

Graz, October 2015





Affidavit

Eidesstattliche Erklärung

I declare that I have authored this thesis independently, that I have not used other than

the declared sources/resources, and that I have explicitly indicated all material which

has been quoted either literally or by content from the sources used. The text document

uploaded to TUGRAZonline is identical to the present doctoral thesis.
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Abstract

Assessment of the vehicle handling especially with respect to its lateral dynamics is an

important aspect of the overall vehicle design and development process. However, a

higher rate of vehicle update cycles, an increasing number of variants and a required

high-quality comfort and/or driving reward render the evaluation process a challeng-

ing task. Consequently, virtual methods support the overall development process and

increase time and cost efficiency significantly. The so-called model-based (objective)

methodology aims to extract certain vehicle and/or driver model parameters from mea-

surement data. These can then be used to simulate standard handling maneuvers, rather

than performing them on a test track. State of the art parameter identification mecha-

nisms are commonly performed offline and require extensive instrumentation of the test

vehicle.

In this thesis, a novel approach is proposed based on observer-based parameter iden-

tification techniques. It introduces the advantages of online capability, time-efficient

experiment execution and reduction of sensing devices due to estimation of specific sys-

tem states. The sensing devices and estimated parameters are selected systematically,

i.e. by exploiting observability measures and parameter sensitivity studies. State aug-

mentation and unknown input recovery are the paradigms used for the joint estimation

of states and parameters. Using the so-called sliding mode approach allows formulation

of state observers that are invariant with respect to certain classes of perturbations. Its

attractiveness is further increased by the finite time convergence property. Moreover,

employing parameter identification algorithms based on higher-order sliding modes intro-

duces robustness, finite convergence time and stability even for non-persistently excited

systems.

Evaluation of the concepts is performed twofold. An industrial vehicle dynamics simula-

tion tool provides data for the observation concepts. The resulting parameter estimates

are integrated into the offline simulation of standard handling maneuvers, e.g. step input

steering. Comparing these results with the reference data allows to draw conclusions on

the expected accuracy of the method. Additionally, selected concepts are evaluated on

experimental facilities, i.e. standard vehicles and an electric power steering test bench.
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1
Introduction

1.1 The Modern Vehicle Development Process

Individual mobility has become a basic requirement of human beings. The means of

transport are manifold and their applicability depend on the traveling distance. Think-

ing of road transport self-propelled vehicles provide high flexibility and individualism.

Due to their propulsion, that is mostly based on internal combustion engines, the en-

vironmental burden is often subject of debates and results in more and more stringent

emission standards for light duty vehicles, e.g. Euro 6 legislation [EUR06].

Additionally to the emission requirements, vehicle safety has also been facing some chal-

lenges within recent years. The introduction of active and passive safety systems (e.g.

ABS, ESP) led to a significant reduction of road traffic fatalities in the EU countries

whereas the number of accidents decreased only little over the last 20 years [EUR15].

The modern vehicle development process needs to adapt to the ever-changing customer

requirements influenced by global trends such as urbanization, eventual shortage of nat-

ural resources, environmental awareness and aging of the society [SR08]. The latter is

supported by the demography report of the EU [EUR10] showing an increase of the

population aged 20-64 years. Especially the people of age 50+ are interested in buying

exclusive and individual products without any compromises. The answer of the automo-

bile market to that question is a tremendous increase in vehicle variants. However, long

waiting times for innovations and exciting products are not accepted by the customers

and consequently vehicle update cycles (so-called time-to-market) need to be reduced

otherwise market shares might get lost to other OEMs. Figure 1.1 illustrates this conflict

of objectives causing serious problems for the automobile market, i.e. keeping the high

quality standards for an increasing number of variants and also developing new prod-

ucts in record times. A countermeasure to reduce development times and efforts is the

introduction of the virtual development paradigm, i.e. numerous design and engineering

1
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20
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Figure 1.1: Conflicting requirements of decreasing product update cycle times and in-
creasing number of vehicle variants [REN07, SR08, HE11].

problems are solved using CAE1 tools. These support the aim to increase the quality

level of developments in the concept phase already in order to reduce the requirements

of testing hardware/prototypes and therefore development times [SR08].

In general, the design and evaluation of vehicle handling represents an integral part of

the overall vehicle development task [SCH10]. The evaluation focuses not only on safety

critical behavior, but also takes into account the fun factor a potential customer experi-

ences when driving the vehicle. It is, besides design and image, a decisive factor for the

buying decision of a specific vehicle [HE11]. As a consequence of the subjective experi-

ence by the customer, it is little surprising that the evaluation of vehicle dynamics is still

mainly performed on a subjective basis [DEC09]. Although there exist already various

alternative methods (e.g. objective evaluation) a replacement of subjective techniques

in the near future is not foreseeable.

1.2 Vehicle Dynamics Assessment

The vehicle handling is referred to as the dynamic response (in terms of vehicle motion)

to certain driver inputs, e.g. steering, throttle, brake and road disturbances [HE11,

p.122]. The term good in this sense corresponds to an exact tracking of the driver

dictated direction [ZOM91]. In general, the evaluation process might be performed in a

subjective or objective manner.

1Computer Aided Engineering.
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Ideally, the following characteristics are inherent to the vehicle [MW04]

− intuitive and simple controllability,

− external disturbances must not distract the driver from its navigational task,

− clearly foreseeable handling limits,

− invariant (or close to) vehicle handling to any changes in the configuration (e.g.

vehicle load, tires).

Interpretation of these requirements leads to the fact that the vehicle handling ideally

shall be adapted to the driver skills. In view of the demography development [EUR10]

the aging of the population complicates that adaption as the expectations on the vehicle

handling of younger and older people are different (comfort vs. agility). Consequently,

the importance of handling characteristics evaluation is strengthened in order to satisfy

all potential customers.

Subjective evaluation generally refers to performing various driving tasks by expert and

standard drivers followed by feeding back the characteristics of vehicle performance. Al-

though the natural feedback would be verbal and ideally provide most information for

the engineers, due to the heterogeneous vocabulary of the drivers this type of feedback

would not be comparable. Furthermore, especially standard drivers are mostly unable to

communicate their impressions in detail as they are lacking technical terms. Therefore,

high efforts have been put on the translation of these verbal descriptions into numerical

ratings of specific handling characteristics. Clearly, this might introduce some loss of

information, as the expert drivers are not able to express their impressions in detail, but

establishes a common basis for the feedback evaluation. Another difficulty subjective

evaluation faces is the human being itself. It is known that the perception is different

among humans, it changes with time (adaption) and it also depends on the current mood

of a person [DEC09].

An alternative approach, that is not exposed to human variability is given by the ob-

jective evaluation. It refers to measurement of any vehicle responses due to driver in-

puts (steering, accelerating, braking) during specific, well-defined handling maneuvers.

Clearly, the vehicle to be evaluated requires a high level of instrumentation such that

the vehicle responses are recorded accurately. These measured signals can be further

exploited for extraction of so-called objective metrics that describe the vehicle responses

uniquely. For obtaining a synthesized rating, links between these objective metrics and

subjective values fed back from test drivers need to be found. Once these links are iden-

tified ideally the evaluation of a specific vehicle can be conducted by measurement of

vehicle responses, extraction of objective metrics and usage of subjective-objective links

to generate a synthesized subjective evaluation without consulting any expert driver.
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Figure 1.2: Flow diagram of the subjective evaluation process.

1.2.1 Subjective Evaluation

Introduction

Even though the vehicle development process is significantly supported by computer

aided design methods and highly accurate measurement equipment the perception and

evaluation of human beings with respect to vehicle dynamics is of great importance. That

paradigm is commonly referred to as the subjective one. In general, the methodology

mostly relies on highly experienced test drivers or specialized engineers that are required

to have a good memory of perception, power of discrimination and a well-developed fil-

tering capability [ZOM91]. From these requirements it is already obvious that the human

influence on the overall process is the bottleneck of the methodology. Figure 1.2 shows

the general process flow of the subjective evaluation. A test driver (not necessarily a

single person) performs some handling maneuvers and feeds back the experience (percep-

tion) by filling out a designed questionnaire that is part of the evaluation. The rating(s)

are analyzed statistically to calculate an overall grade per evaluation criterion. The gray

line indicates the alternative process of objective evaluation. Its detailed process flow

will be discussed later.

Driver Selection

In order to overcome inconsistent results due to individual preferences on the handling

performance and variations in human perception the evaluation process is not only based
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on a single person, but commonly relies on a group of several highly qualified engineers

and drivers. The statistical evaluation of the results allows for identification of outliers

and introduces additional robustness to the process.

Often discussed is the integration of untrained drivers into the evaluation group as these

are closer to the future customer in terms of handling capabilities [MTTT80]. A well-

evaluated vehicle (by expert drivers) is not guaranteed to be accepted by normal drivers

as well [KRA11]. However, the expert driver is also capable of providing a detailed de-

scription of the handling differences and their cause whereas the standard driver might

only point out the differences. And additionally, during the vehicle development phase

it is only specialized personnel that is allowed to work with these prototype vehicles

due to confidentiality reasons. Furthermore, in order to evaluate the vehicle handling its

dynamics must be excited in a way that renders the handling differences visible [NKS01].

Clearly it is more likely that trained personnel is able to perform this task. Otherwise,

the evaluation results might get distorted.

The aspect of defining a clear terminology for certain handling characteristics is indis-

pensable for comparison of the subjective feedback. In fact, there is no standardization

of the terminology and consequently the manufacturers do have their own specifications,

which are highly related to the individual tuning philosophies [HEN04].

An excerpt of disciplines a vehicle is typically evaluated in, is depicted in Figure 1.3

and reads as Straight line Directional Stability, Steering Precision, On/Off-Center Steer-

ing Response/Precision, Lane Change Performance, Load Change Reaction, Accelerat-

ing/Braking Performance, Driving Comfort, see [HB02] and [ZOM91] for further details.

Clearly, these disciplines can be subdivided further depending on the evaluation task.

For example, if a suspension setting (or another modified vehicle part) should be eval-

uated, the questionnaire needs to be very specific (low-level, from a technical point of

view). In contrast, if the evaluation task refers to a complete vehicle only top-level re-

lated questions are to be asked. In general, it is recommended to evaluate not more than

10 criteria per test run [HB02]. Additionally, if new variants of vehicle parts are to be

evaluated it is a common practice to retain any information of the current vehicle setup

from the engineers/test drivers. By doing so, any weaknesses in perception can not be

compensated for by technical knowledge.

Mostly, the handling maneuvers are not chosen completely free by the drivers but there

exist detailed lists that provide a comprehensive maneuver description, requirements on

the test track as well as criteria the drivers need to look at [HB02].

Alternatively, in [CHE97] the selection is at the discretion of the drivers. But the results

show a wide spread between different driver ratings, that most likely comes from the

freely chosen vehicle excitations.

Questionnaire

The questionnaire aims to project the driver’s perception into a comparable and ho-

mogenous data basis, i.e. the vocabulary of the driver to describe and assess certain
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Straight line
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Response/Precision
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8

7

6

5
4

Figure 1.3: Typical disciplines of vehicle evaluation [HB02], [ZOM91].

handling characteristics needs to be transformed. Clearly, designing these is nontrivial

and depends completely on the evaluation task. Not only the selection of questions has

a great influence on the success of information extraction. But also the specific formu-

lation of the question, i.e. extensive use of technical vocabulary might lead to confusion

or misinterpretation and consequently a distortion of the information fed back from the

drivers. Even the type of question, open or restricted, might limit the details in the

answers [AND01, HL05]. Whereas an open question leaves the freedom of the answering

detail to the human, a restricted question reduces the space of possible feedback sig-

nificantly, i.e. harmonizes the information content from each driver. Aside the specific

formulation of the questions, the selection of the latter is mainly driven by the evaluation

objective and/or the specific driving maneuver. In other words, assuming the vehicle

handling should be evaluated based on a double lane-change maneuver yields other ques-

tions as if the excitation was chosen to be a steady-state circular drive. Furthermore,

evaluation of the vehicle suspension will result in other questions than assessing the en-

gine performance. Examples of presented questionnaires in literature are manifold, e.g.

[DEC09, DET05, HAR07, HB02, ZOM91]. An excerpt of questions related to the evalu-

ation of the general vehicle handling is shown in Figure 1.4. This example demonstrates

nicely the hierarchy of a questionnaire with regards to the considered vehicle assessment

domains (sub-domains, etc.). Note that the formulation of these questions is kept sim-

ple such that normal drivers understand immediately which information is requested.
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Main Heading Sub Heading Sub Sub Heading Question

01 SteadyRstateRturning OverRsmoothRroads CorneringRbehaviour

ProgressiveRbehaviourRwithRincreasing

lateralRaccel.

…

12 SteadyRstateRturning OverRroughRroads CorneringRbehaviour EaseRwithRwhichRaRlineRisRheld

…

22 SuddenRbrakingRinRaRturn RollRstability

…

29 TransientRcornering TurnRinRresponse BodyRrollRrate

…

36 StraightRlineRdirectionalRstability UnderRacceleration TendencyRtoRpullRtoRoneRside

…

40 ObstacleRavoidance SingleRlaneRchange BalancedRthrottle Controllability

…

47 ResponseRtoRsteeringRimpulse OscillationRofRvehicle

Figure 1.4: Excerpt of a questionnaire presented in [CHE97].

In comparison, the question ”How is the steering on-center feel at 80km·h-1?”, as in

[HAR07], is directed at experts. A more specific questionnaire is part of a collection

presented in [KRA11] for the influence analysis of various vehicle suspension systems

(configurable via electric linear actuators) onto the handling characteristics, see Figure

1.5. Aside the questions to the evaluator it also contains the rating itself that will be

discussed in the next section.

Rating Scales

In order to somehow measure a driver’s perception a rating scale needs to be defined.

Generally, one distinguishes between an open and a closed scale. The open scale, stan-

dardized by the SAE Standard J1441 [J14], is made up of positive numbers where small

values correspond to the rating inadequate. A quantitative increase enhances the grade

of a specific handling feature. This type of scale, depicted in Figure 1.6(a), is also re-

ferred to as unipolar scale as there is no polarity change over the complete rating scale

[ZOM91, ZSC09]. The discretization of grades is highly varying, e.g. 0-10 [ZOM91], 1-7

[CHE97], 0-60 [ISO99] and although the Standard J1441 recommends using 11 steps of

grades, there is no clear definition on the advantages/disadvantages of more/less rating

steps. To render the reading and interpretation of these scales easier the numbers are

mostly supported by a verbal description. For some applications the grades are further

divided into a coarse discretization scheme, e.g. acceptable, not acceptable. As argued in

[ZOM91] the unipolar scale introduces the advantages of intuitive interpretation and it
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Figure 1.5: Excerpt of a questionnaire presented in [KRA11] already including the rating
scales.

allows for calculation of an average value of multiple rating disciplines. In the german-

speaking countries a two-stage rating scale based on a discretization level of 10 marks has

gained great acceptance [HB02]. The first stage separates vehicles at or below industry

standards. In the second stage the vehicles receive grades 1-4 (below standards) or 5-10

(above standards).

The closed scale, illustrated in Figure 1.6(b), is a relative grading scheme where the

midpoint refers to a neutral evaluation, i.e. there is no difference in perception between

the current vehicle (setup) and a reference (setup). Mostly, these scales include a change

of polarity, i.e. the neutral midpoint is rated by the zero element. The example in

Figure 1.6(b) corresponds to a scale where both ends represent a decrease in terms of

rating (with respect to the midpoint). However, it might well be (as the reference is not
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(b) Bipolar scale

Figure 1.6: Types of rating scales (unipolar/bipolar).
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necessarily optimal with respect to its handling characteristics), that a better grade is

achieved and one end of the scale refers to an improvement [BOT08]. The final grades of

the various handling (sub)disciplines can be plotted in spider graphs, see Figures 1.7(a)

and 1.7(b).

1.2.2 Objective Evaluation

The objective evaluation aims to identify vehicle handling characteristics in a repeatable

and measurable manner. In contrast to the vaguely standardized subjective paradigm

the situation is different for the objective approach. There, the specific driving tasks

as well as the metrics to be extracted from measured vehicle responses are well defined.

For so-called open-loop maneuvers the driver does not act as a controller and considers

any vehicle reactions for generating a modified input, but applies pre-defined commands.

Consequently, these maneuvers have the potential for evaluation of the pure vehicle re-

sponses rather than a driver-vehicle combination. In contrast, closed-loop maneuvers

define a certain path/curvature that the driver, now acting as a controller (in the sense

of control theory), has to follow within some certain limits. Generally, open-loop maneu-

vers have established to be more related to driving behavior whereas closed-loop tests

are mainly used for driving performance assessment [HB02].

Figure 1.8 depicts the flow diagram of the objective evaluation process. In its initial

phase the subjective evaluation is still required in order to identify the correlation be-

tween subjective ratings and objective metrics. Once these links have been determined a

synthesized subjective rating can be generated based on the extracted objective metrics,

ideally rendering the subjective evaluation redundant.

The driving maneuvers and the extracted characteristic values build the basis for the

challenging correlation of objective values with subjective ratings. A standard approach

Vehicle A

Vehicle B

Driveoff
behavior

Braking
behavior

Ride comfort

Cornering
behavior

Steering
behavior

Straight line
driving behavior

(a) Evaluation: Overall vehicle behavior.

Self-steering

Lateral force
generation

Body roll
behavior

Yaw rate
generation

...

Lane change
behavior

Road surface
influence

...

...

Combined Steering-
Braking behavior

... Lateral grip
capability

(b) Evaluation: Cornering behavior.

Figure 1.7: Graphical evaluation of handling disciplines.
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Vehicle

Test Drive

Vehicle Response Transducers

Driver Perception Measurement Data

Evaluation Char. Values

Subjective Rating Correlation

Evaluation Criteria

Optional

Required

Figure 1.8: Objective evaluation based on metrics extracted from measurements
[DEC09].

is exploiting multiple regression analysis for exploring any links between the two data

sets [CHE97, ZOM91]. Based on the regression model a synthesized subjective evalu-

ation can be generated. The boxes in Figure 1.8 marked with double-lines are process

invariant, i.e. these sub-processes have to be executed whenever an objective evaluation

is to be performed. This is opposed to the boxes with single-lines, as these are only

executed for building a new data base for the correlation process (resulting in new eval-

uation criteria). Ideally, these boxes have to be performed once. The next paragraphs

will shed some light on the standardized driving maneuvers, its characteristic values and

the subjective-objective correlation. These maneuvers are related to the lateral driving

behavior of the vehicle. Subjects as Straight line driving, driving comfort etc. are not

objectives of this thesis, as is the so-called driveability2. Only a side issue of the latter

is evaluated, i.e. the longitudinal acceleration performance of the vehicle.

Standardized Driving Maneuvers

In the 1970s and 1980s an ISO committee, named TC 22/SC 9 ”Vehicle dynamics and

road-holding ability” was initiated with the objective to define standards and methods

for vehicle dynamics evaluation such that all automotive manufacturing countries use

the same methodologies [ZBR97]. The most important closed-loop, as well as open-loop

2The term driveability is more related to an evaluation of the longitudinal vehicle dynamics as well as
vehicle-powertrain objectives [ZSM09]. Typical vehicle maneuvers for driveability evaluation are: idling,
engine start, tip in, let off, acceleration, gear change, etc. [LS98].
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maneuvers dealing with the cornering characteristics will be analyzed in the following. A

comprehensive overview of driving situations (Figure 1.9), evaluation criteria and their

development within the two last decades is discussed in [ZBR97] and [ZBR98].
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Figure 1.9: Overview of open- and closed-loop handling maneuvers [ZBR97].

Open-loop Driving Maneuvers

The standards ISO4138, ISO7401 and ISO13674 define these maneuvers with respect

to the control inputs, i.e. steering wheel angle, accelerator/brake pedal position (i.e.

longitudinal dynamics). For improvement of maneuver execution accuracy a steering

robot might perform the control task [PHL08]. Recommended measurement variables

as well as required transducer accuracies [ISO88a] are listed in Table 1.1. Appendix C

provides the extracted objective metrics of all maneuvers.

Steady-state Circular Driving ISO4138

The standard ISO4138 [ISO12] defines the steady-state circular test that intends to re-

veal the vehicle characteristics for stationary driving. Although [DEC09] claims that the

information extracted from steady-state values is very limited for subjective evaluation,
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Sensor principle Measurement quantity Meas. range Required accuracy Reference

Meas. steering wheel Steering wheel angle ±360◦ ±2◦ for angles ≤ 180◦

±4◦ for angles > 180◦
[ISO88a]

Steering wheel torque ±30N·m ±0.3N·m [ISO88a]

Acceleration sensor Longitudinal acceleration ±15m·s-2 ±0.15m·s-2 [RH84]

Lateral acceleration ±15m·s-2 ±0.15m·s-2 [ISO88a]

Gyroscopic platform Roll angle ±15◦ ±0.15◦ [ISO88a]

Pitch angle ±15◦ ±0.15◦ [RH84]

Yaw Velocity ±50◦/s ±0.5◦/s [ISO88a]

Optical Speed Sensor Longitudinal Velocity 0 to 50m·s-1 ±0.5m·s-1 [ISO88a]

Lateral Velocity ±10m·s-1 ±0.1m·s-1 [ISO88a]

Sideslip Angle ±15◦ ±0.15◦ [ISO88a]

Table 1.1: Recommended measurement and transducer accuracies.

ay (m·s-2)

δw (◦)

L
in

e
a
r

ra
n
g
e

(a) Lat. accel. ay vs. Wheel angle δw.

ay (m·s-2)

ϕ (◦)

(b) Lat. accel. ay vs. Roll angle ϕ.

ay (m·s-2)

Th (N·m)

(c) Lat. accel. ay vs. Steer. torque Th.

ay (m·s-2)

β (◦)

(d) Lat. accel. ay vs. Sideslip angle β.

Figure 1.10: Simulation-based measurement results of steady-state circular driving (cur-
vature radius R=42m). The linear range refers to these levels of lateral acceleration where
the relation between steering angle and the latter can be modelled linearly.

this maneuver is useful for unveiling the so-called self-steering characteristics3 of the

vehicle. According to [ZOM91], [RH84] there exist four different methods to perform

3The definition of the characteristic values is given in Appendix C.
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the steady-state circular driving. However, herein only the methodology described in

[ISO12] is discussed.

It is the driver’s task to pilot the vehicle on a circular track (minimum radius R=30m

[ZOM91]) at constant (initially very low) velocity vx. After reaching steady-state con-

ditions4 the physical values of steering wheel angle δh (or wheel angle δw), lateral accel-

eration ay and optionally vehicle sideslip angle β, yaw rate ψ̇, steering wheel torque Th
and vehicle roll angle ϕ are measured for approximately τm = 3s. After repeating the

measurements at least three times the velocity is increased such that the lateral acceler-

ation changes by ∆ay=0.5m·s-2. The process is terminated if stationary conditions can

not be reached any more.

Figure 1.10 illustrates the typical plots obtained from the steady-state circular driving.

Step Input ISO7401

The classic maneuver for evaluation of the transient vehicle response is given by the

step input maneuver. As for the latter the vehicle shall be driven straight line at a

longitudinal velocity vx=80km·h-1. The steering excitation needs to be applied rapidly,

i.e. the steering velocity should be between 200◦/s and 500◦/s [ISO88a]. Again, the

steering amplitude needs to be chosen such that a steady-state lateral acceleration level

of |ay| = 4m·s-2 (or |ay| = 2m·s-2, |ay| = 6m·s-2) is reached. Alternately, the steer steps

should be applied in left and right directions. Figure 1.11(a) shows the excitation and

vehicle response in terms of yaw rate ψ̇.

Sinusoidal Input (One Period) ISO7401/ISO8725

The aim of the sinusoidal input maneuver is to investigate the transient response of the

vehicle. Performing the maneuver requires a longitudinal velocity of vx = 80km·h-1. If

chosen higher or lower it should be in 20km·h-1 steps. During the complete experiment

the accelerator pedal position should be kept constant, even though the longitudinal

velocity may decrease [ISO88a].

Starting with an initial yaw rate ψ̇ = 0 ± 0.5◦/s a full period of sinusoidal steering

should be applied to the vehicle. The selection of the steering amplitude needs to cause

a lateral acceleration level of |ay| = 4m·s-2 during steady-state cornering5. Hence, before

the ultimate experiment can be conducted some preliminary work, i.e. steering amplitude

selection, needs to be performed. Figure 1.11(b) illustrates the steering excitation and the

4Conditions for reaching steady-state are [RH84]:

1. Standard deviation of the lateral acceleration is smaller than 5% of the average value (measurement
window size τw = 3s.)

2. Standard deviation of longitudinal velocity vx is smaller than 5% of the average (τw as above).

3. Maximum deviation of the steering wheel angle δh from its average is smaller than 5% (τw as
above).

5Optional acceleration levels are |ay| = 2m·s-2 and |ay| = 6m·s-2.
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Steering angle

Yaw rate

t (s)

δw (◦), ψ̇ (◦/s)

(a) Step Input.

Steering angle

Yaw rate

δw (◦), ψ̇ (◦/s)

t (s)

(b) Sinusoidal Input (One Period).

Figure 1.11: Maneuvers to evaluate the transient vehicle handling. Steering angle δw
and vehicle response yaw rate ψ̇.

vehicle response. The excitation frequency shall be fex=0.5Hz. For any further details

see ISO7401 [ISO88a] and ISO8725 [ISO88b]. Table 1.1 lists the required measurements.

The recommended objective metrics of both maneuvers, step and sinusoidal input (one

period), are listed in Appendix C.

Sinusoidal Input (Continuous - Constant frequency) ISO7401/ISO13674

The continuous sinusoidal input is identical to the sinusoidal input (one period) in terms

of maneuver execution. However, the steering wheel excitation needs to last for at least

three periods, see Figure 1.12. Its frequency range should be up to 4Hz, increased step-

wise. In the literature this maneuver is often referred to as weave test, e.g. [DEC09,

PHL08]. Further details are provided in [ISO88a] and [ISO10].

t (s)

δw (◦), ψ̇ (◦/s)
Steering angle

Yaw rate

Figure 1.12: Sinusoidal Input (Continuous - Constant frequency). Steering angle δw
and vehicle response yaw rate ψ̇.
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Sinusoidal Input (Continuous - Varying frequency) ISO8726

The objective of this maneuver is the extraction of certain vehicle responses in the

frequency domain. The vehicle shall be driven in straight line (constant velocity vx =

80km·h-1). In accordance with the latter maneuvers (sinusoidal cont. and single) the

steering amplitude must be pre-determined such that a steady-state acceleration level

of |ay| = 4m·s-2 is achieved. Then, the sinusoidal excitation covers a frequency range of

0.1Hz to approx. 3Hz. A detailed description of the frequency response calculation from

the measurements (Table 1.1) is provided in [ISO88c].

t (s)

δw (◦), ψ̇ (◦/s) Steering angle

Yaw rate

Figure 1.13: Sinusoidal Input (Continuous - Varying frequency). Steering angle δw and
vehicle response yaw rate ψ̇.

The maneuvers Random Input and Pulse Input, both defined in ISO7401, are not con-

sidered in this thesis and therefore omitted. See [ISO88a] for details.

Closed-loop Driving Maneuvers

In contrast to the open-loop maneuvers, that are almost independent from the driver

due to the well-defined inputs, the closed-loop maneuvers are related to both driver and

vehicle. Due to the varying driving styles the resulting vehicle responses depend highly

on the human controller [NKS01].

Double Lane Change Maneuver ISO3888-1

The severe lane change maneuver ISO3888-1 is common for subjective evaluation and

also vehicle performance assessment. However, for objective evaluation purposes this

maneuver is difficult to use as the driver has great influence on its execution (e.g. se-

lection of track limits) and consequently the objective metrics. The use of closed-loop

maneuver data for objectifying driver ratings is discussed in [NKS01]. It illustrates the

variance of the applied steering angles for different drivers (a group of experts and non-

experts).

Standardization of the maneuver is given vaguely in [ISO99]. There, it is the track di-

mensions (Figure 1.14) and its marking with pylons that are defined clearly. The overall

task of the driver should be self-explanatory, i.e. to navigate the vehicle through the

pylon park. The recommended entry speed is vx = 80±3km·h-1. The standard does not
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Figure 1.14: ISO Lane Change Maneuver ISO3888-1 [ISO99].

suggest6 any objective metrics to be extracted other than the passing time of the pylons

park.

Subjective-Objective Correlation

The generation of a synthesized subjective evaluation requires some links between the

extracted objective metrics (from either open- or closed-loop experiments) and subjective

(reference) evaluations. In the following, after discussing the most common approach for

finding these links, some literature review of work in the subjective-objective correlation

domain is given. In general, finding these correlations is based on a statistical analysis.

Commonly, the process is split into a two-step procedure [ZOM91]. First, correlations

between extracted characteristic values need to be found. Metrics with low, new in-

formation content, i.e. high correlation with other metric(s), can be dropped. Only

uncorrelated characteristic values should be used for the subsequent process. Second, a

multiple regression analysis aims to identify a relation between subjective ratings and

objective values. Once the regression parameters are identified a synthesized subject

rating based on a linear regression might be formulated as [ZOM91]

yi = ai,0 +
n∑
j=1

ai,j · ci,j , (1.1)

where yi represents the i-th synthetic subjective rating, ai,j the n regressors to be deter-

mined and ci,j the n objective characteristic metrics.

A similar correlation process to identify the parameters of a linear model describing the

driver ratings in terms of objective characteristic values is used in [CHE97] and [CC98].

Interestingly, in this approach the decision of the driving maneuvers ”to be performed”

is completely up to the drivers. Unfortunately, the end results of the correlation show a

6Due to inconsistent results of correlation between individual measured values and subjective evalu-
ation criteria, e.g. [CHE97, p.26].
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high variation that most likely are due to the natural driving concept. Exploiting only

two objective metrics (related to the transient and the steady-state vehicle behavior)

[WD78] provides a certain range of these values yielding a positive subjective evalua-

tion. The work of [MOYS90] suggests extraction of four parameters7 (all related to the

yaw response and the lateral acceleration of the vehicle) that are plotted on four axes.

The effective area of the resulting rhombus can be used to assess the handling quality.

Correlation with subjective evaluation is performed and re-analyzed in [CKA00]. How-

ever, the outcomes of these two publications are quite different. An extension to this

four parameter method is presented in [ASH02] that investigates into nonlinear relations

for the first time using neuro-fuzzy methods. Revealing several links that remain hidden

when using classic simple/multiple regression techniques is reported.

A large number of extracted objective metrics (from open-loop maneuvers) is reduced to

only five parameters showing high correlations with subjective ratings in [RA97, RA00].

These metrics are the time delays between steering angle and yaw rate, lateral acceler-

ation, vehicle sideslip angle, its time derivative and the roll rate. The identification of a

driver model is coupled with classic subjective-objective correlation in [HEN04]. Good

correlation between objective metrics (weave test) and subjective ratings is found to be

immanent in [DET05, HAR07] and used for evaluation of the straight line drive and

characterization of steering feel. Interestingly, [HAR07] claims that the correlation of

objective and subjective values is low for the maneuver steady-state circular test.

An extensive overview of state of the art subjective-objective correlation work is provided

in [DEC09]. Furthermore, it proposes a modified questionnaire (subjective evaluation)

such that the drivers have to provide feedback how they like the behavior and also the

intensity. The answers are correlated with objective metrics using standard regression

techniques.

Reconsidering the general idea of objective evaluation again, there is some contradiction

how to handle the driver influence on the process. On the one hand side, the open-loop

experiments do not suffer from any human variability, but on the other hand it is the

human being that performs the evaluation, so excluding it completely (as for open-loop

based evaluation) might not be a good decision.

The driver’s sensitivity with respect to variations of the vehicle lateral dynamics is iden-

tified in [SHKH09]. Limited to the linear driving range and only considering standard

drivers the resulting outcome of the work is a high sensitivity of the drivers to the re-

sponse time of the yaw dynamics and the roll motion. Interestingly, the sensitivity to

changes of the vehicle sideslip dynamics is low.

A promising approach is the addition of the driver’s perception into the objectifying

tool as in [SCH10]. This work extends the idea of [DEC09] and presents a detailed

modelling approach of the human senses responsible for the driver’s perception. Based

on these (sensed vehicle responses) a correlation with subjective ratings is performed.

Additionally, the parameters of a steering behavior model are identified from closed-loop

7Consequently the method is known as four parameter method in literature.
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maneuver measurements and also used for a correlation with subjective ratings. Hence,

there are two data sources for the correlation process, i.e. the objective metrics and the

model parameters. However, that approach already refers to a so-called model-based

objective evaluation, that is discussed within the next section.

Even though employing standard correlation techniques, the results of [KRA11] are in-

teresting due to the great potential of the experimental setup, i.e. a vehicle with linear

electric actuators for manipulating the suspension characteristics at choice. It offers a

broad range of vehicle setups, e.g. active suspension systems, to be investigated with

respect to subjective-objective correlation.

A combination of open- and closed-loop maneuver related objective metrics as well as

subjective ratings from non-professional drivers is used in [ENG94]. It presents a proce-

dure to analyze the straight line driving behavior. The work also discusses the calculation

of a synthesized subjective rating based on a formula extracted from multiple regression

analysis. The author mentions that the drivers applied highly varying control strategies

and that in turn complicated the research. Some general comments and difficulties re-

garding the correlation method for evaluation of handling characteristics are formulated

in [KN01]. Especially closed-loop maneuvers need to be analyzed with care as the ve-

hicle responses change not only due to the vehicle-variant characteristics, but also the

driver behavior (that adapts to the vehicle-variants), see also [NKS01]. Ideally, and this

direction is followed by [JÜR97], the objective metrics should be independent of the

vehicle and the maneuver, i.e. they can be derived directly from the driving behavior by

identifying a driver model.

1.2.3 Model-based Objective Evaluation

Thus far, the presented approaches extract the objective metrics from measured vehicle

responses. Alternatively, so-called model-based objective evaluation aims to identify pa-

rameters of vehicle and/or driver models and further exploits them as additional inputs

for the correlation analysis. Additionally, the identified model parameters can be used

for performing standard maneuvers in simulations and extract object metrics from there.

Both approaches, modelling of the vehicle dynamics and the driver, will be reviewed with

respect to the current state of the art. The general objective evaluation process (Figure

1.8) needs to be modified such, that it also includes the model parameter identification -

this is shown in Figure 1.15. The correlation process now considers the subjective driver

rating as well as model parameters and extracted objective metrics from simulation data.

Once the synthesized subjective rating model has been parametrized, the correlation is

obsolete, which is marked by the dashed, gray lines in Figure 1.15.

The process flow is not only related to the vehicle model-based objective evaluation, but

can also be exploited for driver modelling based evaluation. By substituting the box

Vehicle Model with Driver Model its validity still holds. Mathematical models, mostly

physically motivated, aim to reproduce the real behavior of the system (vehicle or driver)

as good as possible. The state of the art literature review revealed a current imbalance
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between vehicle and driver modelling. Reasons might be, that modelling of the vehicle

dynamics is mostly based on physical laws, whereas the driver as such, is far more com-

plex and its modelling requires determining interdisciplinary relations (e.g. physiology,

psychology, physics, control theory), see also [HEN04], [JÜR97].

A framework of vehicle models based on the phenomenological8 modelling paradigm is

Vehicle Vehicle Model

Test Drive

Vehicle Response Parameter Ident.

Transducers

Measurement Data

Model Parameters

Correlation

Maneuver Sim.

Sim. Char. Values

Evaluation Criteria

Subjective
Rating

Figure 1.15: Objective evaluation based on characteristic values extracted from mea-
surements [DEC09].

presented in [MEL03]. The aim of these models is to reproduce the driving behavior on

a virtual basis. However, as the model parameters are not related to any physical vehicle

parameters their identification is based on driving tests. An advantage of that modelling

paradigm is the direct mapping between vehicle handling effects and the model parame-

ters, i.e. a change in vehicle handling affects a single parameter only, whereas for classic

(mechanical) models this is generally not the case. Furthermore, the identification of

the models only requires in-vehicle measurements rather than test-bench experiments

[ZOM02]. Although the work does not consider correlation between subjective ratings

and model-based objective metrics it is clearly intended for support of the handling dy-

namics evaluation. In [ZOM02] an online9 parameter identification mechanism based

on the covariance-intersection algorithm dealing with these phenomenological models is

developed. In contrast, [KOB03] develops some offline parameter identification methods

8Phenomenological models describe a certain phenomenon only, without considering underlying e.g.
physical laws.

9Online in this sense means that the data is supplied subsequently to the algorithm rather than
in one block. Therefore it qualifies for in-vehicle operation as the parameters can be identified while
performing handling maneuvers. The opposite of an online execution is then defined to be offline.
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for mechanically motivated vehicle dynamics models. The identification process is based

upon test-bench measurements and the model parameters validated by comparing sim-

ulation results and vehicle measurements for different types (limousine, mini-van). In

[DSH+06] the work of [MEL03], [ZOM02] and [KOB03] is summarized and a fingerprint

describing the vehicle dynamics with only a few characteristic parameters defined.

[PRE08] discusses an identification of model parameters related to an extended single-

track model and also presents an innovative offline optimization algorithm for estimation

of the nonlinear tire characteristics. Furthermore, the algorithm assessment is not only

based on measurements of passenger cars, but also heavy-truck data. In accordance

with the latter references, the vehicle handling evaluation exploiting these model-based

approaches is not discussed.

A combination of online and offline model parameter identification is implemented by

[MT08]. Model parameters related to the steady-state of the vehicle dynamics are iden-

tified and adapted online (lateral cornering stiffness of tires). A driver feedback mech-

anism ensures a time-optimal identification procedure. The remaining parameters of

the double-track model are identified based on measurements of the transient vehicle

responses and an optimization algorithm. A knowledge database (consisting of model

parameters, characteristic values and subjective ratings) is further used for building a

synthesized subjective rating (based on the identified model parameters).

An innovative identification method of the parameters related to a stationary tire model

is discussed in [KOL09]. The requirements of measuring equipment are limited to a

standard10 level, the excitation maneuver is selected as the steady-state circular test

and the parameter identification is based on an offline optimization algorithm. However,

the work is limited to the model parameter estimation and only points out that these

can be further used for vehicle evaluation. In contrast, [HUN11] presents specific vehicle

dynamics models (based on the single-track model) for the linear and nonlinear driv-

ing ranges. The parameters are identified using offline optimization techniques. These

models are extended with the longitudinal vehicle dynamics and are further used for ma-

neuver simulation and extraction of characteristics. A correlation analysis considering

subjective ratings, objective metrics (from simulations) and model parameters completes

the work.

In [GUT13] the influences of tire parameters on the vehicle handling characteristics are

analyzed. Exploiting a considerable database consisting of subjective ratings and mea-

sured data from evaluation of various vehicle tire types a systematic correlation analysis

is performed. A single-track model, with parameters fitted such that the error between

model and measurement is minimized, supports the calculation of objective metrics for

the correlation and consequently the overall vehicle development process.

Although not directly related to the model-based objective evaluation [ZAM94] and

[BÖR04] estimate vehicle parameters (e.g. lateral tire cornering stiffness) adaptively

10Standard measurement equipment therein includes: an inertial measurement unit, a wheel vector
transducer, an optical velocity sensor and an instrumented steering wheel.
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(using online/offline optimization mechanisms). [LIM09] presents real-time algorithms

(based on recursive least squares) for identifying different vehicle parameters11. Exploit-

ing additional GPS sensor measurements [RYU04] develops a state estimator and also

identifies some vehicle parameters (roll dynamics, cornering stiffness, yaw moment of

inertia) offline. The extension of the single-track model in terms of extrapolation to var-

ious vehicle configurations (tire configuration, roll stiffness etc.) is studied in [LAH12].

Identification of the parameters is based on an optimization scheme that operates on

standard measurements related to the lateral and roll dynamics, i.e. yaw rate, lateral

acceleration, vehicle sideslip and chassis roll angle. Table 1.2 summarizes the individual

model parameter identification frameworks and lists the utilized measurement equipment

as well as execution of parameter identification techniques, i.e. online vs. offline. Clearly,

this list is not exhaustive as there exist numerous parameter identification concepts that

are tailored to certain domains, e.g. roll dynamics identification. However, listing all

these concepts is omitted intentionally as the thesis aims to provide a framework of pa-

rameter identification modules as do the presented references.

In contrast to vehicle parameter correlation an alternative approach is to replace the

latter by a steering system model as discussed in [BAR04]. Various configurations of

steering torque generation are evaluated by drivers and correlated with model parame-

ters corresponding to the actual setup. [ZSC09] identifies the parameters of a steering

model, but does not use them for correlation. In fact, these are used for a model sup-

plying a reference steering torque to a dedicated actuator in an experimental vehicle to

mimic the steering behavior of different vehicle variants. In [PFE06] the interactions be-

tween the steering system and an extended single-track model are analyzed regarding the

on-center steering handling. However, although providing the basis for a model-based

handling evaluation it is not the focus of that work.

The approach of [HAR02] aims to investigate the influence of the steering system on the

overall vehicle evaluation. Simulations of a steering system model are used to validate

objective metrics extracted from real handling maneuvers and altered steering system

configurations. Furthermore, the models are exploited to gain better system understand-

ing as well as effects of the individual parameters. However, model-based evaluation in

the classic sense is not discussed either.

Changing the paradigm from vehicle to driver model identification results in another

domain of model-based vehicle evaluation. Here, the analysis of the driver model reveals

some information of the complete vehicle-driver system. Identifying the control element

in closed-loop operation mode can be seen as conservation of the driver strategy [SCH10].

11Axle cornering stiffness, vehicle mass, yaw moment of inertia and longitudinal position of the CoG.
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[ZOM02] VBM /
VDM

(Related) lateral cornering stiffnesses,
tire relaxation length, vehicle mass,
road friction, roll stiffness, roll damp-
ing, roll inertia, const. road grade

◦ ◦ ◦ ◦ •

[ZAM94] VDM (Related) cornering stiffnesses, steer-
ing ratio, sensor position, vehicle mass,
yaw inertia, roll inertia, chassis roll
damping, roll stabilizer (rear), rear
axle stiffness, tire relaxation length,
form factor tire curve, (normal load-
depend.) friction factor

• • • • •f •

[KOB03] VDM Nonlinear tire characteristic curves,
roll lever, eigenfrequency & damping
(roll dynamics), yaw inertia, tire relax-
ation length

• • • • •f •

[PRE08] VDMg Nonlinear tire characteristics (lateral
stiffnesses), yaw dynamics parameters
(gain, damping, eigenfrequency of 2nd-
order transfer function)

• • • • •h •

[MEL03] VBM Push/Pull damper characteristics
(front/rear), pitch lever (front/rear),
pitch inertia, yaw inertia, roll stiff-
ness (front/rear), relaxation length
(front/rear), normal load difference
factors (front/rear), roll inertia, roll
damping, roll lever (front/rear), roll
moment distr., steering damping,
lateral tire characteristics

• ◦ ◦ ◦ •

[BÖR04] VDM Lateral cornering stiffness coefficient,
road grade, vehicle mass

• • •i •j •

[MT08] VDM Lateral cornering stiffness (long. ve-
locity - lat. accel. dependent map),
long. vel. dependent yaw inertia and
tire relaxation length (front/rear), roll
damping

• •k • • • •

[RRV00] VDM CoG height, roll center heights (fron-
t/rear), roll stiffness (front/rear), roll
damping (front/rear), toe angles (fron-
t/rear), camber angles (front/rear), re-
laxation length

• −l − − − − •

[KOL09] VDM Nonlinear lateral tire characteristics
(TM Simplem model parameters)

• • • • •f •

[RYU04] VDM Constant lateral cornering stiffness
(front/rear), CoG position, yaw iner-
tia, roll stiffness, roll damping

• • • •n •
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[LAH12] VDM Roll lever, yaw inertia, roll inertia, roll
center height (front/rear), steer com-
pliance

• ◦ ◦ ◦ ◦ •

[HUN11] VDM Constant lateral cornering stiffness
(front/rear), tire relaxation length
(front/rear), yaw inertia, gradients
steering angle vs lat. acceleration, gra-
dients sideslip angle vs. lat. accelera-
tion (see [HUN11, p. 50] for details)

• −l − − − − •

[HH03] VDM Vehicle mass, road disturbances (in-
clination), internal combustion en-
gine dynamics, suspension parameters
(spring stiffnesses, damping coeffs.),
roll dynamics

• •o −l − − − − •

Table 1.2: Overview of relevant vehicle parameter identification frameworks. Clearly, this
list is non-exhaustive - tailored solutions to individual problems are omitted and discussed
within the scope of observer-based parameter identification techniques (Chapter 4).

a If data is considered from simulations and real vehicle measurements only the latter is listed.
b Acceleration, angular rate sensors and steering wheel angle. As available in ESP-equipped vehicles.
c Inertial Measurement Unit.
d Velocity Measurement System, e.g. optical velocity sensor.
e Measurement Steering Wheel.
f Wheel vector transducer.
g Passenger cars & Heavy-duty.
h Suspension travel measurement, wheel angle.
i Not used, implemented sideslip estimator.
j Vertical accelerations, suspension travel, wheel angle.
k In-vehicle lateral cornering stiffness map population. Map smoothing applied offline.
l No information provided.
m Tire Model TM Simple [HIR09].
n Two-antenna GPS setup.
o Using Neuro Fuzzy Mechanisms.

An extensive overview of driver models is provided in [PE07] and [JÜR97]. In sum-

mary, modelling can be based on the disciplines control theory, physiology or psychol-

ogy [SCH10]. Driver models based on control theory structures, e.g. [DON77] are ex-

ploited for vehicle evaluation in e.g. [HOR85, REI90, WAG03, JÜR97, RIX05, SCH10].

The paradigm of physiological and psychological driver modelling is pursued in e.g.

[HOU08, PIC04] and [KNS99].
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1.2.4 State Observation for Vehicle Dynamics

The previous sections introduced the paradigm of objective evaluation and its model-

based extension. Both require installation of extensive measurement equipment that

is cost- and time-consuming. However, the parameter identification algorithms require

accurate knowledge of the plant in- and outputs in order to estimate certain model pa-

rameters. State observers12 are dynamical systems aiming to estimate system states

(or more specifically their initial conditions) exploiting measurements of the plant in-

puts and available outputs [LUE71]. Hence, as some states might not be measurable

physically or due to unavailability of sensor devices a state observer ideally solves the

problem and renders all system states known. Vehicle dynamics related applications

of (linear/nonlinear) state observers are manifold and only a few examples will be dis-

cussed. Estimation of the safety-related vehicle states yaw rate, sideslip angle and/or

lateral velocity is presented in [AFK11, GIJ+08, GYNW10, KD97, IJF+06], lateral tire

forces observation in [DVCL09, BCLT08, WMCL06, KIM09, NUT09] and observer-based

calculation of the chassis roll angle in [SGMN08, MLC10, DM05]. Robust observers for

active suspension systems are dealt with in [FRÖ08]. Furthermore, road bank angle and

inclination are estimated in [KLC12, RG04, GIJ+09] and observer-based calculation of

vehicle parameters in [MGV+09, RRV00, SOF08] respectively. Road-tire friction estima-

tion is discussed in [PES06, TFG12]. In general, the design of these observer is related to

certain requirements on the system structure, e.g. available measured outputs. Some ob-

server structures are inherently robust13 to disturbances and/or able to estimate system

state and unknown/uncertain parameters simultaneously. That invariance to perturba-

tions increases the attractiveness of the nonlinear sliding mode paradigm for automotive

application [MRF+08, SOF08, IFSD11, IFM15]. In summary, it is obvious that a large

number of vehicle dynamics related applications are supported by observer-based struc-

tures. Especially those capable of simultaneously estimating states and parameters are

of interest for the current application. Exploiting these dynamical systems should ren-

der some of the cost-intensive measurement equipment redundant and at the same time

identify vehicle model parameters.

1.3 Thesis Outline

The fundamental objective of the thesis is the development of observer-based param-

eter identification methods for the vehicle dynamics evaluation process. Based on the

outcome of the extensive literature research several questions and potentials for improve-

ment have come up. In detail these are:

12Herein the terms observer and estimator will be used interchangeably. The term filter might lead to
the assumption of solving a classic filtering problem, as defined in [STE94, p. 341]. However, in the sense
of control theory the Kalman filter acts as optimal observer and these operate as predictors, compare
[STE94, p. 341]. In this context, observer, estimator and filter act equally.

13For details see Chapter 4.
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1. Objective evaluation involves instrumenting the vehicle with various, cost-intensive

equipment. Not only is it inefficient in terms of costs, but also time, as it requires

installation and configuration of the transducers. Replacing these measurement de-

vices by low-cost equivalents, e.g. measuring angular rates rather than the angles,

and furthermore estimating the signals of the replaced measuring devices would

result in both, cost and time savings.

2. Model-based objective evaluation requires identification of model parameters. Un-

der the assumption that some of the expensive measurement equipment is rendered

redundant, would it be feasible to go one step further and use the observed signals

for parameter estimation purposes? Or, alternatively use a combined technique,

i.e. observer-based parameter identification, that estimates signals and model pa-

rameters simultaneously?

3. A well-known technique for estimating states and parameter jointly is the design of

so-called unknown input observers [POZ04]. However, in order to estimate states

robustly even in the presence of an unknown input certain requirements on the

overall model structure exist. It needs to be ensured that the use of angular rates

(rather then positions) still allows the employment of unknown input observers. In

case of arising difficulties the design of the latter needs to be modified such, that

the use of velocity measurement does not represent any restriction.

4. Given that the two previous questions can be answered positively, it is possible

to perform the parameter identification in-vehicle and feed back the quality of the

estimated parameters to the driver in real-time. Hence, time-optimal termination

of the test drive can be achieved.

5. There is no common agreement of the proposed approaches which method, in

terms of (model-based) objective evaluation, introduces the highest potential to

replace/complement the subjective paradigm. A promising method is given in

[SCH10] that exploits the idea of using perception signals (rather than measure-

ments from transducers) for the objectifying work. These results will be integrated

into the proposed evaluation framework such that objective metrics extracted from

perception signals are also part of the extensive metrics database.

This thesis aims to provide a framework of different observer-based parameter iden-

tification techniques capable of estimating system states and parameters jointly. The

effects of the low-cost measurement equipment w.r.t. increased measurement noise will

be evaluated in both simulations14 and experiments. In summary, the design of observer-

based parameter identification concepts that use only low-cost measurement equipment

and allow in-vehicle parameter estimation make the approach unique. Simulations of

14For the simulations-based validation the in- and outputs to the observer mechanisms will be artifi-
cially augmented with noise.
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standardized handling maneuvers allow the extraction of measured and sensed objective

metrics that can be further used for correlation with subjective evaluation work. Note,

that the latter will not be focus of this thesis.

The remaining chapters are organized as follows:

• Chapter 2: Modelling of Selected Vehicle Dynamics

This chapter reviews the modelling of the selected vehicle dynamics and builds the

basis for the subsequent design of the observer-based parameter estimation tech-

niques. These include longitudinal and lateral dynamics, pitch and roll dynamics.

Modelling of an automotive steering system, powertrain and the driver’s human

senses (in order to transform the measurement signals into driver-related or sensed

signals) concludes this chapter.

• Chapter 3: Analyses of Vehicle Dynamics Models

The models of Chapter 2 are put into state-space representation and a system-

atical approach identifies the model parameters influencing the system responses.

Taking into considerations that some parameters can be easily determined by sim-

ple measurement techniques, the sets of model parameters to be identified during

test drives will be proposed. Furthermore, two different driving maneuvers for

the identification tasks as well as their effects on the parameter sensitivities will

be discussed. Thereafter, the system property observability, in a quantitative way,

allows some conclusions on the selection of sensors (w.r.t. the parameter identifica-

tion task). Finally, an overview of to be identified vehicle parameters and selected

sensor signals will be provided and further used within the next chapter.

• Chapter 4: Observer-Based Parameter Identification Techniques

The first part of the chapter is dedicated to a theoretical discussion of two dif-

ferent state and parameter identification techniques, namely state augmentation

and unknown input recovery. Two academic examples illustrate the general ideas

of the proposed approaches. The main part of the chapter deals with the design

of observer-based parameter identification techniques for the individual problems.

Again, in order to demonstrate the ideal performance of the concepts each proposed

mechanism is evaluated in simulations15. A list of concepts integrated into the pro-

posed framework is provided at the end of the chapter that contains the design

paradigm, domain of application, estimated states and parameters and required

measurements.

• Chapter 5: Validation of the Assessment Framework in Simulations

The complete framework consisting of the observer-based parameter identification

schemes and the model-based objective handling evaluation are validated in simula-

tions. For the generation of realistic vehicle dynamics measurements a professional

15This assumes non-existent parasitic dynamics.
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state of the art simulation software package (IPG16 CarMaker R©) is used. The first

part of the chapter evaluates the observer concepts for certain driving maneuvers

and provides a list of parameters characterizing its dynamics. Then, within the

second part these parameters are used for simulation of standardized driving ma-

neuvers and the results of the identified vehicle model and the source model (IPG

CarMaker R©) compared. Certain performance specifications are provided allowing

to evaluate the accuracy of the mechanisms. Moreover, both measurement sources

are considered for the extraction of objective metrics. At the end of the chapter

the human sense models are integrated into the simulation process of the handling

maneuvers. Finally, a comparison between measured and sensed vehicle responses

is presented.

• Chapter 6: Experimental Evaluation of Selected Observer Concepts

Complementary to the evaluation of the observer concepts in simulations the latter

are also validated by experimental work. Unfortunately, not all of the proposed

concepts can be deployed to an experimental vehicle due to the lack of available (in-

vehicle) transducer devices. In fact, the lateral and roll dynamics-related concepts

are evaluated on the basis of real measurement data from experimental vehicles.

Furthermore, the potential of a proposed robust state estimator (recovering also

unknown inputs) will be demonstrated experimentally on a test bench of an electric

power steering system available on-site.

• Chapter 7: Conclusion

At the end of the thesis a conclusion on the effective capability of the proposed

framework to support the vehicle assessment process can be drawn. Furthermore,

the main contributions of this thesis and an outlook to future research directions

are discussed.

• Appendices

The introduction of axis systems used for vehicle dynamics applications is covered

by Appendix A. Some mathematical supplements from the parameter sensitivity

analysis (Chapter 3) and the observer design process (Chapter 4) are provided in

Appendix B. Furthermore, an extensive overview of objective metrics to be ex-

tracted from standardized handling maneuvers is given in Appendix C and finally,

the simulations and experimental setups used for concept evaluation are presented

briefly in Appendix D.

16www.ipg.de

www.ipg.de




2
Modelling of Selected Vehicle

Dynamics

The design of observer-based parameter identification mechanisms requires mathemati-

cal modelling of the underlying system dynamics. There exist different paradigms, e.g.

motivated by physical laws, phenomenological effects and Black Box models, see also

[IM11] for details. Commonly, the result is a set of partial and/or ordinary differential

equations describing the system dynamics.

Referring to the terminology used in literature the majority of the proposed models

can be interpreted as Light Gray Box models, i.e. the related physical laws are well

known, but the model parameters are not. Hence, these parameters require estimation

for gaining an accurate model of the real system. Solely the modelling of the power-

train dynamics exploits the idea of Black Box modelling, i.e. taking into considerations

only the measurements of input and output signals as well as general assumptions on

the model structure [LJU99]. However, preferably the models are based on principles

of physics rather than Black Box models. That eases the interpretation of parameter

variations, model understanding, analysis of system observability and estimation con-

vergence. Only for exceptional cases where the modelling efforts are disproportionately

large compared to Black Box models, the latter are to be favored.

The structure of the proposed vehicle model is depicted in Figure 2.1. The individual

modules are selected such, that the vehicle motion (translational and rotational) in-

cluding the chassis dynamics can be described accurately. Separating the domains into

tailored subproblems allows design of versatile observer-based parameter identification

mechanisms. The models itself are physically motivated as are its parameters. This is

different to driving behavior models as used in [MEL03, ZOM02]. These rely on param-

eters directly related to vehicle evaluation. However, their versatility is limited w.r.t.

application for other areas, e.g. vehicle controller design. The proposed models need to

29
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Figure 2.1: Modular structure of the vehicle model.

represent the real vehicle behavior as accurate as possible by taking into account the

number of parameters to be identified. In [MEL03, p.47] the trade-off between model

complexity/accuracy and number of parameters is discussed. Considering the real-time

identification of model parameters and also the limited computational power in the ve-

hicle, the conclusion of reducing the number of parameters to a minimum is trivial.

In order to support vehicle handling evaluation significantly the mathematical models

need to cover the description of vehicle (chassis) motion, steering, acceleration/braking

and tire dynamics. Furthermore, environmental impacts (road disturbances) need to be

added to the scope of the model. Consequently, the remaining chapter is organized as

follows: first, the vehicle motion (longitudinal and lateral) will be discussed and proper

modelling structures presented. Second, as the tires are influencing the vehicle motion

greatly their modelling needs to be investigated in detail. Third, the vehicle chassis

motion (roll and pitch) is to be dealt with and fourth, the steering dynamics will be

considered. Fifth, the powertrain dynamics and driver perception models are proposed.

Finally, at the end of this chapter a framework of mathematical models exists, building

the basis for the subsequent state observer design mechanisms.

2.1 Vehicle Motion

For the modelling of a ground vehicle’s motion in longitudinal and lateral direction it is

assumed rigid, i.e. the chassis is firmly connected to the unsprung masses (wheels etc.).
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Furthermore, the motion is restricted to be planar, consequently reducing the 3 rotational

and 3 translational degrees of freedom to 3, i.e. 2 translational + 1 rotational (the DoF

due to steering is not accounted for). Referring to the lateral motion of the vehicle

(Section 2.1.2) these assumptions lead to the well-known single-track model proposed in

1940 [RS40]. It should be noted, that the coupling between the longitudinal and lateral

dynamics is reduced to that extent, that the latter uses the longitudinal velocity as

input. Most of the standardized driving maneuvers should be performed such, that the

longitudinal velocity is kept almost constant anyway. Consequently, dynamics referring

to the vehicle propulsion, i.e. engine and driveline dynamics are not considered for the

lateral dynamics modelling. The longitudinal dynamics model (Section 2.1.1) is purely

considering the acceleration and deceleration effects as well as drag forces. Mainly,

this model will be exploited for designing a disturbance observer to recover the road

inclination. Generally, this thesis focuses mainly on the lateral dynamics, which are

highly important for the handling evaluation process. The longitudinal dynamics are

considered less relevant and therefore the modelling efforts are kept low.

2.1.1 Longitudinal Dynamics

In order to reduce the influence of coupling effects between the longitudinal and lateral

dynamics the vehicle is assumed to be driven on a straight line. The traction forces

of the front/rear, left/right tires are lumped into a single force per axle, similar to the

well-known single-track model (see 2.1.2). The dynamics of the vehicle under propulsion

can be formulated by exploiting the conservation of linear momentum and read as

m vax =
∑

vFx, (2.1a)

= vFx,f + vFx,r − vFwind − 2 vFr − vFg, (2.1b)

where m represents the total vehicle mass, vFx,f the longitudinal front axle force1, vFx,r
the rear axles force, vFwind the wind force, vFr the tire rolling resistance and vFg the

resistance due to gravitational acceleration, i.e. road inclination. The longitudinal ac-

celeration is given by vax and the vertical tire forces (depicted in Figure 2.2) read as

vFz,f and vFz,r. Modelling of the aerodynamic drag force vFaero is kept simple and can

be calculated as [HH03]

vFaero = cwAv
ρa
2

vv
2
x, (2.2)

with cw being the aerodynamic drag coefficient, Av the front area of the vehicle, ρa the

air density and vvx the longitudinal vehicle velocity. The rolling resistance force vFr of

1The subscript ”v” indicates the considered coordinate frame, see Appendix A and Section Notation
for details.



32 Chapter 2. Modelling of Selected Vehicle Dynamics

lr

lf

χ

mgsinχ

CoG

vFx,r

vFz,r

vFz,f

vFx,f

vFr

vFr

vFaero

mg

m vax

zv

xv

Oexe

ze

Owr
xwr

zwr

Owf

zwf

xwf

Ov

Figure 2.2: Longitudinal Vehicle Dynamics: Kinetics.

the tire is defined by [MW04]

vFr = fr vFz. (2.3)

In general, the rolling resistance force is less than 1% of the vertical tire load vFz [MW04].

The parameter fr takes into account the road surface, tire model and tire pressure.

Finally, the resistance due to road inclination vFg is given by

vFg = mgsinχ, (2.4)

where χ refers to the road inclination angle2.

Coupling with lateral dynamics In case the vehicle is not perfectly following a

straight line coupling effects between longitudinal and lateral dynamics will arise. An

additional term, known as curve resistance force vFcr, is introduced in (2.1) and for a

steady-state circular drive reads as [MW04]

vFcr = m vay

(
lr

lr + lf
sinαf +

lf
lr + lf

sinαr

)
. (2.5)

There vay is given by the lateral acceleration, αf , αr denote the tire slip angles and

lf , lr represent the distances between CoG and front/rear axle (details will follow in

the next section). Furthermore, due to the rotation of the vehicle-fixed axis system

(w.r.t. the earth-fixed system, see Appendix A) the longitudinal acceleration becomes

vax = vv̇x − ψ̇ vvy.

2A positive inclination angle refers to a climbing road.
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2.1.2 Lateral Dynamics

The excitation of a lateral vehicle motion (assuming a flat proving ground) can be con-

ducted by the driver interaction of steering. Turning the wheels out of the heading

direction causes lateral tire forces and consequently leads to a yaw motion of the vehicle,

i.e. a rotation around its vertical axis. Apparently, the modelling of the road-tire-force

interaction is of great importance and will be discussed in Sections 2.2.1 and 2.2.2.

The classic single-track model [RS40] (Figure 2.3) is a simple mathematical approach to
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β
v
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Figure 2.3: Single-track model: Kinematics, kinetics and geometry.

represent the vehicle dynamics. However, there exist a number of assumptions for its

validity, e.g. [MW04, SHB14, KOL09]:

1. The lifting, rolling and pitching motions of the chassis are neglected. The vehicle

is assumed planar (with CoG at ground level).

2. The vehicle is considered as a point mass concentrated at the CoG.

3. The left and right tires of each axle are lumped into a single tire (per axle).
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Various extensions of the single-track model have been proposed through the years and

the authors in [DSH+06] claim that an extended single-track model3 represents the

vehicle dynamics up to frequencies of 3Hz in a satisfactorily manner.

Kinematics

Due to the assumptions of the single-track model (neglect of roll/pitch motion) the

vehicle-fixed axis system Cv coincides with the intermediate axis system C. Conse-

quently, only the transformation from the earth-fixed axis system Ce to the vehicle-fixed

axis system Cv needs to be conducted. The origin of the latter is at the vehicle’s center

of gravity (CoG) and the distances to the wheel axis systems Cwf and Cwr are given by

lf and lr respectively. Their origins coincide with the front and rear axles. Moreover,

the axis system of the front wheel is rotated by the wheel angle δw with respect to the

vehicle-fixed axis system. The instantaneous center of rotation is abbreviated by ICR

(Figure 2.3) and R denotes its distance to the CoG.

The transformation between the earth-fixed and vehicle-fixed axis system due to a rota-

tion by the angle ψ, referred to as yaw angle, is defined by the matrix Tev

Tev =


cosψ −sinψ 0

sinψ cosψ 0

0 0 1

 . (2.6)

Consequently, defining the velocity vector vv := [vx vy vz]
T of the vehicle the transfor-

mation to and from the earth-fixed axis system reads as4

ev = Tev vv, (2.7)

vv = Tev
−1

ev, ,

= Tve ev. (2.8)

The acceleration of the vehicle (in the vehicle-fixed axis system) is given by the time-

derivative of the vehicle velocity ev and transformation into the correct axis system

[KOL09], i.e.

va = Tev
−1

ea,

= Tev
−1

ev̇,

= Tev
−1 Ṫev vv + vv̇. (2.9)

3The extensions comprise a roll model, nonlinear tire force curves, dynamic tire force models and
steering elasticities, see [DSH+06] for details.

4Note that the rotation matrices are orthogonal matrices, hence T−1 = TT .
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Finally, the vehicle acceleration in component form yields

v


ax

ay

az

 =

v


v̇x

v̇y

v̇z

+

v


−vyψ̇

vxψ̇

0

 . (2.10)

The vector of angular velocities is defined by

vω :=
[
ωx ωy ωz

]T
=
[
ϕ̇ θ̇ ψ̇

]T
, (2.11)

with ϕ̇, θ̇ and ψ̇ being the time derivatives of the roll ϕ, pitch θ and yaw ψ angles5. The

angular acceleration vα is the time derivative of vω, i.e.

vα =
d

dt
vω =

[
ϕ̈ θ̈ ψ̈

]T
. (2.12)

For the special case of the (planar) single-track model the z-component of (2.10) as well

as the x- and y-components of (2.11) and (2.12) are identically zero.

Equations of Motion

The assumption of a rigid vehicle body allows the use of the Newton-Euler formalisms

to describe the translational/rotational motion [JAZ14]. The principles of linear and

angular momentum w.r.t. CoG read as

m va =
∑

F and Jz vα =
∑

T . (2.13)

Taking into account the results of (2.10) and (2.12) the complete equations of motion of

the standard single-track model in the vehicle-fixed axis system Cv can be written as6

m
d vvx
dt

= m vvy ψ̇ + vFx,f + vFx,r, (2.14a)

m
d vvy
dt

= −m vvx ψ̇ + vFy,f + vFy,r, (2.14b)

Jz
dψ̇

dt
= lf vFy,f − lr vFy,r, (2.14c)

with Jz denoting the moment of inertia w.r.t. the vertical vehicle axis. Commonly,

the equations (2.14b) and (2.14c) are used to describe the lateral vehicle motion as the

longitudinal velocity is assumed as system input. The second differential equation refers

5In general, the angular velocities (in vehicle-fixed coordinates) are assumed equal to the time deriva-
tives of the angles (roll, pitch, yaw) in earth-fixed coordinates, see [KOB03, p.17] for details.

6Note that only the relevant equations are listed.
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to the variable vvy (vehicle lateral velocity). Often it is replaced by the vehicle’s sideslip

angle β, defined as the angle between the velocity vector and the longitudinal vehicle

axis, see also Figure 2.3. Its calculation is given by

β = atan

(
vvy

vvx

)
, (2.15)

and assuming small angles its approximation reads as

β ≈
(

vvy

vvx

)
. (2.16)

It should be noted that the left subscript is intentionally written for the acting forces in

(2.14a)-(2.14c) as these need to be converted from the wheel-fixed to the vehicle-fixed

axis system, see Figure 2.4(a). In case of a front-steered vehicle (which is considered

herein) this transformation reduces to the front wheel that is rotated by the wheel angle

δw. Exploiting the transformation matrix T vwf

T vwf
=


cosδw −sinδw 0

sinδw cosδw 0

0 0 1

 , (2.17)

the transformation of the tire forces reads as

v


Fx,f

Fy,f

Fz,f

 = T vwf

wf


Fx,f

Fy,f

Fz,f

 . (2.18)

The individual tire force components in vehicle-fixed coordinates are given by

vFx,f = wf
Fx,f cosδw − wf

Fy,f sinδw, (2.19a)

vFy,f = wf
Fx,f sinδw + wf

Fy,f cosδw, (2.19b)

vFz,f = wf
Fz,f (2.19c)

Currently, equations (2.14a)-(2.14c) do not contain any information on the calculation

of the road-tire forces. In general, their modelling leaves some design freedom to the

user. Different tire force models (linear vs. nonlinear) will be discussed in the following.

2.2 Tire Dynamics

The vehicle tires represent the contact elements between the vehicle and the road surface.

In terms of vehicle handling the tire characteristics have a tremendous influence on the
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Figure 2.4: Front wheel schematics - Kinetics and Kinematics.

overall behavior. In general the basic functions of a tire can be summarized as [GIL92]:

• Generate longitudinal forces for acceleration (and deceleration) of the vehicle body.

• Generate lateral forces for cornering maneuvers.

• Prevent transmission of road shocks directly to the vehicle chassis.

These forces are generated between the tire element and the road surface via a small

contact patch of postcard size [SHB14]. A shear mechanism acting on the tire elements

passing through the contact patch is the main source of force generation (further details

on the mechanics are discussed in [GIL92], [PAC12] and [MW04]). In terms of tire mod-

elling there exist different approaches. [PAC12] denotes the main modelling paradigms

as experimental data-based, using similarity methods, simple and complex physical mod-

els. This coincides with [ZAM94] as the modelling domains physical, semi-empirical and

empirical do have a similar meaning as the ones before. Clearly, the choice of the tire

model fully depends on the specific application. Whereas the latter are simpler (and

consequently have less parameters) the former describe the tire dynamics in a highly

accurate manner, but are more complex (i.e. great number of parameters). Typically,

for model-based vehicle handling evaluation, the tire models are chosen simple (but as

accurate as possible). Moreover, it reduces the workload if the number of parameters

is small and their identification does not require extensive measurement equipment or a

dedicated test bench. The tire force modelling is focused on the lateral acting direction

as most of the maneuvers interesting for handling evaluation are driven at almost con-

stant longitudinal speed and consequently, the coupling effects of the longitudinal and

lateral forces can be neglected [KOB03, p.42].

Mostly, for vehicle dynamics relevant applications, e.g. stability control systems, assess-

ment-related parameter identification, modelling of the lateral forces is based on empiri-
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cal models, as the physical approaches are too complex and require good understanding

of the material characteristics [VV08]. Examples of lateral tire force modelling based on

simple models are manifold, e.g. [GYNW10, HUN11, PRE08, KOL09, NUT09, ZOM02,

NÜS02].

Before introducing the most interesting tire modelling approaches the definition of tire

side slip angles must be established as it is further required for calculation of lateral

forces.

The velocities of the contact points (front and rear) constitute of two components. These

are the vehicle velocity at the CoG and an additional component due to the rotation

around the vehicle’s zv-axis, i.e. yaw motion. Hence, these read as

vvf =

v


vx

vy + lf ψ̇

0

 , vvr =

v


vx

vy − lrψ̇

0

 . (2.20)

For the rear wheel the axis system Cwr coincides with Cv. Hence, no coordinate trans-

formation is required. Considering Figure 2.4(b) the so-called slip angle7 αf can be

calculated as

δw − αf = atan

(
vvf,y

vvf,x

)
. (2.21)

Here vvf,y is a scalar and refers to the y-component of the vector vvf . Assuming small

angles for the steering and slip angles the trigonometric functions can be linearized, i.e.

cosα ≈ 1, sinα ≈ α. The front slip angle is then defined as

αf ≈ δw − vvy

vvx
−
lf ψ̇

vvx
. (2.22)

Here, referring to (2.15) the term vvy vv
−1
x is equal to the sideslip angle β. Similarly the

slip angle for the rear wheel can be computed as

αr = −atan

(
vvr,y

vvr,x

)
≈ − vvy

vvx
+
lrψ̇

vvx
. (2.23)

2.2.1 Stationary Tire Forces

The modelling of stationary tire forces refers to (as the name already suggests) steady-

state conditions, i.e. the values influencing the lateral forces directly (e.g. slip angles,

circumferential slip, camber angles) are constant or quasi-stationary (change very slowly

w.r.t. the considered vehicle dynamics). For the subsequent tire force modelling, any

7The slip angle arises between the direction of wheel heading and the actual travel [GIL92]. It results
from the deflection of the pneumatic tire under cornering conditions.
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influences from camber and toe-in angles are not considered.

Typically the lateral tire forces are plotted against the slip angle of the tire, resulting

in Figure 2.5. Due to the use of a single-track model the number of tires reduces from

four to two (one per axle). From these curves it is obvious that the vertical load has

a direct influence on the lateral force. The source of vertical load changes might either
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(b) Rear lateral tire force wrFy,r vs.
slip angle αr.

Figure 2.5: Lateral tire forces vs. slip angles.

be a static (additional vehicle mass) or a dynamic one (load transfer due to cornering).

Regardless of the source, effectively it changes the curve shape.

Linear Tire Force Model

For small slip angles there exists a range (referred to as the linear or proportional range

in literature) that allows linear modelling of the slip angle α and the lateral tire force

Fy (Figure 2.5) characteristics, i.e.

Fy,f (αf ) = cα,f αf , (2.24a)

Fy,r(αr) = cα,r αr. (2.24b)

Here the quantities cα,f , cα,r represent the so-called lateral cornering stiffness factors that

are defined as [GIL92, p.350]

cα,f =
∂Fy,f
∂αf

∣∣∣∣
αf=0

, cα,r =
∂Fy,r
∂αr

∣∣∣∣
αr=0

. (2.25)

The attentive reader might have noticed the disappearance of the subscripts denoting

the axis system. As of now (for the remaining section) the tire forces defined refer to the
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wheel-fixed axis system. Hence, depending on which wheel is considered a transformation

to the vehicle-fixed coordinate system might be required.

Against the convention often seen in standard literature (e.g. SAE standards) it is

assumed and based on Figures 2.3 and 2.4(b) that the slip angles are defined such that

a rotation against the mathematical positive direction yields a positive slip angle. The

resulting positive lateral tire force yields a positive cornering stiffness value. The validity

of the linearization holds up to slip angles of approximately ±3◦ for dry road surfaces

[MW04] which in terms of lateral acceleration refers to |ay| ≈ 4m·s−2.

A common extension to the linear modelling approach is the definition of a vertical

load-dependent cornering stiffness, i.e. [MW04]

cα(Fz) = Fz

(
cα1 − cα2

Fz
Fz,nom

)
. (2.26)

Here cα1 , cα2 are parameters to be identified, Fz is the actual vertical tire force and

Fz,nom a nominal vertical tire force. The validity of this approach is again restricted to

|α| = 0−3◦. A load-dependent cornering stiffness is also exploited in [DVL+10], but the

vertical tire forces need to be either measured or estimated. Obviously, measurement is

cost-intensive and estimation requires observer structures as well as knowledge of certain

vehicle parameters.

Magic Formula Model (MF)

A classic semi-empirical8 tire force model represents the Magic formula introduced by

[PB97] in the 1990s. It models the longitudinal and lateral tire forces as well as the align-

ing torque by definition of a formula framework containing not less than 70+ formulas9.

Lateral forces assuming pure slip (no longitudinal slip) can be modelled as

Fy(α) = D sin
[
C atan (Bα− E (Bα− atanBα))

]
. (2.27)

In literature the function argument is often sideslip ss := tanα [KD97]. However, assum-

ing small slip angles a linearization of the trigonometric functions is reasonable and yields

the function argument slip angle α. It should be noted, that each force model requires

its own set of parameters. Figure 2.7 shows the slip-force curve and its characteristic

points. Correspondence between the those points and the parameters is discussed in the

following.

B denotes the stiffness factor, C the shape factor, D (=Fymax) the peak factor and E the

curvature factor. A graphical interpretation of variation w.r.t. the two shape factors C

8The term semi-empirical refers to a modelling paradigm that is based on measurement data (em-
pirical). However, due to integration of physics-related knowledge it is called semi-empirical.

9These formulas consider pure and combined slip conditions as well as vertical load, road surface and
wheel camber angle changes. Without any further discussion required it is obvious that the number of
parameters is inappropriate for any online identification algorithm.
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and E is investigated in [PAC12, p.175]. In general, these tire parameters are not con-

stant, but vary with vehicle load, road surface etc. Moreover, a horizontal/vertical shift

of the curve is allowed ([SHB14, PAC12]), e.g. for modelling of wheel camber effects,

but not considered here.

Coherence between the model parameters and characteristic points of Figure 2.7 is given

by the term Fy∞ , representing the horizontal asymptote, i.e. Fy∞ := D sin
(
π − C π

2

)
[PB97] and the lateral cornering stiffness, i.e. cα = BCD.

Reconsidering again the problem of parameter identification it is in summary 8 param-

eters of the Magic Formula model that need to estimated for front and rear axle of the

single-track model.

Simplified Magic Formula Model (SMF)

In [AH05], [KNW07] and [GYNW10] simplifications of the MF model based on a reduced

set of parameters have been presented and used for control, observation and parameter

BD

D

α

Fy

Figure 2.6: Graphical interpretation
of the Simplified Magic Formula pa-
rameters.

identification purposes. The approach of [AH05]

reads as

Fy(α) = D sin (atanBα) , (2.28)

and halves the number of unknown parameters

compared to (2.27). Effectively, it operates on two

per wheel and their interpretation is straightfor-

ward, as illustrates Figure 2.6. Comparing the

SMF with the standard MF model reveals that

the greater number of parameters provides an ad-

ditional degree of freedom w.r.t. curve shaping.

Due to the low number of parameters the shape of

the SMF curve can only be influenced to some re-

stricted extent.

As a result, the decrease of tire force after the max-

imum (for increasing slip angles) is not inherent to

the simplified model. Although it is attractive due to the low number of parameters the

systematic modelling error reduces its potential for accurate calculation of the lateral

tire forces. For very small slip angles the model reduces to a linear one, i.e. cα = BD.

TM Simple

Combining the Magic Formula ideas with the so-called TMeasy10 [HRW07] model the

resulting TM Simple tire model [HIR09] exploits six parameters to describe the charac-

teristics of the longitudinal and lateral tire forces. Focusing on the lateral tire forces the

10TMeasy is a semi-physical tire model for low frequency (vehicle dynamics) applications. The model
parameters are reduced to a small number allowing for simple identification [HRW07].
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model reads as [KOL09]

Fy(α) = D sin

B
1− e

−|α|
C

 sign(α)

 . (2.29)

cα

Fymax Fy∞

α

Fy

Figure 2.7: Characteristic points
of the slip-force curves of MF and
TM Simple.

For a graphical interpretation of its characteristic

values the reader is referred to Figure 2.7. There,

the maximum force and the limit value are denoted

by Fymax and Fy∞ respectively. The slope of the

curve at the origin is represented by cα. The co-

herence between these values and the model pa-

rameters is defined by

D = Fymax , (2.30a)

B = π − asin

(
Fy∞
Fymax

)
, (2.30b)

C = c−1
α BD. (2.30c)

In order to include the effects of a varying vertical

tire force Fz the parameters B,C,D can be mod-

elled as functions of Fz, similar to (2.26), i.e.


Fymax(Fz)

Fy∞(Fz)

cα

 =


a1

a2

a3


︸ ︷︷ ︸

=:a

(
Fz

Fz,nom

)
+


b1

b2

b3


︸ ︷︷ ︸

=:b

(
Fz

Fz,nom

)2

. (2.31)

The vectors a and b have then to be identified which doubles the number of parame-

ters, but also includes the effect of dynamic load transfer during cornering. Clearly, as

the vertical forces can be interpreted as system inputs their values need to be known

accurately.

Comparison of Tire Force Models

The qualitative shapes of the discussed models are summarized in Figure 2.8. Appar-

ently, the shapes of the MF and SMF differ considerably. Especially the reproduction of

the maximum force by the Simplified Magic Formula leaves potential for improvement.

It seems that the model TM Simple solves this issue by requiring an additional param-

eter only. From the perspective of parameter identification it is these two models (SMF

and TM Simple) that are attractive for further integration.
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Figure 2.8: Comparison of the Magic
Formula (MF), simplified Magic For-
mula (SMF), TM Simple (TMs) and
the linear modelling approach.

Although [OCGS06] illustrates a simple mechanism

to identify the unknown parameters of the Magic

Formula via genetic algorithms, extensive measure-

ment equipment (incl. test bench) is required and

the time horizon for the algorithm convergence is

not appropriate for the real-time parameter identi-

fication objective.

The linear approach represents by far the simplest

model whose parameters shall be identified. It is

assumed to lack accuracy especially for slip angles

exceeding the linear range. However, currently only

the Magic Formula is not considered for any further

work due to the number of parameters to be iden-

tified.

Some Comments on the Modelling The pa-

rameters of the discussed tire models are in general

not constant, but change with vehicle load, road

surface etc. However, for the current application it is reasonable to assume that the

environmental conditions and also the actual vehicle load are known and do not vary

to some extent. Then, the identified parameters might be assumed constant, but corre-

spondent to the prevailing conditions. In fact, a change of e.g. vehicle load requires a

new parameter identification run.

Pneumatic Trail

The ongoing introduction of tire force and also lateral dynamics models assumed that the

lateral forces act directly at the wheel axis center, see Figure 2.4(a).

δw

ywf

xwf

wfFy,f
wfFx,f

np

Tz,f

Owf

Figure 2.9: Kinetics at front wheel
(including effects of pneumatic trail).

As the lateral force build-up is not equally dis-

tributed over the tire contact patch (it is more

shaped like a triangle [GIL92]) the resultant force

contact point moves towards the rear of the surface.

The distance from the center to the actual contact

point is referred to as pneumatic trail. This effect

further causes an aligning torque that is equal to

the product of lateral force and pneumatic trail.

Figure 2.9 shows the pneumatic trail np and the

resulting aligning torque Tz. In general, np is not a

constant, but depends on the vertical tire load Fz
and slip angle α. For small slip angles (α = 0− 2◦)

its variation can be approximated by a linear rela-
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tionship [MW04], i.e.

np(Fz) = np0

Fz
Fz,nom

. (2.32)

For larger slip angles it tends to zero, i.e. reducing the self-aligning moment although the

lateral force increases [RAJ12]. The accuracy of the single-track model (2.14a)-(2.14c)

can be increased if the distances between wheel axes and CoG are corrected by the

pneumatic trails, i.e.

lfe := lf − np, lre := lr + np. (2.33)

A modified version of the single-track model taking into account the pneumatic trail

affects equation (2.14c) explicitly, i.e.

Jzψ̈ = lfevFy,f − lrevFy,r, (2.34)

but also the calculation of the slip angles αf (2.21) and αr (2.23) needs to be adapted

accordingly to

αf = δw − β −
lfeψ̇

vvx
, αr = −β +

lreψ̇

vvx
. (2.35)

2.2.2 Transient Tire Forces

Until now the slip angles or lateral forces have been considered to be stationary or at

least quasi-stationary. If these tire models were applied for the simulation of transient

handling maneuvers, such as step inputs or sinusoidal steering, the build-up of the tire

forces is inherently assumed instantaneous. In reality, the deflection of the tire tread

introduces a time lag such that the force build-up lags behind approximately one wheel

rotation [MW04]. The standard modelling approach is to add a first-order system that

is characterized by the so-called relaxation length σα, i.e.

σα :=
cα
cy
, (2.36)

where cy represents the lateral tire stiffness11. The relaxation length can be interpreted

as the distance required to travel until the lateral tire forces are built-up. The dynamic

system for calculation reads as

dF̄y
dt

=
1

τlag

(
Fy − F̄y

)
. (2.37)

11Not to be confused with the lateral tire cornering stiffness cα.
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The lagged tire force is denoted by F̄y and the time constant τlag is given by division of the

relaxation length σα by the longitudinal vehicle speed vvx [RAJ12]. More sophisticated

modelling approaches as in [PB97] are not appropriate for the objective herein due to

the high complexity.

2.3 Chassis Motion

2.3.1 Roll Dynamics

The rotation of the vehicle chassis around the x-axis (of the intermediate axis system12)

is denoted as roll motion. Its excitation is caused by vehicle cornering, crosswinds,

road roughness/bank angle and/or obstacles. During cornering the chassis rolls due to

centrifugal forces to the outside of the turn. The intensity of the roll motion depends on

the effective roll stiffness. Aside the standard damping elements of the vehicle suspension

special roll stabilizers increase the stiffness of an axle to reduce the roll tendency.

The resulting roll angle and also the lateral acceleration of the driver’s head (which is in

turn affected by the roll motion of the chassis) are important measures for the vehicle

evaluation process, e.g. [SCH10, MW04]. However, mostly the roll angle is measured

or estimated for vehicle safety-related applications, i.e. roll-over detection systems, e.g.

[DCREH10] or vehicle dynamics (roll) control, e.g. [RMC07].

In terms of roll dynamics modelling there exist different approaches in literature that

vary w.r.t. model complexity and number of parameters. A complex 14-DoF full vehicle

model including the roll center dynamics as well as nonlinear effects due to changes of

the vehicle geometry is discussed in [SC08]. However, due to the model complexity the

number of unknown, i.e. to be identified, parameters is too high to be used for real-

time estimation methods. In [RAJ12] a 4-DoF model (roll motion, heave and vertical

movement left/right) is developed. It includes the individual suspension elements and

requires measurement of the relative displacements of tires and chassis. Commonly,

the measurement of these quantities is not straightforward and requires installation of

additional sensor equipment. As a consequence, the roll model to be developed will have

a single degree of freedom. Especially due to its simplicity and low number of parameters

that model is often used for roll dynamics modelling ([RAJ12, SHB14, DVL+10, SU11,

RZSF+12, KOB03]). The work of [HMCB06] investigates various low-order models for

roll-over detection that should then serve as basis for a controller synthesis to prevent

the occurrence of roll-over. Interestingly, the outcome of the study is a good matching

between outcome of a simple model and real measurements. However, the requirement

for linearity is paid by estimation quality losses for severe handling maneuvers as they

happen in the case of roll-over. Clearly, that application is different to the current, as it

is not the intention to forecast any roll-over incidents, but to provide a good estimate of

the roll angle for standard handling maneuvers.

12See Appendix A for details.
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Figure 2.10: Schematics of the chassis roll motion.

In order to keep the number of parameters low the roll motion will be developed using

a 1-DoF modelling assumption. In other words, the chassis can be interpreted as a rigid

body that rotates around a fixed point, denoted by the so-called roll center RC. In fact,

this is only a theoretical concept to simplify the modelling approach. In reality, there

exists a roll center per axle whose position is defined by the suspension geometry. The

connection of the front and rear roll center points is defined as roll axis.

Figure 2.10 illustrates the rotation of the vehicle chassis w.r.t. its longitudinal axis13.

The front and rear chassis parts (including the suspension elements) are lumped into

a rigid body (without any differentiation between front and rear axle) that is rotated

around the roll center RC. Furthermore, the validity of the derived model requires several

assumptions to hold:

1. The road bank angle is approximately zero and can be neglected. This implies the

use of the model under test track conditions. Other than that, the calculated roll

angle is affected by offsets and does not provide correct information of the chassis’

roll angle.

2. The roll dynamics are only excited by the steering interactions of the driver. Dis-

turbances (rough road, obstacles etc.) are not considered.

3. Coupling effects between yaw and roll dynamics can be disregarded. The same

holds for the pitch dynamics.

13Note that the forces do not have a subscript as they refer to the intermediate axis system.
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4. The roll motion does not affect the track width of the vehicle.

5. Front and rear suspension elements show the same characteristics and are lumped

into a single element per vehicle side. Hence, differentiation between rear and front

roll angle is not possible, as is an axis-individual suspension configuration.

The angle between the vertical axes of the intermediate axis system C and the vehicle-

fixed one Cv is referred to as roll angle ϕ. The forces acting on the free vehicle chassis

are due to the suspension elements and lateral tire forces. The former consist of the

left/right spring forces F r
s,l/r, left/right damping forces F r

d,l/r and the forces due to left-

/right roll stabilizers F r
st,l/r. Here, the superscript ”r” marks the forces to be related

to roll dynamics14. The distances between the roll center and the virtual suspension

elements (represented by the resulting forces only) read as ws (spring elements), wd
(damping elements) and wst (stabilizer elements). These distances are symmetric w.r.t.

the roll center (and assumed constant despite the roll motion of the vehicle.). The dis-

tance between the center of gravity (CoG) and roll center RC is denoted as hrl. The

mass of the sprung parts reads as ms and is equal to the total vehicle mass m reduced

by the mass of the unsprung parts15 mu.

Applying the conservation principle of angular momentum w.r.t. the roll center RC

yields

Jxcϕ̈ =
∑

Tx, (2.38a)

= msayhrl cosϕ+msghrl sinϕ+ ws∆F
r
s + wd∆F

r
d + wst∆F

r
st, (2.38b)

where ϕ̈ represents the roll acceleration defined as the time derivative of the roll rate ϕ̇,

i.e.

ϕ̇ :=
dϕ

dt
, ϕ̈ :=

d2ϕ

dt2
. (2.39)

Due to the roll motion the position of the CoG changes and consequently the lever

arm of the acting lateral force reduces to hrl cosϕ. Additionally, the gravitational force

affects the roll moment taking into account the distance hrl sinϕ. In general, the rotation

between the two axis systems by the angle ϕ can be described by the rotation matrix

Tr
vi, i.e.

Tr
vi =


1 0 0

0 cosϕ sinϕ

0 −sinϕ cosϕ

 . (2.40)

14This is required to differentiate the roll forces from pitch dynamics related ones (see Section 2.3.2).
15The unsprung parts of the vehicle are mainly the axles and tire elements [RAJ12].
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Note that, although the intermediate axis system C (see Appendix A) does not have

a subscript, the rotation matrix Tr
vi uses a subscript ”i” to indicate the transformation

direction. Considering the acceleration vector relevant for the roll motion defined in the

intermediate axis system a := [ax ay az]
T with ax = 0 and az = g, where g represents

the gravitational acceleration, its transformation to the vehicle-fixed axis system reads

as

va = Tr
via, (2.41)

and yields the acceleration vector va in vehicle-fixed coordinates, i.e.

va =


0

ay cosϕ+ g sinϕ

−ay sinϕ+ g cosϕ

 . (2.42)

Commonly, lateral acceleration sensors are installed chassis-fixed in the vehicle and hence

sense the y-component of va. Considering (2.38b) the left side of the formula can be

interpreted as mshrl (ay cosϕ+ gsinϕ) which can be regarded as mshrlay,m, where ay,m
is an abbreviation of the y-component of va, i.e.

ay,m := ay cosϕ+ g sinϕ. (2.43)

The terms ∆F r
s , ∆F r

d and ∆F r
st,ϕ of (2.38b) denote the differences between the left and

right suspension elements, i.e.

∆F r
s := F r

s,l − F r
s,r, (2.44a)

∆F r
d := F r

d,l − F r
d,r, (2.44b)

∆F r
st := F r

st,l − F r
st,r. (2.44c)

The moment of inertia Jxc is given by the moment of inertia w.r.t. the longitudinal axis

of the sprung parts Jxs and corrected for the roll center, i.e. Jxc = Jxs +msh
2
rl. In the

following the spring, damper and stabilizer forces need to be discussed in detail.

The spring force Fs is proportional to the displacement of the spring, i.e.

F r
s = cr

s(∆z
r
s)∆z

r
s, (2.45)

where ∆zr
s denotes the vertical displacement of the spring element (positive for a length

reduction of the spring) and cr
s(∆z

r
s) represents the spring stiffness that is in general a

function of the displacement ∆zr
s. As previously mentioned the superscript ”r” indicates

the relevance for roll dynamics (as opposed to stiffness functions related to pitch dy-

namics presented in Section 2.3.2). Commonly, the front suspension springs are of linear
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type, whereas the rear ones show progressive16 character [HH03]. Furthermore, [MW04]

shows the nonlinear character17 of spring elements as used in air suspension systems.

The deflection ∆zr
s can be formulated in terms of roll angle ϕ (assuming small angles)

by ∆zr
s ≈ wsϕ such that the spring force F r

s reads as

F r
s ≈ (−1)i cr

s(ϕ)wsϕ i = 1,2. (2.46a)

The index i defines the force direction, i.e. i = 1 refers to the left (negative force for

positive roll angles) and i = 2 to the right side.

In general the damping force is a nonlinear function of the deflection rate. A common

approach is to model the characteristics as bilinear curve, i.e. different slopes for negative

and positive deflection rates. As above, the force can be rewritten as a function of the

roll rate ϕ̇

F r
d ≈ (−1)i dr(ϕ̇)wdϕ̇ i = 1,2, (2.47)

where dr(ϕ̇) represents the roll rate-dependent damping coefficient. The passive roll

stabilizer, integrated into the vehicle to reduce the roll angle during cornering [HE11],

can be modelled as [SHB14]

F r
st ≈ (−1)i

cr
stwst
2b2st

ϕ i = 1,2. (2.48)

Here bst reads as the stabilizer lever arm and cr
st refers to the torsional stiffness factor of

the passive stabilizer. Active elements are not discussed here, but details can be found

in [SHB14].

Now, inserting the force models into (2.38b) leads to

Jxcϕ̈ = −cr
Σ(ϕ)ϕ− dr

Σ(ϕ̇)ϕ̇+mshrlay,m, (2.49)

with ay,m = ay cosϕ+g sinϕ being the lateral acceleration measured in-vehicle (assuming

a chassis-fixed acceleration sensor). Furthermore,

cr
Σ(ϕ) := 2w2

sc
r
s(ϕ) + w2

st

cr
st

b2st
, (2.50a)

dr
Σ(ϕ̇) := 2w2

dd
r(ϕ̇), (2.50b)

describe the abbreviations of the effective stiffness and damping functions. The vertical

tire deflection can be integrated by reducing the effective stiffness cr
Σ(ϕ) [AMM97] but

that is not considered in this work18. Due to [MW04, p.29] the tire damping is not

assumed relevant, as long as there is a damping suspension element. Furthermore, effects

16For higher values of vertical displacement the spring stiffness increases.
17The spring force is modelled by Fs = c1∆zs + c2∆z3

s .
18The tire vertical stiffness exceeds the spring stiffness by the order of a magnitude [MW04].
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due to friction are not modelled explicitly in (2.49), but might be lumped into the effective

stiffness cr
Σ(ϕ) and damping parameters dr

Σ(ϕ̇) respectively.

At the moment, the resulting model of the roll dynamics is nonlinear as the force models

incorporate nonlinear effects. However, considering the simple nature of the roll model

and its 1-DoF, the author of [AMM97] claims that due to the opposite suspension de-

flection during chassis roll the dominant nonlinearities do not have to be taken into

account. For (2.49) that means replacing the roll angle and velocity-dependent parame-

ters cr
Σ(ϕ) and dr

Σ(ϕ̇) by constants. Furthermore, as the distances between the CoG and

the suspension elements, namely ws, wd and wst, are almost identical an average distance

w̃s := 1
3 (ws + wd + wst) can be assumed. Finally, the simplified model parameters can

be formulated as

cr
Σ := 2 w̃2

sc
r
s + w̃2

s

cr
st

b2st
, (2.51a)

dr
Σ := 2 w̃2

sd
r, (2.51b)

and the resulting linear model of the roll dynamics is given as

Jxcϕ̈ = −cr
Σϕ− dr

Σϕ̇+mshrlay,m. (2.52)

That second-order model (or slightly different variations) are often seen for roll angle

observation, e.g. [DVL+10], [SU11], [RZSF+12]. [RPTL11] also uses this simple roll

modelling approach for a combined state and parameter estimation resulting in the roll

angle as well as center of gravity (CoG) height.

Coupling with Lateral Dynamics The coupling between the roll and the lateral dy-

namics is modelled by a modification of the front and rear slip angles αf , αr respectively

(2.35), i.e. αfe and αre

αfe = δw − vvy

vvx
−
lfeψ̇

vvx
− hrlϕ̇

vvx
, (2.53a)

αre = − vvy

vvx
+
lreψ̇

vvx
− hrlϕ̇

vvx
. (2.53b)

By merging the modified slip angle definitions with the single-track model equations

(2.14b) and (2.34) a new set of equations accounting for the roll motion can be formu-

lated.

Effects of Road Bank Angle on Roll Dynamics If the assumption does not hold

that the road bank angle Φ is negligibly small, the total rotation angle between the

intermediate axis system C and the vehicle-fixed Cv is given by the sum of vehicle roll

angle ϕ and road bank angle Φ, i.e. ϕm := ϕ + Φ, see Figure 2.11. Consequently,

the transformation matrix as defined in (2.40) is now exploiting the angle ϕm and the
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Figure 2.11: Road bank angle effects on roll dynamics.

resulting lateral acceleration is

ay,m = ay cosϕm + g sinϕm. (2.54)

Combining that result with (2.52) the roll dynamics of the vehicle can be described.

Note that the resulting model is not useful for state observer design as the measured roll

angle or rate refer to ϕm or ϕ̇m, i.e. the sum of vehicle roll and road bank angle (or its

time derivative).

2.3.2 Pitch Dynamics

The rotation of the vehicle chassis and hence the vehicle-fixed coordinate system Cv
around the yv-axis is referred to as pitch motion (Figure 2.12). The resulting angle

between the intermediate axis system C and Cv is denoted as pitch angle θ. Note that

the angle θ is related to the chassis’ pitch angle and does not include a road inclination

angle. As presented in Section 2.1.1 the road inclination angle is denoted by χ.

The pitch dynamics modelling is similar to that of the roll dynamics presented previously.

The employment of a 1-DoF model suggests the interpretation of the pitch dynamics as

a torsional spring-mass-damper system, i.e. the pitch motion can be simplified to a

rotation of the rigid body w.r.t. the pitch center (PC). Intentionally, the bounce (heave)

movement of the chassis is not included into the model as the increase w.r.t. degrees

of freedom yields more model parameters and also requires measurement of suspension

displacement for a proper parameter identification mechanism. The suspension elements

of the left and right hand-side are lumped into single front and rear elements. For the
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Figure 2.12: Schematics of the chassis pitch motion.

model validity to hold there are several assumptions necessary:

1. The road inclination angle is approximately zero and can therefore be neglected.

This restricts the model use to test track conditions. Other than that, the longitu-

dinal acceleration and pitch angle measurements are distorted and do not provide

correct information.

2. The pitch dynamics are only excited by an intentional driver action, i.e. accel-

eration or deceleration. External excitations due to disturbances (rough road,

obstacles etc.) are not considered.

3. The pitch motion is interpreted as a rotation of the sprung vehicle parts around

a given point, named as pitch center (PC). Its position depends on the vehicle

suspension type.

4. The longitudinal distances between CoG and front/rear axle are assumed constant.

Suspension compliance is neglected.

5. Coupling effects with lateral/roll dynamics are negligible. Simultaneous excitation

of lateral and pitch dynamics is not feasible.

Due to the vehicle acceleration or deceleration the change in vertical tire loads causes a

pitch moment. The resulting suspension forces consist of the spring forces F p
s,f , F p

s,r and

the damping forces F p
d,f , F p

d,r. There are no (passive) stabilizing elements implemented

in standard vehicles - active elements are not considered. The distances between the

pitch center and the spring forces are ls,f , ls,r (front/rear) and ld,f , ld,r (front/rear)

respectively. The parameter hpl defines the height between the CoG and the pitch center.

The moment of inertia Jyc comprises the moment of inertia w.r.t. the lateral axis of the

sprung vehicle parts Jys and a correction that accounts for the distance between CoG
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and pitch center, i.e. Jyc = Jys + msh
2
pl. For derivation of the equations of motion the

conservation principle of angular momentum yields

Jycθ̈ =
∑

Ty, (2.55a)

= F p
s,rls,r + F p

d,rld,r − F
p
s,f ls,f − F

p
d,f ld,f +mshpl (axcosθ − gsinθ) . (2.55b)

The pitch rate θ̇ and the pitch acceleration θ̈ are defined by

θ̇ :=
dθ

dt
, θ̈ :=

d2θ

dt2
. (2.56)

Reconsidering the interpretation of the pitch motion as a rotation of the vehicle-fixed

axis system Cv by the angle θ w.r.t. the intermediate system C its mathematical inter-

pretation exploits the rotation matrix Tp
vi, i.e.

Tp
vi =


cosθ 0 −sinθ

0 1 0

sinθ 0 cosθ

 . (2.57)

Defining the acceleration vector a :=
[
ax 0 g

]T
it can be transformed considering

Tp
vi to va given by

va = Tp
via =


ax cosθ − g sinθ

0

ax sinθ + g cosθ

 . (2.58)

Comparing the x-component of va with (2.55b) one sees that if the longitudinal accel-

eration is measured in vehicle-fixed coordinates the gravitational component is inherent

to the measurement and the latter is defined by

ax,m := ax cosθ − g sinθ, (2.59)

and consequently the equation of motion for the pitch dynamics reads as

Jycθ̈ = F p
s,rls,r + F p

d,rld,r − F
p
s,f ls,f − F

p
d,f ld,f +mshplax,m. (2.60)

The suspension spring forces F p
s,r, F

p
s,f are proportional to the suspension deflection ∆zf

and ∆zr. Hereby, a positive deflection refers to a spring compression, i.e reduction of

its length. Approximating the deflections by ∆zf ≈ ls,fθ and ∆zr ≈ −ls,rθ the spring
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forces are modelled by

F p
s,r = −cp

s,r(θ) ls,r θ, (2.61a)

F p
s,f = cp

s,f (θ) ls,f θ. (2.61b)

Moreover, the damping forces F p
d,r, F

p
d,f can be described by

F p
d,r = −dp

r (θ̇) ld,r θ̇, (2.62a)

F p
d,f = dp

f (θ̇) ld,f θ̇. (2.62b)

There, the spring stiffnesses cp
s,r(θ), c

p
s,f (θ) and the damping coefficients dp

r (θ̇), dp
f (θ̇) are

in general functions of the pitch angle θ and velocity θ̇ respectively. Combining (2.60),

(2.61) and (2.62) yields

Jycθ̈ = cp
Σ(θ) θ + dp

Σ(θ̇)θ̇ +mshplax,m, (2.63)

where

cp
Σ(θ) := −cp

s,r(θ) l
2
s,r − c

p
s,f (θ) l2s,f , (2.64a)

dp
Σ(θ̇) := −dp

r (θ̇) l2d,r − d
p
f (θ̇) l2d,f , (2.64b)

represent the effective stiffness and damping factors depending on pitch angle θ and rate

θ̇ respectively. The individual distances of spring and damping elements can be assumed

equal such that there exists a front distance (between front suspension elements and PC)

defined by l̃f := 1
2(ls,f + ld,f ) and similarly a rear distance l̃r := 1

2(ls,r + ld,r). Exploiting

the argumentation of the simplified roll dynamics with respect to the parameters cr
Σ

and dr
Σ it is assumed that the opposite suspension deflection of rear and front elements

renders the modelling of the dominant nonlinearities redundant. Consequently, cp
Σ(θ)

and dp
Σ(θ̇) are assumed constant and independent of θ and θ̇. At the end, the linear

model of the pitch dynamics reads as

Jycθ̈ = cp
Σ θ + dp

Σθ̇ +mshplax,m, (2.65)

with

cp
Σ := −cp

s,r l̃r
2 − cp

s,f l̃f
2, (2.66)

dp
Σ := −dp

r l̃r
2 − dp

f l̃f
2. (2.67)
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2.4 Steering Dynamics

2.4.1 Conventional Steering

In order to govern the heading direction of a vehicle the driver operates the steering

wheel and rotates the tires around the kingpin axis. Herein, a front-steering system with

fixed rear wheels is assumed. The static steering ratio, denoted by is, depends on the

maximum angle of lock and is a function of the steering wheel angle δh, i.e.

is = f(δh). (2.68)

Commonly that function is approximated by linearization for certain ranges, i.e.

is,lin(δh,r) =
df(δh)

dδh

∣∣∣∣
δh=δh,r

⇒ δw =
δh
is,lin

. (2.69)

There δh,r represents a certain steering wheel angle (range). In fact, elasticities in the

mechanical steering system (gear, linkage, shaft) affect the ratio between wheel angle and

steering wheel angle additionally. Figure 2.13 depicts a standard steering system where

the mechanical parts are assumed stiff and backlash-free. Moreover, the elasticities are

lumped in a torsional stiffness CS [BÖR04]. It shows the kinematic and pneumatic trails

nk and np respectively. In general, both are not constant, i.e. the pneumatic trail np
depends on tire load and slip angle (Section 2.2.1) and the kinematic trail nk is a func-

tion of the steering angle and the trail angle γt [MW04, p.752]. The offset steering is

governed by the distance ld whereas the latter depends on the angle of inclined kingpin

axis and the camber angle. In order to keep the model simple, the wheel angle δw is

assumed to represent a mean value of the left and right wheel angles δw,l and δw,r.

The sum of the lateral tire forces wf,l
Fy,f , wf,r

Fy,f (Figure 2.13) is denoted by the vari-

able Fy,f (subscripts omitted on purpose). Then, the resulting wheel angle (in due

consideration of the steering elasticity) reads as

δw =
δh
is
− 1

Cs
Fy,f (np + nk). (2.70)

That steering elasticity also affects the interpretation of the front cornering stiffness.

Combining (2.24a) and (2.53a) with (2.70) the tire force reads as

Fy,f (αfe) =
cαf

1 + cαf
nk + np
CS︸ ︷︷ ︸

=:cαfe

(
δw − β −

lfeψ̇

vvx
− hrlϕ̇

vvx

)
. (2.71)

As a consequence, the cornering stiffness cαfe is no longer a constant, but accounts

for steering elasticities and kinematic/pneumatic trails. Furthermore, the modifica-
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Figure 2.13: Front wheel schematics - Kinetics and Kinematics [MW04].

tions affect the coherence between parameters of the tire models Simplified Pacejka

(SMF)/TM Simple (TMs) and the lateral cornering stiffness. Note that the so-called

roll steering effect [MW04] is not considered explicitly.

2.4.2 Electric Power Steering System

In modern passenger cars the conventional steering system is either implemented as

electro-hydraulic power steering system (EHPS) or electric power steering (EPS) system.

Comparing these two mechanisms, the latter provides advantages such as individual

actuation, lower power consumption and additional functionality for enhanced vehicle

safety and comfort, e.g. park assist [PH11]. Accordingly, a model of an electric power

steering system will be integrated in the framework. Figure 2.14 shows the schematics

of a typical EPS system. Therein, Tw,l, Tw,r represent the left and right wheel torques

interpreted as external inputs. These are given by the product of lateral tire forces and

trail (pneumatic + kinematic). The electric motor EM is represented by its inertia Jm,
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Figure 2.14: Electric Power Steering System Schematics.

the motor torque Tm and a damping coefficient dm (viscous friction effects). The inertia

of the steering wheel is given as Jstw, the stiffness of the column as cc (torque sensor) and

its damping coefficient as dc. The transmission ratio from assistant motor to the column

is defined by im and from steering column to the rack by ir. Furthermore, Th denotes

the steering torque, δh the steering wheel angle, δm the motor angle, δs the column angle

and δw,l the resulting (left) wheel angle.

The equations of the rotational motion can then be described by [ICDW11]

Jstw δ̈h = Th − cc (δh − δs)− dcδ̇h, (2.72a)

Jca δ̈s = cc (δh − δs)− dmi2mδ̇s + i−1
r Tw + imTm. (2.72b)

The inertia Jca constitutes of the column inertia Jc, motor inertia Jm and rack inertia

Jr, i.e. Jca = Jc + i2mJm + i−2
r Jr. The external torque input Tw represents the sum of

the left and right wheel torques Tw,l and Tw,r.
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Figure 2.15: Modular structure of the vehicle powertrain.

2.5 Powertrain Dynamics

The acceleration performance of an automotive vehicle is governed by its maximum out-

put torque at the wheels and the longitudinal tire forces [JAZ14]. The latter is not

directly controllable as it mainly depends on the friction between road and tires. How-

ever, the torque available at the wheels is characterized by the powertrain, i.e. engine

and driveline. Figure 2.15 depicts the most relevant components of a standard automo-

tive powertrain19. The modelling of the powertrain dynamics serves the purpose to find

a proper model of the dynamics from accelerator pedal position to vehicle acceleration.

In general, a modular model structure of the components illustrated in Figure 2.15 would

be preferable, but also requires adaption of the model to the actual vehicle configuration

(w.r.t. its powertrain). For example, a vehicle with manual transmission necessitates

different modelling than another with automatic transmission (e.g. dual clutch trans-

mission), as do front-, rear-wheel or four-wheel driven vehicles.

The derived powertrain model is not intended to model oscillation or vibration effects

subject of e.g. [TE09, FWE02].

Standard modelling procedures of the powertrain components are presented and dis-

cussed in the following for further use.

19Note that vehicles with hybrid propulsion require additional components and are not considered for
the modelling.
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Engine Dynamics

The internal combustion engine that is considered as standard propulsion source requires

complex models to describe the physical effects of injection, combustion, gas exchange

etc. required for torque generation, e.g. [HEY88, MT14]. However, these models are not

useful for real-time application. Even when considering so-called mean-value20 models

the engine torque is a nonlinear function of many variables, such as fuel mass, air/fuel-

ratio, recirculated exhaust gas ratio, engine speed, injection timing, number of injections

and others [GO10].

A more interesting approach, especially with respect to the current application, is the

use of a neural network to describe the resulting engine torque [HH03]. From a modelling

perspective this refers to Black Box modelling as only the in- and outputs of the system

internal combustion engine are relevant. Aside its high potential to describe nonlinear

effects this method renders the knowledge of engine specific parameters unnecessary.

Hence, the type of combustion engine only changes the input variables of the network

whereas the size, operating principle etc. of the engine do not affect the system modelling

at all. Furthermore, in contrast to linear models, aiming to approximate the engine’s

dynamics by several simplifications and consequently sacrificing accuracy the neural

network retains these nonlinearities for a proper estimation of the effective torque. The

latter can then be forwarded to the driveline model as system input.

Driveline Dynamics

For modelling of the driveline dynamics the elements of engine, clutch, transmission,

drive shaft, differential and axle shafts need further considerations [KD97, GIL92]. Mod-

elling of the engine is performed to that extent that its mechanical dynamics are modelled

as [GO10]

Je
dωe
dt

= Te − Tl, (2.73)

where the engine torque (including losses) is denoted by Te, the load torque is Tl, engine

moment of inertia is Je and engine speed ωe. A simple model of the clutch and trans-

mission is provided in [KD97]. Moreover, [RAJ12] discusses the modelling of a standard

torque converter. Assuming an engaged clutch (which is reasonable during acceleration

in a specific gear) and a transmission, where friction is neglected (as is its moment of

inertia) the algebraic relation between the torques reads as

Tl = Tp
1

it
, (2.74)

20The term mean-value emphasizes that these models do not reflect the crankangle-based dynamics,
but mean values of engine outputs [GO10, RAJ12].



60 Chapter 2. Modelling of Selected Vehicle Dynamics

with Tp being the torque output of the transmission and it the transmission ratio. The

drive shaft is also assumed stiff, such that the torque of the transmission is equal to the

torque of the differential. In terms of the axle shafts it is assumed that the vehicle is

not excited in lateral direction and as a consequence these can be lumped into a single

one. The differential drive is modelled similarly to the transmission, i.e. its inertia and

friction are disregarded and the torque is affected by a coefficient if . Then, the most

basic driveline model connecting engine and wheel is given by the algebraic relation

Tl = Tw
1

itif
(2.75)

All these modelling assumptions are discussed in [KD97]. Finally, a correspondence

between the engine torque and the vehicle acceleration (in longitudinal direction) can be

formulated as

ax =
if it
rm̄

[
Te − Je

d

dt
ωe −

r vFaero
if it

]
. (2.76)

This relation assumes a negligible road inclination and rolling resistance vFR. The

aerodynamic drag force vFaero is defined in (2.2). Furthermore, m̄ is defined by [MW04]

m̄ := m+

n∑
j=1

JTj
r2
j

, (2.77)

where m denotes the total vehicle mass, JTj the sum of wheel inertia w.r.t. their rotation

axis (per axle) and rj the static tire radius related to axle j. Hence, for a standard vehicle

(e.g. front-driven) the index n equals 1 - losses of the rear axle can be neglected.

2.6 Human Perception

The integration of the driver perception into the handling evaluation process is suggested

in [DEC09] and implemented in [SCH10]. Before focusing on the modelling of the human

senses the term perception will be introduced as ”data acquisition of physical stimuli

by the human senses” [SCH10, SL07]. This is contradictory to cognition including an

individual interpretation of the perception.

A motion transformation of the measured signals to the driver axis system needs to be

performed before these can be fed into the perception models. [SCH10] identified the

most relevant senses related to handling evaluation, i.e. visual perception (velocities,

sideslip angle, yaw rate), vestibular system (translational/angular accelerations), muscle

spindles and Golgi tendon organs (steering wheel torque and angle).
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Transformation of Acceleration Signals to Driver Head Axis System

The calculation of the driver perception signals requires transformation of the input

signals (e.g. translational accelerations) into the coordinate system of the driver’s head.

Exploiting the assumption of a rigid body the angular accelerations are all invariant w.r.t.

the actual position. In contrast, the translational accelerations need to be transformed

from the vehicle’s CoG to the considered axis system origin.

First, the position vector between the CoG and the origin Od21 needs to be determined.

Second, the human head dynamics need to be described in order to be able to calculate

the position vector. And third, the accelerations w.r.t. the CoG will be transformed to

Od.
Figure 2.16 illustrates the head movement w.r.t. to the vehicle chassis. There, the

human body (apart from its head) is assumed static at a fixed position denoted by the

vector vxd,stat := [lh,x lh,y lh,z]
T . The roll and pitch movement of the head are denoted

by ϕh and θh respectively. The dynamics of the head can be modelled by a spring-mass-

damper system with linear characteristics. The resulting transfer function Gh,ϕ(s) reads

as [SCH10]

Gh,ϕ(s) =
ϕ̄h(s)

ϕ̄(s)
=

1

Jh
ch
s2 + 2

√
Jh
ch
s+ 1

, (2.78)

with Jh =
2

5
mhr

2
h + mhr

2
l being the moment inertia of the head w.r.t. to the rotation

axis, mh the mass of the head, rh the head radius and rl the distance between the head’s

CoG and the rotation axis. Furthermore, ch denotes the rotation stiffness defined as ch =

10π · Jh. Parameter values are extracted from [SCH10]. For the sake of completeness,

the missing parameters are standardized as mh = 5kg, rh = 0.085m and rl = 0.2m, see

ÖNORM DIN 33402-2. The calculation of the pitch angle θh is straightforward as the

head dynamics for the pitch rotation are identical.

Now, that the rotation angles are known, the position vector vxd,pos relating the driver’s

head CoG to the vehicle’s CoG can be calculated as
xd,od

yd,od

zd,od

 =


lh,x

lh,y

lh,z


︸ ︷︷ ︸
=vxd,stat

+


rl cosϕh sinθh

−rl sinϕ cosθh

rl cosϕh cosθh

 . (2.79)

21Note that the (driver) head-fixed axis system Cd = {Od; xd, yd, zd} is not listed in Appendix A as
it is not standardized. Its origin Od is located at the driver’s head CoG and it is a right-hand side axis
system. Its vertical axis points upwards, governed by the head roll and pitch angle. The xd-axis points
forwards (in driving direction). Rotary head motion is not modelled.
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Finally, exploiting (2.79) and assuming the angular velocities in the vehicle-fixed axis

system to be equal to the earth-fixed ones22 the transform of accelerations from CoG to

any arbitrary point reads as [KOB03]

v


ax,od

ay,od

az,od


︸ ︷︷ ︸

=:vaod

=

v


ax

ay

az

+

v


θ̈ zd,od − ψ̈ yd,od − (ψ̇2 + θ̇2)xd,od + θ̇ ϕ̇ yd,od + ϕ̇ ψ̇ zd,od

ψ̈ xd,od − ϕ̈ zd,od + θ̇ ϕ̇ xd,od − (ϕ̇2 + ψ̇2) yd,od + ψ̇ θ̇ zd,od

ϕ̈ yd,od − θ̈ xd,od − ϕ̇ ψ̇ xd,od + ψ̇ θ̇ yd,od − (ϕ̇2 + θ̇2) zd,od

 .

(2.80)

Now, the resulting acceleration vector at position Od can be transformed into driver

head coordinates by daod = Tdv vaod with

Tdv =

 cosθh 0 sinθh

sinϕh sinθh cosϕh −sinϕh cosθh

−cosϕh sinθh sinϕh cosϕh cosθh

 . (2.81)

Transformation of Velocity Signals to Driver Head Axis System

The transformation of velocities from vehicle CoG to Cd exploits (2.78), (2.79) and (2.81).

Solely, the transformation (2.80) is different, i.e. [KOB03]

v


vx,od

vy,od

vz,od


︸ ︷︷ ︸

=:vvod

=

v


vx

vy

vz

+

v


θ̇ zd,od − ψ̇ yd,od
ψ̇ xd,od − ϕ̇ zd,od
ϕ̇ yd,od − θ̇ xd,od

 . (2.82)

Finally, the velocity vector dvod can be calculated as dvod = Tdv vvod.

Visual Perception

The eye acting as human visual sensor detects translational and angular velocities with

some time delay. Hence, the transfer function of the visual sensor consists of a pure

dead-time delay [WBGH06], i.e.

Geye,v(s) =
v̄eye(s)

v̄m(s)
= e−τes, (2.83)

22This is reasonable as only great values of road inclination or bank angle (e.g. steep bank curve)
have a recognizable influence on the angular velocities. See [KOB03] for details.
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Figure 2.16: Lateral and rear view of driver’s head position.

where the dead-time is given by τe = 0.15s for the central visual field [HS99]. The

input signal of the transfer function is a velocity (in x-, y- or z-direction) transformed to

the driver head-fixed coordinate system, i.e. equation (2.82). The transfer function of

angular velocities Geye,ω(s) is identical to (2.83). However, angular velocities do not have

to be transformed and measured quantities can be fed to the transfer function directly.

Semi-circular Canals

The vestibular system consists of three semi-circular canals sensing angular accelerations

and so-called otoliths sensing translational accelerations [SL07]. Due to similarities be-

tween the sensed signals and the yaw rate the model is based on a lead filter approxi-

mating a pure integrator at high input frequencies [WBGH06]. The transfer function of

a semi-circular canal reads as

Gscc(s) =
ω̄scc(s)

ᾱm(s)
= K

1 + τLs

1 + τis

τas

τas+ 1︸ ︷︷ ︸
=:Ascc(s)

. (2.84)
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For K, τL and τi different identification results can be found in literature, e.g. [HBS+05,

HJ78]. Here, the values chosen are extracted from [WBGH06] and read as K = 5.9,

τL = 0.11s and τi = 5.9s. Ascc(s) represents an adaption function as presented in

[SCH10] to model the human sense adaption capabilities. The parameter τa is selected

as τa = 80s [SCH10, WIL02]. Note that the system input of the transfer functions (one

per rotation axis) are angular accelerations that need to calculated, if not measured.

Otoliths The otoliths are sensitive to translational accelerations and for the mathe-

matical modelling there exist numerous approaches differing in complexity [HJ78]. Here,

a simple model combined with an adaption function valid for irregular otoliths23, as dis-

cussed in [SCH10], is employed, i.e.

Goto(s) =
āoto(s)

ām(s)
=

1 + τLs

1 + τis

Kaτas+ 1

τas+ 1︸ ︷︷ ︸
=:Aoto(s)

. (2.85)

Parameter values are given in [WBGH06] and [SCH10]. The adaption parameters are

Ka = 1.12, τa = 87.5s and furthermore τL = 0.3s, τi = 0.12s. System inputs are

the transformed, measured accelerations daod. There exists one transfer function per

acceleration component.

Angular Rate Perception

Both, the semi-circular canals and the visual system provide angular rate as system

output. Combining these two can be achieved by [WBGH06, VDS98]

ωp = ωscc + ∆ω − τa
d∆ωfilt
dt

, (2.86)

where ωp is the resulting angular rate of human perception, ∆ω := ωeye − ωscc de-

scribes the difference in angular rate perception (between visual system and semi-circular

canals), ∆ωfilt is the low-pass filtered ∆ω. The low-pass filter time constant is given as

τa = 3s [WBGH06].

Steering Wheel Perception

The muscle spindle is sensitive to muscle length and velocity [PIC04]. Its mathematical

model assumes the displacement of the operating element (i.e. steering wheel in this

case) as input [BB90]. Then the transfer function can be formulated as

Gms(s) =
δ̄h,ms(s)

δ̄h(s)
= K

τls+ 1

τLs+ 1
e−τms (2.87)

23Due to [HJ78] the irregular otoliths show higher sensitivity as the regular ones w.r.t. rate of change.
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with K = 46.6, τL = 0.02s, τl = 0.103s and τm = 0.02s [SCH10, BB90].

Steering Torque Perception

The Golgi tendon organs (GTO), responsible for the regulation of the muscle tension

[PIC04], are used for measuring the applied force [BB90]. In general, the input variable

of the GTO is the muscle tension. However, based on the argumentation of [SCH10] the

steering torque can be used directly as input to the model, i.e.

Ggto(s) =
T̄h,p(s)

T̄h(s)
=
b2s

2 + b1s+ b0
s2 + a1s+ a0

e−τgs. (2.88)

The parameters are taken from [BB90, SCH10] and read as b2 = 0.5, b1 = 0.8, b0 = 0.24,

a1 = 1.6, a0 = 0.64, τg = 0.02s.





3
Analyses of Vehicle Dynamics

Models

The formulation of the proposed differential equations using an abstract formalism, i.e.

the state-space representation, introduces increased readability and a certain degree of

flexibility. For example, it is not necessary that the physical values of interest, e.g. the

yaw rate, are identical to the state variables. However, before the state-space related

observer design techniques can be applied some characteristics of the proposed models

are to be analyzed, i.e. parameter sensitivity, observability and influence of sensor con-

figurations on the state reconstruction objective.

The first part of this chapter deals with a theoretical introduction to the parameter sen-

sitivity analysis, observability and also controllability/observability measures that are

used for sensor configuration selection.

Thereafter, the presented theory will be applied to all models proposed in the previ-

ous chapter by exploiting a systematic approach of selecting the model parameters to

be identified. In general, these parameters map the generic mathematical models to

individual vehicle configurations. The herein proposed approach is twofold. First, a

conducted parameter sensitivity study reveals the sensitivity of each system state to

parameter changes. Second, results from existing literature will be exploited to quantify

these parameters by static measurements. These two independent sources of information

allow a systematic selection of the parameters to be identified later on.

Furthermore, a prerequisite allowing for employment of state estimators is the observ-

ability of the considered system. Consequently, it is necessary to show this property

for all proposed models and sensor configurations respectively. Referring to the latter,

the selection of sensors will be analyzed from the perspective of observation, i.e. mea-

sures of observability are exploited to provide some quantitative information how ”well”

the system can be observed given some system output. That extends the idea of basic

67
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observability analysis commonly yielding only a binary result. Finally, these measures

suggest a set of sensors for the task of state and parameter identification. This chapter

aims to provide a set of parameters for the identification task and a suggestion of an

effective sensor configuration for the models discussed in Chapter 2.

3.1 Theoretical Background

3.1.1 Parameter Sensitivity Analysis

In general, there are different approaches to examine the parametric sensitivity of a

dynamical system, e.g. iterative simulations of a model with varying parameter sets.

However, even if the computational power of standard personal computers increases

steadily, the time consumption might become reasonable depending on the number of

parameters and also their variation range.

In [KHA02] an interesting theoretical framework for sensitivity analysis of dynamical

systems in time domain is proposed. A similar approach (extended by frequency domain

analysis) is exploited in [NAL89] to investigate the sensitivity of vehicle dynamics systems

to parameter variations. Herein, these frameworks (exactly speaking sensitivity functions

in time domain) will be employed to evaluate the parametric sensitivity of the, in Chapter

2, proposed models.

First-order Sensitivity Functions

Given a general, nonlinear dynamical system represented in state-space form, i.e.

∂x

∂t
= f(x(t,ρ),ρ,u(t)), x(t0) = x0, (3.1)

where t ∈ R+ denotes the time, x(t,ρ) ∈ Rn the state vector, u(t) ∈ Rm the input

vector, ρ ∈ Rr the constant parameter vector and x0 the known initial condition1. The

function f : Df ⊆ Rn×Rr×Rm → Rn is assumed continuous in x,ρ and u (Remark: In

a mathematically rigorous way it is x(t,ρ), u(t). However, the arguments are dropped

sometimes for the reason of better readability.). Furthermore, f(.) is continuously differ-

entiable w.r.t. x and ρ for all (x,ρ,u) ∈ Df [KHA02]. Then, replacing ρ by the nominal

parameter vector ρ̄, system (3.1) has a unique solution x̄(t, ρ̄). In [KHA02] it is shown

explicitly that, if ||ρ − ρ̄|| < ε, with ε > 0, system (3.1) has a unique solution x(t,ρ)

that is close to x̄(t, ρ̄), i.e. the nominal one.

1Note that the initial condition is independent of the parameter vector ρ.
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The partial derivative of (3.1) w.r.t. ρ yields2

∂

∂t

(
∂x

∂ρ

)
= AS(t,ρ)

∂x

∂ρ
+ BS(t,ρ), (3.2)

with

AS(t,ρ) :=
∂f(x,ρ,u)

∂x

∣∣∣∣∣
x=x(t,ρ)

, BS(t,ρ) :=
∂f(x,ρ,u)

∂ρ

∣∣∣∣∣
x=x(t,ρ)

. (3.3)

Due to the independence of the initial value x0 on the parameter vector ρ the initial

value of (3.2) is given as
∂x0

∂ρ
= 0. The so-called sensitivity function S(t) is defined as

S(t) :=
∂x(t,ρ)

∂ρ

∣∣∣∣∣
ρ=ρ̄

, (3.4)

solving the sensitivity equation

d

dt
S(t) = AS(t, ρ̄) S(t) + B(t, ρ̄), S(t0) = 0, (3.5)

uniquely. Note that the latter definitions refer to the nominal parameter vector ρ̄, i.e.

the matrices A(t, ρ̄) and B(t, ρ̄) are defined as in (3.3), but evaluated for x = x̄(t, ρ̄)

and ρ = ρ̄. In terms of structural composition the time-varying matrix S(t) ∈ Rn×r
generally looks like

S(t) =



∂x1

∂ρ1

∂x1

∂ρ2
. . .

∂x1

∂ρr
∂x2

∂ρ1

∂x2

∂ρ2
. . .

∂x2

∂ρr
...

...
. . .

...

∂xn
∂ρ1

∂xn
∂ρ2

. . .
∂xn
∂ρr



∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ρ=ρ̄

. (3.6)

The elements
∂xi
∂ρj

, with i = 1 . . . n and j = 1 . . . r, are defined as first-order sensitivity

functions and represent the sensitivity of the state xi to parameter variations of ρj .

In order to determine the sensitivity of a state variable xi to the complete parameter

vector ρ the i-th row of S needs to be extracted. Moreover, the j-th column of S reveals

2By assuming continuity and continuous differentiability of f(.) the partial differentiation is commu-
tative, see e.g. Theorem of Schwarz [LAN87, p.83].
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information on the sensitivity of the complete state vector x on a single parameter ρj .

The structure of the time-varying dynamic matrix AS ∈ Rn×n and the input matrix

BS ∈ Rn×r defined by (3.3) read as

AS(t,ρ) =



∂

∂x1
f1(x,ρ,u) . . . . . .

∂

∂xn
f1(x,ρ,u)

∂

∂x1
f2(x,ρ,u)

∂

∂x2
f2(x,ρ,u) . . .

∂

∂xn
f2(x,ρ,u)

...
...

. . .
...

∂

∂x1
fn(x,ρ,u)

∂

∂x2
fn(x,ρ,u) . . .

∂

∂xn
fn(x,ρ,u)


, (3.7a)

BS(t,ρ) =



∂

∂ρ1
f1(x,ρ,u)

∂

∂ρ2
f1(x,ρ,u) . . .

∂

∂ρr
f1(x,ρ,u)

∂

∂ρ1
f2(x,ρ,u)

∂

∂ρ2
f2(x,ρ,u) . . .

∂

∂ρr
f2(x,ρ,u)

...
...

. . .
...

∂

∂ρ1
fn(x,ρ,u) . . . . . .

∂

∂ρr
fn(x,ρ,u)


. (3.7b)

Now, these sensitivity functions can be exploited to approximate the solution x(t,ρ),

given the difference between ρ̄ and ρ is within the assumed ε-range. Then the solution

reads as

x(t,ρ) ≈ x(t, ρ̄) + S(t)(ρ− ρ̄︸ ︷︷ ︸
=:∆x(t,∆ρ)

). (3.8)

Neglecting higher-order terms in the Taylor series expansion of x(t, ρ̄ + ∆ρ) leads to

the approximative character of this method. Here, ∆ρ denotes the difference between

the parameter vectors ρ and ρ̄, i.e. ∆ρ := ρ − ρ̄. The term ∆x(t,∆ρ) represents the

deviation of the solution x(t,ρ) (due to parameter variations) from the nominal x̄(t, ρ̄).

Second-order Sensitivity Functions

In general, calculation of the first-order sensitivity functions allows to evaluate the ef-

fect of parameter changes on the state variables. However, in some cases the first-order

sensitivity functions might not provide the information required. Then, a second-order

approach can be considered by building the partial derivative of (3.2) w.r.t. the param-

eter vector ρ. Theoretically these second-order sensitivity functions do provide a higher
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sensitivity to parameter changes. Further details can be found in [NAL89].

3.1.2 Observability

Given a linear, time-invariant system of the form

dx

dt
= Ax + Bu, (3.9a)

y = Cx (3.9b)

where x(t) ∈ Rn represents the state vector, A ∈ Rn×n the system matrix, B ∈ Rn×m the

input matrix and C ∈ Rp×n the output matrix. The vectors u(t) ∈ Rm and y(t) ∈ Rp are

referred to as system inputs and outputs respectively. Furthermore, the initial condition

of (3.9) is defined as x0 := x(t0).

Theorem 1. System (3.9) or pair (C,A) is said to be observable if any unknown initial

condition x0 can be recovered uniquely from knowledge of u(t) and y(t) over a finite time

period [0, T ] with T > 0.

In order to check for observability (of linear systems) there exist various necessary and

sufficient criteria [POZ10, KAL11, MAR03]. Three of them are listed in the following:

1. The observability Gramian QG(t):

QG(t) :=

t∫
t0

eA
T (t0−τ) CT C eA (t0−τ)dτ, (3.10)

needs to be positive definite for t > 0.

2. The observability matrix O ∈ Rnp×n defined as

O =



C

C A

C A2

...

C An−1


(3.11)

has full column rank.

3. Given an eigenvalue λi with i = 1 . . . n and the corresponding eigenvector pi of the

matrix A, such that A pi = λi pi is fulfilled, then the system is called observable

if for all eigenvectors C pi 6= 0 holds.
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Now, the considered class of systems is more generalized to nonlinear systems of the

form

dx

dt
= f(x,u), (3.12a)

y = h(x), (3.12b)

with x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rp, the initial state x0 := x(t0) and the functions

f : D1 ⊆ Rn×Rm → Rn, h : D2 ⊆ Rn → R are smooth. In terms of system classification

(3.12) is referred to as multi-input single-output system. The more general case of a

vector-valued output y is considered in [NVDS90]. For the case of nonlinear systems the

scope of observability is split into locally3 and globally4. The following definitions are

from [BIR92].

Theorem 2. System (3.12) is called locally observable in a point xp, if all unknown

initial conditions x0 in a neighborhood N : ||x0 − xp|| < ε > 0 of xp can be recon-

structed uniquely from u(t) and y(t) with t0 ≤ t ≤ t1 < ∞. Furthermore, it is called

locally observable if the previous condition holds for all xp ∈ Rn and u ∈ Rm.

Remark: Interestingly, and this is different to the class of linear systems, the observability

of a nonlinear system is also a function of the system input u.

Theorem 3. System (3.12) is called globally observable, if the unknown initial state

vector x0 can be reconstructed uniquely from knowledge of u(t) and y(t) with t0 ≤ t ≤
t1 <∞ for all x0 ∈ Rn and u ∈ Rm.

The observation space O (not to be confused with the origin of the axis systems of

Appendix A) of system (3.12) is given by the output y and its time derivatives [HK77]

O =

{
y

d y

dt

d2 y

dt2
. . .

dn−1 y

dtn−1

}
. (3.13)

Exactly speaking, the time derivatives of the output function y are functions of the state

3In literature, often a subtle differentiation between different types of observability is provided, see
e.g. [NVDS90, HK77, GB81]. Herein, it is assumed sufficient to distinguish between local and global
observability.

4This is in contrast to the class of linear, time-invariant systems, where the local observability implies
the global and vice versa.
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x, but also the input vector u and its time derivatives, i.e.

y = h(x), (3.14a)

d y

dt
=
∂h(x)

∂x
f(x,u)︸ ︷︷ ︸

=:Ψ1(x,u)

(3.14b)

d2 y

dt2
=
∂Ψ1(x,u)

∂x
f(x,u) +

∂Ψ1(x,u)

∂u
u̇︸ ︷︷ ︸

=:Ψ2(x,u, u̇)

(3.14c)

... (3.14d)

dn−1 y

dtn−1
=
∂Ψn−2

∂x
f(x,u) +

n−3∑
m=0

∂Ψn−2

∂um
um+1

︸ ︷︷ ︸
=:Ψn−1(x,u, ...,u(n−2))

. (3.14e)

The right-hand side of (3.14) can be combined into a function Φ(x, ũ) : Rn×Rm×n−1 →
Rn, where ũ ∈ Rm×n−1 holds the input u and its time derivatives, i.e.

Φ(x, ũ) :=

[
h(x) Ψ1(x,u) . . . Ψn−1(x, ũ)

]T
. (3.15)

Theorem 4. System (3.12) is called locally observable if there exists a neighborhood of

the vector x, such that (3.15) is a diffeomorphism between the neighborhood of x and Rn
[POZ04].

A necessary and sufficient condition for proof of (3.15) being a diffeomorphism is

rank

(
∂Φ(x, ũ)

∂x

)
= n (3.16)

Note that this is only a sufficient condition to show local observability.

Theorem 5. System (3.12) is said to be globally observable in Rn if it is locally observ-

able in every point x ∈ Rn [POZ04] .
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3.1.3 Observability Measures

Thus far several criteria for analysis of the system’s observability have been presented.

However, the return value of these methods is a binary result - the system is either

observable or not. Clearly, that information is an important prerequisite for the con-

secutive state observer design, but for some reasons (e.g. selection of sensing devices

[FRÖ08], it might also be interesting to quantify a system’s observability, e.g. good or

bad. A criterion as the latter could ideally back up the choice of a sensor setup given

the case there exist several options. In the following two different measures for linear,

time-invariant systems are presented and will be applied in the remainder of this chapter

to support the sensor selection process.

The so-called modal measures provide some interesting information on the intensity of an

eigenvalue’s influence on the system dynamics. An extensive overview of controllability

measures for linear time-invariant systems is provided in [MOS11]. Due to the principle

of duality [OGA01] these measures can also be applied to quantify the observability as

well.

The first measure M1 has been proposed in [LIT83] and requires transformation of a

system (3.9) into its diagonal form to decouple the differential equations5. Then the

observability measure is defined by

κc,i =
pHi CT C pi

pHi pi
i = 1 . . . n. (3.17)

There, pi ∈ Rn×1 denotes the right eigenvector corresponding to the i-th eigenvalue of

A.

A second measure M2 introduced to quantify the controllability of a given system exploits

the required signal energy to drive a system from a certain initial state x0 to the origin

0. The idea presented in [BR86] uses a defined control energy and investigates its effect

on the state variables. The measure is defined as

µc,i =
1√

Q−1
G (tend)ii

, (3.18)

with Q−1
G (tend) being the inverse of the observability Gramian as presented in (3.10),

evaluated for the time interval [t0, tend]. The subscript ii in (3.18) denotes the ii-th main

diagonal element. A general detailed description of the interpretation of that measure is

provided in [BR86]. Furthermore, referring to the definition of the observability Gramian

(3.10) the upper integration limit can be chosen arbitrarily by the user. However, the

selection criterion used here is based on an equal weighting of the system input and the

eigendynamics as discussed in [MOS11].

5A common assumption to derive unique eigenvectors is that the system matrix A has n different
eigenvalues, if n denotes the size of the square matrix.
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A Comment on the Use of Observability Measures Observability measures are

exploited in [FRÖ08] for evaluation of various sensor configurations. Discrepancies be-

tween the quantified observability and resulting estimation accuracies led the author to

the recommendation to select sensors based on simulations of observer concepts (oper-

ating on those different sensor configurations). However, influences on the estimation

accuracy from e.g. observer gain tunings, measurement noise are not considered in there.

As of that this recommendation is not followed and the use of observability measures

favored.

3.2 Application to Vehicle Dynamics Models

3.2.1 Longitudinal Dynamics

The dynamics of the vehicle in longitudinal direction as well as the powertrain dynamics

discussed in Sections 2.1.1 and 2.5 will be omitted in the subsequent analysis. This is

due to the use of the Black Box modelling approach, that does now allow analysis of

the system internals as these are assumed unknown per definition. Statistical learning

algorithms, rather than observer-based parameter estimation techniques will be employed

to identify the input-output characteristics.

3.2.2 Lateral Dynamics

The complexity of a model representing the lateral vehicle dynamics is mainly governed

by the mathematical representation of the tire-road friction forces. Consequently, the

analysis comprises three different tire force models with a varying number of model

parameters. Additionally, an alternative structure defined by a different input compared

to the classic single-track model will be presented and analyzed at the end of that section.

I Linear Tire Force Model

I.1 State-Space Model

The interpretation of the equations of motion w.r.t. to the lateral vehicle dynamics in

state-space requires the definition of a state vector x(t) ∈ Rn. For the given physical

model the state vector reads as

x :=
[
x1 x2

]T
=
[
ψ̇ β

]T
. (3.19)

Combining the equations (2.14b), (2.34) and taking into considerations the definition

of the slip angles (2.53a) and (2.53b), the sideslip angle (2.15) and the linear tire force
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model (2.24a), (2.71) a state-space formulation can be given as

ΣL1 :




dx1

dt
dx2

dt


︸ ︷︷ ︸

=:ẋ

=

 a11 u
−1
2 x1 + a12 x2 + b11 u1 − b13u

−1
2 u3

(a21u
−2
2 − 1)x1 + a22u

−1
2 x2 + b21u

−1
2 u1 − b23u

−2
2 u3


︸ ︷︷ ︸

=:f(x,u)

,

y = h(x),

(3.20a)

(3.20b)

with f : Df ⊆ Rn×Rm → Rn, h : Dh ⊆ Rn → R, the input vector u(t) ∈ Rm defined by

u :=
[
u1 u2 u3

]T
=
[
δw vvx ϕ̇

]T
, (3.21)

and the output y ∈ R. Furthermore, the abbreviations

a11 :=
−l2fe cαfe − l

2
re cαr

Jz
, a12 :=

−lfe cαfe + lre cαr
Jz

, (3.22a)

a21 :=
−lfe cαfe + lre cαr

m
, a22 :=

−cαfe − cαr
m

, (3.22b)

b11 :=
lfe cαfe
Jz

, b13 :=
hrl(−lfecαfe + lrecαr)

Jz
, (3.22c)

b21 :=
cαfe
m

, b23 :=
hrl(−cαfe − cαr)

m
. (3.22d)

are introduced. Definition of the output mapping h(x) will be analyzed later within the

observability study. In general, the formulation of the lateral vehicle dynamics even with

a linear lateral tire force model results in a nonlinear system description.

I.2 Parameter Sensitivity Analysis

Studying the effects of parameter variations on the system states x1 and x2 requires

definition of a parameter vector ρ. As a result system (3.20) can be written in the

following form


dx1

dt

dx2

dt


︸ ︷︷ ︸

=:ẋ

=


−ρ2

1 ρ3 − ρ2
2 ρ4

ρ5 u2
x1 +

−ρ1 ρ3 + ρ2 ρ4

ρ5
x2 +

ρ1 ρ3

ρ5
u1 +

−ρ7 ρ1 ρ3 + ρ7 ρ2 ρ4

ρ5 u2
u3

−ρ3 − ρ4

ρ6 u2
x2 +

(
−ρ1 ρ3 + ρ2 ρ4

ρ6 u2
2

− 1

)
x1 +

ρ3

ρ6 u2
u1 +

ρ7

(
−ρ3 − ρ4

)
ρ6 u2

2

u3


︸ ︷︷ ︸

=:

[
f1(x,ρ,u) f2(x,ρ,u)

]T
,

(3.23)
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with parameter vector ρ ∈ Rr being defined as

ρ :=
[
ρ1 ρ2 ρ3 . . . ρ7

]T
=
[
lfe lre cαfe cαr Jz m hrl

]T
. (3.24)

The system and input matrices ASL1
(t,ρ) ∈ Rn×n and BSL1

(t,ρ) ∈ Rn×r respectively,

defined by (3.7a) and (3.7b), read as

ASL1
(t,ρ) :=


−ρ2

1 ρ3 − ρ2
2 ρ4

ρ5 u2

−ρ1 ρ3 + ρ2 ρ4

ρ5

−ρ1 ρ3 + ρ2 ρ4

ρ6 u2
2

− 1
−ρ3 − ρ4

ρ6 u2

 , (3.25a)

BSL1
(t,ρ) :=



−2 ρ1 ρ3

ρ5 u2
x1 −

ρ3

ρ5
x2 +

ρ3

ρ5
u1 −

ρ3 ρ7

ρ5 u2
u3 − ρ3

ρ6u2
2

x1

−2 ρ2 ρ4

ρ5 u2
x1 +

ρ4

ρ5
x2 +

ρ4 ρ7

ρ5 u2
u3

ρ4

ρ6u2
2

x1

−ρ2
1

ρ5 u2
x1 −

ρ1

ρ5
x2 +

ρ1

ρ5
u1 −

ρ1 ρ7

ρ5 u2
u3

∂f2

∂ρ3

−ρ2
2

ρ5 u2
x1 +

ρ2

ρ5
x2 +

ρ2 ρ7

ρ5 u2
u3

ρ2

ρ6 u2
2

x1 −
1

ρ6 u2
x2 −

ρ7

ρ6 u2
2

u3

∂f1

∂ρ5
0

0
∂f2

∂ρ6

−ρ1 ρ3 + ρ2 ρ4

ρ5 u2

−ρ3 − ρ4

ρ6 u2
2



T

.

(3.25b)

with

∂f2

∂ρ3
= − ρ1

ρ6 u2
2

x1 −
1

ρ6 u2
x2 +

1

ρ6u2
u1 −

ρ7

ρ6 u2
2

u3,

∂f1

∂ρ5
= −ρ

2
1 ρ3 + ρ2

2 ρ4

ρ2
5 u2

x1 +
−ρ1 ρ3 + ρ2 ρ4

ρ2
5

x2 +
ρ1 ρ3

ρ2
5

u1 +
ρ1 ρ3 ρ7 − ρ2 ρ4 ρ7

ρ2
5 u2

u3,

∂f2

∂ρ6
=
−ρ1 ρ3 + ρ2 ρ4

ρ2
6 u

2
2

x1 +
−ρ3 − ρ4

ρ2
6 u2

x2 +
ρ3

ρ2
6 u2

u1 +
ρ3 ρ7 + ρ4 ρ7

ρ2
6 u

2
2

u3.

for the system (3.23). Evaluating the matrices for the nominal parameters values ρ̄ and

inserting ASL1
(t, ρ̄) and BSL1

(t, ρ̄) into (3.5) allows calculation of the numerical solution



78 Chapter 3. Analyses of Vehicle Dynamics Models

Parameter Symbol Value Unit

lfe ρ̄1 1.087 m

lre ρ̄2 1.441 m

cαfe ρ̄3 110000 N·rad-1

cαr ρ̄4 130000 N·rad-1

Jz ρ̄5 2152 kg·m2

m ρ̄6 1465 kg

hrl ρ̄7 0.45 m

Table 3.1: Nominal parameter vector ρ̄ for parameter sensitivity evaluation of lateral
dynamics (ΣL1).

related to the sensitivity functions SL1(t) ∈ Rn×r. Additionally to the n× r differential

equations also the n nominal trajectories of x̄(t, ρ̄) need to be evaluated.

The choice of system excitation, i.e. driving maneuvers, is motivated such, that a.)

the system is excited abruptly by a input step signal b.) is excited permanently by

a harmonic function for analysis of the sensitivities. More precisely, the maneuvers

refer to a pseudo-step6 and a sinusoidal steering excitation. The extracted information

of the analysis can increase the transparency of the maneuver selection for the model

parameter identification task of the next chapter. Execution-wise the steering angle

amplitude is selected such that the linear range (see Figure 2.5) of the tire slip-force

angle characteristics is not left. The longitudinal vehicle velocity is held constant at

vvx = 80km·h-1 (as defined for the standard evaluation maneuvers - Section 1.2.2).

The values of the nominal parameter vector ρ̄ used for the simulation work are listed

in Table 3.1. Clearly, the exact value of these parameters depends on the considered

vehicle configuration. However, the physical range of these parameters is well known

and in terms of parameter sensitivity analysis the nominal parameter value is of reduced

importance. The quantitative effect of a parameter change ∆ρ on the state vector x is

abbreviated by

∆xρi :=
∂x

∂ρi

∣∣∣∣∣
ρi=ρ̄i

∆ρi i = 1 . . . r (3.27)

Here, ρi denotes the i-th element of the vector ρ. The results of the simulations are

illustrated in Figure 3.1. The subplots (a) and (b) show the effects of parameter changes

on x1 and x2 during a pseudo-step steering excitation. Furthermore, (c) and (d) reveal

information on the change of x1 and x2 due to parameter variations during a sinusoidal

steering excitation. The plots (a) and (c) reveal that the model parameters ρ2, ρ3, ρ1

and ρ4 have the highest influence on x1 when changed by some small value7. Note that

6A pseudo-step change can be interpreted as a sigmoid function. In practice, it is obtained by filtering
an ideal step input and mainly differs by its continuous differentiability.

7More exactly, the simulated parameter variations are given by 1% of their nominal values.
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∆xρ1

∆xρ2

∆xρ3

∆xρ4

∆xρ5

∆xρ6

∆xρ7

∆x1 (t,∆ρ)

t

(a) Step Input - ∆x1(t,∆ρ).

∆x2 (t,∆ρ)

t

(b) Step Input - ∆x2(t,∆ρ).

∆x1 (t,∆ρ)

(c) Sinusoidal Input - ∆x1(t,∆ρ).

∆x2 (t,∆ρ)

t

(d) Sinusoidal Input - ∆x2(t,∆ρ).

Figure 3.1: Sensitivities of state x w.r.t. parameter variations ∆ρ for step and sinusoidal
excitations (ΣL1). The curves illustrate the relative change of the state values (w.r.t. the
nominal case) when deviating the considered parameter by some small amount from its
nominal quantity. In (a), (b) the steady-state values are of interest in order to analyze the
influence of the individual parameters on the states. Plots (c), (d) show the state variations
for some harmonic excitation. Note that ∆xρ1 is an abbreviation for ∆x(t,∆ρ1).

the axes scaling of (a) and (c) is identical for a proper comparison of the sensitivities

w.r.t. the excitation signal. The same holds for (b) and (d). Considering the magnitude

of the influence of the individual parameters on x1 there is no difference between the

two simulated maneuvers. The situation looks similar for state x2, even though ρ3 shows

less influence on x2 as for x1. In fact, the highest sensitivity of x2 is on ρ2, ρ4, ρ6 and

ρ1. Similarly as for x1, the choice of maneuver does not introduce any changes to the

previous results.

I.3 Model Parameter Identification by Static Measurements

An overview of measurement principles to determine vehicle parameters (e.g. inertia,

planar CoG position, mass) is provided in [KOL09]. Following these results it is only
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the tire parameters and the roll lever arm that are to be determined by identification8.

I.4 Model Parameter Selection

Bringing together the results of the previous two paragraphs it is the tire forces related

parameters cαfe , cαr and the planar position of CoG that are to be identified online.

With regards to the objective of this thesis, providing model parameters for a subsequent

vehicle handling evaluation, the vehicle related parameters can be assumed well known

and constant during the identification work. Hence, and this coincides with the findings

of [BÖR04] who classifies the urgency of parameter identification by a metric based on

the standard deviation and maximum value of a parameter, the ones related to the tire

forces are selected as those to be estimated.

I.5 Observability Analysis

In general, both state variables x1 and x2 can be measured by an angular rate and

optical velocity sensor respectively. However, the latter is cost-intensive and its vehicle

installation time consuming. Consequently, in this paragraph the effects of two different

sensor configurations9 are investigated with respect to the observability of the system.

Furthermore, quantitative metrics in form of observability measures reveal the potential

how well the initial conditions can be recovered from measurements of a given sensor

set.

The linear output mappings of the two sensor configurations h1(x) and h2(x) are defined

as follows

y1 = h1(x) =
[

1 0
]
x, (3.28a)

y2 = h2(x) =
[

0 1
]
x. (3.28b)

The observability matrices O1 and O2 are defined as in (3.11) and read as

O1 =


1 0

a11

u2
a12

 , O2 =


0 1

a21

u2
2

− 1
a22

u2

 (3.29)

From (3.29) and criterion 2 of Section 3.1.2 it is obvious that O1 has full rank as long as

a12 is different from 0, i.e. lfecαfe 6= lrecαr must hold10. Similarly, O2 only suffers from

8The latter is also assumed known as discussed in Section 3.2.3.
9These configurations refer to either measurement of the yaw rate ψ̇ or the vehicle sideslip angle β.

10From a vehicle handling point of view this is interesting as it can be interpreted as follows: assuming
yaw rate measurement only, the system (3.20) is not observable if lfe cαfe = lre cαr . In other words, it is
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Measure h1(x) h2(x)

M1 [LIT83] κc,1 = 0.972
κc,2 = 0.972

κc,1 = 0.028
κc,2 = 0.028

M2 [BR86]
( tend = 0.12 )

µc,1 = 0.231
µc,2 = 0.620

µc,1 = 0.019
µc,2 = 0.231

Table 3.2: Observability measures for sensor configurations h1(x) and h2(x) of ΣL1.

a rank deficiency if

vv
2
x =
−lfecαfe + lrecαr

m
. (3.30)

At this point some conditions for the observability have been worked out. However, the

decision whether or not the system is observable is binary, i.e. true or false. It would

be beneficial to gather some knowledge on the different effects of the two sensor configu-

rations on the observability potential. Therefore, the observability measures, as defined

by (3.17) and (3.18) shall reveal the differences in terms of quantitative observability for

system (3.20) and the sensor configurations (3.28). The calculation of these measures is

based on the parameters of Table 3.1 and the input u2, which refers to the longitudinal

velocity vvx, is assumed constant (identically to the values of Section I.2). Then, the

system can be treated as a linear one and the observability measures (3.17), (3.18) result

in Table 3.2. From the obtained measures M1 and M2 it can be concluded that the

installation of a yaw rate sensor is less susceptible to measurement noise [DP13] and

the recovery of the initial states x0 of (3.20) is easier (compared to the same task but

considering a vehicle sideslip measurement. The interpretation of the M2 metric renders

that conclusion more obvious, i.e. the higher values indicate a greater system excitation

when stimulating the system by the same control energy11.

II Simplified Magic Formula Tire Force Model

II.1 State-Space Model

The state-space formulation exploits the equations (2.14b), (2.34), (2.53a), (2.53b) and

the sideslip angle (2.15). However, now the modelling of the lateral tire forces is based on

equation (2.28), i.e. the Simplified Pacejka tire force model. Then a state-space notation

not observable, if the self-steering gradient equals zero, i.e. the turning response properties are neither
understeering nor oversteering, but neutral . For further details consider [GIL92] or [ZOM91].

11That interpretation is based on the controllability. However, due to the duality principle this also
holds for the observability.
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of the equations of motion can be formulated by

ΣL2 :




dx1

dt

dx2

dt


︸ ︷︷ ︸

=:ẋ

=


lfe
Jz

Df ς1

(
Bf αfe

)
− lre
Jz

Dr ς1
(
Br αre

)
Df

m
u−1

2 ς1

(
Bf αfe

)
+
Dr

m
u−1

2 ς1
(
Br αre

)
− x1


︸ ︷︷ ︸

=:f(x,u)

,

y = h(x),

(3.31a)

(3.31b)

with

αfe =

(
u1 − x2 −

lfe x1

u2
− hrl u3

u2

)
, (3.32a)

αre =

(
−x2 +

lre x1

u2
− hrl u3

u2

)
, (3.32b)

see also (2.53a), (2.53b). The state vector x(t) ∈ Rn and the input vector u(t) ∈ Rm
are identical to (3.19), (3.21). Function ς1(.) : Df ⊆ R → R in (3.31a) is defined as

ς1(.) := sin(atan(.)) and can be further described by the identity

sin(atan(x)) =
x(

1 + x2
) 1

2

. (3.33)

II.2 Parameter Sensitivity Analysis

Merging (3.31a), (3.32), (3.33) and introducing the parameter vector ρ ∈ Rr as

ρ :=
[
ρ1 ρ2 . . . ρ9

]T
=
[
lfe lre Df Bf Dr Br Jz m hrl

]T
, (3.34)

results in the system formulation necessary for analysis of the parameter sensitivities,

i.e. 
dx1

dt

dx2

dt

 =


ρ1 ρ3 ρ4

ρ7
αfe

(
1 + ρ2

4α
2
fe

)− 1
2

− ρ2 ρ5 ρ6

ρ7
αre

(
1 + ρ2

6α
2
re

)− 1
2

ρ3 ρ4

ρ8 u2
αfe

(
1 + ρ2

4α
2
fe

)− 1
2

+
ρ5 ρ6

ρ8 u2
αre

(
1 + ρ2

6α
2
re

)− 1
2

− x1


︸ ︷︷ ︸

=:

[
f1(x,ρ,u) f2(x,ρ,u)

]T
. (3.35)
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Parameter Symbol Value Unit

lfe ρ̄1 1.087 m

lre ρ̄2 1.441 m

Df ρ̄3 5800 N

Bf ρ̄4 18.97 -

Dr ρ̄5 5200 N

Br ρ̄6 25 -

Jz ρ̄7 2152 kg·m-2

m ρ̄8 1465 kg

hrl ρ̄9 0.45 m

Table 3.3: Nominal parameter vector ρ̄ for parameter sensitivity evaluation of lateral
dynamics with ΣL2.

Calculation of the matrix elements of AL2(t,ρ) and BL2(t,ρ) is omitted here, but can

be found in Appendix B.

The simulation work is identical to the one discussed for system ΣL1. For maneuver

execution details consider I.2. The nominal parameters ρ̄ of the system (3.35) are listed

in Table 3.3. Figure 3.2 shows the simulation results of the two maneuvers pseudo-step

(a)-(d) and sinusoidal steering (e)-(h)12. The model parameters are grouped into vehicle-

and tire-related parameters (left- and right-hand side of Figure 3.2).

Considering the plots (a), (b), (e) and (f) it is the parameters ρ1, ρ2, ρ3 and ρ8 that have

the greatest influence on x1. As can be extracted from (c), (d), (g) and (h) the highest

sensitivity of x2 is on ρ1, ρ2, ρ3 and ρ5.

II.3 Model Parameter Identification by Static Measurements

The determination of parameters by standard measurement techniques is identical to the

results obtained for system ΣL1 as only the tire force model is adapted. Consequently,

the results are to be extracted from there.

II.4 Model Parameter Selection

Summing up the results of the last two paragraphs the parameters of the identification

process can be defined. Referring to the static measurements the vehicle related param-

eters are assumed known with sufficient accuracy. Hence, it is the tire model related

parameters that need to be estimated. Even though the parameter sensitivity does not

indicate the tire model related parameters as the ones with the greatest effects on the

states x1 and x2.

12The axes of the plots related to the same system states are identically scaled for allowing a com-
parison of the state deviation magnitude.
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Figure 3.2: Sensitivities of state x w.r.t. parameter variations ∆ρ for different handling
maneuvers (ΣL2).
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However, from a metrological point of view the identification of these parameters makes

complete sense, as their identification is mostly achieved by conducting test bench mea-

surements. In summary, the parameters Df , Bf , Dr and Br are to be estimated by the

proposed observer techniques.

II.5 Observability Analysis

The system (3.31a) will not serve directly as observer design model. Moreover, the state

and parameter estimation will be formulated such, that the overall problem of model

parameter identification is split into specific subproblems whose solution is provided

by tailored observer designs. For these specific observers (and consequently system

definitions) the observability will be analyzed in the related Chapter 4. Consequently,

the analysis of the observability of (3.31) given some specific output is not of interest at

that point.

III TM Simple Tire Force Model

III.1 State-Space Model

Systems ΣL2 and ΣL3 differ in the employed tire force model. The derivation of the

state equations is based on (3.19), (3.21), (2.14b) and (2.34). The tire force model reads

as (2.29) and the resulting state-space formulation results in

ΣL3 :




dx1

dt

dx2

dt


︸ ︷︷ ︸

=:ẋ

=


lfe
Jz

Df ς2

(
Bf , Cf , αfe

)
− lre
Jz

Dr ς2
(
Br, Cr, αre

)
1

mu2

[
Df ς2

(
Bf , Cf , αfe

)
+Dr ς2

(
Br, Cr, αre

) ]
− x1


︸ ︷︷ ︸

=:f(x,u)

,

y = h(x),

(3.36a)

(3.36b)

with the slip angles αfe and αre as in (3.32). The function ς2 : Df ⊆ R× R× R→ R is

defined by

ς2(B,C, α) := sin

[
B
(

1− e−|α|C
−1
)

sign(α)

]
. (3.37)

III.2 Parameter Sensitivity Analysis

Before continuing with the analysis of the state vector’s sensitivity to parameter varia-

tions some thoughts on the differentiability13 of (3.37) need to be discussed. Splitting

13For details consider [POZ10, KRE10].
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the function definition for the cases of positive, negative and zero values of α results in

ς2(B,C, α) =


sin
(
B −B e−αC

−1
)

α > 0

0 α = 0

−sin
(
B −B eαC

−1
)

α < 0,

(3.38)

and for that function it is straightforward to show its differentiability for every value of

α ∈ D ⊆ R. Furthermore, the derivative of ς2 w.r.t. to α is given by

∂

∂α
ς2(B,C, α) =



cos
(
B −B e−αC

−1
) [B

C
e−αC

−1

]
α > 0

B

C
α = 0

−cos
(
B −B eαC

−1
) [
−B
C

eαC
−1

]
α < 0,

(3.39)

or alternatively

∂ς2(B,C, α)

∂α
= cos

(
B
(

1− e−|α|C
−1
))[B

C
e−|α|C

−1

]
∀α. (3.40)

Now that the differentiability of the lateral tire force model is guaranteed14 the parameter

vector ρ ∈ Rr for the sensitivity analysis is given by

ρ :=
[
lfe lre Df Bf Cf Dr Br Cr Jz m hrl

]T
. (3.41)

Substituting the parameters in (3.36) by (3.41) the functions f1(x,ρ,u), f2(x,ρ,u) result

in 
dx1

dt

dx2

dt


︸ ︷︷ ︸

=:ẋ

=


ρ1

ρ9
ρ3 τ2

(
ρ4, ρ5, αfe

)
− ρ2

ρ9
ρ6 τ2

(
ρ7, ρ8, αre

)
ρ3

ρ10
u−1

2 τ2

(
ρ4, ρ5, αfe

)
+

ρ6

ρ10
u−1

2 τ2

(
ρ7, ρ8, αre

)
− x1


︸ ︷︷ ︸

=:

[
f1(x,ρ,u) f2(x,ρ,u)

]T
, (3.42)

with αfe , αre defined as in (3.32), but replacing the vehicle parameters by (3.41). Ap-

pendix B provides the partial derivatives defining the elements of the matrices AL3(t,ρ)

and BL3(t,ρ).

14An assumption not mentioned explicitly is that the longitudinal velocity vvx 6= 0.
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Parameter Symbol Value Unit

Df ρ̄3 5800 N

Bf ρ̄4 1.802 -

Cf ρ̄5 0.095 rad

Dr ρ̄6 5200 N

Br ρ̄7 1.875 -

Cr ρ̄8 0.075 rad

Table 3.4: Tire model related nominal parameters of ρ̄ related to the lateral dynamics
(ΣL3). Vehicle related model parameters are listed in Table 3.3.

The numerical simulation of the parameter sensitivity function based on the nominal

parameters ρ̄ listed in Table 3.4 results in plots as illustrated in Figure 3.3. The plots

(a), (b), (e) and (f) as well as (c), (d), (g) and (h) related to certain excitation signals

are scaled such, that the results are comparable. Furthermore, the analysis is based on

the executed maneuvers pseudo-step and sinusoidal steering (details on the excitation

parameters can be found in the sensitivity analysis of ΣL1). Interpreting the results

illustrated in Figure 3.3 the parameter sensitivities show a similar trend as for ΣL2.

Again, the state x1 is most sensitive to the parameters ρ1, ρ2, ρ3 and ρ10. In terms of

quantitative influence the situation is different for the two maneuvers as can be seen

from plots (a), (b), (e) and (f). The state x2 changes most if parameters ρ2, ρ6, ρ1 and

ρ3 vary.

III.3 Model Parameter Identification by Static Measurements

Results can be obtained from system ΣL1 analysis as only the tire force model is adapted

to the TM Simple approach.

III.4 Model Parameter Selection

Not surprisingly the argumentation of the parameter selection for the identification pro-

cess is similar as for the previous two lateral dynamics models. The vehicle related pa-

rameters are assumed to be identifiable from static measurements or a priori knowledge

from vehicle design. However, the tire model related parameters are commonly unknown

and need to be determined by in-vehicle observation techniques. Consequently, it is the

parameters Df , Bf , Cf , Dr, Br and Cr that are selected for the to be proposed state

observers.

III.5 Observability Analysis

As for the system ΣL2 an observability analysis can be omitted at that point as the overall

problem of model parameter identification is split into several more specific observation

problems. For these, observability will be discussed in Chapter 4.
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Figure 3.3: Sensitivities of state x w.r.t. parameter variations ∆ρ for different handling
maneuvers (ΣL3).
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IV Input-affine Linear Tire Force Model

Reconsidering again the systems ΣL2 and ΣL3 these are not input affine15. However,

some of the discussed observer concepts require the underlying system model to be in

input affine representation. Therefore, by regarding the lateral acceleration vay as system

input (rather than the wheel angle δw) the equations of motion can be reformulated such,

that the aforementioned prerequisite holds.

IV.1 State-Space Model

The equations of motion are based on (2.14b), (2.14c) (2.9) and (2.15) and generally

read as

dψ̇

dt
=
lfem

Jz
vay −

lfe + lre
Jz

vFy,r, (3.43a)

dβ

dt
= −ψ̇ +

vay

vvx
(3.43b)

Exploiting the state vector definition (3.19) and employing the linear tire force model

(2.24) the state-space equations can be formulated as

ΣL4 :




dx1

dt

dx2

dt


︸ ︷︷ ︸

=:ẋ

=


a11 u

−1
2 x1 + a12 x2 + b11 u1 − b13u

−1
2 u3

−x1 + u1 u
−1
2


︸ ︷︷ ︸

=:f(x,u)

,

y = h(x),

(3.44a)

(3.44b)

with

a11 := −
(lfe + lre) lre cαr

Jz
, a12 :=

(lfe + lre) cαr
Jz

, (3.45a)

b11 :=
lfem

Jz
, b13 :=

(lfe + lre)hw cαr
Jz

, (3.45b)

and the input vector u(t) ∈ Rm being defined as u :=
[
u1 u2 u3

]T
=
[

vay vvx ϕ̇
]T

.

The definition of the output mapping h(x) will be discussed in the observability analysis.

In general, any tire force model can be incorporated into (3.43) making the system

representation attractive for observer design, as it operates on a reduced number of

parameters. For example, the parameter cαfe , used in ΣL1, does not appear in this

formulation.

15The control input u appears only linearly in the differential equation, see [NVDS90] for details.
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IV.2 Parameter Sensitivity Analysis

The vector ρ ∈ Rr holds the parameters of interest and reads as

ρ :=
[
ρ1 ρ2 . . . ρ6

]T
=
[
lfe lre cαr Jz m hrl

]T
. (3.46)

Then the state-space definition (3.44) using ρ can be written as
dx1

dt

dx2

dt

 =


−
ρ2 ρ3

(
ρ1 + ρ2

)
ρ4 u2

x1 +
ρ3

(
ρ1 + ρ2

)
ρ4

x2 +
ρ1 ρ5

ρ4
u1 +

ρ3 ρ6

(
ρ1 + ρ2

)
ρ4 u2

−x1 +
u1

u2


︸ ︷︷ ︸

=:

[
f1(x,ρ,u) f2(x,u)

]T
.

(3.47)

The matrices AL4(t,ρ) ∈ Rn×n and BL4(t,ρ) ∈ Rn×r defined by (3.3) are calculated as

AL4(t,ρ) =

−
ρ2 ρ3

(
ρ1 + ρ2

)
ρ4 u2

ρ3

(
ρ1 + ρ2

)
ρ4

−1 0

 , (3.48a)

BL4(t,ρ) =



−ρ2 ρ3

ρ4 u2
x1 +

ρ3

ρ4
x2 −

ρ5

ρ4
u1 +

ρ3 ρ6

ρ4 u2
u3 0

−
ρ3

(
ρ1 + 2ρ2

)
ρ4 u2

x1 +
ρ3

ρ4
x2 +

ρ3 ρ6

ρ4 u2
u3 0

(
ρ1 + ρ2

) [
− ρ2

ρ4 u2
x1 +

1

ρ4
x2 +

ρ6

ρ4 u2
u3

]
0

(
ρ1 + ρ2

) [ρ2 ρ3

ρ2
4 u2

x1 −
ρ3

ρ2
4

x2 −
ρ3 ρ6

ρ2
4 u2

u3

]
− ρ1 ρ5

ρ2
4

u1 0

ρ1

ρ4
u1

ρ3

(
ρ1 + ρ2

)
ρ4 u2

0



T

. (3.48b)

From the definition of the parameter vector (3.46) it is obvious that the parameters are

a subset of the Σ1 related ρ vector (3.24). Consequently, the nominal parameter values

ρ̄ can be extracted from Table 3.1.
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Figure 3.4: Sensitivities of state x w.r.t. parameter variations ∆ρ for step and sinusoidal
excitations (ΣL4). Note that ∆xρ1 is an abbreviation for ∆x(t,∆ρ1).

The numerical simulation of the differential equations describing the parameter sensitiv-

ities of x1 and x2 is conducted by exciting the system with a pseudo-step and a sinusoidal

lateral acceleration signal. Figure 3.4 illustrates the results of the simulation work. It is

worth mentioning that the axes are not scaled equally for (a) and (c). Hence, a quanti-

tative comparison of the results is not feasible16.

At a first glance it might be surprising that the sensitivity of x1 to any variation of ρ

diminishes for steady-state conditions, see (a) of Figure 3.4. However, reconsidering the

approximation of the lateral acceleration by (2.10) that reads as

vay ≈ vvx

(
β̇ + ψ̇

)
, (3.49)

it is easy to see, as the time derivative of the sideslip angle β vanishes, the yaw rate

ψ̇ fully depends on the input quantity vay and is further independent of any model

parameters. Evaluation of the parameter variation influence on x1 and x2 reveals that the

16The system response magnitude related to the pseudo-step is significantly higher than the one of
the sinusoidal excitation.
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Measure h1(x) h2(x)

M1 [LIT83] κc,1 = 0.994
κc,2 = 0.994

κc,1 = 0.006
κc,2 = 0.006

M2 [BR86]
( tend = 0.14 )

µc,1 = 0.256
µc,2 = 3.198

µc,1 = 0.039
µc,2 = 0.256

Table 3.5: Observability measures for sensor configurations h1(x) and h2(x) of ΣL4.

results are consistent with respect to the two different driving maneuvers and both state

variables. These show the highest sensitivity to the parameters ρ2, ρ3, ρ5. Interestingly,

the parameter ρ4, referring to the rear lateral cornering stiffness cαr is only at the last,

but one position.

IV.3 Model Parameter Selection

The discussion of vehicle related parameters is omitted as it has been analyzed in I.4

and details can be extracted from there. With regards to the outcome of the parameter

sensitivity analysis it makes sense to select the mentioned parameters ρ2, ρ3 and ρ5 as

the ones to be identified. However, the ease of determining vehicle related parameters is

higher compared to the tire model parameters. As a consequence, the parameter ρ3 is

selected as the identification objective.

IV.4 Observability Analysis

Similar to the findings of ΣL1 the observability and its quantitative measures are to be

evaluated for sensor configurations h1(x) and h2(x), given by the first and second state

variable respectively, i.e.

y1 = h1(x) = x1 and y2 = h2(x) = x2. (3.50a)

The observability matrices can be calculated as

O1 =

 1 0

a11 a12

 , O2 =

 0 1

−1 0

 . (3.51)

The matrix O2 is regular independent of any parameters and O1 is regular if a12 6= 0,

which is reasonable considering its definition (3.45a) and the fact that the physical

parameters are all > 0.

Quantitative measures of the observability are listed in Table 3.5. From that the output

y1 suggests itself to be used for state reconstruction.
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3.2.3 Roll Dynamics

V.1 State-Space Model

The model of the vehicle chassis’ roll dynamics is based on the differential equation

of (2.52). That linear differential equation with (assumed) constant coefficients can be

formulated as a time-invariant state-space model by defining the state vector x(t) ∈ Rn
and input u(t) ∈ R as

x :=
[
x1 x2

]T
=
[
ϕ ϕ̇

]T
, (3.52a)

u := ay,m. (3.52b)

Then the system reads as

ΣR :




dx1

dt

dx2

dt


︸ ︷︷ ︸

=:ẋ

=


0 1

−a21 −a22


︸ ︷︷ ︸

=:A


x1

x2

+


0

b2


︸ ︷︷ ︸

=:b

u,

y = h(x),

(3.53a)

(3.53b)

with

a21 :=
cr

Σ

Jxc
, a22 :=

dr
Σ

Jxc
and b2 :=

mshrl
Jxc

. (3.54)

V.2 Parameter Sensitivity Analysis

The model parameters that influence the characteristics of the roll dynamics are com-

bined in the parameter vector ρ ∈ Rr, i.e.

ρ :=
[
ρ1 ρ2 ρ3 ρ4 ρ5

]T
=
[
cr

Σ dr
Σ ms hrl Jxs

]T
. (3.55)

System (3.53) formulated in state-space and exploiting the definition of the parameter

vector ρ reads as 
dx1

dt

dx2

dt

 =


x2

−ρ1

ρ5
x1 −

ρ2

ρ5
x2 +

ρ3 ρ4

ρ5
u

 .
︸ ︷︷ ︸

=:

[
f1(x) f2(x,ρ,u)

]T
(3.56)
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Parameter Symbol Value Unit

crΣ ρ̄1 140000 N·m·rad-1

dr
Σ ρ̄2 7000 N·m·s·rad-1

ms ρ̄3 1000 kg

hrl ρ̄4 0.45 m

Jxc ρ̄5 400 kg·m2

Table 3.6: Nominal parameter vector ρ̄ for parameter sensitivity evaluation of roll dy-
namics with ΣR.

Solving the differential equation (3.5) numerically requires definition of the matrices

AR(t,ρ) ∈ Rn×n and BR(t,ρ) ∈ Rn×r. Based on (3.3) these read as

AR(t,ρ) :=

 0 1

−ρ1

ρ5
−ρ2

ρ5

 , (3.57a)

BR(t,ρ) :=

 0 0 0 0 0

−x1

ρ5
−x2

ρ5

ρ4

ρ5
u

ρ3

ρ5
u

ρ1

ρ2
5

x1 +
ρ2

ρ2
5

x2 −
ρ3 ρ4

ρ2
5

u

 .
(3.57b)

The nominal values of the parameter vector ρ, namely ρ̄, are listed in Table 3.6. The

simulated driving maneuvers are selected such that transient and steady-state phases

are well covered. More exactly, the performed maneuvers refer to a pseudo-step and a

sinusoidal steering signal17. The obtained results from simulations are shown in Figure

3.5. A quantitative evaluation of the parameter variation effects on x1 and x2 reveals

that ρ1 has the highest influence. This is followed by a tie between ρ3 and ρ4. For the

pseudo-step signal the parameters ρ2 and ρ5 have no effect on both x1 and x2 once the

system is in steady-state.

V.3 Model Parameter Identification by Static Measurements

To the best knowledge of the author there are no methods available to determine the

fictitious values of cr
Σ and dr

Σ from static measurements. However, spring stiffnesses and

damping coefficients of the vehicle suspensions as well as the suspension and vehicle

geometry allows for calculation of these effective stiffness and damping values, cr
Σ and

dr
Σ respectively. For the herein presented work, the assumption suggests itself (due to

work of [KOL09]) to suppose the values of Jxc, ms and hrl as given. The latter might be

17For roll dynamics applications it is often seen that the excitation signal is a chirp signal. However,
for the parameter sensitivity analysis it is assumed sufficient to excite the system with a sinusoidal of
constant frequency.
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∆xρ1

∆xρ2

∆xρ3

∆xρ4

∆xρ5

∆x1 (t,∆ρ)

t

(a) Step Input - ∆x1(t,∆ρ).

∆x2 (t,∆ρ)

t

(b) Step Input - ∆x2(t,∆ρ).

∆x1 (t,ρ)

t

(c) Sinusoidal Input - ∆x1(t,∆ρ).

∆x2 (t,∆ρ)

(d) Sinusoidal Input - ∆x2(t,∆ρ).

Figure 3.5: Sensitivities of state x w.r.t. parameter variations ∆ρ (ΣR). The axes of
(a) and (c) as well as (b) and (d) are scaled identically.

difficult to be determined for real vehicles, but there exist static measurement techniques

for the CoG height. Identification of roll center location is discussed in e.g. [MW04].

V.4 Model Parameter Selection

From the sensitivity analysis and the static measurement techniques the parameters of

effective roll stiffness cr
Σ and damping dr

Σ are selected as objectives for the observer-

based parameter identification. Regarding the roll stiffness this decision coincides with

the sensitivity analysis outcome.

V.5 Observability Analysis

For vehicle handling evaluation it is a common practice to install angular position and

velocity sensors (see Table 1.1). However, the design of a roll motion observer aims to

operate on a single sensor only, i.e. either angular velocity or position. So, the sensor

configuration considering regarding both systems states as measurable represents only

the reference that most likely will not be available in practice. Consequently, the output
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Measure h1(x) h2(x)

M1 [LIT83] κc,1 = 0.004
κc,2 = 0.004

κc,1 = 0.996
κc,2 = 0.996

M2 [BR86]
(tend = 0.14)

µc,1 = 0.296
µc,2 = 0.027

µc,1 = 7.106
µc,2 = 0.296

Table 3.7: Observability measures for sensor configurations h1(x) and h2(x) of ΣR.

mappings h1(x) and h2(x) of interest are defined as

y1 = h1(x) =
[

1 0
]
x and y2 = h2(x) =

[
0 1

]
x. (3.58)

For the state-space representation (3.53) and the output mappings observability can be

checked by e.g. the observability matrices O1, O2. These are full rank resulting in

observability of all configurations by assuming the parameter a21 to be different from

0 which is completely reasonable, as it presents the scaled18 effective roll stiffness, see

(3.54).

O1 =

 1 0

0 1

 , O2 =

 0 1

−a21 −a22

 . (3.59)

The observability measures κc,i and µc,i are used to quantify the observability and fur-

thermore backup the selection of the sensor set. Table 3.7 summarizes the observability

measures for the two different sensor configurations (3.58). It reveals that the initial

states of the system ΣR are well observable if the second state variable (angular velocity)

is measured. Even though, the system is also observable by considering only the first

state variable (angular position) the estimation error is more susceptible to measurement

noise [DP13].

This result is also supported by the requirement of low-cost sensor equipment, see Chap-

ter 1. The in-vehicle measurement of angular rates (in this case roll rate) is simpler and

more cost-efficient compared to the position measurement. Consequently, for the esti-

mation of system states and unknown parameters the variable to be measured is given

by the roll rate, i.e. the time derivative of the roll angle.

3.2.4 Pitch Dynamics

VI.1 State-Space Model

The differential equations modelling the motion of the chassis’ pitch dynamics are pro-

vided in (2.65). The state vector x(t) ∈ Rn consists of the pitch angle and its time

18By the moment of inertia w.r.t. the longitudinal axis Jxc.
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derivative, i.e.

x :=
[
x1 x2

]T
=
[
θ θ̇

]T
. (3.60)

The linear, time-invariant system representing a simplified model of the pitch dynamics

reads as

ΣP :




dx1

dt

dx2

dt


︸ ︷︷ ︸

=:ẋ

=


0 1

−a21 −a22


︸ ︷︷ ︸

=:A


x1

x2

+


0

b2


︸ ︷︷ ︸

=:b

u,

y = h(x),

(3.61a)

(3.61b)

with

a21 :=
cp

Σ

Jyc
, a22 :=

dp
Σ

Jyc
and b2 :=

mshpl
Jyc

. (3.62)

The output mapping h(x) will be discussed and defined later in this section.

VI.2 Parameter Sensitivity Analysis

As for the roll dynamics, see (3.55), the parameter vector ρ ∈ Rr is composed of

ρ :=
[
ρ1 ρ2 . . . ρ5

]T
=
[
cp

Σ dp
Σ ms hpl Jyc

]T
. (3.63)

Merging the definition of the parameter vector (3.63), the state-space formulation (3.61)

the system might be represented as shown in (3.56) for the roll dynamics. Furthermore,

the identical system and matrix structure of ΣR and ΣP yields matrices AP (t,ρ) ∈ Rn×n
and BP (t, ρ) ∈ Rn×r only differing w.r.t. their parameter interpretation.

The nominal values of the parameter vector ρ required for the numerical solution of the

parameter sensitivity functions are presented in Table 3.8. Excitation signals are selected

as a pseudo-step and sinusoidal function. Especially for the pitch dynamics, where the

actuators are the accelerator and the brake pedals exciting the system sinusoidally is

practically almost impossible. Hence these results are more of theoretical interest.

Figure 3.6 depicts the simulation results and obviously x1 and x2 are most sensitive to

changes of the parameters ρ1, ρ3 and ρ4.

VI.3 Model Parameter Identification by Static Measurements

Here, the same assumptions are valid as presented in Section V.3. Hence, the model

parameters Jyc, ms and hpl are assumed to be identifiable via static measurements.



98 Chapter 3. Analyses of Vehicle Dynamics Models

Parameter Symbol Value Unit

cpΣ ρ̄1 131700 N·m·rad-1

dp
Σ ρ̄2 13750 N·m·s·rad-1

ms ρ̄3 1000 kg

hpl ρ̄4 0.45 m

Jyc ρ̄5 1800 kg·m2

Table 3.8: Nominal parameter vector ρ̄ for parameter sensitivity evaluation of pitch
dynamics with ΣP .

∆xρ1

∆xρ2

∆xρ3

∆xρ4

∆xρ5

∆x1 (t,∆ρ)

t

(a) Step Input - ∆x1(t,∆ρ).

∆x2 (t,∆ρ)

t

(b) Step Input - ∆x2(t,∆ρ).

∆x1 (t,∆ρ)

t

(c) Sinusoidal Input - ∆x1(t,∆ρ).

∆x2 (t,∆ρ)

(d) Sinusoidal Input - ∆x2(t,∆ρ).

Figure 3.6: Sensitivities of state x w.r.t. parameter variations ∆ρ (ΣP ). The axes of
(a) and (c) as well as (b) and (d) are scaled identically.

VI.4 Model Parameter Selection

By arguing similarly as in Section V.4 the effective pitch stiffness cp
Σ and damping dp

Σ

are selected for parameter identification.
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Measure h1(x) h2(x)

M1 [LIT83] κc,1 = 0.014
κc,2 = 0.014

κc,1 = 0.987
κc,2 = 0.987

M2 [BR86]
( tend = 0.08 )

µc,1 = 0.155
µc,2 = 0.010

µc,1 = 0.496
µc,2 = 0.155

Table 3.9: Observability measures for sensor configurations h1(x) and h2(x) of ΣP .

VI.5 Observability Analysis

Identically to the roll dynamics, the aim is to install only a single sensor in the vehicle,

either sensing the pitch angular position or its time derivative, the angular rate. Conse-

quently, the sensor setup is identical to (3.58). Furthermore, due to the identical system

matrix structures of ΣR and ΣP the resulting observability matrices yield exactly (3.59),

but a21 being defined as in (3.62). Hence, observability of sensor configuration y1 (mea-

suring pitch angular position) is independent of any model parameters. Moreover, given

the moment of inertia Jyc is finite and the total pitch stiffness cp
Σ different from zero,

observability of sensor configuration y2 (measuring pitch angular rate) can be concluded.

Table 3.9 lists the observability measures for both sensor configurations. From the knowl-

edge of the roll dynamics analysis it is little surprising that sensor setup h2(x) is the

preferable one as argued there.

3.2.5 Steering Dynamics

VII.1 State-Space Model

The two second-order differential equations (2.72) define the dynamics of the electric

power steering system. However, as the absolute angular positions are not relevant for

the objective to recover the steering torque Th and wheel torque Tw, the state vector

x(t) ∈ Rn is defined as

x :=
[
x1 x2 x3

]T
=
[
ωh ωs δd

]T
. (3.64)

The scalar input u ∈ R is regarded as u := Tm and the disturbance vector ζ(t) ∈ Rq as

ζ :=
[
ζ1 ζ2

]T
=
[
Th Tw

]T
. (3.65)

The variables ωh and ωs denote the time derivatives of the corresponding angles19 and

δd := δh − δs. Based on these definitions the electric-power assisted steering dynamics

19ωh := dδh
dt

and ωs := dδs
dt

.



100 Chapter 3. Analyses of Vehicle Dynamics Models

can be formulated as state-space model [ICDW11]

ΣS :





dx1

dt

dx2

dt

dx3

dt


︸ ︷︷ ︸

=:ẋ

=



− dc
Jstw

0 − cc
Jstw

0 −dm i
2
m

Jca

cc
Jca

1 −1 0


︸ ︷︷ ︸

=:A



x1

x2

x3


+



0
1

Jstw
0

im
Jca

0
i−1
r

Jca

0 0 0


︸ ︷︷ ︸

=:

[
b D

]


u

ζ1

ζ2



y = C x.

(3.66a)

(3.66b)

The definition of the output mapping will be further discussed in the analysis of the
observability. A linear state controller, operating on u = −kT x, is employed for damp-
ening oscillations between the steering moment Th and the angular acceleration of the
steering wheel angle δh, see [ICDW11]. The controlled system with modified system

matrix Ã := A− bk with k :=
[
k1 k2 k3

]T
reads as

ΣS̃ :





dx1

dt

dx2

dt

dx3

dt


=



− dc
Jstw

0 − cc
Jstw

− im k1

Jca
ã22

cc − im k3

Jca

1 −1 0


︸ ︷︷ ︸

=:Ã



x1

x2

x3


+



1

Jstw
0

0
i−1
r

Jca

0 0


︸ ︷︷ ︸

=:D̃


ζ1

ζ2


︸ ︷︷ ︸

=:ζ

y = C x.

(3.67a)

(3.67b)

with ã22 := −im
(
dm im + k2

)
J−1
ca . For the time being the control objective of the

LQR-based state controller is purely suppression of inherent oscillations, i.e. there is no

scheme for active driver-specific steering characteristics adaption implemented.

VII.2 Parameter Sensitivity Analysis

Other than before the parameter sensitivity knowledge will not be used to select pa-

rameters for an identification process. Moreover, it reveals information useful for the

a priori parameter identification process20 and quantifies a percentage deviation of the

20That deals with the determination of all listed parameters relevant to the steering system. It shall
also provide information on the required parameter accuracy and the expected state deviations assuming
non-ideal parameters.
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states assuming inaccurate parameters. The parameter vector ρ ∈ Rr reads as

ρ :=
[
ρ1 ρ2 . . . ρ7

]T
=
[
Jstw Jca cc dc dm im ir

]T
. (3.68)

As system (3.67) is linear the matrix AS(t,ρ) ∈ Rn×n does have the same structure as

the system matrix A (but the parameters being replaced by (3.68)) and furthermore

using the abbreviations

∂f2

∂ρ2
=
ρ6 k1

ρ2
2

x1 +
ρ5 ρ

2
6 + ρ6 k1

ρ2
2

x2 −
ρ3 − ρ6 k3

ρ2
2

x3 −
1

ρ7 ρ2
2

d2, (3.69a)

∂f2

∂ρ6
= −k1

ρ2
x1 −

2 ρ5 ρ6 + k2

ρ2
x2 −

k3

ρ2
x3, (3.69b)

BS(t,ρ) ∈ Rn×r results in

BS(t,ρ) =



ρ4

ρ2
1

x1 +
ρ3

ρ2
1

x3 −
1

ρ2
1

d1 0 0

0
∂f2

∂ρ2
0

− 1

ρ1
x3

1

ρ2
x3 0

− 1

ρ1
x1 0 0

0 −ρ
2
6

ρ2
x2 0

0
∂f2

∂ρ6
0

0 − 1

ρ2
7 ρ2

d2 0



T

. (3.70)

Simulation of the parameter sensitivity functions requires the definition of the nominal

values of the parameter vector ρ as listed in Table 3.10. The disturbance input d1 is

regarded as system input for the sensitivity analysis and the excitation signal is selected

as pseudo-step and sinusoidal function. Motivation of their selection has been discussed

within the preceding analyses. Obviously, these represent the vehicle maneuvers input

step and sinusoidal steering excitation. Figure 3.7 illustrates the simulation results for

the two excitation signals.
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Parameter Value Unit

Jstw 0.025 kg·m2

Jca 0.14 kg·m2

cc 110 N·m·rad-1

dc 0.5 N·m·s·rad-1

im 18.3 -

ir 108 -

Table 3.10: Nominal parameter vector ρ̄ for parameter sensitivity evaluation of the
steering system ΣS̃ .

∆xρ1 ∆xρ2 ∆xρ3

∆x1 (t,∆ρ)

t

(a) Step Input - ∆x1(t,∆ρ).

∆xρ4 ∆xρ5 ∆xρ6 ∆xρ7

∆x2(t,∆ρ)

t

(b) Step Input - ∆x2(t,∆ρ).

∆x3(t,∆ρ)

t

(c) Step Input - ∆x3(t,∆ρ).

∆ x1(t,∆ρ)

(d) Sinusoidal Input ∆x1(t,∆ρ).

∆ x2(t,∆ρ)

(e) Sinusoidal Input ∆x2(t,∆ρ).

∆x3(t,∆ρ)

(f) Sinusoidal Input ∆x3(t,∆ρ).

Figure 3.7: Sensitivities of state x w.r.t. parameter variations ∆ρ (ΣS̃).
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VII.3 Observability Analysis

The availability of measured system states depends on the number of sensors installed

in the considered vehicle. In general, at least two of the three system states should be

(indirectly) measurable21.

The first system state, i.e. steering wheel angular rate can be computed by considering

the steering wheel angle (measured in every modern automotive vehicle) and building

the time derivative. However, due to measurement noise appropriate filtering might be

required as discussed in Chapters 4, 5, 6.

The torsion angle between steering wheel and motor shaft, represented by x3, can be

recovered from a torque sensor, supposed cc is known accurately. In summary, three

different sensor configurations, namely y1 ∈ Rn, y2 ∈ Rn−1 and y3 ∈ R are considered,

i.e.

y1 = C1 x =
[
x1 x2 x3

]T
, (3.71a)

y2 = C2 x =
[
x1 x3

]T
, (3.71b)

y3 = cT3 x = x3, (3.71c)

with the matrices C1, C2, c3 of appropriate dimensions. In the following the observability

analysis is performed for C2 and c3 as the first sensor configuration provides already full

state information. The observability matrices O2 and O3

O2 =



1 0 − dc
Jstw

1
d2
c

J2
stw

− cc
Jstw

− dc
Jstw

0 0 0 −1
cc
Jstw

dm i
2
m

Jca

0 1 − cc
Jstw

0
dc cc
J2
stw

− cc
Jstw

− cc
Jca



T

, (3.72a)

O3 =



0 0 1

1 −1 0

− dc
Jstw

dm i
2
m

Jca
− cc
Jstw

− cc
Jca


, (3.72b)

are both full (column) rank, i.e. system ΣS̃ is observable for both configurations. The

observability measures M1 and M2, listed in Table 3.11, show the high observability

21Referring to the actual sensor setups of a state of the art passenger car.
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potential of the sensor configurations C1 and C2. However, it is little surprising that

the full knowledge of the system state also shows the highest rating in terms of quanti-

tative observability measure. Considering the sensor configuration c3 even though the

system is observable in theory the recovery of the initial conditions is more susceptible

to measurement noise22.

Measure C1 C2 c3

M1 [LIT83] κc,1 = 1.0
κc,2 = 1.0
κc,3 = 1.0

κc,1 = 0.976
κc,2 = 0.976
κc,3 = 0.396

κc,1 = 0.253 ·10−3

κc,2 = 0.253 ·10−3

κc,3 = 0.012 ·10−3

M2 [BR86]
(tend = 0.016)

µc,1 = 0.070
µc,2 = 0.181
µc,3 = 2.975

µc,1 = 0.046
µc,2 = 0.008
µc,3 = 0.774

µc,1 = 3.938 ·10−5

µc,2 = 4.938 ·10−5

µc,3 = 0.045

Table 3.11: Observability measures for sensor configurations C1, C2 and c3 (ΣS̃).

3.3 Concluding Remarks for the Parameter Identification

The presented analysis of the vehicle dynamics related models provides a basis to con-

tinue with the observer design process. Aside the necessary prerequisite of observability

also individual sensor configurations with respect to observability measures have been

discussed. Table 3.12 summarizes the individual models, the to be identified parameters

and also the considered system measurements/sensor configurations.

Σ Domain Known Parameters (To be) Ident. Parameters Measurement

ΣL1 Lateral lfe , lre , Jz,m, hrl cαfe , cαr ψ̇

ΣL2 ” ” Df/r, Bf/r ψ̇

ΣL3 ” ” Df/r, Bf/r, Cf/r ψ̇

ΣL4 ” ” cαr ψ̇

ΣR Roll ms, Jxc, hrl crΣ, dr
Σ ϕ̇

ΣP Pitch ms, Jyc, hpl cpΣ, dp
Σ θ̇

Table 3.12: Overview of vehicle dynamics models, parameters and measurements.

From the last column of Table 3.12 it can be seen that only angular rates are to be

measured. Hence, the requirement for low-cost sensor equipment is fully met.

22Note that the sensor configuration cT3 or alternatively the single measurement of x1 are generally
observable, but for the sake of unknown input recovery the number of measurements needs to match or
exceed the number of unknowns. Hence, single channel measurements are only interesting for pure state
estimation (without unknown inputs).



4
Observer-Based Parameter

Identification Techniques

The preceding analysis of the vehicle dynamics models revealed those parameters that

need to be estimated by e.g. observer-based parameter identification techniques. Fur-

thermore, it also identified those quantities that have to be known a priori of the esti-

mation process. Additionally, the observability of the given systems has been analyzed

that is vital for any following observer design. And finally, it also shed some light on the

measurements required and also available in-vehicle, i.e. the use of angular rate sensors

for the identification task appears preferable to the position measurements. However,

the vehicle handling evaluation requires also information of certain angular positions,

e.g. chassis roll angle. Therefore, these signals need to be estimated from the avail-

able system descriptions and measurements. Commonly, the mechanisms denoted as

state observers aim to reconstruct the system states or more specifically their initial

conditions. In case there exist unknown model parameters the task of state estimation

becomes more challenging as not only the states, but also the uncertainties, i.e. the

model parameters, are to be identified. In literature robust state estimation refers to the

state reconstruction of a system affected by disturbances such that there is (almost) no

difference to the results as if there is no disturbance acting. The simultaneous recovery

of states and parameters is referred to as joint parameter and state estimation.

Herein, two different paradigms of state and parameter estimation are discussed. State

augmentation requires definition of the nominal model dynamics and then augments it

with artificial parameter dynamics. Consequently, the state vector does not only hold

the states, but also the parameters. Obviously, due to the system modifications also its

properties such as observability need to be evaluated again. Mostly, even if the given

system is linear, the state augmentation renders the system nonlinear and the observ-

ability evaluation more difficult.

105
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An alternative approach is known as unknown input reconstruction paradigm. The idea

is as follows: the uncertainties or unmodelled dynamics are lumped into a virtual system

input that will be recovered by robust unknown input observer structures.

The remaining chapter is organized as follows: First, the theoretical background of the

applied mechanisms is introduced; second, the concepts of observer-based parameter

identification are discussed and third, a concept evaluation is performed in simulations.

These assume ideal1 conditions and should be interpreted as a proof of concept, whereas

the more realistic simulations are conducted in Chapter 5 where the simulated measure-

ments are provided by a detailed multi-body simulations software package.

4.1 Theoretical Background

The identification of parameters related to a certain system model can be conducted

in different ways. A main classification criterion is the execution point in time of the

algorithm and/or the availability of measurement data. Algorithms executed right after

the completion of measurement are known as offline approaches. That is opposed to

algorithms operating at the same time as the measurements are taken and extracting the

new information from these in real-time. These are referred to as online approaches. The

requirement for in-vehicle applicability necessitates the proposed parameter identification

algorithms to be online capable. In the following two different well-known approaches will

be discussed theoretically and are later applied to the vehicle dynamics models in order to

estimate unknown model parameters in real-time. Exactly speaking, both methods use

state observation concepts to recover unknown system states and also model parameters.

It is the interpretation, how these uncertain parameters are regarded within the model

description, that yields the different paradigms of state and parameter estimation.

In general, the state observation task aims to recover the (unknown) initial conditions of

system states from measured system inputs and outputs. More precisely, the estimated

state vector x̂(t) should asymptotically converge to the real state x(t), i.e.

lim
t→∞

x(t) = lim
t→∞

x̂(t). (4.1)

The emphasis shall be put here on asymptotically as the discussed concept of variable

structure observation allows robust2 and finite time convergence of the estimation error,

i.e.

x(t) = x̂(t) ∀t ≥ τc, (4.2)

where τc <∞ denotes the convergence time.

1Ideal in this sense refers to the non-existence of unmodelled dynamics and measurement noise.
2Robust with respect to model uncertainties, unmodelled dynamics and disturbance inputs. This is

commonly not related to measurement noise.
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4.1.1 State Augmentation

Given a nonlinear system of the form

dx

dt
= f(x,xρ,u), (4.3)

with x(t) ∈ Rn being the state vector, u(t) ∈ Rm the input vector, xρ ∈ Rk the vector

of constant parameters to be identified3 and the function f : Df ⊆ Rn×Rk ×Rm → Rn.

The initial conditions of x and xρ are defined as x0 := x(t0) and xρ0 := xρ(t0). Then,

by definition of a new augmented state vector xa(t) ∈ Rn+k, i.e.

xa :=
[
xa1 . . . xan+k

]T
=
[
x1 . . . xn︸ ︷︷ ︸

n×1

... xρ1 . . . xρk︸ ︷︷ ︸
k×1

]T
, (4.4)

system (4.3) can be rewritten as

dxa
dt

=



f1(xa,u)

f2(xa,u)
...

fn(xa,u)

fn+1(xa,u)
...

fn+k(xa,u)


︸ ︷︷ ︸

=:fa(xa,u)

n× 1

 k × 1

(4.5)

where the last k elements of the function fa(xa,u) : Df ⊆ Rn+k × Rm → Rn+k are

identically zero as the model parameters are assumed constant. Obviously, the increase

of the system order from n to n+ k necessitates a repetition of the system observability

analysis.

For that type of system description common state observation concepts can be applied

straightforwardly. Those intrinsically estimate the system states and model parameters

due to the modified system description.

Extended Kalman Filter

The classic Kalman Filter (KF) provides the best linear approach to minimize a weighted

2-norm of the estimation error’s expectation value [SIM06]. A common assumption for

3The vector xρ is generally a subset of the parameter vector ρ presented for the each vehicle model
in Section 3.2. Additionally, emphasis is put on the term constant. That is important for the subsequent
parameter dynamics modelling process.
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the filter derivation is the Gaussianity of the measurement and process noise. If ful-

filled, the first- and second-order statistics describe the probability density function of

the Gaussian noise completely. However, the standard Kalman Filter operates on a lin-

ear system model, but often due to the nonlinear characteristics of real systems that is

not helpful. Aside a linearized Kalman Filter version [SIM06] the so-called Extended

Kalman Filter (EKF) is the most common employed KF variant. Its derivation will

be discussed briefly within the next paragraph, but can be found in more detail in

[GA01, GIB11, SIM06].

Given a nonlinear system description by

dx

dt
= f(t,x,u,w), x0 := x(t0), (4.6a)

y = h(t,x,u,v). (4.6b)

where t ∈ R+, x(t) ∈ Rn represents the state vector4, u(t) ∈ Rm the system input,

w(t) ∈ Rr a stochastic process noise, y(t) ∈ Rp the system output, v(t) ∈ Rq the

stochastic measurement noise5 and the mappings f : Df ⊆ R+ × Rn × Rm × Rr → Rn
and h : Dh ⊆ R+ × Rn × Rm × Rq → Rp. The noise terms w and v are assumed white

Gaussian random variables with zero-mean, i.e. E[w(t)] = 0, E[v(t)] = 0 and covariance

matrices [GIB11]

E
[
w(t)wT (τ)

]
= Q(t) δ(t− τ), (4.7a)

E
[
v(t)vT (τ)

]
= R(t) δ(t− τ), (4.7b)

E
[
w(t)vT (τ)

]
= 0 ∀t, τ ∈ R+, (4.7c)

with δ(.) denoting the Dirac delta function and E[.] the expectation value. Furthermore,

the positive definite matrices Q(t) ∈ Rr×r and R(t) ∈ Rq×q refer to as covariance

matrices of the process and measurement noise respectively. For brevity, the following

notation [SIM06] can be used

X ∼ N (x̄, σ2), (4.8)

where X is the random variable, x̄ its mean value and σ2 its standard deviation. The

operator N indicates that random variable X is modelled by an e.g. normal distribution

4Note that the state vector is not necessarily an augmented vector, hence there is no subscript ”a”.
5Any effects of the process noise on the system output y are lumped into the term v and hence no

explicit dependence on w is assumed here.
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N (0, 1). Then, the process and measurement noise terms can be written as

w(t) ∼ N (0,Q(t) δ(t− τ)), (4.9)

v(t) ∼ N (0,R(t) δ(t− τ)). (4.10)

For a mathematically more rigorous background of the stochastics see e.g. [SIM06,

GIB11, PP02]. Commonly, the derivation of the Extended Kalman Filter (EKF) is

presented in discrete-time domain due to the eventual implementation of the filter on a

digital hardware platform. Consequently, (4.6) needs to be discretized w.r.t. time using

e.g. the Runge-Kutta method [KRE10], i.e.

xk+1 = xk +
δ1 + 2δ2 + 2δ3 + δ4

6
, (4.11)

with the coefficients δ1, δ2, δ3, δ4 defined by

δ1 = τs f(kτs,xk,uk,wk), (4.12a)

δ2 = τs f(kτs,xk +
δ1

2
,uk,wk), (4.12b)

δ3 = τs f(kτs,xk +
δ2

2
,uk,wk), (4.12c)

δ4 = τs f((k + 1)τs,xk + δ3,uk,wk). (4.12d)

For brevity the abbreviation xk := x(kτs), k ∈ N0 is introduced with τs being the

sampling time. Then, the resulting discrete-time system reads as

xk+1 = fk(xk,uk,wk), x0 := x(0), (4.13a)

yk = hk(xk,uk,vk). (4.13b)

Before introducing the EKF equations it is necessary to define two different types of

estimates, namely the a priori and a posteriori estimates. The a posteriori state and

error covariance estimates6 are defined by [SIM06]

x̂+
k = E

[
xk

∣∣∣y1,y2, . . . ,yk

]
, (4.14a)

P+
k = E

[(
xk − x̂+

k

)(
xk − x̂+

k

)T ]
. (4.14b)

6Exactly speaking P
+/−
k represent only approximations of the error covariance matrices due to lin-

earization errors inherent to the Extended Kalman Filter.
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From the definition of x̂k it is obvious that all last k measurement samples are used

for the updated estimation of the state xk. In contrast, the a priori state and error

covariance estimates read as

x̂−k = E

[
xk

∣∣∣y1,y2, . . . ,yk−1

]
, (4.15a)

P−k = E

[(
xk − x̂−k

)(
xk − x̂−k

)T ]
, (4.15b)

and use only the (k − 1) last measurements for the state update. Now, the idea for

deriving the Extended Kalman Filter is to approximate the right-hand side of (4.13a) by

a Taylor series expansion (neglecting any higher-order terms) at the point (x̂+
k ,uk,0) and

of (4.13b) at the point (x̂−k ,uk,0) respectively. The resulting system equations provide

the basis for the design of a standard Kalman Filter that finally yields the iterative

equations of the discrete-time Extended Kalman Filter, i.e.

C
or

re
ct

io
n



Ck =
∂

∂xk
hk

(
x̂−k ,uk, 0

)
,

Kk = P−k CT
k

(
CkP

−
k CT

k + Rk

)−1

,

x̂+
k = x̂−k + Kk

(
yk − hk

(
x̂−k ,uk,0

))
,

P+
k =

(
I−KkCk

)
P−k ,

(4.16a)

(4.16b)

(4.16c)

(4.16d)

P
re

d
ic

ti
o
n



Ak =
∂

∂xk
fk

(
x̂+
k ,uk,0

)
,

Nk =
∂

∂wk
fk

(
x̂+
k ,uk,0

)
,

x̂−k+1 = fk

(
x̂+
k ,uk,0

)
,

P−k+1 = AkP
+
k AT

k + NkQkN
T
k︸ ︷︷ ︸

=:Q̄k

.

(4.16e)

(4.16f)

(4.16g)

(4.16h)

Hereby, Ck ∈ Rp×n denotes the linearized output mapping, Kk ∈ Rn×p refers to the

Kalman filter gain, Ak ∈ Rn×n the dynamic matrix of the linearized system, Q̄k ∈ Rn×n
the (weighted7) covariance matrix of the process noise wk and Rk ∈ Rp×p the covariance

7By the partial derivative of the function fk w.r.t. the process noise wk.
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matrix of the measurement noise vk. Both, Q̄k and Rk are positive definite matrices.

Furthermore, the initial conditions of the state x̂+(0) =: x̂+
0 and error covariance estimate

read as

x̂+
0 = E

[
x0

]
, (4.17)

P+
0 = E

[ (
x0 − x̂+

0

)(
x0 − x̂+

0

)T ]
. (4.18)

With respect to the stability of the EKF a good overview is provided in [TØN07] and

the important results are given by [LSBJ95, RGYU99, RAP04]. Moreover, stability of a

parameter estimating EKF and convergence of these parameters is dealt with in [LJU79].

An increasingly popular alternative to the EKF avoiding the necessary assumption of

Gaussianity8 is given by the Unscented Kalman Filter (UKF) [JU97, WVDM00] that

operates directly on the state distribution, approximated by a set of points. As claimed

in [VDMW01] the UKF outperforms the EKF for many applications. However, it suffers

from the difficulty of finding an appropriate set of points describing the state distribution.

And from a practical point of view the information distortion given a non-Gaussian

random variable might be negligible.

Example: EKF-based Model Parameter Identification

Given a second-order LTI system with state vector x ∈ Rn defined as

dx1

dt
= x2, (4.19a)

dx2

dt
= −α1 x1 − α2x2 + u, (4.19b)

y = x1, (4.19c)

and α1 > 0 being the known, α2 the unknown (but constant) model parameter. Conse-

quently, xρ1 ∈ R is scalar and defined as xρ1 := α2. The initial conditions of the state

vector x := [x1 x2 ]T are denoted by x0 := x(t0 = 0). In order to allow application

of the EKF for estimation of the system states and also unknown parameter α1 a new,

augmented state vector xa ∈ Rn+1 is introduced as

xa :=
[
xa1 xa2 xa3

]T
=
[
x1 x2 xρ1

]T
, (4.20)

8The EKF inherently assumes the states as Gaussian random variables, represented uniquely by their
means and variances. Note that generally random variables are not represented uniquely by their 1st

and 2nd statistical moments. These are then propagated through the system using a linearization of the
nonlinear system dynamics [HAY01].
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where the new state variable xa3 refers to α2. As the parameter is assumed constant the

resulting nonlinear system is given by

dxa
dt

= fa(xa, u), (4.21a)

y = xa1 , (4.21b)

with the function fa(xa, u) defined as

fa(xa, u) :=


f1(xa, u)

f2(xa, u)

f3(xa, u)

 =


xa2

−α1 xa1 − xa2 xa3 + u

0

 (4.22)

The modification of the system structure requires analysis of the observability even if it

has been evaluated for the original system already. Based on Theorem 4 (Section 3.1.2)

and (3.16) a conclusion on the local observability can be drawn. The Jacobian matrix

of the diffeomorphism Φ(xa, u), regarded as local observability matrix QL(xa, u), as in

(3.15), reads as

QL(xa, u) :=
∂

∂xa
Φ(xa, u) =


1 0 0

0 1 0

−1 xa2 xa3

 , (4.23)

and consequently Φ(xa, u) is a diffeomporphism iff xa3(t) 6= 0, ∀t > 0 and system (4.21)

is locally observable. For the implementation of the EKF the system is discretized w.r.t.

time using the Runge-Kutta method in (4.11) and (4.12).

The (white) process noise wk and measurement noise vk are assumed Gaussian random

variables defined by

wk ∼ N (0, Q̄), (4.24a)

vk ∼ N (0, r), (4.24b)

where the covariance matrix Q̄ and the scalar r are constant and independent of time.

Table 4.1 lists the parameters used for the simulation and Figure 4.1 illustrates the state

and parameter estimates.

Some Comments on the Simulation Results The graphical illustration of the state

variables and the parameter estimate as shown in Figure 4.1(c) reveals the convergence

property of the system state x̂a3 to the value of the unknown parameter α2. Clearly,
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Parameter Description Value

x0 Initial condition of the state vector x [0 0]T

α1 Known model parameter of (4.19) 20

α2 Unknown model parameter of (4.19) 9

Q̄ Process noise covariance matrix diag([1e-7 1e-7 1e-2])

x̂+
a,0 Initial condition of the estimated state vector [−0.25 0.65 0.5]T

P+
0 Initial condition of the error covariance estimate diag([1e-1 1e-1 1e0])

r Measurement noise covariance 1e-5

Table 4.1: Simulation parameters of the plant and the EKF.

the estimation error of the first state variable, also measured, is almost zero from the

very beginning of the simulations due to the tuning of the filter. The small values of

the measurement variance r and the initial error covariance estimate P+
0 , see Table 4.1,

result in a Kalman gain, that forces the state estimates x̂+
a1,k

to yk immediately. Another

fact important to mention is the tuning of the Q̄ matrix. It is obvious that the process

noise variance of x̂a3 exceeds that of x̂a1 and x̂a2 by the order of five magnitudes. A

sloppy interpretation would be the following: the mathematical model of the x̂a1 , x̂a2

dynamics is more reliable than the random-walk model of the third state variable, i.e.

the unknown parameter estimate. This is a very typical setup of the process noise

covariance matrix when augmenting the state vector with model parameters. In general,

the tuning of the covariance matrices related to the process noise Q̄ and measurement

noise R (or in this example scalar r) is not straightforward and requires some expertise.

Consequently, numerous publications propose automatic tuning of these matrices, e.g.

[ORR06, BDP11, SGG14].

t (s)1.5

xa1 , x̂a1

Source data
Estimation
Error

(a) State xa1 .

t (s)1.5

xa2 , x̂a2

(b) State xa2 .

t (s)2.5

xa3 , x̂a3

(c) State xa3 .

Figure 4.1: Joint state and parameter estimation simulation results of system (4.19).
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4.1.2 Unknown Input Estimation

In contrast to state vector augmentation the approach of unknown input estimation

lumps the uncertain or completely unknown parameters into a virtual input. Again

vector xρ ∈ Rk shall be considered that holds all unknown parameters. Then, exploiting

the physical meaning of its elements at least their nominal ranges can be assumed known.

That allows separation into known (nominal) part and an unknown one, i.e.

xρ = x̄ρ + ∆xρ. (4.25)

Here, x̄ρ represents the nominal and ∆xρ the unknown part of the vector xρ. Now,

considering system (4.3) and the separation of the state vector it can be written as

dx

dt
= f(x, x̄ρ,u) + ∆f(x,∆xρ,u)︸ ︷︷ ︸

=:ζ

. (4.26)

The objective of the observer design is now to estimate the system states x ∈ Rn robustly

even if an unknown input ζ ∈ Rn acts on the system9. For the considered class of

systems so-called unknown input observers can be constructed. Ideally, recovery of

the unknown input allows further identification of the parameter uncertainties ∆xρ.

However, due to stochastic (measurement noise) and also deterministic (unmodelled

system dynamics) noise effects the recovered unknown input gets distorted and that

might lead to inaccurately recovered parameter uncertainties.

Conventional Sliding Modes

In the 1970s the sliding mode approach began to rise and still it is one of the most pop-

ular control strategies for handling systems affected by bounded uncertainties [STP12].

Interpreted as a special kind of variable structure systems the characteristic attribute is

the real-time hard switching between different system structures. An inherent property

of those variable structure systems is the occurrence of a so-called sliding mode, in case

the system switching occurs at an infinite frequency [PIS00]. The naming is derived

from the fact, that the system can be thought of as sliding on a discontinuity surface (or

manifold) into the origin. That hyperplane S is defined as follows

S =
{
x ∈ Rn : σ(x) = 0

}
. (4.27)

Moreover, that manifold represents an invariant set, i.e. if the trajectories are on the

manifold once, they remain there. Interestingly, and that is one of the main character-

istics related to sliding modes, the design of the manifold prescribes the reduced-order

motion of the system once in sliding mode. Furthermore, during sliding the system is

9For now it is only assumed that ζ(t) is bounded by some constant Ω < ∞. The mathematically
more rigorous restrictions on the unknown input are defined in the related parts of this chapter.
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invariant to external disturbances and even internal parameter uncertainties, if some

assumptions on the system structure, see [DRA69] for details, are fulfilled.

In general, the design of a sliding mode control10 concept is twofold. First, an appro-

priate manifold defining the controlled systems dynamics in sliding mode needs to be

designed [SEFL14, BDK09]. Second, a discontinuous control law is to be formulated

such that the system trajectories reach the manifold within finite time. This phase is

referred to as reaching phase, whereas the motion on the sliding surface is called sliding

phase.

The basic ideas of the sliding mode technique will be demonstrated by a simple intro-

ductory example.

Example: Stabilization of a Double Integrator with Unknown Input (UI)

Given a second-order LTI system defined as

dx1

dt
= x2, (4.28a)

dx2

dt
= u+ ∆u, (4.28b)

representing a double-integrator. The initial conditions x0 := x(t0) are chosen arbitrar-

ily, but different from 0.

Obviously, as the system is not asymptotically stable inherently, the origin xe = 0 shall

be stabilized using the sliding mode control concept. For now, the uncertain input

∆u ∈ R is assumed as ∆u = 0.

First, a sliding manifold S, governing the sliding motion, needs to be designed. Here,

the sliding variable σ ∈ R is defined by

σ := S x, (4.29)

with S ∈ Rn given as S :=
[
λ 1

]
, where λ is constant and strictly positive. Now,

assuming a sliding mode can be enforced, i.e. σ ≡ 0, there happens an order-reduction

of the initial system, as x2 = −λx1. Consequently, a single differential equations, namely

dx1

dt
= −λx1, (4.30)

is sufficient to describe the system dynamics. This order-reduction (in sliding mode) is

an intrinsic feature meaning that, whatever the system dynamics are before the sliding

phase, they are completely determined by the design of the sliding manifold S during

10Note that the presented findings are related to the control objective, i.e. stabilization of a given
system. However, they are transferable to the problem of state observer design assuming the system
being represented in estimation error coordinates. Then the observation task can be interpreted as
stabilization problem.
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sliding! For the present problem the definition of a linear sliding surface yields asymp-

totically decaying system states. Once the sliding manifold is designed it is the task to

construct a controller that enforces the sliding mode. Calculation of the sliding variable

derivative w.r.t. time and defining it as discontinuous11, i.e.

dσ

dt
= u+ λx2

!
= −ηbσe0. (4.31)

Here, η is a strictly positive constant. For brevity, the operator b.e is introduced as

bxey := |x|y sign(x) and bxe0 := sign(x). Moreover, the definition of the sign function is

given by

sign(x) =


1 x > 0,

∈
[
−1, 1

]
x = 0,

−1 x < 0.

(4.32)

The control law is then defined as u = −λx2 − ηbσe0 and using the Lyapunov function

candidate V (σ) = 1
2 σ

2 it can be shown that the reachability condition (see e.g. [SEFL14,

UGS09])

σσ̇ < −η|σ|, (4.33)

ensuring finite time convergence of σ and attainment of a sliding mode, holds. The

closed-loop system using the discontinuous control law reads as

dx1

dt
= x2, (4.34a)

dx2

dt
= −λx2 − ηbσe0. (4.34b)

Since the right-hand side of (4.34) is no longer continuous the Lipschitz condition12

does not hold and conventional methods can not be applied for solving the differential

equations. Therefore, solutions to problem (4.34) are commonly understood in the sense

of Filippov, see [FIL88, UGS09] for further details.

Now, the uncertainty ∆u is assumed different from zero, but bounded with a (Lipschitz)

11Note that due to nullifying σ and accepting a discontinuous σ̇ this concept is denoted as 1-sliding.
12The function f(t,x) needs to fulfill the inequality∥∥∥f(t,x)− f(t,y)

∥∥∥ ≥ L ∥∥x− y
∥∥ ∀t,x,y, (4.35)

in some connected set, then the function is said to be (locally) Lipschitz [KHA02] and L denotes the
Lipschitz constant.
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bounded derivative, i.e.

∣∣∆u(t)
∣∣ < ∆+

u <∞ and

∣∣∣∣∣ ddt∆u(t)

∣∣∣∣∣ < ∆̄+
u <∞ ∀t. (4.36a)

Then (4.31) changes, as the matched13 uncertainty appears in the time-derivative of σ,

resulting in

dσ

dt
= u+ λx2 + ∆u

!
= −η̃bσe0. (4.37)

The control signal can then be calculated as u = −λx2− η̃bσe0 with η̃ :=
(
η + ∆+

u

)
. By

checking the reachability condition σσ̇, i.e.

σσ̇ = σ∆u −
(
η + ∆+

u

)
|σ|, (4.38)

and applying the worst case approximation

σ∆u ≤ |σ∆u| = |σ| |∆u| < |σ|∆+
u , (4.39)

it can be seen that σ converges to zero within finite time and rejects the disturbance

completely14. In other words, the system motion during the sliding phase is not affected

by the perturbation at all! Denoting the time to terminate the reaching phase, i.e.

driving σ to zero, by τc1 , it is obvious that ∀t ≥ τc1 <∞,

0 ≡ λx2 + ueq + ∆u, (4.40)

holds. The concept of the so-called equivalent control ueq [UTK92] can be seen as the

average effect of the discontinuous control15 such that the system trajectories remain

on the sliding surface. An approximation of the equivalent term can be obtained by

low-pass filtering of the discontinuous control, denoted by

ûeq = −λx2 −
(
η̃bσe0

)
lpf
. (4.41)

Now, combining (4.40) and (4.41) it can be seen that an estimate of the uncertainty/un-

13An uncertainty is called matched, if the attained sliding mode is invariant to the acting perturbation.
Therefore, the well-known matching condition [DRA69] needs to hold. For further details see also
[UGS09, SEFL14].

14It should be noted that the discussed invariance to matched disturbances only holds during the
sliding motion. This is in contrast to the reaching phase, i.e. the time period before the sliding motion
is induced, where the system is sensitive to disturbances.

15Theoretically switching at infinite frequency. Due to imperfections in the practical implementation
high-frequent, but finite.
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known input ∆u can be obtained16 from the equivalent control term, i.e.(
η̃bσe0

)
lpf

=: ∆̂u. (4.42)

In summary, once the controlled system (4.28) is in a sliding mode, its dynamics are

completely defined by the sliding surface, i.e. it tends to the origin asymptotically.

Alternatively to the linear sliding surface definition (4.29) a nonlinear surface can be

designed as

σ := x2 + κbx1e
1
2 , (4.43)

with κ strictly positive. This ensures finite time convergence of the trajectories to the

origin 0. The controller structure is identical to the previous one, but considers the

alternative definition of the sliding variable. Consequently, u reads as

u = −η̃bσe0, (4.44)

where η̃ is a positive constant, see (4.37) for its choice. In the literature that concept is

known as control with prescribed convergence law [SEFL14]. Interestingly, this control

concepts leads to a second-order sliding motion and considering the uncompensated

system dynamics (4.28) to a complete dynamical collapse (during sliding) ending up in

algebraic equations for the system states, i.e. x1 = x2 = 0. However, as the second-order

sliding motion only takes place at the origin there are discussions in the sliding mode

community whether it is reasonable to use the term second-order sliding mode here.

However, due to the finite time convergence of the system prescribed by the nonlinear

sliding surface that concept belongs to the class of terminal sliding mode (TSM), see e.g.

[VG93, ZPW94, FRI12, RH14] for details.

Higher-order Sliding Modes

The inherent deficiencies of the 1-sliding approach are its restriction of relative degree17 1,

i.e. the control has to appear in the first time derivative of the sliding variable explicitly,

and the occurrence of the chattering effect due to discontinuous control signal character.

16A discussion of the filter design influence on the equivalent control approximation accuracy is found
in [UTK92].

17Given a nonlinear, input-affine SISO system ẋ = a(x) + b(x)u, y = c(x) then the system’s relative
degree ρ, with 1 ≤ ρ ≤ n, of the output y w.r.t. the input u is defined by

Lb L
i−1
a c(x) = 0 i = 1, 2, ..., ρ− 1 and Lb L

ρ−1
a c(x) 6= 0,

with the Lie-Derivative

LbL
k
ac(x) :=

∂
(
Lkac(x)

)
∂x

b(x).

Further details can be found in [KHA02].
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Higher-order sliding modes aim to bring r-time derivatives of the sliding variable to

zero, i.e. σ = σ̇ = . . . = σr−1 = 0 [PB02], where r denotes the order of the sliding

motion [LEV93]. The herein considered higher-order sliding mode concepts belong to

the class of second-order sliding modes (SOSM). Well-known and widely used examples of

controllers yielding 2-sliding are the twisting [LEV93], sub-optimal [BFU98] and quasi-

continuous [LEV05] algorithms. Further 2-sliding controllers have been presented in

[LEV07]. However, measurement/knowledge of the sliding variable derivative w.r.t. time

is required. An interesting controller for relative degree 1 systems, but providing a

second-order sliding mode, is the super-twisting algorithm (STA) [LEV93, LEV03]. The

control signal of a super-twisting algorithm generally reads as

u = α1bσe
1
2 + ν, (4.45a)

dν

dt
= α2bσe0, (4.45b)

with α1, α2 being strictly positive and known as the controller gains18, σ the sliding

variable and ν a correction term compensating disturbances (as shown in the example

below).

Example (cont’d): Stabilization of a Double Integrator with UI

Due to its applicability to relative degree 1 systems its design is very similar to the one

presented for the conventional 1-sliding modes. Moreover, it provides invariance to a

certain class of disturbances and finite time convergence. However, the main advantage

is the continuous control signal. The sliding surface shall be given as in (4.29) and a

super-twisting controller can be designed as follows. Differentiating the sliding variable

w.r.t. time leads to

dσ

dt
= λx2 + ∆u︸ ︷︷ ︸

=:∆̃u

−α1bσe
1
2 − ν, (4.46a)

dν

dt
= α2bσe0. (4.46b)

Then, by choosing the controller gains as in [LEV98], i.e.

α1 = 1.5
(

∆̃+
u

) 1
2

and α2 = 1.1 ∆̃+
u , (4.47)

18The tuning of the STA coefficients is based on the upper bound of the uncertainty, see e.g. [LEV93,
LEV98, DFL05].
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Parameter Description Value

∆u Disturbance acting on the plant input 1 + sin(0.2πt) + sin(8πt)

λ Sliding surface design parameter, see (4.29) 3

η̃ Controller gain of C1 (4.37) and C2 (4.44) 9

κ Sliding surface design parameter, see (4.43) 3

α1, α2 Controller gains of C3 (4.45) 20, 50

Table 4.2: Simulation parameters of the plant and the sliding mode controllers.

x1

x2

x0 =
[
1 1

]T
C2: σ := x2 + κbx1e

1
2

C1,C3: σ := x2 + λx1

C1 (4.37)

C2 (4.44)

C3 (4.45)

Figure 4.2: Phase portrait of the stabi-
lized system trajectories (4.28).

with ∆̃+
u given by19∣∣∣∣∣ ddt ∆̃u(t)

∣∣∣∣∣ < ∆̃+
u <∞ (4.48)

the condition σ ≡ 0, σ̇ ≡ 0 holds ∀t ≥ τc2 <∞
[LEV98, MO12]. From (4.46a) it is obvious

that once σ and σ̇ are zero ν provides informa-

tion of the uncertainty ∆u without filtration

(as required in the case of 1-sliding). More-

over, due to the continuity of the term α1bσe
1
2

and hiding the discontinuity α2bσe0 under the

integral, the super-twisting control is continu-

ous. In terms of convergence the use of (4.29)

results in an asymptotic behavior, rather than

finite time20.

t (s)

x1

τc1 τc2

C1 (4.37)

C2 (4.44)

C3 (4.45)

C1,C2: σ(t) = 0 ∀t ≥ τc1

C3: σ(t) = 0 ∀t ≥ τc2

(a) State x1.

x2

t (s)

τc1 τc2

(b) State x2.

∆u, ∆̂u

t (s)

∆u

(c) Uncertainty ∆u.

Figure 4.3: Simulation results of stabilized double integrator (4.28).

19Inherently a bounded state x2 is assumed.
20This can be overcome by employing the nonlinear sliding surface (4.43).
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4.2 Applied Observer-Based Parameter Identification Tech-

niques

4.2.1 Lateral Dynamics

The analysis of Section 3.2.2 revealed a significant influence of the tire model related

parameters on the overall system behavior. Moreover, their determination is mostly

based on offline identification techniques exploiting test bench measurement data, e.g.

[AHH03, OCGS06]. The challenging in-vehicle estimation of the parameters commonly

employs expensive measurement equipment and the observer design might become dif-

ficult due to the increasing model complexity, e.g. [BCLT08, DVL+10]. Often, these

methods do not aim for providing parameters of the tire force models directly, but robust

vehicle state estimates and therefore adapt the tire model parameters. Reconsidering

the use of the SMF tire model (Section 3.2.2.II) four parameters need to be identified.

So, augmenting the state vector by four unknown parameters results in a sixth-order

system and even in simulations that concept is already very sensitive to its tuning w.r.t.

the filter convergence properties.

Herein, a tailored identification procedure will be presented that is capable of estimating

model parameters related to 3.2.2.I (Lin), 3.2.2.II (SMF) and 3.2.2.III (TMs) obtained

from a small number of driving experiments. For some of the observation techniques

the input-affine linear tire force model (see 3.2.2.IV) will be employed rather than the

standard single-track model, as in 3.2.2.I.

The proposed design should allow robust, online estimation of model parameters without

requiring installation of expensive sensor equipment, i.e. use of signals such as lateral

velocity, tire forces (longitudinal, lateral, vertical) is not intended. The overall task is

divided into a two-stage identification procedure that can be summarized as follows:

• Stage I aims to identify the lateral cornering stiffness, see (2.25). Coherence be-

tween cornering stiffness and tire model parameters is given in Section 2.2.1. A

slow sinusoidal steering with low amplitude is selected as system excitation.

• Stage II identifies the maximum lateral tire forces during extensive vehicle excita-

tion. Either a slow sinusoidal maneuver or a steady-state circular drive (up to the

limits of adhesion) are to be performed.

Due to the separation of the overall objective, the observer designs provide tailored

solutions to the specific problems. Furthermore, the resulting identification techniques

for the lateral cornering stiffnesses can also be used for the linear lateral model, see

Section 3.2.2.I.

So, exploiting the proposed observer concepts will allow straightforward identification

of model parameters related to the SMF and TM Simple models and requires only a

few distinct driving maneuvers. The detailed procedure of model parameters extraction

from the specified characteristic points will be covered in the Chapter 5.
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I Lateral Cornering Stiffness Observer

In general, the so-called lateral cornering stiffness represents the slope of the slip-force

characteristics at the origin, see (2.25). Even though the linear characteristics between

the slip angle and the tire force are only valid for a restricted range, due to its sim-

plicity the linear tire force model is often seen in practical implementations. More-

over, identification of the lateral stiffness quantity is subject of many publications, e.g.

[STJP06, BCLT08, WI09, LNO15]. Herein, two different concepts based on observation

techniques will be discussed aiming to determine the lateral cornering stiffness parame-

ters from yaw measurements as discussed in 3.2.2.I and 3.2.2.IV.

I.1 Extended Kalman Filter (EKF)

State Augmentation

The state-space formulation ΣL1 (3.20) builds the basis for the estimation problem. In

addition to state estimation of x1 and x2, namely the yaw rate and vehicle sideslip

angle, the (constant) model parameters cαfe and cαr shall be identified. Therefore, the

state vector (3.19) needs to be augmented by a parameter vector xρ ∈ Rk defined as

xρ := [xρ1 xρ2 ]T = [ cαfe cαr ]T . That leads to the augmented state vector xa ∈ Rn+k

given as

xa :=
[
xa1 xa2︸ ︷︷ ︸

=:x

xa3 xa4︸ ︷︷ ︸
=:xρ

]T
=
[
ψ̇ β cαfe cαr

]T
. (4.49)

The extended state-space formulation for state and parameter observer design reads as

dxa
dt

= fa(xa,u), (4.50a)

y = ha(xa,u), (4.50b)

with fa : Dfa ⊆ Rn+k × Rm → Rn+k, ha : Dha ⊆ Rn+k → R. For any further details see

3.2.2.I.1. The vector-valued function fa(.) :=
[
f1(.) f2(.) f3(.) f4(.)

]T
is defined by

f1(xa,u)

f2(xa,u)

f3(xa,u)

f4(xa,u)


:=



a11(xa)u−1
2 xa1

+ a12(xa)xa2
+ b11(xa)u1 − b13(xa)u3u

−1
2

a21(xa)u−2
2 xa1 + a22(xa)u−1

2 xa2 + b21(xa)u1u
−1
2 − b23(xa)u3u

−2
2

0

0


. (4.51)

The low excitation of the lateral dynamics allows to neglect the coupling effects with the

roll dynamics, i.e. input u3 can be omitted for both observer design paradigms.
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Observability Analysis

Augmentation of the system states with parameters affects the system structure signifi-

cantly and its observability analysis as presented in Section 3.2.2.I.5 is not valid anymore.

The nonlinear system character requires a local observability analysis using the criterion

(3.16). A diffeomorphism Φ(xa,u, u̇, ü) can be formulated as in (3.15), i.e.

Φ(xa,u, u̇, ü) :=

[
y(xa) ẏ(xa,u) ÿ(xa,u, u̇)

...
y (xa,u, u̇, ü)

]T
. (4.52)

Its partial derivative w.r.t. xa is denoted by the matrix QL(t) ∈ R(n+k)×(n+k) and

defined as

QL(t) :=
∂

∂xa
Φ(xa,u, u̇, ü). (4.53)

The (local) observability matrix QL(t) is interpreted as a function of time, as the tra-

jectories of the state variable x(t) and the system input u(t) are known a priori of the

matrix evaluation. Unfortunately, an analytical calculation of the determinant’s zero

is not feasible (even with sophisticated mathematics software) and thus the regular-

ity of QL(t) needs to be evaluated numerically. Therefore, two subsets of the physi-

cally possible values of cαfe and cαr are defined as Cf := [55000 : 5000 : 120000] and

Cr := [75000 : 5000 : 150000]. Then, for every simulation run two values of Cf and Cr
are extracted and used for cαfe and cαr . Furthermore, the results are calculated for two

different (constant) longitudinal velocities. The results are illustrated in Figures 4.4(a)

and 4.4(b). Therein, c∗α denotes all possible21 combinations of cαfe ∈ Cf and cαr ∈ Cr.
In Figure 4.4 the area shaded in light gray represents the range space of the determinant

t (s)

|QL(t)| max |QL(τa)|
cα∗

min |QL(τa)|
cα∗

(a) Constant long. velocity vvx=80km·h-1.

t (s)

|QL(t)| max |QL(τa)|
cα∗

min |QL(τa)|
cα∗

(b) Constant long. velocity vvx=60km·h-1.

Figure 4.4: Determination of the observability for varying parameters cαfe , cαr and a
constant long. vehicle velocity vvx.

21And also feasible from a vehicle dynamics point of view, e.g. the difference between front and rear
stiffness should be within a certain range.
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|QL(t)| for all tested combinations of lateral stiffness values. That range is enclosed by

the minimal and maximal values of QL(t) at a certain time instant denoted by τa. The

dark gray curves represent two arbitrarily chosen parameter setups, in order to demon-

strate the variation in time of the local observability. Clearly, there exist points in time

where a rank deficiency of QL(t) occurs and observability might be lost22. However, as

these points are finite and the observability is regained once the zero line is crossed, a

possibility to robustify the observation concept is to evaluate the observability matrix

QL(t) online and turn off any state estimation if the determinant is sufficiently close to

zero.

EKF Design

Now, that the augmented system has been introduced and its (local) observability dis-

cussed the design of an EKF is identical as presented in Section 4.1.1. Some comments

on the tuning of the filter parameters will be provided in the example at the end of this

section.

I.2 Variable Structure Unknown Input Observer (VSUIO)

An alternative estimation concept of the lateral cornering stiffness uses the unknown

input observer technique, rather than state augmentation. The starting point of the

design represents ΣL4, i.e. the state-space representation of the single-track model using

lateral acceleration as system input, see 3.2.2.IV. The state vector definition is given in

(3.19) and the system equations are based on (3.44) and read as

dx1

dt
= ã11 cαr u

−1
2 x1 + ã12 cαr x2 + b11 u1, (4.54a)

dx2

dt
= −x1 + u1u

−1
2 , (4.54b)

y = x1, (4.54c)

with the scaled input ũ1 := u1 u
−1
2 and modified model parameters, compare with (3.45a)

ã11 := −
(lfe + lre) lre

Jz
, ã12 :=

(lfe + lre)

Jz
. (4.55)

For the definition of b11 see (3.45b). Furthermore, the influence of the roll dynamics on

the slip angles αfe and αre is neglected. Then, the assumed unknown model parameter

cαr can be separated into a nominal c̄αr and an uncertain part ∆cαr , i.e.

cαr = c̄αr + ∆cαr . (4.56)

22Theorem 4, p. 73, is only a sufficient condition for local observability.
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Merging (4.56) with (4.54) results in a system

dx1

dt
= ã11 c̄αr u

−1
2 x1 + ã12 c̄αr x2 + b11 u1 + ξ(x1, x2), (4.57a)

dx2

dt
= −x1 + u1u

−1
2 , (4.57b)

y = x1, (4.57c)

with an unknown input ξ(x1, x2) given by an expression containing the uncertain pa-

rameters and states, i.e.

ξ(x1, x2) :=
[
ã11 u

−1
2 x1 + ã12 x2

]
︸ ︷︷ ︸

=:Γ(x1, x2)

∆cαr . (4.58)

Due to the boundedness of the inputs u1, u2 the state variables x1 and x2 are bounded

too23. Hence, the unknown input ξ(x1, x2) is upper bounded by∣∣∣ξ(x1, x2)
∣∣∣ < ξ+ <∞, (4.59)

for any x1, x2 and u2. This also assumes a longitudinal velocity that is significantly

different from zero. Moreover, if the input u2, i.e. longitudinal velocity vvx, is assumed

constant during the identification experiment, it can be regarded as a model parameter

and the system characteristics become linear. Hence, its general matrix/vector form can

be defined as

dx

dt
= Ax + Bu + Dξ, (4.60a)

y = Cx, (4.60b)

with A ∈ Rn×n, B ∈ Rn×m, D ∈ Rn×q, C ∈ Rp×n, ξ ∈ Rq, x ∈ Rn, u ∈ Rm and y ∈ Rp.

Robust State Estimation

A priori to the design of an unknown input observer its general existence needs to

be ensured. The additional (unknown) input to the system complicates the standard

observability criteria and special care needs to be taken. For the ongoing analysis the

notion of indistinguishable states needs to be introduced [HK77, MD08]. Suppose that

for system (4.60) x0 represents an initial state vector and u, ξ the known and unknown

inputs.

23System (4.54) is Bounded-Input-Bounded-Output (BIBS) stable. See [KHA02] for further details.
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Then, the following theorem can be formulated [MD08]

Theorem 6. Suppose x̄0 6= x0 and y(t,x0,u,ξ) = y(t,x̄0,u,ξ̄) ∀ t > 0 for some, distinct

unknown inputs ξ, ξ̄, then x̄0 is said to be a strongly indistinguishable state of x0.

Applying this theory to the lateral dynamics system with an unknown input yields in-

distinguishable dynamics based on the following argumentation. Consider system (4.57)

and a second instance of it that actually does have a different unknown input ξ̄(z1,z2)

with z1, z2 being the state variables of the system

dz1

dt
= ã11 c̄αr u

−1
2 z1 + ã12 c̄αr z2 + b11 u1 + ξ̄(z1, z2), (4.61a)

dz2

dt
= −z1 + u1u

−1
2 , (4.61b)

y = z1. (4.61c)

Then, by defining the state errors e1 := x1− z1 and e2 := x2− z2 their dynamics can be

formulated by

de1

dt
= ã11 c̄αr u

−1
2 e1 + ã12 c̄αr e2 + ∆ξ(e1, e2), (4.62a)

de2

dt
= −e1, (4.62b)

with ∆ξ(e1,e2) := ξ(x1,x2) − ξ̄(z1,z2). Now, given that the output signals of the two

systems are identical (as argued in Theorem 6) yields e1 ≡ 0. From (4.62b) it follows

that e2(t) = K, where K denotes some constant that is generally different from zero24.

Consequently, migrating these details into (4.62a) the correspondence

−ã12 c̄αrK = ∆ξ(0,e2), (4.63)

follows directly. In other words, even though the system outputs y are identical the

differences in terms of unknown inputs are compensated by the second system state.

The consequence of that observation are indistinguishable dynamics of (4.57) and the

inability to design an observer that allows reconstruction of the system’s initial states.

This theory is further backed up by the introduced of strong observability [HAU83,

SEFL14] that requires the transfer matrix (A,D,C) to have no invariant zeros. For

system (4.57) even the weaker criterion of strong detectability25, fails as the transfer

function from unknown input ξ to system output y shows a zero at the origin s = 0.

Now, the challenging question is how to overcome that problem. In fact, the initial

condition of state x2 can be selected almost at choice by taking into account the design

24Considering an initial state z2(t0) 6= 0.
25Strong detectability requires the invariant zeros of (A,D,C) to be in C−, see [HAU83, ES98].



4.2. Applied Observer-Based Parameter Identification Techniques 127

of experiments. It is clear that the estimate’s initial condition is determined by the

user. But, assuming the lateral dynamics are not excited at all before conducting the

identification experiment it is reasonable to consider the initial condition of the plant

identical to zero26. Therefore, with regards to (4.57b) the input ũ1 := u1u
−1
2 , state x1

and also its initial condition are known. Hence, by numerical integration an estimate of

x2 can be obtained, i.e.

x̂2(t) =

t∫
0

−x1(τ) + ũ1(τ)dτ, (4.64)

with the initial condition x2(0) = 0. Clearly, in general obtaining estimates from numer-

ical integration is not recommended27. However, for this special setup it appears to be

a feasible solution and due to the short duration of the integration process, as will be

demonstrated by simulation-based work (Chapter 5) and also experimental validation

(Chapter 6), the obtained results are promising.

Now, focusing back on the identification of the uncertain lateral cornering stiffness ∆cαr
the system to be considered is reformulated to

dx1

dt
= ã11 c̄αr u

−1
2 x1 + ũa + ξ(x1, x2), (4.65a)

y = x1, (4.65b)

with ũa := ã12 c̄αr x̂2 + b11 u1 being an augmented input vector that also holds the

estimates of x2. That system is definitely strong observable and allows the introduc-

tion of a so-called finite time parameter estimator [MG11] based on higher-order sliding

modes. Consequently, it yields finite time convergence of the parameters as opposed to

the asymptotic behavior of standard least-squares-based algorithms, e.g. [IM11]. The

concept employs a so-called generalized super-twisting algorithm (GSTA) [MOR09], that

includes linear correction terms (in contrast to the classic super-twisting algorithm), that

are stronger than the nonlinear ones, given that the trajectories are far away from the

origin. Note that, for a certain set of parameters the GSTA degenerates to the standard

STA.

26It shall be emphasized that the discussed initial condition of the vehicle, does not refer to the very
initial state of the vehicle, i.e. at its resting position. It moreover refers to the condition before any
lateral excitation of the vehicle is conducted. Hence, it might be driven in a straight line beforehand.

27Given the fact that x2 is based on measured values of x1 and also ũ1 their noise might not be
perfectly zero-mean. Therefore, the longer the integration interval is, the more influence the mean value
of the measurement noise will have.
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The finite time parameter estimation algorithm can be formulated as

dx̂1

dt
= ã11 c̄αr u

−1
2 x̂1 + ũa + Γ(x̂1,x̂2) θ̂ − α1φ1(e1), (4.66a)

dθ̂

dt
= −α2 φ2(e1) Γ(x̂1,x̂2), (4.66b)

with the correction terms φ1(e1) and φ2(e1)

φ1(e1) := µ1 be1e
1
2 + µ2 e1, (4.67a)

φ2(e1) :=
1

2
µ2

1be1e0 +
3

2
µ1 µ2 be1e

1
2 + µ2

2 e1. (4.67b)

Furthermore, e1 denotes the estimation error e1 := x̂1−x1 between the measurement x1

and x̂1 provided by the FTPE algorithm. Moreover, α1, α2, µ1 are strictly positive con-

stants and µ2 ≥ 0. Interestingly, the nonlinear algorithm provides bounded parameter

estimates θ̂ := ∆ĉαr even if persistence of excitation is not guaranteed. For the proof of

stability and convergence time estimate consider [MG11].

Comment on the Extension to Front Cornering Stiffness Estimation The

presented sliding mode-based concept aims to recover the uncertain parameter ∆cαr .

However, once that is known only half of the objective is accomplished. In other words,

knowledge of the rear lateral cornering stiffness does not reveal any information on the

front values. Hence, system (3.43) needs to be reformulated such, that the front force

enters (3.43a), rather than the rear one. From a structural perspective the model looks

like (4.57), but the new unknown input ξ̌ is now a function of the states x1, x2 and

also the input δw. Regardless of the structural changes w.r.t. the unknown input the

parameter estimation algorithm can be designed identically to that presented.

An Idea for Estimation of the Uncertain Parameter and Initial Condition

In the following an alternative idea for joint estimation of the uncertain parameter and

also the initial condition will be presented. Note that this approach is only discussed

theoretically, but not evaluated in simulations or experiments.

Again system (4.54) and also (4.56) are considered. Then, from the knowledge that the

initial condition of x2(t) can not be recovered by means of observers at least

x2(t) = x2(0)

︸ ︷︷ ︸
=:x2,0

+

t∫
0

−x1(τ) + ũ1(τ)dτ

︸ ︷︷ ︸
=:x2,int(t)

, (4.68)
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holds. Now, merging (4.54), (4.56) and (4.68) yields

dx1

dt
= ã11

(
c̄αr + ∆cαr

)
u−1

2 x1 + ã12

(
c̄αr + ∆cαr

) (
x2,0 + x2,int

)
+ b11 u1, (4.69a)

y = x1. (4.69b)

And this can be formulated as a parameter identification problem as in (4.66) with θ̂

and Γ(x̂1,x̂2,int) being defined as

θ̂ :=
[
∆ĉαr x̂2,0 ∆ĉαr x̂2,0

]T
, (4.70a)

Γ(x̂1,x̂2,int) :=
[
ã11u

−1
2 x̂1 + ã12x̂2,int ã12c̄αr ã12

]
. (4.70b)

Example: Estimation of Lateral Cornering Stiffness Parameters

A simulation-based proof of concept should demonstrate the applicability of the proposed

observer concepts for the estimation of the lateral cornering stiffness values. Therefore,

ideal reference plants ΣL1 and ΣL4, as in (3.9) and (3.44), with the model parameters

as listed in Table 4.3 are implemented. The signal parameters of the system excitation

are selected such that the lateral acceleration is low (< 4m·s-2) and the transients in the

tire force generation are negligible, i.e. sinusoidal steering with an amplitude δw = 1◦

and frequency f = 0.25Hz. Both observer concepts, the EKF and the sliding mode

parameter estimator, are evaluated in simulations based on the tuning as in Table 4.3.

The source model states and their estimates as well as the identified lateral cornering

stiffness values can be taken from Figures 4.5 and 4.6. In accordance with the presented

sliding mode-based parameter identification algorithm only the rear cornering stiffness

is identified. The model parameter of the front tire needs design and implementation of

an additional mechanism such that ∆cαfe is recovered from the unknown input.

Some Comments on the EKF The tuning of the EKF follows the suggestions pro-

vided in the introductory example of Section 4.1.1. In order to demonstrate the quick

convergence of the estimated state variables the filter is activated at tact = 1s. The

light gray shading in Figure 4.5 stresses this delayed filter activation. In general, the

uncertainties of the front and rear lateral cornering stiffness are estimated accurately.

Even though the EKF is more expensive in terms of computational efforts it also esti-

mates both uncertainties simultaneously. However, the drawback is certainly the lack of

a straightforward filter tuning as the setup of the Q̄ matrix can be difficult.

Some Comments on the VSUIO From Figures 4.6(a), (b), (e) and (f) it can be

concluded that the state x1 and the unknown input ξ are estimated robustly. From the

error plots (b) and (f) the finite time convergence is obvious. A main advantage is the
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Parameter Description Value Unit

lfe Distance front axle to CoG 1.1 m

lre Distance rear axle to CoG 1.4 m

Jz Moment of inertia w.r.t. z-axis 2100 kg·m2

m Vehicle mass 1400 kg

vvx Longitudinal velocity 80 km·h-1

cαfe Lateral cornering stiffness (front) 83000 N·rad-1

cαr Lateral cornering stiffness (rear) 95000 N·rad-1

x̂+
a,0 Initial (augmented) state vector (EKF) [-0.07 -0.0026 4e4 6e4]T -

P+
0 Initial error covariance matrix (EKF) diag([1 1 1 1]) -

r Covariance of the meas. noise (EKF) 3e-6 -

Q̄ Covariance of the process noise (EKF) diag([1e-11 1e-11 1e3 1e3]) -

µ1 Gain nonlinear error correction term
(VSUIO), see (4.67)

5e3 -

µ2 Gain linear error correction term
(VSUIO), see (4.67)

1 -

α1 Parameter estimator gain (VSUIO),
see (4.66)

0.75e-2 -

α2 Parameter estimator gain (VSUIO),
see (4.66)

5e3 -

Table 4.3: Simulation parameters of the plant, EKF and VSUIO.

recovery of the unknown input without requirement of standard filtration techniques

that would annihilate the claim for finite time recovery. Consequently, it a.) avoids the

tuning of a filter constant for calculation of the equivalent error injection term and b.)

provides better (in terms of accuracy) estimates of the unknown parameter. Generally,

the employment of a low-pass filter in order to estimate the equivalent output injection

term introduces a phase lag between the estimate and the real values. That incorrect

causal relation between estimated uncertainty and state variables can lead to distortions

of the identified parameters.
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Figure 4.5: Ideal reference simulation results: Robust state estimation of ΣL1 (EKF).
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Figure 4.6: Ideal reference simulation results: Robust state estimation of ΣL4 (VSUIO).
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II Lateral Tire Force Observer

II.1 Variable Structure Unknown Input Observer (VSUIO)

The objective of the lateral tire force observer is already suggested by its name. More

specifically, knowledge of the maximum arising lateral tire force would be beneficial for

the estimation of the tire force model parameter D, see the definition of SMF (2.28) and

TM Simple (2.29) and (2.30a).

In contrast to the sliding mode observer in [BCL09] requiring sophisticated tuning rules

of the observer gains the herein presented concept exploits a first-order state-space model

(2.14a), (2.14c), (2.10) for the subsequent observer design process. Defining the state

variable x1 := ψ̇, the input signal u := vay and the uncertainty28 ζu := vFy,r the

differential equation reads as

dx1

dt
= k1 u+ k2 ζu, (4.71a)

y = x1, (4.71b)

with the constants k1 and k2 defined by

k1 :=
lfem

Jz
and k2 := −

lfe + lre
Jz

. (4.72)

The strongly observable29 system allows an observer design of the form [FB07]

dx̂1

dt
= k1 u+ λ1be1e

1
2 + γ, (4.73a)

dγ

dt
= λ2be1e0. (4.73b)

Variable e1 denotes the estimation error e1 := x1 − x̂1, and λ1, λ2 > 0. From the error

dynamics

de1

dt
= ω − λ1 be1e

1
2 , (4.74)

dω

dt
= k2

dζu
dt
− λ2 be1e0, (4.75)

28The considered class of uncertainties is a.) bounded and b.) does have a (Lipschitz) bounded
derivative for any t > 0.

29See [SEFL14] for details.
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Parameter Description Value Unit

lfe Distance front axle to CoG 1.1 m

lre Distance rear axle to CoG 1.4 m

Jz Moment of inertia w.r.t. z-axis 2100 kg·m2

m Vehicle mass 1400 kg

Sf Front tire model parameters
(TM Simple), i.e. [Df Bf Cf ]

[5300 2.127 0.1358] -

Sr Rear tire model parameters
(TM Simple), i.e. [Dr Br Cr]

[4100 2.1638 0.0934] -

x̂0 Initial state vector (VSUIO) -0.25 rad·s-1

ν0 Initial condition of ν (VSUIO) 2 rad·s-2

λ1 Observer gain factor (VSUIO),
see (4.73)

4.743 -

λ2 Observer gain factor (VSUIO),
see (4.73)

11 -

Table 4.4: Simulation parameters of the plant and VSUIO.

where ω := k2 ζu − γ, it becomes obvious that the unknown input ζu and its derivative

with respect to time need to be bounded, i.e.∣∣∣ ζu(t)
∣∣∣ < ζ+

u <∞, (4.76a)∣∣∣∣∣ ddt ζu(t)

∣∣∣∣∣ < ζ+
u
<∞, ∀t > 0. (4.76b)

Then, choosing the observer gains λ1 and λ2 as suggested in e.g. [LEV98] e1 and ω are

driven to zero in finite time τc, i.e.

de1(t)

dt
= 0 ⇒ ω(t) = 0 ⇒ k2 ζu(t) = γ(t) ∀t ≥ τc. (4.77)

And therefrom the unknown input ζu can be reconstructed (without explicit filtration

of a discontinuous term).

Certainly, this concept can also be applied for recovery of the front lateral force. There-

fore, the state-space formulation needs to be adapted such, that the uncertainty ζu
comprises the front lateral force vFy,f . Alternatively, from knowledge of vay and the

estimated vF̂y,r the front lateral force can be obtained, see (2.13).

Example: Estimation of the Rear Lateral Tire Force

The proposed observation concept will be first evaluated using an ideal source plant

based on a single-track model with nonlinear (TM Simple) tire force models. Param-

eters of the reference system are provided in Table 4.4. Excitation of the vehicle is
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Figure 4.7: Ideal reference simulation results: Recovery of the tire force vFy,r.

performed sinusoidally with constant frequency f ≈ 0.1Hz and an increasing steering

amplitude until the driver feels the loss of adhesion. The longitudinal velocity should be

almost constant, i.e. vvx ≈ 80km·h−1. Alternatively, a steady-state circular drive with

increasing vehicle velocity at a track of constant curvature radius can also be performed.

Results of the simulations under ideal conditions are presented in Figure 4.7.

The estimation of the maximum force, see Figure 4.7(e), is based on a comparison of

the actual value and the current maximum, i.e. the actual value is the new maximum if

greater than the old, and dropped otherwise.
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III Vehicle Sideslip Observer

The estimation of the sideslip angle of a motor-driven vehicle is discussed in many pub-

lications, e.g. [IJF+06, BCL09, GYNW10, AFK11, GCRP14]. For the application of

vehicle handling evaluation the sideslip angle is only of reduced importance as there is

a redundancy (for lateral accelerations up to |ay| < 4m·s-2) between the sideslip angle

and the yaw rate/lateral acceleration [DEC09]. Therefore, the necessity of a designated

vehicle sideslip observer development is not given. However, this section provides an

idea how an estimator design could benefit from the obtained results.

Assume that the parameters of the tire model SMF or TM Simple have been identified

with the previously proposed observer techniques and the parameter extraction discussed

in Section 5.2.3. Then, either system ΣL2 or ΣL3 can be used directly for an observer

design. Their nonlinear characters suggest the use of an Extended [BCL09] or an Un-

scented Kalman Filter [AFK11] to estimate the sideslip angle. Alternatively, one can

plug in the nonlinear tire models, see (2.28), (2.29), into ΣL4 and design a state observer

as proposed in [GYNW10].

4.2.2 Roll Dynamics

The importance of the actual roll angle for vehicle safety related applications motivated

numerous publications to estimate the former using state observation schemes. Com-

monly, the a priori knowledge of roll dynamics related parameters is necessarily assumed,

e.g. in [ADM04, RG04, DM05, SGMN08, MLC10, TXH07]. But then, these approaches

are not only able to estimate the chassis’ roll, but also the road bank angle. Further-

more, most of these observation mechanisms do not require expensive sensor equipment.

Commonly, angular rate sensors (for yaw and roll rates) are sufficient. In contrast, given

the case the model parameters are not accurately known a priori their identification

requires measurement of the roll angle, as proposed in e.g. [AHH03, ZOM02, KOB03].

However, it necessitates the installation of costly measurement equipment to obtain the

roll angle in-vehicle. Joint estimation of the latter and its related (unknown) model

parameters is presented to some extent in [RPTL11] and also the authors publications

[TRH12a, TRH12b, TRH14b]. The latter concepts are designed such, that only cost-

efficient sensing of the roll rate and lateral acceleration is sufficient. Moreover, the model

parameters of effective stiffness and damping, as presented in Section 2.3.1, can be ob-

tained in real-time.

For the identification of the uncertainties of the roll dynamics model, as presented in

Section 3.2.3, two different concepts are proposed. The first is based on state augmenta-

tion and the second exploits a reconstructed unknown input to identify the parameters.

Namely these are the effective roll stiffness cr
Σ and damping dr

Σ, based on the findings of

Section 3.2.3.V.3.



4.2. Applied Observer-Based Parameter Identification Techniques 137

I Extended Kalman Filter (EKF)

The use of an EKF as parameter estimator requires state augmentation and consequently

yields an extended system formulation. Even if the observer design is more straightfor-

ward than for the variable structure-based mechanism this is paid by a more difficult

filter tuning requiring some expertise.

State Augmentation

The definitions of the state and input vectors (3.52) and the state-space representation

of ΣR (3.53) build the basis of the design process. For the estimation of the model

parameters cr
Σ and dr

Σ the augmented state vector xa ∈ Rn+k is introduced

xa :=
[
xa1 xa2 xa3 xa4

]T
=
[
ϕ ϕ̇ cr

Σ dr
Σ

]T
. (4.78)

Then, the resulting state-space formulation for the design of a joint state and parameter

estimation reads as

dxa
dt

= fa(xa, u), (4.79a)

y = ha(xa), (4.79b)

with fa : Dfa ⊆ Rn+k×R→ Rn+k, ha : Dha ⊆ Rn+k → R. The input signal u(t) is given

by the measured lateral acceleration u := ay,m, see (2.43) and (3.52b). The vector-valued

function fa(.) :=
[
f1(.) f2(.) f3(.) f4(.)

]T
is defined by

f1(xa, u)

f2(xa, u)

f3(xa, u)

f4(xa, u)


:=



xa2

−xa1 xa3 − xa2 xa4 + k u

0

0


. (4.80)

Observability Analysis

The state augmentation renders the analysis of Section 3.2.3.V.5 obsolete due to the

modified system formulation. A diffeomorphism Φ(xa, u, u̇, ü) as in (3.15) and (4.52)

is used and the matrix QL(t) denotes its partial derivative, see (4.53). In contrast to

Section 4.2.1.I.1 the regularity of QL(t) can be evaluated analytically. Further details

are given in Appendix B.
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A rank deficiency of the local observability matrix occurs if the expression

ϑ :=
du

dt
−
k2 u2 − 2 k uxa1 xa3 − k uxa2 xa4 + x2

a1
x2
a3

+ xa1 xa2 xa3 xa4 + x2
a2
xa3

k xa2

,

(4.81)

equals zero. Its evaluation is performed numerically for a given experiment. Figures

4.8(a) and 4.8(b) show the values of ϑ(t) for a sinusoidal system excitation and two

different sets of model parameters. Apart from the initial phase where ϑ(t) crosses

the zero line local observability can be concluded for the remaining time. However,

these results are only valid for the actual set of model parameters and system input.

Depending on the a priori knowledge of the system states and inputs the evaluation of

the observability might be performed in advance or online.

ϑ(t)

t (s)
2 4

(a) Numerical evaluation of (4.81) - param-
eter set S1 (Table 4.5).

ϑ(t)

t (s)
2 4

(b) Numerical evaluation of (4.81) - param-
eter set S2 (Table 4.5).

Figure 4.8: Local observability evaluation by numerical simulation of (4.79), (4.80).

Parameter Description Value Unit

ms Vehicle chassis mass 1000 kg

Jxc Vehicle chassis moment of inertia w.r.t. x-axis 500 kg·m2

hrl Roll lever arm 0.4 m

S1 Effective roll stiffness and damping -
Set 1

[
crΣ dr

Σ

] [170000 5000] N·m·rad-1,
N·m·s·rad-1

S2 Effective roll stiffness and damping -
Set 2

[
crΣ dr

Σ

] [60000 3400] N·m·rad-1,
N·m·s·rad-1

Table 4.5: Simulation parameters for local observability analysis of (4.79), (4.80).

EKF Design

Using the system formulation (4.79), (4.80) the EKF design as explained in Section 4.1.1

can be performed.
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II Variable Structure Unknown Input Observer (VSUIO)

The state-space system ΣR relevant for the observer design is defined by (3.52), (3.53)

and reads as

dx1

dt
= x2, (4.82a)

dx2

dt
= −ā21x1 − ā22x2 + b2u+ %(x1, x2), (4.82b)

y = x2, (4.82c)

with an unknown input %(x1, x2) being defined as

%(x1, x2) := −∆a21 x1 −∆a22 x2. (4.83)

The introduction of an unknown input results from the objective to identify the effective

stiffness and damping model parameters that are assumed to be known inaccurately.

Hence, they can be split into a nominal30 and an uncertain part, i.e.

a21 := ā21 + ∆a21, a22 := ā22 + ∆a22. (4.84)

Here, ā21/22 denote the nominal and ∆a21/22 the uncertain parts of the model param-

eters. In general, system (4.82) equals the vector-matrix notation of (4.60). Design of

robust observation concepts that provide vanishing estimation errors even in the presence

of an unknown input are discussed in e.g. [ES98]. An observer consisting of combined

linear and nonlinear correction terms is given by

dx̂

dt
= Ax̂ + Bu−GlCe + Gnν, (4.85)

with the standard replica of the system, x̂ ∈ Rn being the state estimate, e ∈ Rn the

estimation error, ν ∈ Rp the discontinuous injection term and GlCe, Gnν the linear and

nonlinear correction terms respectively. Its existence requires two structural conditions

on the system to be fulfilled. These are discussed in [SPU08] and refer to

1. The observer matching conditions, i.e.

rank
(
CD

)
= rank

(
D
)

= q (4.86)

with C being the output matrix, D the unknown input matrix and q being the

number of unknown inputs. This condition is also referred to as relative degree

condition.

30The specification of nominal parameters is simple as their feasible physical ranges are generally
known.
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2. The transfer matrix between the unknown inputs ξ, see (4.60), and the output y

needs to be minimum-phase, i.e. the invariant zeros of the triple (A,D,C) have

to be in C−.

The second condition refers to the notion of strong observability and strong detectabil-

ity that are introduced and further discussed in [HAU83, MD08, SEFL14]. Focusing

back on the problem of the robust state estimation related to the roll dynamics model

in (4.82) it is not hard to see that the relative degree condition is fulfilled. However,

neither strong observability nor strong detectability are given as the transfer function

from unknown input to the output is not minimum-phase, i.e. there exists a zero that

is not in C−. Consequently, as discussed in [HAU83, MD08] an unknown input observer

for (4.82) does not exist.

Interpretation of the differential equations (4.82) as mechanical system allow the fol-

lowing description of the challenge: normally the position x1 is the measurable and

uncertainties w.r.t. forces (acting on the time derivative of x2) are interpreted as per-

turbations. Then, observation concepts as presented in [DFL05, DFP06] are able to

robustly estimate the states and also provide for recovery of the unknown input. How-

ever, for the actual setup it is the velocity that is measured. And as the unknown input

% can not be expressed by the output y (and its time derivatives), as it would be the

case for a strongly observable system, the observer can not be designed.

Introduction of a diffeomorphism Φ allows transformation of the state x to z ∈ Rn
exploiting the definition of the Lie-Derivative it reads as

Φ(x, u) :=

 z1

z2

 =

 c(x)

Lac(x) + Lbc(x)u

 =

 y
ẏ

 . (4.87)

Note that the formulation of the diffeomorphism refers to a general, nonlinear and input-

affine system. Then, system (4.82) can be re-written in z-coordinates as

dz1

dt
= z2, (4.88a)

dz2

dt
= f̄(z1, z2, v) + ζ(z1, z2), (4.88b)

y = z1, (4.88c)

with v as the new input, i.e. v :=
du

dt
, ζ the unknown input and f̄ the nominal system

dynamics, i.e.

ζ(z1, z2) := −∆a21 z1 −∆a22 z2, (4.89a)

f̄(z1, z2, v) := −ā21z1 − ā22z2 + b2v. (4.89b)
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Moreover, ζ and f̄ are assumed bounded [POZ10] in any compact set of the state-space.

Given the fact that the underlying system is a mechanical one this assumption clearly

holds. The upper bound of the uncertainty ζ is denoted by∣∣∣ ζ(z1, z2)
∣∣∣ < ζ+ <∞ ∀z1, z2. (4.90)

Interestingly, the change of coordinates does not affect the model parameters ā21, ā22, b2
at all. However, the relative degree of the system output y w.r.t. the unknown input ζ is

now 2. Note also, that the increase of the relative degree yields a violation of the observer

matching condition, as in (4.86). But, for the considered 2-sliding observer based on the

super-twisting algorithm that is not a problem. Basically, the state transformation can be

interpreted as the integration of an integrator at the input of the original system31. Now,

defining the new system as the series connection of the old system and an integrator,

it is easy to understand that the latter ”cancels” the zero (of the transfer function from

% to x2) at the origin. But, this necessitates the calculation of the input signal’s time

derivative, i.e. v = du
dt .

Even though the state variables have been transformed by (4.87) the structure of the

resulting system (4.88) is completely identical to (4.82)32. Therefore, by building the

time derivative of the input signal u it is possible to employ a second-order (STA-based)

observer for the estimation of the states z1 and z2 that is invariant to the unknown input

ζ. Furthermore, it is possible to recover an estimate for the latter.

Technically, the diffeomorphism in (4.87) does contain uncertain parameters, i.e. a21 and

a22. However, the transformation is for the definition of a new system that fulfills the

requirement of no internal dynamics, i.e. ρ = n, see [SEFL14, DFL05]. So, the inverse

diffeomorphism is never used for any transformation back into the x-coordinates33. As

will be presented in the following section, the estimation of the roll angle itself will be

conducted by an additional state observer concept.

For the objective of identifying uncertain parameters ∆a21 and ∆a22, as in (4.83), and

system state estimation of x1, referring to the roll angle ϕ of the vehicle chassis, it is

necessary to define individual tasks for tailored submodules, as shown in Figure 4.9.

First, a robust exact differentiator (RED) calculates the time derivative of the system

input u for further use in system (4.88). Second, a robust state observer recovers the

system states z1 and z2 and also provides an estimate of the unknown input ζ. Third,

two different parameter identification algorithms estimate the uncertainties ∆a21, ∆a22.

And forth, an adaptive Luenberger observer estimates the actual roll angle by exploiting

knowledge of the identified effective roll stiffness and damping. Note that the latter is

required as the robust state observation is performed in z- rather than x-coordinates.

More precisely, the z-coordinates refer to roll rate and acceleration, whereas the x-

coordinates are representing roll angle and rate respectively.

31In [KPM12] this idea is used to apply 2-sliding control algorithms to systems of relative degree 1.
32Clearly, the state variables and consequently their physical interpretation are different now.
33The main objective of the robust state estimation is the recovery of the unknown input.
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ẑ2

∆â21
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x̂1
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Figure 4.9: Schematics of the proposed concept for roll model parameters identification.

Robust Exact Differentiation (RED)

The transformation of the original system into (4.88) requires real-time differentiation

of the system input u w.r.t. time providing highly accurate and phase shift-free34 es-

timates. A robust exact35 differentiator as presented in [LEV98] is employed to fulfill

these requirements.

Differentiating a given signal with respect to time can be formulated as a control prob-

lem, given that the control loop is identical to that depicted in Figure 4.10. The concept

is based on an introduction of an artificial plant (an integrator) that should track some

given reference value. A variable structure control concept, e.g. [LEV98], provides in-

herent robustness and finite time convergence.

In a mathematically more rigorous way the plant is given by

dû

dt
= v, (4.91)

where û defines the estimate of the input signal u and v the control output or the time

derivative of û. Note that the class of input functions u is restricted to bounded functions

with Lipschitz-bounded derivatives and some small amount of noise [LEV98]. Now, by

34Intrinsically, standard differentiating concepts introduce a certain amount of phase shift between
the real signals and the estimated derivatives.

35For an accurate definition of the terminology robust and exact the reader is referred to [LEV98].
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u

û

vε
∫

Σ v = v̄ + κ1bεe
1
2

˙̄v = κ2bεe0C
:

Figure 4.10: Time differentiation realized as control loop. The control signal v approxi-
mates the derivative of u w.r.t. time. Due to the advantages of robustness and finite time
convergence ΣC is based on the super-twisting algorithm.

introducing the error coordinate ε, being defined as

ε := u− û, (4.92)

it is the objective to drive that error ε to zero within finite time, i.e. ε ≡ 0 ∀t ≥ τc1 . One

possible solution is the use of a super-twisting controller

v = v̄ + κ1bεe
1
2 , (4.93a)

dv̄

dt
= κ2bεe0, (4.93b)

with κ1, κ2 > 0. Systematic tuning of these parameters is discussed in e.g. [RH11,

LEV98]. Transforming the system into error coordinates it reads as

dε

dt
=
du

dt
− v̄︸ ︷︷ ︸

=:ε̄

−κ1bεe
1
2 , (4.94a)

dε̄

dt
=
d2u

dt2
− κ2bεe0. (4.94b)

For that type of system stability proofs of finite time convergence exist, e.g. [LEV98,

MO12]. From (4.94b) it becomes obvious that the second time derivative of the signal

u needs to be bounded, i.e. ∣∣∣∣∣ d2

dt2
u(t)

∣∣∣∣∣ < u+ <∞ ∀t. (4.95)

After convergence of ε and ε̄ to the origin within finite time τc1 , i.e. ε ≡ 0, ε̄ ≡ 0, the

definition of ε̄ reveals that v provides an estimate for the derivative of u w.r.t. time.

Furthermore, if the input signal u(t) is corrupted by some bounded noise term |ν(t)| ≤ εn,
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then it can be shown that the accuracy of the time derivative estimate is given by∣∣∣∣∣v − du

dt

∣∣∣∣∣ < κ̃1
√
εn ∀t ≥ τc1 , (4.96)

where the constant κ̃1 is a function of κ1, κ2, see [LEV98] for details.

Robust State Estimation (RSE)

Due to its invariance to a certain class of disturbances the sliding mode paradigm is well

suited to solve the problem of state reconstruction in the presence of uncertainties. In the

following an STA36-based higher-order sliding mode observer [LEV93], is implemented

to reconstruct the states z1 and z2.

The formulation of a robust state observer [DFL05] is based on a replica of the state

equations (4.88) and injection terms, i.e.

dẑ1

dt
= ẑ2 + λ1be1e

1
2 , (4.97a)

dẑ2

dt
= −ā21ẑ1 − ā22ẑ2 + b2v + λ2be1e0, (4.97b)

with the estimation errors e1 and e2 defined as e1 := z1 − ẑ1 and e2 := z2 − ẑ2. Then,

the error dynamics read as

de1

dt
= e2 − λ1be1e

1
2 , (4.98a)

de2

dt
= −ā21e1−ā22 e2 + ζ(z1,z2)︸ ︷︷ ︸

=:ξ(z1, z2, ẑ2)

−λ2be1e0. (4.98b)

Convergence of the estimation errors employing a super-twisting algorithm is guaranteed

if the condition ∣∣∣ξ(z1, z2, ẑ2)
∣∣∣ < ξ+ <∞, (4.99)

holds37 for any z1, z2 and
∣∣ẑ2

∣∣ ≤ 2 sup |z2|, see [DFL05] for details. Due to the bounded-

ness of the system input v, the system states of (4.88) (BIBS stable) and the uncertainty

ζ, see (4.90), the existence of ξ+ is guaranteed. Suggestions for the tuning of the observer

36This second-order algorithm has been selected over conventional 1-sliding concepts due to the ad-
vantages of a.) finite time convergence, b.) required knowledge of the sliding variable only (rather than
its time derivatives) and c.) chattering reduction. Furthermore, it allows the rejection of Lipschitz
perturbations exactly [MOR09].

37Note that the term −ā21 e1 can be neglected due to the accurate knowledge of x1.
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gains λ1 and λ2 are given in [LEV93, LEV98]. Herein, the gains are chosen as

λ1 = 1.5
(
ξ+
) 1

2
and λ2 = 1.1 ξ+. (4.100)

Then, the solutions of system (4.98) converge to the origin (e1, e2) = (0, 0) within finite

time τc2 , i.e.

e1(t) = e2(t) = 0 ∀t ≥ τc2 . (4.101)

A proof of stability is omitted here, but can be found in e.g. [LEV98, DFL05, MO12].

Furthermore, for the estimation of the convergence time τc2 different methods have been

proposed by [LEV98, DFL05, PP09, MO12, UTK13]. These can be useful for the activa-

tion of the parameter identification mechanism to be started once the estimation errors

have vanished.

Adaptive Robust State Estimation (ARSE)

So far, the quantitative knowledge of the uncertainty bound ξ is assumed a priori (and

constant) in order to be able to tune the observer gains appropriately. However, com-

monly it is difficult to obtain reasonable values for the bound. Often it is chosen too

conservatively resulting in a high gains38. In case of a time-varying perturbation it might

be helpful to adjust the bound as well. Consequently, adaptive gain schemes are increas-

ingly considered, e.g. [GMF12, STP12, UP13, ES15]. Exactly speaking, the observer

gains are generally no longer static, but might read as

λ̃1 := λ̃1(e1, e2, . . . , en, t) and λ̃2 := λ̃2(e1, e2, . . . , en, t). (4.102)

The algorithm presented in the following is known as adaptive gain super-twisting algo-

rithm [STP12] and changes the observer gains adaptively until a sliding motion is estab-

lished. A so-called detector determines the entering and leaving of a domain Λ := |e1|−µ,

where µ is some positive constant. Needless to say, but the definition of the detector is

not unique and leaves some design freedom to the user. For the current application it

is chosen as a band around the sliding variable e1 [TRH14b]. Whenever the trajectories

enter the domain Λ the observer gains are decreased. In contrast, if the trajectories are

outside that domain the gains are increased in order to push them (back). Mathemati-

38These increase the tendency to chattering. Even though this problem is more related to the control
task it should be noted here.
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cally speaking, this reads as

dλ̃1

dt
=

 κ bΛe0 if λ̃1 > λ̃−,

η else,
(4.103a)

λ̃2 = ε λ̃1. (4.103b)

The quantity λ̃− represents a lower bound for the gain λ̃1. Its initial value is defined

as λ̃1,0 := λ̃1(t0) and λ̃1,0 > λ̃− needs to hold. Furthermore, κ, η and ε are positive

constants. More specifically, κ governs the rate of observer gain change, η is some small

constant that is only used whenever the lower bound of λ̃1, namely λ̃−, is fallen below.

The value of ε scales the ratio between the values of λ̃1 and λ̃2. Furthermore, η ≥ µ

needs to hold. A stability proof of the adaptive gain super-twisting algorithm and an

estimation of the convergence time are both provided in [STP12].

Now, that two different observer concepts, based on static and adaptive gains, are in-

troduced the objective of unknown input recovery shall be focused on again. Due to

the convergence of the estimation errors e1, e2 within finite time τc3 equation (4.98b)

becomes

de2

dt
≡ 0 ⇒ 0 ≡ ζ(z1, z2)− νeq ∀t ≥ τc3 . (4.104)

Here, the term νeq :=
(
λ̃2be1e0

)
eq

represents the equivalent output injection term that

is required to maintain the system’s sliding motion. Even if νeq refers to the adaptive

gain scheme in that case, it should be emphasized that it can also be extracted from the

static gain mechanism. Reconsidering (4.104) it is obvious that the identification of νeq
allows for recovery of the uncertainty ζ(z1, z2), i.e.

ν̂eq :=

(
λ̃2be1e0

)
lpf

. (4.105)

For the switching frequency tending to infinity and the filter time constant τf to zero

ν̂eq → νeq holds [UGS09]. The approximative character of the estimate can be empha-

sized by defining

νeq = ν̂eq + ∆νeq, (4.106)

where ∆νeq accounts for the errors due to the filtration process and noise. Finally, an

estimate of the uncertainty ζ(z1, z2) is given by ν̂eq = ζ̂(z1, z2).

Alternatively to avoid the explicit filtration in order to obtain equivalent output injec-

tion term another route might be chosen by implementing a higher-order robust exact

differentiator [LEV05] as presented in Section 4.2.4 or step-by-step sliding mode observer

[FES06].
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Parameter Identification (PE)

The extraction of the uncertain parameters ∆a21 and ∆a22 from the recovered uncer-

tainty ζ̂ is performed by two different approaches. The first is based on a classic Re-

cursive Least Squares (RLS) algorithm and the second uses a more recent algorithm,

i.e. a generalized super-twisting algorithm providing finite time convergence [MG11].

These two mechanisms are abbreviated with RLSPE (Recursive Least Squares Parameter

Estimator) and FTPE (Finite Time Parameter Estimator) respectively.

Referring to (4.89) the uncertainty constitutes of a linear combination of system states

z1, z2 and the unknown parameters ∆a21 and ∆a22. The finite time convergence of the

robust state observation ensures estimation errors of e1 ≡ 0, e2 ≡ 0 after a time τc2 . The

estimate of the uncertainty ζ̂(z1, z2) reads as

ζ̂(z1, z2) = −∆â21 z1 −∆â22 z2, ∀t ≥ τc2 (4.107)

where ∆â21, ∆â22 represent estimates of ∆a21, ∆a22. It is important to note again, that

the latter are unknown, but constant. Defining a parameter vector θ̂ and a regression

vector ϕ as

θ̂ :=
[

∆â21 ∆â22

]T
and ϕ := −

[
z1 z2

]
, (4.108a)

the identification of the unknown parameters can be formulated as a linear regression

problem

ζ̂(z1, z2) = ϕ θ̂. (4.109)

The implementation of the RLS algorithm will be discrete w.r.t. time, hence the parame-

ter and regression vectors need to be discretized at equidistant time intervals, represented

by the sampling period τs, i.e.

υk := υ(k τs) k ∈ N0, (4.110)

where υ stands for the quantity to be discretized in time, e.g. θ̂,ϕ. Then the discrete-

time implementation of an RLS algorithm can be written as [LJU99]

Lk =
Pk−1ϕ

T
k

Λ +ϕk Pk−1ϕ
T
k

, (4.111a)

θ̂k = θ̂k−1 + Lk

[
ζ̂k −ϕk θ̂k−1

]
, (4.111b)

Pk = Λ−1
[
I− Lk ϕk

]
Pk−1. (4.111c)
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There, the matrix Pk is an approximation of the estimation error covariance matrix

[IM11], Lk can be interpreted as a weighting factor how much the new parameter es-

timate is affected by the estimation error ∆ζ :=
[
ζ̂k − ϕTk θ̂k−1

]
. Furthermore, the

quantity Λ (in that case a scalar value) is referred to as a forgetting factor that attenu-

ates the influence of older measurement values on the actual parameter estimation. In the

literature there exist numerous algorithms to adapt Λ during operation, e.g. [WAN09].

However, for the current application a constant value Λ < 1 is used.

Assuming uncorrelated and zero-mean ϕ and ∆ν and persistent excitation39 the estima-

tions of the RLS algorithm are consistent, e.g. [SS89, DFP06].

In summary, the presented parameter estimation concept exploits the equivalent injec-

tion error term, approximated by low-pass filtering of the high-frequency switching term

and uses the extracted information for solving the formulated regression problem. The

parameters convergence asymptotically [IM11]. This is different for the alternative ap-

proach extracted from [MG11] that converges in finite time. Moreover, it can be shown

that the states remain bounded, even if the system is not excited persistently. Basically,

the parameter estimation problem of system (4.88) can be formulated as

dz̃2

dt
= −ā21z1 − ā22z̃2 + b2v − α1

(
µ1bez2e

1
2 + µ2 ez2

)
+ Γ(ẑ1,z̃2) θ̂, (4.112a)

dθ̂

dt
= −α2

(
µ2

1

2
bez2e0 +

3

2
µ1µ2 bez2e

1
2 + µ2

2 ez2

)
Γ(ẑ1,z̃2)T , (4.112b)

with the error ez2 being defined as ez2 := ẑ2− z̃2, where ẑ2 and z̃2 are the estimates of the

real state z2 provided by the state observer and the parameter identification algorithm

respectively. The gains α1, α2, µ1 are strictly positive constants, µ2 ≥ 0, the vector

Γ(z1,z̃2) holds the state estimates, i.e. Γ(ẑ1,z̃2) := −
[
ẑ1 z̃2

]
and the parameter vector

θ̂ is identical to (4.108a).

Note that, even though the same observer as discussed in (4.97) is employed, its objective

is purely the robust estimation of the states z1, z2 and not the recovery of the unknown

input ζ. This renders the tuning of the low-pass filter redundant and eases the setup

of the parameter identification mechanism. The stability proof and an estimate of the

convergence time are provided in [MG11].

Adaptive Roll Angle Observation (ARAO)

From the presented observer-based parameter identification methods the uncertain model

parameters of system (4.88) can now be assumed identified. However, due to the required

system transformation (4.87) it is the roll rate and acceleration, rather than the roll

angle and rate, that are estimated during the state observation process. Therefore, an

additional observer concept based on system (4.82) using the identified model parameters

39For the definition of persistent excitation see e.g. [LJU99, IM11].
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as additional input needs to be designed to get an estimate of the roll angle.

Then, a standard Luenberger observer [LUE71] can be designed as

dx̂1

dt
= x̂2 + l1

(
y − x̂2

)
, (4.113a)

dx̂2

dt
= −ã21x̂1 − ã22x̂2 + b2u+ l2

(
y − x̂2

)
, (4.113b)

where the expressions ã21 and ã22 vary with time, i.e. ã21 = a21 + ∆a21(t) and ã22 =

a22+∆a22(t). The terms ∆a21(t) and ∆a22(t) are interpreted as a time-varying difference

between the real parameters a21, a22 and the estimated ones ã21, ã22. Formulation of the

error dynamics40, with e1 := x1 − x̂1 and e2 := x2 − x̂2, results in

de1

dt
=
(
1− l1

)
e2, (4.114a)

de2

dt
= −a21e1 −

(
a22 + l2

)
e2 + ς(x̂1,x̂2), (4.114b)

where the input ς is defined by

ς(x̂1,x̂2) := −∆a21(t)x̂1 −∆a22(t)x̂2. (4.115)

Ideally, for vanishing ∆a21 ∆a22 the input ς(x̂1,x̂2) disappears too. Unfortunately, due to

imperfections in the parameter estimation algorithms and also parasitic system dynamics

there remains some deviation between the real and the estimated parameters. Hence,

information on the effects of ς(x̂1,x̂2) would be useful to determine the quality of the roll

angle estimation.

G1(s) =
ē1(s)

ς̄(s)
=

1− l1
s2 + (a22 + l2)s+ a21(1− l1)

, (4.116a)

G2(s) =
ē2(s)

ς̄(s)
=

s

s2 + (a22 + l2)s+ a21(1− l1)
. (4.116b)

G1(s) and G2(s) define the transfer functions of the input ς to the errors e1 and e2

respectively. Under the assumption that all components, i.e. observer (4.97), robust

exact differentiator (4.94), parameter identification algorithm (4.112), are tuned correctly

and the corresponding errors converge, then the uncertainties ∆a21(t) and ∆a22(t) are

bounded for times t ≥ τc, where τc denotes an overall convergence time accounting for

all convergence times of the involved structures. These upper bounds are then defined

40Note that the unknown input f of (4.82) can now be disregarded due to the estimates of the
parameter uncertainties ∆a21(t) and ∆a22(t).
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by

|∆a21(t)| ≤ ∆a+
21 and |∆a22(t)| ≤ ∆a+

22 ∀t ≥ τc. (4.117)

Furthermore, the system matrix of (4.114) can be formulated as

Ae :=

 0 (1− l1)

−a21 −(a22 + l2)

 , (4.118)

and by appropriate choice of the vector l :=
[
l1 l2

]T
that matrix is a Hurwitz matrix.

Consequently, assuming a bounded input, the output as well as the states [KHA02] are

also bounded. Hence, by correct design of l in (4.114) it is clear that both e1(t) and e2(t)

are bounded. This in turn reveals the boundedness of the estimates x̂1 and x̂2 where

the bounds are defined as x̂+
1 and x̂+

2 and a (conservative) bound of the input signal

ς(x̂1, x̂2) might be calculated as∣∣ς(x̂1, x̂2)
∣∣ =

∣∣−∆a21(t) x̂1 −∆a22(t) x̂2

∣∣ (4.119a)

≤
∣∣−∆a21(t) x̂1

∣∣+
∣∣−∆a22(t) x̂2

∣∣ (4.119b)

< ∆a+
21 x̂

+
1 + ∆a+

22 x̂
+
2 (4.119c)

And finally, assuming an harmonic input ς the upper bounds of the errors e1(t) and e2(t)

can be approximated by

e1(t) ≈ |G1(jω)|
(

∆a+
21 x̂

+
1 + ∆a+

22 x̂
+
2

)
sin
(
ωt+ ∠G1(jω)

)
, (4.120a)

e2(t) ≈ |G2(jω)|
(

∆a+
21 x̂

+
1 + ∆a+

22 x̂
+
2

)
sin
(
ωt+ ∠G2(jω)

)
(4.120b)

Example: Model Parameter Identification of the Roll Dynamics

The proposed observer-based parameter identification techniques are to be evaluated in

simulations using an ideal reference system. This is further motivated as within the next

chapter these concepts will be applied to measurement data obtained from a vehicle

dynamics simulation software and then it is difficult to distinguish inherent deficiencies

of the mechanisms and effects due to unmodelled dynamics.

Table 4.6 summarizes the model parameters of the plant and all relevant tuning factors

of the observer concepts. The excitation of the system is performed by a sinusoidal

signal with amplitude ay,m = 7m·s-2 and constant frequency f = 0.5Hz. Rather than

using a frequency sweep the process of parameter identification is designed such, that

different excitation frequencies will be applied sequentially. As a result, for each of these

frequencies a certain set of parameters is identified.
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Parameter Description Value Unit

a21 Reference (scaled) roll stiffness, see (3.53) 150 rad-1·s-2

a22 Reference (scaled) roll damping, see (3.53) 6 rad-1·s-1

b2 System input weight, see (3.53) 2 m-1

ā21 Nominal model parameter (scaled stiffness) 30 rad-1·s-2

ā22 Nominal model parameter (scaled damping) 2 rad-1·s-1

x̂+
0 Initial state vector (EKF) [−0.04 0.08 -ā21 -ā22]T -

P+
0 Initial error covariance matrix (EKF) diag([1e-5 1e-5 1e-3 1e-3]) -

r Covariance of the meas. noise (EKF) 3e-7 -

Q̄ Covariance of the process noise (EKF) diag([1e-9 1e-9 1e-4 1e-6]) -

λ1 Static observer gain (VSUIO-RSE), see (4.97) 16 -

λ2 Static observer gain (VSUIO-RSE), see (4.97) 45 -

κ Adaptive observer gain change coeff.
(VSUIO-ARSE), see (4.103a)

50 -

µ Detector width (VSUIO-ARSE), see (4.103a) 5e-4 -

λ̃− Lower bound of adaptive gain λ̃1, see (4.103a) 17 -

λ̃1,0 Initial value of the adaptive gain λ̃1 25 -

η Small gain to push λ̃1 above λ̃− 1e-2 -

ε Gain factor λ̃2 1.2 -

x̂0 Initial state vector (VSUIO-RSE) [-0.04 0.08]T -

fc Cut-off frequency low-pass filter (RLSPE) 30 Hz

Λ Forget. factor (RLSPE), see (4.111) 0.9999 -

µ1 Nonlinear term (FTPE), see (4.112) 3 -

µ2 Linear term (FTPE), see (4.112) 11 -

α1 Parameter estimator gain (FTPE), see (4.112) 3 -

α2 Parameter estimator gain (FTPE), see (4.112) 30 -

Table 4.6: Simulation parameters of the plant, EKF, VSUIO-(A)RSE, RLSPE and
FTPE.

Simulation results of the EKF-based state augmentation scheme are shown in Figure

4.11. From (b) it is obvious that the estimation error of state x1 vanishes after t ≈ 11s.

Furthermore, the unknown parameter deviations ∆a21 and ∆a22 are identified after 10

seconds of operation.

Evaluation of the second concept in simulations is performed on a reduced set of mech-

anisms involved, i.e. the robust exact differentiator and also the adaptive Luenberger

observer are omitted. These will be added when testing the performance on measure-

ment data from the professional vehicle dynamics simulation software. In other words

the system is assumed to be in form (4.88), i.e. operates in z-coordinates. Moreover,

the input signal is not the output of the differentiator. The system excitation is iden-

tical to the previous experiment. For the VSUIO concept the distinction between the

static and adaptive gain algorithms is performed by the abbreviations RSE (static) and

ARSE (adaptive) respectively. From the results obtained one concept will be selected

and further used within the next chapter. The same holds true for the parameter iden-
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tification mechanism, i.e. at the end of this section only one shall be brought forward

to the remaining part of this thesis. Figure 4.12 depicts the simulation results from a

sinusoidal system excitation. Overall that concept shows a good convergence rate of

either the states and the parameters. The estimation errors have vanished to reasonably

low values after t ≈ 4s.

Some Comments on the VSUIO For the variable structure unknown input ob-

server there are two aspects that need to be focused on: a.) what is the benefit of the

adaptive gain scheme and b.) which of the two proposed parameter estimators is the

better choice. Starting with the static gain scheme it necessitates some knowledge of

the uncertainty bounds in order to guarantee stability of the system. In contrast, the

adaptive scheme claims to avoid this requirement.

For the considered system only e1 is known and can be incorporated into the detector

formulation. However, in general there is some lower bound on the gains λ1 and λ2 that

guarantees convergence of the algorithm. So, assuming λ̃1 is smaller than this lower

bound, the error |e1| will leave the band µ and consequently λ̃1 (and also λ̃2) will be

increased to push back the error. However, during the time e1 is not within the µ-band

the parameter identification needs to be stopped as the assumption that e1 and e2 are

both zero is violated. Consequently, in order to get a satisfactorily behavior of the

adaptive scheme for the unknown input recovery the lower bounds of the adaptive gains

λ̃1, λ̃2 are ideally above the lower bound of those gains that guarantee convergence. In

summary, for the current application even the adaptive gain scheme inherently requires

some estimate of the perturbation’s upper boundary.

Considering the obtained simulation results it appears from Figures 4.12(b) and 4.12(d)

that the adaptive algorithm shows less noise after convergence. However, this is due to a

slightly different tuning of the two algorithms. In general, both provide good estimates

of the states and unknown input. Due to the higher flexibility (at the price of more pa-

rameters to be tuned) the adaptive scheme is selected as the one to be brought forward.

Focusing on the parameter estimators it is a lot clearer which algorithm to favor. There,

the RLS algorithm exploits the estimates of the unknown input from filtering the dis-

continuous term, i.e. obtaining an estimate for the equivalent output error injection.

Intrinsically, the filtering process introduces some phase shift between the state esti-

mates and the recovered input. From (4.107) it is obvious that this phase shift causes an

incorrect mapping of the state estimates onto the unknown input and that further results

in a distortion of the parameter estimates. In fact, the damping coefficient is underesti-

mated. The only possibility to overcome this deficiency is to assume perfect knowledge of

the system input frequency and compensate for the phase shift. Even though in practice

this will be difficult to perform, results obtained from a phase-shift correction, denoted

by RLSPE∗, can be extracted from Figures 4.12(g) and 4.12(h). Compared with the

uncorrected estimates of the RLSPE algorithm the offset in the damping parameter is

obvious. Alternatively, the FTPE algorithm not only provides finite time convergence
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Figure 4.11: Ideal reference simulation results: Robust state estimation of ΣR (EKF).

(as opposed to the asymptotic of the RLSPE), but also avoids the filtration process to

extract an estimate of the uncertainty. Even though the number of differential equations

to be solved for the combination VSUIO+FTPE is higher than for VSUIO+RLSPE the

advantageous parameter estimation accuracy (see Figure 4.12(h)) leads to the decision

to drop the concept of the RLS algorithm and only use FTPE to estimate the unknown

model parameters.
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∆a21,∆â21 (rad-1·s-2)

(g) Estimation ∆â21 of ∆a21.
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Figure 4.12: Ideal reference simulation results: Robust state estimation of ΣR (VSUIO).
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4.2.3 Pitch Dynamics

I Extended Kalman Filter

The mathematical structures of the roll and pitch state-space models (ΣR and ΣP re-

spectively) are identical as (3.53) and (3.61) reveal. Consequently, the state observation

and parameter identification task can be solved by the same concepts as presented in

the previous section, e.g.. a standard Extended Kalman Filter, see Section 4.2.2.I. The

alternative concept of the unknown input observer is not considered here.

4.2.4 Steering Dynamics

I Variable Structure Unknown Input Observer (VSUIO)

The electric power steering (EPS) modelling and state-space formulations are provided

in Sections 2.4.2 and 3.2.5. In contrast to the previous observer concepts the objec-

tive of the EPS state observer is also the recovery of unknown inputs, i.e. steering and

wheel torques Th and Tw respectively. But then, these inputs are not further used for

a model parameter identification. System (3.67) does not fulfill the observer matching

condition (4.86) and consequently the observer (4.85) does not exist. Fortunately, the

invariant zeros of (Ã, D̃,C) are in C−. Hence, the transfer matrix of (3.67) between

the unknown inputs and the measured outputs is minimum-phase, but not relative de-

gree 1. In [FES06] the relative degree condition is weakened and classic sliding mode

observers are combined with robust exact differentiators in order to generate additional

output signals. Furthermore, in [FB06] an algorithm for systems violating the observer

matching condition is presented that transforms the given systems into a canonical form

allowing design of finite time observer concepts even if the relative degree condition is

not fulfilled. That algorithm will be applied to the given system ΣS̃ and a so-called

step-by-step sliding mode observer [BBD96, FES06] can be designed.

The new state vector z ∈ Rn is defined as

z :=
[
z1 z2 z3

]T
=
[
x1 x3 x1 − x2

]T
, (4.121)

and obtained by a state transformation z = Tx, with T ∈ Rn×n given by

T :=

[
cT1 cT2

(
c2 A

)T ]T
. (4.122)

Therein, ci denotes the i-th row, with i = 1,2, of the output matrix C2 as in (3.71b).
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The transformed system with Ā := TÃT−1, D̄ := TD̃, B̄ := TB̃ and C̄ := CT−1,
reads as

dz1

dt

dz2

dt

dz3

dt


=



− dc
Jstw

− cc
Jstw

0

0 0 1

ā31 ā32 ā33


︸ ︷︷ ︸

=:Ā



z1

z2

z3


+



J−1
stw 0

0 0

J−1
stw

−i−1
r

Jca


︸ ︷︷ ︸

=:D̄

 ζ1
ζ2

 , (4.123a)

ȳ =

 1 0 0

0 1 0


︸ ︷︷ ︸

=:C̄

z, (4.123b)

with ζ1 := d1, ζ2 := d2 (introduced to distinguish the elements of D̄ from the unknown

inputs) and

ā31 :=
−Jca dc + Jstw

(
im k1 + i2m dm + im k2

)
Jca Jstw

, (4.124a)

ā32 :=
−Jca cc − Jstw

(
cc − im k3

)
Jca

, (4.124b)

ā33 :=
−i2m dm − im k2

Jca
. (4.124c)

For system (4.123) a step-by-step super-twisting observer can be formulated as

dẑ1

dt
= ā11 ẑ1 + ā12 ẑ2 + γ1(z1, ẑ1, z2, ẑ2), (4.125a)

dẑ2

dt
= ẑ3 + E γ2(z2, ẑ2), (4.125b)

dẑ3

dt
= ā31 ẑ1 + ā32 ẑ2 + ā33 ẑ3 + E γ3(z2, ẑ2), (4.125c)

where āij denotes the element of matrix Ā located at the i-th row and j-th column. The

correction terms γ1(.), γ2(.) and γ3(.) are designed on the basis of the super-twisting

algorithm (4.45) and higher-order exact differentiators [LEV99]. More specifically these
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are defined by

γ1(z1, ẑ1, z2, ẑ2) := ā11 e1 + ā12 e2 + κ1be1e
1
2 + ν1, (4.126a)

dν1

dt
= κ2 be1e0, (4.126b)

γ2(z2, ẑ2) := κ3be2e
2
3 , (4.126c)

γ3(z2, ẑ2) := ā32 e2 + κ4be2e
1
3 + ν2, (4.126d)

dν2

dt
:= κ5be2e0, (4.126e)

with the estimation errors defined as e1 := z1 − ẑ1, e2 := z2 − ẑ2 and e3 := z3 − ẑ3.

Variable E in (4.125b) and (4.125c) is typical for the step-by-step observer, as it governs

the (de)activation of individual observer terms. Herein, its definition is given by

E =


1 if |e1| = |z1 − ẑ1| < ε1 with ε1 > 0,

0 else.
(4.127)

Writing the system in estimation error coordinates allows intuitive interpretation of the

observer characteristics and reads as

de1

dt
= d̄11 ζ1 − κ1 be1e

1
2 − ν1, (4.128a)

dν1

dt
= κ2 be1e0, (4.128b)

de2

dt
= e3 − E κ3 be2e

2
3 , (4.128c)

de3

dt
= ā31 e1 + ā33 e3 + d̄31 ζ1 + d̄32 ζ2 − E κ4 be2e

1
3 − ν2, (4.128d)

dν2

dt
= κ5be2e0. (4.128e)

The coefficients d̄ij are the elements of the matrix D̄ at i-th row and j-th column.

Convergence of the estimation errors e1, e2 and e3 of the two observer concepts (4.128a),

(4.128b) and (4.128c), (4.128d), (4.128e) can be analyzed individually. The equations
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(4.128a) and (4.128b) can be rewritten (introducing ν̃ := ζ̄1 − ν1) as

de1

dt
= ν̃ − κ1 be1e

1
2 , (4.129a)

dν̃

dt
=
dζ̄1

dt
− κ2 be1e0. (4.129b)

The uncertainty ζ̄1(t) := d̄11 ζ1(t) needs to be bounded, with a (Lipschitz) bounded

derivative, i.e. ∣∣∣ ζ̄1(t)
∣∣∣ < ζ̄+

1 <∞, (4.130a)∣∣∣∣∣ ddt ζ̄1(t)

∣∣∣∣∣ < ζ̌+
1 <∞ ∀t > 0. (4.130b)

Then, assuming that the observer gains are chosen appropriately, see e.g. (4.47), conver-

gence of the super-twisting algorithm for ∀t ≥ τc1 < ∞ can be shown [DFP06, MO12],

i.e. e1 ≡ 0, ν̃ ≡ 0. Hence, after the convergence time τc1 the quantity of ν1 can be

exploited to gather an estimate ζ̂1 for ζ1, i.e.

ζ̂1 = d̄ −1
11 ν1. (4.131)

Moreover, it is guaranteed that the absolute value of the estimation error e1 is quanti-

tatively below ε1 and activation of the second higher-order sliding mode observer estab-

lished.

The equations (4.128c) and (4.128d) define the error dynamics of the recently activated

observer aiming to drive e2 and e3 to zero. Considering (4.128d) the term ā31 e1 can be

neglected as it is for sure below the threshold ε1 and therefore small compared to the

remaining terms. And alternatively, one could always argue to add another linear term

to γ3(.) canceling the appearance of e1 in the dynamics of e3 as the former is well known

(z1 is measured). Therefore, introducing an uncertainty

ξ(z3, ẑ3, ζ1, ζ2) := ā33 (z3 − ẑ3) + d̄31 ζ1 + d̄32 ζ2, (4.132)

with an upper bound ξ+ given as∣∣∣ ξ(z3, ẑ3, ζ1, ζ2)
∣∣∣ < ξ+ <∞, (4.133)

for any z3, ẑ3, ζ1 and ζ2. According to [LEV05] and [LL14] the gains κ3, κ4, κ5 can be

tuned as

κ3 = 2
(
ξ+
) 1

3
, κ4 = 1.5

√
2
(
ξ+
) 2

3
, κ5 = 1.1 ξ+. (4.134)
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Parameter Description Value Unit

Jstw Steering wheel inertia (source model) 0.035 kg·m2

Jca Sum of inertia (column, motor, rack) 0.25 kg·m2

cc Column stiffness (source model) 95 N·m·rad-1

dc Column damping (source model) 0.8 N·m·s·rad-1

im Transmission ratio electric motor to column 21 -

ir Transmission ratio column to rack 75 -

x̂0 Initial state vector (VSUIO) [-4.5 -6.75 0.25]T -

κ1 Observer gain (VSUIO), see (4.128a) 100 -

κ2 Observer gain (VSUIO), see (4.128b) 500 -

κ3 Observer gain (VSUIO), see (4.128c) 15.9 -

κ4 Observer gain (VSUIO), see (4.128d) 133.6 -

κ5 Observer gain (VSUIO), see (4.128e) 550 -

ε1 Error band threshold, see (4.127) 1e-4 rad·s-1

Table 4.7: Simulation parameters of the source model and VSUIO.

A modification allowing for smaller observer gains would be the integration of the es-

timated ζ̂1 into (4.126d). Then it drops out of the error dynamics, if perfectly esti-

mated. After the finite time period τc2 the estimation errors converge to the origin, i.e.

(e2, e3) = (0, 0) and (4.128d) becomes

de3

dt
≡ 0 ⇒ 0 ≡ d̄31 ζ1 + d̄32 ζ2 − ν2, ∀t ≥ τc2 . (4.135)

Then, an estimate of the unknown input ζ2, namely ζ̂2, can be recovered from (4.135)

and yields

ζ̂2 = d̄ −1
32

(
ν2 − d̄31 ζ̂1

)
, (4.136)

with ζ1 being approximated by the estimate ζ̂1 as in (4.131).

Example: Reconstruction of Steering Torque and Wheel Moment

Table 4.7 lists the model and also the observer-relevant parameters. Actually, the elec-

tric motor is only used for dampening of oscillations, but is not set up to support the

driver significantly. The steering torque Th that is to be recovered by the state estimator

is chosen as a sinusoidal signal with amplitude Th = 4N·m and frequency f = 0.5Hz.

Calculation of the wheel moment is currently obtained from a simple differential equa-

tion taking into account the rack displacement. The robust state estimates as well as

the recovered inputs, i.e. steering torque Th and wheel moment Tw obtained from the

simulations are plotted in Figure 4.13. In summary, the results look promising and the

observer will be evaluated further within the next chapters.
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Figure 4.13: Ideal reference simulation results: Robust state estimation of ΣS̃ .
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4.2.5 Longitudinal and Powertrain Dynamics

The modelling of the powertrain dynamics in Section 2.5 also considered the dynamics

of the (combustion) engine. Within this section the engine is modelled by a Black Box

approach due to the nonlinearities, the number of unknown parameters and the lack

of measurement signals available. Generally, two different approaches are investigated

further in the following. The first approximates the complete chain of mechanical sys-

tems from the accelerator pedal position to the longitudinal acceleration signal by an

artificial neural network. The second only approximates the behavior of the internal

combustion engine (ICE) and provides an estimate of the engine torque given the actual

accelerator pedal position and engine speed. Then, the calculation of the longitudinal

acceleration is based on the simplified driveline models as presented in Section 2.5. The

idea of approximating the ICE with an artificial neural network is presented in [HH03]

to estimate the net torque of a gasoline-fed reciprocating engine. However, that method

suffers from two drawbacks: First, the engine torque that is treated as system output

is not measured directly, but estimated by some ECU-internal software function, that

varies between the different suppliers. Hence, the internal torque estimation limits the

Black Box estimation quality of the real torque. Second, the model of the driveline

again contains parameters that should be known a priori and some additional parame-

ter identification mechanism would be required. As a consequence, the Black Box model

is designed such, that it takes as input the accelerator pedal position as well as engine

speed and provides an estimate of the longitudinal acceleration. Figure 4.14 sketches

the modular powertrain and its approximation by a feedforward neural network41. In

general, these networks are often used for nonlinear regression and classification tasks

due to their powerful modelling capabilities [KEC01].

Driver Pedals

Engine

Transmission

Differentials

Wheel Torque

Tire Forces

Acceleration

Multilayer Perceptron Network
∗ Image Source: http://www.caricos.com

Figure 4.14: Approximation of the powertrain (and longitudinal) dynamics by a neural network
structure.

41For a general introduction to neural networks see [KEC01]. Practical application to automotive
topics is reviewed in [HH03].



162 Chapter 4. Observer-Based Parameter Identification Techniques

A powerful, but also critically viewed theorem is the so-called Kolmogorov theorem

[GP89]. It claims that any continuous function can be implemented exactly by a network

consisting of certain number of neurons in the input and hidden layer as well as the

output layer. Certainly, that claim makes the paradigm of neural networks interesting

for Black Box modelling. Briefly, the general structure and the terminology used shall be

introduced, before focusing on the modelling task itself. Figure 4.15 shows a feedforward

neural network, also denoted as multilayer perceptron (MLP), that models a general,

continuous and nonlinear function f : Df ⊆ Rn → R.

uk

V w

b

yk

1

2

3

4

N

Figure 4.15: Schematics of an MLP network [KEC01].

Therein, uk ∈ Rn denotes the input vector at time instant kτs, i.e. uk := u(kτs) with

k ∈ N0, V ∈ RN×n the matrix of hidden layer weights, w ∈ RN the vector of output

layer weights, b ∈ RN an offset value vector, N the number of neurons in the hidden

layer and yk ∈ R the scalar output at time instant kτs, i.e. yk := y(kτs) with τs being

the sampling time. Then, the output function can be described as

yk(uk,V,w,b) =

N∑
i=1

wi fi(v
T
i uk) + bi, (4.137)

where fi(.) : D ⊆ R→ R is known as the activation function of the i-th hidden neuron,
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. Furthermore, it is assumed as a sigmoid function, i.e.

f(x) =
1

1 + e−x
. (4.138)

Furthermore, the vector vTi refers to the i-th row of matrix V and wi, bi are the i-th

elements of the appropriate vectors.

In [HH03] different architectural types of neural networks have been tested for the mod-

elling of the internal combustion engine and it was found that the MLP structure shows

good accuracy paid by the price of a time-intensive learning phase in order to find opti-

mal values of V and w. The simulation-based evaluation of the neural structure will be

given in Chapter 5.

4.2.6 Road Disturbance

An inherent assumption of the designed robust state observation concepts considers the

road inclination and/or bank angle to be negligible. Figure 2.2 shows the inclination

angle χ between the earth-fixed system Ce and the vehicle-fixed system Cv that might

arise due to an inclined road. In general, it is the sum of the pitch angle and the

inclination angle that defines the rotation angle between these two coordinate systems.

With respect to the roll motion, Figure 2.11 illustrates the effect of a banked road on

the roll angle, that is defined by the sum of the chassis roll, i.e. ϕ and the road bank

angle Φ. As these additional external angles act as disturbances on the acceleration and

angular rate sensors it needs to be validated before conducting any experiments that

the assumptions of a flat road hold. Consequently, it is the task of the two proposed

concepts to identify the road inclination and bank to support the driver in the decision

whether the current road segment is feasible for any parameter identification work.

Due to the execution point of time the concepts are operated42, the design requires either

to use kinematic relations that do not rely on any unknown or uncertain parameters

and/or defines specific maneuvers that allow direct calculation of the inclination or bank

angles.

I Road Inclination Estimation

The motivation to determine the actual road inclination is manifold, e.g. for look-ahead

driver assistance systems [SJ08], transmission control [KN05] or correct longitudinal

motion estimation [HH03, GIJ+09]. Herein, the objective of identifying the road incli-

nation supports the decision whether the current track is feasible for performing any

vehicle handling experiments. Figure 2.2 illustrates a vehicle climbing an inclined road,

i.e. a rotation of the vehicle-fixed axis system Cv and the earth-fixed Ce by an angle

θ − χ. There, θ represents the pitch angle of the vehicle (as in Section 2.3.2) and χ

42At that stage of the overall process no vehicle model parameters have yet been identified.
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the road inclination angle43. The measured (in vehicle-fixed coordinates) longitudinal

acceleration can be expressed using the transformation matrix as in (2.57), but taking

into account the rotation angle as θ − χ. That yields an ax,m of

ax,m = ax cos
(
θ − χ

)
− g sin

(
θ − χ

)
. (4.139)

Given the observer objective, i.e. evaluating the inclination angle of a considered track

section, the pitch dynamics of the vehicle can be neglected without any loss of informa-

tion. In other words, the road inclination estimation requires the vehicle to be driven

at constant (low) speed such that the pitch dynamics are not excited significantly. Ad-

ditionally, the coupling between lateral and longitudinal dynamics, described in (2.5)

and (2.10), is neglected. Consequently, another requirement for the observer activation

can be formulated and refers to a straight line driving when estimating the road incli-

nation. Applying these assumptions on (4.139) and assuming small inclination angles44

the measured longitudinal acceleration reduces to

ax,m = ax + gχ. (4.140)

Referring to (2.10) and the assumption of the non-existent lateral dynamics, i.e. ψ̇ ≈ 0,

the derivative of the velocity w.r.t. time equals the acceleration, i.e. taking into account

(4.140)

d vvx
dt

= ax,m − gχ. (4.141)

And transferring this simple differential equation into state-space representation by in-

troducing the state vector x1 ∈ R as x1 := vvx, the input u ∈ R as u := ax,m and the

output y ∈ R as y := vvx results in

dx1

dt
= u−∆u, (4.142a)

y = x1, (4.142b)

with ∆u := gχ being a bounded45 unknown input. Comparing (4.142) with the system

(4.71) the similarities are obvious. Hence, an unknown input observer, as presented in

Section 4.2.1.II, can be designed in order to gather an estimate of the road inclination,

namely χ̂. For any further details on the observer design reconsider Section 4.2.1.II.

43Note that these two rotations do have opposite positive directions.
44This assumption should be clear from that point of view, that evaluation of the handling character-

istics requires an almost flat road track. Given the case that the road inclination is obvious the driver is
able to stop any experiments independently of the estimation results.

45Certainly, the road inclination can not exceed some finite value.
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(a) Vehicle trajectory - straight.

Straight line
driving sections

(b) Vehicle trajectory - cornering.

Figure 4.16: Suggested vehicle trajectories for the road bank determination.

II Road Grade Estimation

Figure 2.11 shows the effect of a banked road on the vehicle-fixed axis system and the roll

dynamics related state variables. The lateral acceleration and also the vehicle sideslip

angle are affected by a banked road, see e.g. (2.54). Therefore, various state observer-

based methods for estimating the actual road inclination in order to improve safety-

related assistance systems have been proposed, e.g. [TSE01, RG04, SGMN08, KLC12,

MKDN12]. However, these approaches have in common that the model parameters of the

roll dynamics need to be known a priori. An observer framework consisting of kinematic

relations only is presented in [GIJ+09]. Herein, an estimate of the road bank angle is

obtained, during periods the vehicle is driven almost in a straight line. Then the effects

of the lateral vehicle motion on the lateral acceleration are negligible. Simplifying (2.54),

i.e.

ay,m = ay cos(ϕ+ Φ) + g sin(ϕ+ Φ), (4.143)

by assuming a roll angle ϕ ≈ 0 and a lateral acceleration ay ≈ 0, then due to the small

angles the trigonometric functions can be linearized and the resulting road bank angle

estimation reads as

ay,m ≈ gΦ. (4.144)

In order to evaluate the suitability of a given road section or test track for the parameter

identification process, i.e. the road bank angle should be approximately zero, specific

vehicle driving trajectories (for a straight and curved track) are suggested and illustrated

in Figures 4.16(a) and 4.16(b).
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4.3 Concluding Remarks on the Observer-based Parame-

ter Identification Concepts

The simulation results of the observer-based parameter identification techniques based

on ideal source models revealed the advantages and disadvantages of different concepts.

Even though some are promising from a theoretical point of view their application under

realistic conditions might be difficult. To conclude the current chapter all mechanisms

that will be part of the simulation46-based evaluation (Chapter 5) are listed in Table 4.8.

Domain Concept Estim.
Parameters

Estimated
States

Measurements Equations

Lateral
(Cornering
Stiffness)

EKF cαfe , cαr ψ̇, β ψ̇, δw, vvx, (4.50),
(4.51),
(4.16)

” VSUIO ” ” ψ̇, vay, vvx (4.64),
(4.66),
(4.67)

Lateral (Tire
Force)

VSUIO vFy,f , vFy,r ψ̇ ψ̇, vay, (δw) (4.73)

Roll EKF crΣ, dr
Σ ϕ, ϕ̇ ϕ̇, ay,m (4.79),

(4.80),
(4.16)

” VSUIO
+ FTPE

” ϕ, ϕ̇, ϕ̈ ” (4.93),
(4.97),
(4.103),
(4.112),
(4.113)

Pitch EKF cpΣ, dp
Σ θ, θ̇ θ̇, ax,m (3.61),

(4.50),
(4.51),
(4.16)

Steering VSUIO Tw, Th ωh, ωs, δh − δs ωh, δh − δs (4.125),
(4.126)

Longitudinal,
Powertrain

MLP - ax ωe, ϕacc (4.137)

Road
Disturbance

VSUIO - χ, Φ ax,m, vvx, ay,m (4.141),
(4.144)

Table 4.8: Overview of proposed observer-based parameter identification techniques,
estimated parameters and states, required measurements and relevant equations.

46The source models are represented by a professional vehicle dynamics simulation software.



5
Validation of the Assessment

Framework in Simulations

The validation of the proposed observer-based parameter identification mechanisms to

meet certain performance specifications needs to be conducted in a more realistic sim-

ulation environment than presented in Chapter 4. Embedding the concepts into such a

framework should sensitize the reader to the emerging difficulties and required modifi-

cations of the observer peripherals when being applied under real-world conditions. The

results presented in the sequel of this chapter serve a twofold strategy. Firstly, the appli-

cation to realistic simulation data (rather than the idealized source models as in Chapter

4) represents the next step towards the in-vehicle application (and also validation) of the

concepts. Secondly, those concepts not applicable in-vehicle due to the lack of sensing

devices are at least tested and evaluated within a realistic simulation framework and

uprising problems or concept deficiencies will be revealed quickly.

Moreover, the evaluation of the overall assessment framework does not only cover the

observer concepts, but also the model-based handling evaluation that deals with the

integration of the identified parameters into vehicle models and subsequent simulation

of open-loop handling maneuvers. Consequently, that allows a comparison of vehicle

responses from effectively performed maneuvers and simulated ones.

Focusing back onto the observer concepts, it is the extension of the latter by peripheral

modules that handle their activation and also provide feedback of the actual parameter

estimation quality to the driver. This allows for time-optimal termination of the ma-

neuvers performed during parameter identification. The ideal1 source models recently

assumed will now be replaced by the output of a professional vehicle dynamics simulation

1In the sense that parasitic dynamics are not existent, i.e. the system dynamics of the plant and ob-
server replica are identical. Moreover, under ideal conditions the signals are not affected by measurement
noise.

167
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software package, i.e. IPG2 CarMaker R©. Feeding the proposed observer concepts with

that data does not only result in parameter estimates, but also reveals the capability

of the simple models to represent the real-world behavior of the vehicle. Furthermore,

robustness to measurement noise, system excitation as well as effects due to parasitic

dynamics will be discussed. The aforementioned, identified vehicle parameters are sup-

plied to a generic vehicle model that serves as basis for the offline simulation of the

standardized open-loop maneuvers, as presented in Section 1.2.2. The obtained results

will then be compared with the identical maneuvers, but performed by the more complex

multi-body vehicle model of IPG CarMaker R©. By doing so, the potential of the overall

mechanism to replace the real handling maneuver execution by the simulations-based

method is analyzed.

Furthermore, the integration of human perception models (Section 2.6) allows extrac-

tion of ”sensed” objective metrics and comparison of the measured vehicle responses and

those that the human being senses. The resulting broad database of objective metrics

can be further used for the generation of a generic (subjective) rating. However, the

scope of the thesis ends after the extraction of the objective metrics and any correlations

between these and subjective ratings remain an open issue.

5.1 Implementation of the Parameter Identification Con-

cepts: Peripherals

For the convergence of the parameter estimation errors generally a required assumption is

persistent excitation of the system, e.g. [LJU99]. Clearly, for the simulations in Chapter

4 the system excitations (and simulation start and end points in time) are selected

such that this holds. However, under real driving conditions it needs to be ensured,

that the parameter identification algorithms are only activated if the vehicle is excited

sufficiently3. The employed activation algorithms are based on certain thresholds of

representative measurements and also calculations, e.g. signal amplitude and frequency.

Figure 5.1 illustrates the observer-based parameter identification module, in this case

an Extended Kalman Filter, and its peripherals. For the given example of the roll

dynamics, the aforementioned activation is based on the steering angle δh, its time

derivative ωh := dδh
dt and the longitudinal velocity vvx. Furthermore, the excitation

frequency is determined internally as the roll model parameter identification is expected

to be performed during a sinusoidal steering maneuver. The situation changes slightly

for the variable structure-based concepts as there the robust state estimation does not

need any explicit (de-)activation. Theoretically, it is not even required for the finite

time parameter estimation algorithm as its trajectories do not diverge in the case of

2For details consider www.ipg.de.
3Even though the term sufficiently is quite vague, it is difficult to provide exact information on

the activation of the parameter identification. In practice, thresholds related to certain vehicle in- and
outputs will be adjusted based on some expertise and trial and error runs.

www.ipg.de
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stopped system excitation [MG11]. However, in practice the parameter estimation lags

the system excitation by a conservative amount of time in order to ensure convergence

of the state estimation errors.

The second peripheral structure added to each observation concept is the so-called quality

evaluation module. It feeds back the actual difference between an open-loop model

estimate4 and the measurement. It allows the driver to decide on termination of the

current parameter identification run. This results in a high efficiency with respect to

maneuver duration and consequently time on the test track.

Activation

Module

Threshold-based

1
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4
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Quality

Evaluation

Module

Model Prediction

vs. Measurement

Parameter

Identification

Module
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Kalman Filter
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5
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8

ay,m

ωx

δh

ωh

vvx

ϕ̂

ω̂x

ĉrΣ

d̂r
Σ

act flag

ϕ̃

ω̃x

qk

Figure 5.1: Observer peripherals - (de-)activation and estimation quality modules.

For the example of the roll dynamics the estimates ϕ̃, ω̃x are obtained from the adaptive

roll angle observer in (4.113), but setting the correction gains l1 and l2 to zero. Defining

a discrete-time estimation error ẽk, i.e. ẽk := ωx,k − ω̃x,k, with ek = e(kτs), τs being

the sampling time and k ∈ N0, calculation of an absolute sum over a user-defined time

4This refers to a time-varying system that takes into account the parameter estimates of the observer
concepts, but uses no measurement information for (observer-like) corrections.
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window of length Nw can be conducted, i.e.

ẽtot,k =

k∑
i=k−Nw+1

|ẽi|. (5.1)

The resulting value of ẽtot,k is then mapped into a representative quantity that allows

the driver to continue or stop the maneuver. Denoted by the variable qk the mapping is

defined as

qk =


1 ẽtot,k < g1,

i gi−1 ≤ ẽtot,k < gi with i = 2, 3, 4,

5 else.

(5.2)

Therein g1 to g4 are user-defined thresholds for the determination of the actual estimation

quality. Results of the concept will be demonstrated within the evaluation part of the

roll model parameter identification techniques, see Section 5.2.4.

5.2 Observer-based Vehicle Parameter Identification

5.2.1 Source Model

The multi-body vehicle dynamics simulation software package IPG CarMaker R© is used

to generate the reference data. In general, the embedded 17-DoF vehicle model allows

accurate simulation of realistic vehicle behavior and is highly flexible with respect to

vehicle configurations, i.e. suspension setup, chassis type and geometry, engine type and

performance, vehicle tires, vehicle load etc. Due to a sophisticated driver model that

is part of the software package the simulation of highly dynamical driving maneuvers

is also feasible. Details of the virtual vehicle used for the evaluation work are provided

within Appendix D.

In order to render the scenarios (parameter identification and handling evaluation) more

realistic the simulation outputs of the source model, i.e. IPG CarMaker R©, are artificially

augmented with measurement noise. The statistical characteristics of the (assumed)

Gaussian noise is also given in Appendix D and based on real vehicle measurements.

A Comment on the Availability of Steering System Measurements An essen-

tial number of evaluated concepts uses measurements of the steering system as input. A

common modelling approach transforms the steering wheel angle δh to the wheel angle

δw by a static transmission ratio, see (2.69). In fact, elasticities of the steering system

and acting lateral tire forces perturb the wheel angle dynamically. For the purpose of

simulation-based evaluation the wheel angle is available as a measurement and is used

as such. In contrast, the in-vehicle evaluation requires the use of (2.69) as the wheel
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angle can neither be measured, nor the influence of the lateral forces estimated as the

steering stiffness is commonly not known. Further details will be provided in Chapter 6

and Appendix D.

The reference data obtained from IPG CarMaker R© is not only used for the validation

of the observation concepts, but also to compare effectively performed standardized

handling maneuvers and simulated ones. The latter also takes into account the identified

vehicle parameters.

5.2.2 Timeline of the Module Execution

Even though the observer concepts are designed and implemented as stand-alone mod-

ules the order of execution is significant. Figure 5.2 sketches the flow chart of the module

execution process. Starting with the identification of static vehicle parameters, see Chap-

ter 3 for details, the proving ground needs to be evaluated for suitability first. That is

required due to the modelling assumptions of the chassis roll and pitch motions, i.e. the

ground must not be affected by an inclination and/or bank angle different from zero.

Consequently, the proposed mechanisms of Section 4.2.6 are the first to be employed.

Assuming an adequate test track the model parameters of the chassis roll and pitch

motions are identified by the corresponding observation concepts, see Sections 4.2.2 and

4.2.3. Knowledge of the effective stiffness and damping parameters allows the estimation

of the roll and pitch angles and consequently compensation of their effects on the longi-

tudinal and lateral accelerations5. In the following, the nonlinear characteristics of the

lateral tire force vs. slip angle are to be identified employing the concepts proposed in

Section 4.2.1. These identified model parameters characterize the actual vehicle config-

uration such that the handling evaluation can be conducted by simulations, rather than

real execution6 of the maneuvers.

From the flow chart in Figure 5.2 it can also be extracted that some observation concepts

presented in Chapter 4, i.e. steering dynamics (Section 4.2.4) and longitudinal dynam-

ics (Section 4.2.5) are not directly necessary for the handling evaluation work. Their

objectives and scopes will be discussed within the validation analysis.

Some Comments on the Notation In Chapter 2 the time derivatives of the roll,

pitch and yaw angles have been introduced as ϕ̇, θ̇ and ψ̇ respectively, see (2.11). In the

course of the simulation-based evaluation these values are also estimated by observation

mechanisms. As the readability of estimated values, e.g. ˆ̇ϕ, is sub-optimal the notation

of angular velocities and accelerations is changed from e.g. ψ̇ to ωz, see (2.11), and ψ̈ to

ω̇z respectively. This affects only Chapter 5.

5Measured in the vehicle-fixed axis system Cv.
6Herein, the term ”real execution” refers to the simulation of the corresponding maneuver with IPG

CarMaker R© software.
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Figure 5.2: Flow chart of the vehicle model parameter identification process.
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5.2.3 Lateral Dynamics

The proposed parameter identification techniques, see Section 4.2.1, aim to identify the

model parameters of a nonlinear tire force model, i.e. (2.28) or (2.29). In the following the

focus is put on the model TM Simple, but the outcomes can easily be transferred to SMF

tire model, e.g. [TRH14a]. The overall parameter identification process is separated into

two individual problems, i.e. identification of the maximum lateral tire forces (Section

4.2.1.II) and tire cornering stiffness (Section 4.2.1.I). As a consequence, the design of

experiments needs to ensure vehicle operation in the gray shaded areas of Figure 5.3.

α

Fy

Lateral Cornering
Stiffness Ident.
(Maneuver I)

Lateral Tire
Forces Estimation
(Maneuver II)

Figure 5.3: Suggested vehicle opera-
tional areas for the parameter identifi-
cation of lateral tire slip-force charac-
teristics.

In fact, to identify the lateral cornering stiffness of

the front and rear tires (or equivalently axles due

to the use of the single-track model) the steering

input needs to be low, such that the proportional

range is not left. Herein, the maneuver is selected

to be sinusoidal, rather than constant7 (Maneuver

I ).

From the estimation of the lateral tire forces it is

possible to extract information on its maximum

value. Hence, the vehicle needs to be operated

within the slip-force range denoted by Maneuver

II in Figure 5.3. Once the driver ”feels” the loss

of adhesion the maneuver can be terminated. In

order to increase the robustness of the estimates to

human variability ideally the maneuver is repeated

several times allowing to average the individual re-

sults. However, there is no information available,

whether the identified maximum represents the real

one. In other words, there is some clear dependency on the maneuver execution and the

quality of the estimates.

Lateral Cornering Stiffness

In Section 4.2.1.I two different concepts have been proposed to estimate the lateral

cornering stiffness values of the front and the rear tires. This redundancy increases

the robustness of the parameter estimation process due to the diverse observer design

paradigms. Under the assumption that both algorithms provide feasible estimates a

scalar value for the front and lateral cornering stiffnesses can be obtained by averaging

the results of both sources.

In general, the EKF estimates the front and rear cornering stiffness values cαfe and cαr
simultaneously. However, due to its modelling basis, i.e. system ΣL1 (3.20), it takes

into account any unmodelled dynamics of the steering system. In contrast, the VSUIO

7This is a necessary assumption of the VSUIO design process, see Section 4.2.1.I.2 for details.
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Parameter Description Value Unit

c̄αfe Nominal (effective) front cornering stiffness 50000 N·rad-1

c̄αr Nominal rear cornering stiffness 70000 N·rad-1

x̂+
a,0 Initial (augmented) state vector (EKF) [-0.087 0 7e4 7e4]T -

P+
0 Initial error covariance matrix (EKF) diag([1 1 1e4 1e4]) -

r Covariance of the meas. noise (EKF) 2.6e-7 -

Q̄ Covariance of the process noise (EKF) diag([1e-9 1e-9 5e1 5e1]) -

x̃0 Initial state vector (VSUIO) [0 1e4]T -

µ1 Gain nonlinear error corr. term (VSUIO),
see (4.67)

1e2 -

µ2 Gain linear error corr. term (VSUIO),
see (4.67)

1e4 -

α1 Parameter estimator gain (VSUIO), see (4.66) 0.015 -

α2 Parameter estimator gain (VSUIO), see (4.66) 5e3 -

Table 5.1: Parameters of the EKF and VSUIO for the simulation-based concept evalu-
ation.

concept, based on ΣL4, does not require the information of the steering angle (at least

for the estimation of the rear cornering stiffness), but uses lateral acceleration as system

input. For the estimation of the front stiffness the situation becomes identical to the

EKF. From the previous findings it is obvious that the employment of the VSUIO concept

requires two individual instances as the uncertainty structure varies between front and

rear axle.

The observer parameters used for their evaluation are summarized in Table 4.3. In

terms of parameter tuning the front and rear instances are identical. The tuning efforts

of the EKF concept, i.e. adjusting the elements of the matrix Q̄ are significantly higher

than those of the sliding mode observers8. There exist well-known tuning rules that

allow a systematic adjustment of the observer gains. In contrast, for the EKF it is

an iterative process that includes the adjustment of the parameters and evaluation in

simulations. Figure 5.4 shows the evaluation results of the EKF concept. The a

priori estimate corrections (by yaw rate measurements) are performed throughout the

complete experiment. Availability of the yaw rate ωz as a measurement becomes obvious

in Figure 5.4(a) and (b) as the estimation error is almost zero right from the beginning

of the experiment. The vehicle sideslip angle β is estimated and from (c) and (d) the

influence of the parameter estimates on its prediction can be concluded. Figure (e) shows

the estimates of front and rear cornering stiffness values ĉαfe , ĉαr .

8The EKF inherently takes into account the (measurement) noise characteristics. Hence, any changes
of those noise statistics result in a necessary re-tuning of the filter parameters. This is not the case for
the sliding mode concepts as the tuning is independent of the noise.
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Figure 5.4: Simulation-based estimation results of the (effective) front and rear lateral
cornering stiffnesses, cαfe , cαr and vehicle states ωz, β using the EKF concept. Maneuver:
sinusoidal steering with δh = ±20◦, fex = 0.5Hz, vvx = 80 ± 2km·h-1. Correcting the
a priori estimates of the EKF by the measured yaw rate ωz is activated right from the
beginning of the experiment. The decrease of the estimation error w.r.t. vehicle sideslip
angle β due to the variation of the stiffness parameters can be seen in (d).

Conversion of the time series into scalar parameters is conducted by taking average val-

ues of the estimates between t ≈ 22s and t ≈ 33s.

Simulation-based evaluation results obtained from the alternative observer concept VSUIO

are depicted in Figure 5.5.



176 Chapter 5. Validation of the Assessment Framework in Simulations

t (s)147

ωz, ω̂z (◦/s)

2

4

−2

−4

VSUIO active

(a) Estimation ω̂z of ωz.

t (s)147

∆ωz (◦/s)

0.3

0.6

−0.3

−0.6 Source model
VSUIO

VSUIO active

(b) Estimation error ∆ωz = ωz − ω̂z.

t (s)147

β, β̂ (◦)

0.24

0.48

−0.24

−0.48

(c) Estimation β̂ of β.

t (s)147

∆β (◦)

0.07

0.14

−0.07

−0.14

(d) Estimation error ∆β = β − β̂.

8.5

12

· 104

t (s)2211
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Figure 5.5: Simulation-based estimation results of the VSUIO concept related to the
(effective) lateral cornering stiffness identification. Maneuver: sinusoidal steering with
δh ± 15◦, fex = 0.2Hz, vvx = 80± 2km·h-1.

The subplots (a) and (b) show the measured yaw rate ωz and also its estimate ω̂z of

VSUIO. Any results of the front VSUIO are omitted as no additional information can

be extracted therefrom apart from the estimated cornering stiffness values. Moreover,

these plots illustrate the times when the activation of the parameter identification mod-

ule (Figure 5.1) is active (gray areas). For that experiment, the start of the parameter

estimation is delayed intentionally, in order to demonstrate the fast parameter conver-

gence. During the simulation runs it was found that the activation time of VSUIO is not
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critical for the obtained results. So is its deactivation, as the system trajectories do not

diverge even in the case of an non-excited system [MG11]. Scalar parameter extraction

is again performed by averaging the estimation signals between t ≈ 15s and t ≈ 30s.

Table 5.2 lists the obtained values of identified cornering stiffnesses.

Parameter Concept Value Unit

[ĉαfe ĉαr ] EKF [151180 116670] N·rad-1

[ĉαfe ĉαr ] VSUIO [135320 106910] N·rad-1

Table 5.2: Identified cornering stiffness values of the concepts EKF and VSUIO.

Lateral Tire Forces

The maximum arising front and rear lateral tire forces need to be estimated to allow

identification of the tire model parameters Df and Dr. Theoretically, the observer can

be implemented as specified in (4.73). However, the in-vehicle measurement of the lat-

eral acceleration is affected by the arising chassis roll motion, i.e. roll angle ϕ 6= 0 (2.43).

Assuming a flat test track ensures that the lateral acceleration measurement is only af-

fected by the chassis’ roll angle and that can be easily compensated for. According to

Figure 5.2 the roll model parameters are already identified at the stage of lateral tire

forces estimation. Hence, the results of the ARAO concept (4.113) can be exploited to

obtain corrected measurement values of lateral acceleration.

Parameter Description Value Unit

x̂0 Initial state vector (VSUIO) 0.35 rad·s-1

ν0 Initial condition of ν (VSUIO) 2 rad·s-2

λ1 Observer gain factor (VSUIO), see (4.73a) 5.81 -

λ2 Observer gain factor (VSUIO), see (4.73b) 16.5 -

cRΣ Effective roll stiffness (ARAO) 65640 N·m·rad-1

dR
Σ Effective roll damping (ARAO) 5194 N·m·s·rad-1

[l1 l2]T Observer gain vector (ARAO), see (4.113) [−10.25 47.22]T -

Table 5.3: Parameters of the VSUIO concept for the simulation-based observer validation
of lateral tire force estimation.

Table 5.3 lists the observer parameters of both the VSUIO and ARAO concepts. The

vehicle excitation needs to be designed such that the range of operation (in terms of slip-

force characteristics) is within the specified area of Figure 5.3 (Maneuver II). Herein, the

steering signal is chosen to be of type slow step input that drives the vehicle to its limits

of adhesion (in the lateral dynamics sense). Alternatively, the vehicle could also be

excited sinusoidally. However, due to the high input transients the dynamic build-up of

the lateral tire forces gains more influence on the results compared to the slowly-growing
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Parameter Value Unit

max(vF̂y,f ) 6355 N

max(vF̂y,r) 4736 N

Table 5.4: Identified maximum lateral tire forces using the VSUIO technique.

forces of the moderate step input. The vehicle responses to the driver’s input are depicted

in Figure 5.6. It also shows the estimated values, i.e. yaw rate ωz and rear lateral tire

force vFy,r of the VSUIO concept. Note, that from the recovery of the unknown input,

see (4.77), an estimate vF̂y,r can be obtained, see Figure 5.6(d). Moreover, from (2.14b),

the front lateral tire force vF̂y,f can be recovered, see (c). Calculation of the actual

maximum value is kept simple, i.e. if the actual value exceeds the actual maximum

set it as new maximum, otherwise drop it. Results are plotted in (c) and (d). The

reference values of the lateral tire force maxima are extracted from the source model

force measurements.
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Figure 5.6: Simulation-based estimation results of the lateral tire forces estimation
(VSUIO). Maneuver: slow steer step with δh,max = 120◦, ωh ≈ 4◦/s, vvx = 80± 3km·h-1.
The recovered tire forces of the front and rear axles are depicted in (c) and (d). The red
curves show the actual estimates of the maxima.
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Tire Force Model Parameter Recovery

The objective is to identify the model parameters B, C and D of the TM Simple model,

see (2.29), from the estimated characteristic points of the slip-force curves. For the

coherence between model parameters and those points the reader is referred to (2.30).

Clearly, the equation system is under-determined and the parameters can not be recov-

ered uniquely. Therefore, an assumption on the value of B has to be made. The latter

is responsible for characterizing the degressive part of the curve, i.e. for high slip angles.

In view of the given application, vehicle operation at such high slip angles is only of

minor interest. Therefore, the idea is to set parameter B to some value, such that the

tire forces decrease slightly once the maximum point has been reached. From (2.30b)

it is obvious that the ratio between Fymax and Fy∞ governs parameter B. Simulations

have shown that adjusting the end value Fy∞ to approx. 90% of the maximum results

in a slightly degressive slip-force curve and allows identification of the two remaining

parameters9. Consequently, from (2.30a) and the estimated max(vF̂y) parameter D fol-

lows. Subsequently, merging (2.30c) and the cornering stiffness estimate ĉα results in

parameter C. By executing this method for the front and rear parameters an analytic

description of the slip-force characteristics is obtained. Figure 5.7 compares the real

and estimated curves of the front and rear tires. Moreover, the identified tire model

parameters are listed in Table 5.5.

αfe(◦)

vFy,f (N)

Source model

Estimates

(a) Front lat. tire force vFy,f vs. slip
angle αfe .

αre(◦)

vFy,r (N)

(b) Rear lat. tire force vFy,r vs. slip
angle αre .

Figure 5.7: Comparison of the real and estimated lateral slip-force characteristic curves.

D̂f (N) B̂f (-) Ĉf (rad) D̂r (N) B̂r (-) Ĉr (rad)

6355 1.888 8.38 ·10−2 4736 1.974 8.36 ·10−2

Table 5.5: Identified model parameters of front and rear lateral tire force models.

9Furthermore, it has shown that this setup places the maximum tire force w.r.t. slip angle within
the first third of the expected lateral slip range.
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5.2.4 Roll Dynamics

Similarly as presented for the estimation of the lateral cornering stiffness also the param-

eters of the roll model are determined by two completely independent structures. The

first is implemented as an Extended Kalman Filter (Section 4.2.2.I) and based on state

augmentation (Section 4.1.1), whereas the second uses the unknown input reconstruc-

tion technique (Section 4.1.2) and higher-order sliding mode observers (Section 4.2.2.II).

Both concepts are used for the identification of the roll model-related effective stiffness

cr
Σ and damping dr

Σ.

The vehicle excitation signal is selected in accordance with the roll dynamics-related

frequency range of interest, i.e. fex ≈ 0.2 − 3.0Hz [KOB03]. Theoretically, the vehicle

should be excited at constant, approximately equidistant, operating points (in terms

of frequency) and once steady-state conditions have been reached the measurements/i-

dentification need to be performed. Then, this procedure can be repeated for the next

operating point. The steering angle amplitude is to be held constant during the com-

plete process. However, in practice this time-consuming maneuver is often replaced by

a sinusoidal chirp function with steadily increasing frequency. Herein, the time-specific

constraints are not relevant (especially under consideration of the simulation-based eval-

uation). Therefore, the first approach, i.e. exciting the vehicle with constant input

frequencies and changing the latter step-wise within the interesting frequency range, is

chosen. More specifically, the roll dynamics are excited with frequencies of 0.1, 0.2,

0.5, 1.0, 1.5 and 2.0Hz. To this extent it is assumed that higher input frequencies are

realistic only during test bench-based evaluation of the roll dynamics rather than real

road-driving.

Table 4.6 lists the implemented parameters of the observation concepts. With regards

to the Extended Kalman filter setup the diagonal elements of the process noise matrix

Q̄ require the highest tuning efforts, as these are adjusted during iterative simulation

runs until the estimation error convergence shows satisfactorily behavior. In contrast

to the unknown process noise characteristics, the measurement noise can be determined

from stationary measurements (Appendix D). Even though theoretically the param-

eter tuning of the VSUIO is straightforward due to the involvement of four different

submodules a certain process order needs to be followed. Starting with the adjustment

of the RED gains it is inevitable to get good estimates of the derivative of the input

signal w.r.t. time. Inherently, the differentiating concept amplifies high-frequency terms

such as measurement noise on the input signal. Consequently, the time-derivative es-

timates are low-pass filtered10. Once these are found the adaptive gain algorithm of

ARSE needs to be supplied with a number of parameters, see (4.103), avoiding the often

10In [LEV98] the a posteriori low-pass filtering is suggested and therein it is shown that there is still
a benefit in terms of derivative estimation accuracy compared to standard differentiating low-pass filter
structures.
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Parameter Description Value Unit

ā21 Nom. roll model param. (scaled stiffness) 55.6 rad-1·s-2

ā22 Nom. roll model param. (scaled damping) 2.78 rad-1·s-1

x̂+
a,0 Initial (augmented) state vector (EKF) [0.04 -0.1 -ā21 -ā22]T -

P+
0 Initial error covariance matrix (EKF) diag([1e-5 1e-5 1e-3 1e-3]) -

r Covariance of the meas. noise (EKF) 2.93e-7 -

Q̄ Covariance of the process noise (EKF) diag([1e-10 1e-10 1e-4 1e-5]) -

κ1 RED gain 1, see (4.93a) 23.1 -

κ2 RED gain 2, see (4.93b) 260.6 -

fc Low-pass filter (RED) cut-off frequency 20 Hz

nlpf Filter order low-pass filter (RED) 3 -

κ Observer adaptive gain (ARSE),
see (4.103a)

200 -

µ Detector width (ARSE), see (4.103a) 1.5e-4 -

λ̃− Lower bound of adaptive gain λ̃1,
see (4.103a)

6.71 -

λ̃1,0 Initial value of the adaptive gain λ̃1 8.05 -

η Small gain to push λ̃1 above λ̃− 1e-2 -

ε Gain factor λ̃2 1.64 -

x̂0 Initial state vector (RSE) [0.04 -0.1]T -

µ1 Gain nonlinear error correction term
(FTPE), see (4.112)

5 -

µ2 Gain linear error correction term (FTPE),
see (4.112)

3 -

α1 Parameter estimator gain (FTPE) 3 -

α2 Parameter estimator gain (FTPE) 10 -

[l1 l2]T Observer gain vector (ARAO), see (4.113) [−10.25 47.22]T -

Table 5.6: Parameters of the EKF and VSUIO (RED, ARSE, FTPE, ARAO) concepts
for the simulation-based observer validation of roll dynamics-related state and parameter
estimation.

assumed knowledge of the uncertain input term bounds11. For the finite time parameter

estimation (FTPE) algorithm a weighting of the linear and nonlinear terms needs to be

determined allowing a fast convergence with low estimation fluctuations once the system

is in steady-state. Finally, the adaptive roll dynamics observer (ARAO) requires the

specification of error dynamics eigenvalues. As the system parameters vary during the

identification, these are set up for the nominal case. Obviously, this affects the error

convergence dynamics, but updating the Luenberger gains within every time step is as-

sumed unnecessary.

Evaluation of the observer concepts is performed graphically for the case of an excitation

frequency of fex = 1.0Hz. Figure 5.8 compares the reference signals and estimates.

11Inspecting the definition of the unknown input, see (4.89), and the change of input excitation
frequency, it appears even more feasible to use an adaptive gain scheme.
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Figure 5.8: Simulation-based estimation results of the parameters a21 and a22 as well
as states (roll angle ϕ and velocity ωx) using the EKF concept. Maneuver: sinusoidal
steering with δh = ±45◦, fex = 1.0Hz, vvx = 80 ± 2km·h-1. Correction of the a priori
estimates by the measured roll velocity ωx is indicated by the gray boxes in (a)-(f).

The gray boxes indicate the (threshold-based) activation of the EKF correction mecha-

nism by measurements. Furthermore, from Figure 5.8(e) and (f) it can be concluded that

the estimation values converge after a time t ≈ 10s such that the experiment could be

terminated after that time. This is further backed up by consideration of the estimation

quality signal illustrated in (e). It provides the driver with the information of the actual

estimation performance and allows to decide on the time of maneuver termination.
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The evaluation results of the VSUIO concept, see Figure 5.9, require comprehensive anal-

ysis as more individual concepts are involved in the observation process. In the subplots

(a) and (b) the measured lateral acceleration and lateral jerk are depicted. Furthermore,

it shows the estimates of the RED mechanism. Due to the artificial increase of the sys-

tems relative degree it is not the roll angle ϕ and rate ωx that are estimated, but the roll

rate and the acceleration αx. State estimation results and errors are plotted in (c)-(f).

Furthermore, (d) shows the time-varying character of the observer gain λ̃1. The gray

dotted lines in (e) and (f) show the results of FTPE and also reveal the influence of the

parameter estimates, see (g) and (h), on the estimation error of αx. In terms of ma-

neuver termination convergence of the parameter estimates is given after time t ≈ 20s.

Even if that appears to be slower than the EKF concept a comparison is rather difficult

due to completely different observer tunings.

For the estimation of the chassis roll angle ϕ the identified parameters of the roll model

are supplied to the adaptive roll angle observer (ARAO). Its recovery of the roll angle

is illustrated in Figure 5.10. Again, the gray boxes indicate the activation of FTPE, i.e.

estimation of roll model parameters.

Both concepts show good estimation performances for the operating point of fex = 1.0Hz.

Now, the consistency of the obtained results over the complete range of excitation fre-

quency, i.e. fex = 0.1−2.0Hz shall be determined. Therefore, both concepts are supplied

with the specific lateral acceleration signals and results in terms of identified parameters

obtained. Figures 5.11(a) and (b) show the estimated roll model parameters cr
Σ, dr

Σ vs.

excitation frequency fex. Actually, the positive aspect of the experiments is consistent

results of EKF and VSUIO over the complete range of frequencies. More interestingly,

the parameters are not constant, but affected by the excitation frequency. An interpre-

tation of the decreasing stiffness and increasing damping is based on the characteristics

of the underlying vehicle suspension. As discussed in Appendix D the damping elements

show nonlinear characteristics between damping forces and velocity. Without any doubts

also the effects of unmodelled dynamics (that arise due to the numerous simplifications

of the roll model in Section 2.3.1) are lumped into the model parameters. For the generic

vehicle handling evaluation a weighted average12 is calculated.

12The weighting of the results is performed such, that those results of the excitation frequencies do
have a higher impact on the overall result, that are neither the highest nor the lowest.
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Figure 5.9: Simulation-based estimation results of the uncertain parameters ∆a21 and
∆a22 as well as states (roll velocity ωx and acceleration αx) using the VSUIO concept.
Maneuver: sinusoidal steering with δh = ±45◦, fex = 1.0Hz, vvx = 80 ± 2km·h-1. The
gray boxes in (e)-(h) indicate the activation of the parameter estimation algorithm FTPE.
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Figure 5.10: Simulation-based estimation results of the roll angle ϕ and rate ωx) using
the VSUIO concept (ARAO). Maneuver as in Figure 5.9. The gray areas indicate the
activation of the parameter estimation algorithm.
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Figure 5.11: Simulation-based estimation results of the roll model parameters crΣ and dr
Σ

for an excitation frequency range of fex = 0.1−2.0Hz. The results show consistent results
of the VSUIO and EKF concepts and also reveal the effects of unmodelled dynamics on
the estimations of the parameters.

Even though the design paradigms of the two proposed concepts are rather different,

the obtained results are similar. Clearly, for the simulation of handling maneuvers the

employed roll model requires only one set of parameters. Thus, the weighted averages

of EKF and VSUIO are merged such that at the end of the procedure a single pair of

roll stiffness and damping values is obtained.

Parameter Concept Value Unit

[ĉrΣ d̂r
Σ] EKF [66614 5220] [N·m·rad−1 N·m·s·rad−1]

[ĉrΣ d̂r
Σ] VSUIO [65970 5166] [N·m·rad−1 N·m·s·rad−1]

Table 5.7: Identified effective roll stiffness and damping parameters using the concepts
EKF and VSUIO.



186 Chapter 5. Validation of the Assessment Framework in Simulations

5.2.5 Pitch Dynamics

The observer-based parameter identification of the pitch dynamics is identical to the

EKF-based concept designed for the roll dynamics. Consequently, in terms of parameter

tuning, see Table 5.8 for the actual configuration, all EKF-related comments valid for

the roll and lateral dynamics, do hold for the pitch dynamics as well. The covariance of

the measurement noise is chosen by two orders of a magnitude higher compared to the

results of the roll rate sensor noise analysis, see Appendix D, as the estimation quality

of the states and parameters showed better matching with reference values using the

modified noise covariance. The process noise characteristics are obtained from extensive

simulation-based evaluation of different tuning setups.

Parameter Description Value Unit

ā21 Nominal pitch model parameter (scaled stiff-
ness)

38.89 rad-1·s-2

ā22 Nominal pitch model parameter (scaled damp-
ing)

2.78 rad-1·s-1

x̂+
a,0 Initial (augmented) state vector (EKF) [1e-4 -1e-3 -ā21 -ā22]T -

P+
0 Initial error covariance matrix (EKF) diag([1 1 1e2 1e2]) -

r Covariance of the meas. noise (EKF) 3e-5 -

Q̄ Covariance of the process noise (EKF) diag([1e-12 1e-4 5e1 5e0]) -

Table 5.8: Parameters of the EKF concept for the simulation-based observer validation
of pitch dynamics-related state and parameter estimation.

In terms of vehicle excitation the situation complicates for the pitch dynamics when

compared to the roll dynamics. For the latter, the vehicle can be easily excited by

actuating the steering wheel. However, in order to get persistent excitation of the pitch

dynamics the driver needs to alternately actuate the accelerator and brake pedals. Figure

5.12 shows the evaluation of the pitch dynamics observer concept in simulations. In

(a) the vehicle actuation signal, i.e. gas and brake pedal positions (ϕacc, ϕbrk), are

plotted. The resulting longitudinal acceleration signal shows an asymmetric reaction on

the excitation which is reasonable considering the forces acting on the wheels that come

from either the engine or the brakes. The reference and estimated pitch rate and angle

signals are depicted in (c) and (d). Especially the accurate estimates in (d) of the pitch

angles shall be noted. However, from the parameter identification results in (e) and (f)

highly varying values of effective pitch stiffness and also damping can be noticed. Even

in the presence of a low-pass filtering algorithm the parameters are not constant. In

other words the proposed observation concept is capable of providing robust estimates

of the pitch angle and also time-varying model parameters. However, it is not possible to

extract a single set of parameter, i.e. effective pitch stiffness and damping, that describes

the system characteristics for a certain range of operation.
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Figure 5.12: Simulation-based estimation results of the parameters a21 and a22 as well as
states (pitch angle θ and velocity ωy) using the EKF concept. Alternating full acceleration
and braking excitation in 1st gear. Correction of a priori estimates by the measured pitch
rate ωy is indicated by the gray boxes, see (c)-(f).

Recapitulating the modelling of the pitch dynamics, it is based on the assumption that

the motion can be described by an angular spring-mass-damper system. However, in

reality that does not account for the asymmetric mass distribution of the vehicle, i.e.

the weight of the engine is concentrated near the front axle, whereas for the rear vehicle

part there does not exist any counterbalance.
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Altogether, that result is not critical for the handling evaluation of the vehicle as to the

best knowledge of the author there do not exist any standardized handling maneuvers

that take into account the pitch dynamics of the vehicle. Ergo, the adaptive pitch

dynamics observer is ready for in-vehicle implementation, but for evaluating the handling

its supplied model parameters are of minor usefulness.

5.2.6 Steering Dynamics

Due to the lack of a detailed steering model in IPG CarMaker R© the evaluation of the

observer concept for recovery of steering torque Th and wheel torque Tw is based solely

on measurement data from an EPS test bench. Results will be provided in Chapter 6

and the test bench is presented in Appendix D.

5.2.7 Longitudinal and Powertrain Dynamics

The dynamics of the longitudinal vehicle motion, taking into account the powertrain

and longitudinal slip-force characteristics, is the only domain that is modelled based on

a neural network concept. Approximating the system, that takes as input the driver’s

accelerator pedal position and delivers the longitudinal acceleration of the vehicle as

output, by standard system theory-based mechanisms is not feasible for this application.

Therefore, the idea presented in Section 4.2.5 and based on [HH03] aims to identify the

gains of a multilayer perceptron network. The practical realization of the network is

performed by the help of the Neural Network Toolbox of Matlab R©. It allows definition

of the network structure, provides the graphical interfaces for data supply and configura-

tion work and also validates the trained network on data provided by the user. Herein,

extensive simulation tests have shown that a single hidden layer with 30 perceptrons

shows high potential to provide accurate results of the actual longitudinal acceleration

when being supplied with gas pedal position and engine speed. Due to the dependency

of the longitudinal dynamics on the actual gear there exists one MLP per gear.

The underlying idea for vehicle assessment w.r.t. the longitudinal dynamics is the fol-

lowing: given the scenario that vehicle A shall be compared to vehicle B in terms of

longitudinal acceleration capability. Then, vehicle A performs a few test runs, i.e. full

load accelerations, and the input and output signals are captured for the neural network

training. Feeding the MLP with the gathered data a neural network setup (one per

gear) will be obtained. Then, if vehicle B shall be assessed the identified acceleration

performance model of A can be embedded into some rapid-prototyping hardware and

the acceleration performances compared online. Clearly, for a feasible comparison the

environmental parameters, e.g. road surface, asphalt temperature, wind and the test

track itself shall be close to those of vehicle A evaluation.

Herein, the idea is to compare a real vehicle to the virtual one provided by IPG CarMaker R©

exploiting the procedure described above. On the one hand side it should demonstrate

the applicability of the method to real vehicle measurement data and also reveal the ro-
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Figure 5.13: Simulation-based validation of the longitudinal dynamics modelling ap-
proach using an MLP network. During a full-load acceleration run of the vehicle the
measured results can be compared with estimates of the MLP approach. In general, the
method shows a good fitting between simulations and real-world, but lacks robustness
when being applied to other source model variants.

bustness of the method as the environmental conditions will definitely not be identical.

Figure 5.13 shows the vehicle actuation (accelerator ϕ∗acc and clutch ϕ∗clu pedal positions),

see (a), as well as longitudinal velocity vv
∗
x and engine speed ω∗e , see (b). Note that these

measurements are scaled as a matter of confidentiality, indicated by the superscript ’*’.

In Figure 5.13(c) the measured and also estimated values of longitudinal acceleration,

a∗x and â∗x respectively, of a single full-load acceleration run are plotted. In general, the

obtained estimates look promising and capture the acceleration characteristics of the

vehicle quite well. There are some outliers due to shifting effects that are not covered

by the model, but apart from that the overall quality is good. However, when being

applied to a different vehicle, i.e. not the one the network has been trained on, the esti-

mate quality decreases tremendously and the obtained results are not useful at all. This

lack of robustness might come from the small data amount (only covering the full-load

acceleration experiment) that is supplied to the network. Small changes in accelerator
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pedal actuation dynamics can already lead to divergence of the estimates. Integration

of additional measurement signals, e.g. clutch pedal position, gas pedal velocity etc.

significantly increase the amount of network training time required, but do not result

in a better stability of the network, when being applied to an alternative vehicle. In

summary, the required excessive data amount and thereof resulting extensive amount

of network training time render the approach unattractive for the application of longi-

tudinal dynamics assessment. As a consequence, the latter will not be subject of the

remaining thesis.

5.2.8 Road Disturbances

In order to ensure the assumptions of flat road conditions (for the lateral, roll and pitch

dynamics parameter identifications) two mechanisms are employed to estimate the road

inclination and road bank angle. The difficulty arises from the restriction to not use any

vehicle information that is subject to the subsequent identification tasks. As an example,

in literature there exist approaches to estimate the road bank angle exploiting observer

techniques, e.g. [TSE01], [SGMN08], [MLC10], [KLC12]. But as a prerequisite these

models require some vehicle parameter knowledge, e.g. the slip-force characteristics.

Based on any differences between the real measurements and the internal model forecasts

the actual bank angle is estimated. Herein, referring to the flow chart in Figure 5.2 that

information is not available at that time and hence these concepts are not relevant for

the current application.

Estimation of the road inclination relies on a simple model coupled with a robust state

estimator based on sliding modes, see Section 4.2.6.I. For the road bank angle its recovery

is not specifically based on observation mechanisms, but exploits a deliberate order of

maneuver execution that allows drawing conclusions on the actual bank angle, see Section

4.2.6.II.

Some Comments on the Road Disturbance Observation In the sequel two

concepts for the estimation of the road inclination and also bank angle are evaluated

in simulations. In terms of performance specifications the permissible inclination and

bank angles of a test track for the objective of handling evaluation are specified in

[ISO88a, RH84] and read as ±1.15◦. As a sensitivity analysis of the parameter identi-

fication algorithms with respect to perturbations due to road inclination or bank angle

has not been performed, the limits as suggested by the standard ISO7401 are used as

angles the algorithms need to be capable to detect.

A prerequisite of the methods is clearly the correction of any offsets on the acceleration

signals, when the vehicle is at rest. Otherwise, the estimates will also be affected by

these offsets.
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Parameter Description Value

λ1 Observer gain factor (VSUIO), see (4.73a) 2.59

λ2 Observer gain factor (VSUIO), see (4.73b) 3.3

Table 5.9: Parameters of the VSUIO concept for the simulation-based observer validation
of the road inclination estimation.

Inclination

The basis for the observer design in terms of modelling is given by (4.141). Assuming

the measurement of the longitudinal vehicle velocity vvx and also acceleration13 ax,m
the structure of the system is identical to (4.71), i.e. the model of the lateral force

estimation mechanism. Consequently, the same observer structure can be used to recover

the unknown input, i.e. gχ, the weighted road inclination angle. The tuning of the

observer parameters is straightforward and the values used within the simulation-based

evaluation listed in Table 5.9.

For the concept evaluation the vehicle follows a straight trajectory that avoids any

steering actuation as coupling affects with the lateral dynamics will distort the inclination

estimation. Figure 5.14 shows a maneuver, where the vehicle is driven across the (to

be tested) proving ground. From (b) the high potential of identifying any positive or

negative road inclination can be deduced. Consequently, employing this concept at

the very beginning of the vehicle parameter identification process allows the driver to

evaluate the proving ground for its suitability.

20

40

t (s)3417

vvx, vv̂x (km·h-1)

Source model

VSUIO

(a) Estimation vv̂x of vvx.

4

8

t (s)3417

χ, χ̂ (◦)

Pitch dynamics
coupling effects

(b) Estimation χ̂ of χ.

Figure 5.14: Simulation-based evaluation of the road inclination estimation. The vehicle
is driven on a track with artificially introduced positive and negative road inclines. As
the pitch angle is not available at this stage of the overall process, any effects from the
chassis’ pitch dynamics have to be accepted.

13Note that the measured longitudinal acceleration refers to ax,m which is affected by the chassis’
pitch angle, as in (2.59). However, due to the low, constant longitudinal velocity the coupling effects
from the pitch dynamics are assumed acceptable.
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Bank Angle

Theoretically, the road bank angle could be estimated by the same mathematical princi-

ple as the inclination, if the lateral velocity vvy is measured. As this is not the case, an

alternative mechanism exploiting the effect of the bank angle on the lateral acceleration

measurement, see (2.54), is utilized. The theoretical background is described in Section

4.2.6.II and will now be evaluated in simulations. It should be emphasized again, that

at the time of module execution no useful information on either the lateral dynamics

(slip-force characteristics) nor the roll dynamics (roll angle) is available. Figures 4.16(a)

and (b) illustrate the maneuvers that shall be performed on the proving ground. Impor-

tantly, the road bank angle detection algorithm shall be deactivated if the longitudinal

velocity exceeds some threshold, e.g. vvx,thresh ≈ 15km·h-1. This measure ensures that

the influence of any chassis roll motion is kept low. Furthermore, the algorithm shall

only be active if the steering wheel angle δh is within some specified range, e.g. δh = ±5◦.

Basically, there are two different scenarios that are investigated further. The first refers

to follow an S-shaped trajectory including longer straight sections (perpendicular to

the road inclination to be determined) as illustrated in Figure 5.15(a). The lateral

ye (-)

xe (-)

Inclination
to be evaluated

Starting point

(a) Vehicle trajectory.

0.8

1.6

−0.8
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W2
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δ∗h

(b) Meas. lateral acceleration ay,m.

Figure 5.15: Road bank angle determination of a proving ground (dynamic platform)
to be assessed for parameter identification work. The actual bank angle can be extracted
from the measurements of lateral acceleration during the straight line driving.

acceleration measurement is observed whenever the steering wheel angle is within the

specified range, illustrated by W1...W5 in (b), and an estimation of the road bank angle

extracted from (2.54). Calculating averaged values for those time windows provides the

driver/engineer with information to further evaluate the suitability of the test track for

assessment work.

A second scenario is the evaluation of the road bank angle during cornering, see Figure

5.16(a). Again, the trajectory to follow shall be designed such, that it contains straight

line driving and also cornering. As the algorithm is deactivated anyway once the steering

wheel angle exceeds the activation threshold the (higher) steering amplitude (due to the

previous straight line driving) is not problematic. As discussed previously, whenever the
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Figure 5.16: Road bank angle determination of a proving ground (curvature) to be
assessed. The straight line driving section can be exploited to determine the road bank
angle from the lateral acceleration measurements.

steering wheel position is within the activation limits the algorithm extracts the road

bank angle from the lateral measurement. Figure 5.16(b) shows the algorithm activation

phases W1...W6 that hold the information on the existing road bank angle.

5.2.9 Comments

The observer-based parameter estimation concepts have now all been evaluated in sim-

ulations, but operating on noise-affected measurement signals that are generated by a

rather complex vehicle model implemented in IPG CarMaker R©. Results of the lateral

and roll dynamics-related concepts look promising and will be further analyzed within

the simulation-based handling evaluation. There, the accuracy of the models (in combi-

nation with the identified parameters) will be validated against the measurements of the

source model. Also, the (partly observer-based) mechanisms to determine the suitability

of a test track for handling evaluation work showed promising results. With respect to

the pitch dynamics the robust state estimation, yielding an estimate of the pitch angle,

performed satisfactorily. However, the estimated model parameters showed clear non-

constant characteristics. Obviously, due to the simple modelling approach any arising

parasitic dynamics are lumped into the parameter estimates. Therefore, this model is

not assumed feasible for integration into the handling evaluation process. For the mod-

elling of the longitudinal dynamics (from driver accelerator pedal to vehicle longitudinal

acceleration) the situation is even worse. Estimation performance is acceptable, if the

MLP is applied to vehicle data the network has been trained for, but in terms of ex-

trapolation capabilities the approach showed some real deficiencies and is therefore not

pursued any further.
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5.3 Performance Assessment of the Model-based Handling

Evaluation

Following the idea of model-based vehicle handling evaluation, i.e. the simulation of

standardized handling maneuvers exploiting an identified vehicle model, this approach

will be further evaluated taking into account the model parameters identified within the

last section. Table 5.10 lists the static (s) and identified (i) parameters that can be fur-

ther used for the simulation of the handling maneuvers as described in Section 1.2.2. The

employed single-track vehicle model is based on the equations (2.14b), (2.14c)/(2.34),

(2.29), (2.53a), (2.52). Moreover, it takes into account the transient build-up of the tire

forces, see (2.37). The outcome of the subsequent section aims to answer the question

whether the identified vehicle model is accurate enough to simulate the handling maneu-

vers, rather than performing it on a test track14. Comparing the results of CarMaker R©,

which is referred to as the source model, taking into account the acceptable sensor ac-

curacies of the handling evaluation process, see Table 1.1, and exploiting the identified

vehicle model (IVM) allows to draw a conclusion on that question.

Parameter Description Source Value Unit

lf Distance front axle to CoG (s) 1.108 m

lr Distance rear axle to CoG (s) 1.42 m

Jxc Moment of inertia (chassis) w.r.t. x-axis (s) 360 kg·m2

Jz Moment of inertia w.r.t. z-axis (s) 2152.3 kg·m2

m (Total) Vehicle mass (s) 1463 kg

ms Vehicle chassis mass (only sprung parts) (s) 1301 kg

hrl Distance between CoG and roll center (s) 0.49 m

np Static pneumatic trail (front and rear) (s) 0.05 m

cy Lateral tire stiffness (front and rear) (s) 200000 N·m-1

crΣ Effective roll stiffness (i) 66292 N·m·rad-1

dr
Σ Effective roll damping (i) 5193 N·m·s·rad-1

Df TM Simple parameter (front) (i) 6355 N

Bf TM Simple parameter (front) (i) 1.888 -

Cf TM Simple parameter (front) (i) 8.38 10−2 rad

Dr TM Simple parameter (rear) (i) 4736 N

Br TM Simple parameter (rear) (i) 1.974 -

Dr TM Simple parameter (rear) (i) 8.36 10−2 rad

Table 5.10: Summary of the model parameters used for the handling evaluation.

The last part of this chapter is dedicated to the integration of the human perception

modelling, see Section 2.6, into the evaluation process. It reviews the human sensor

models from a system theory perspective. Evaluation of the open-loop maneuvers is

repeated and the results analyzed in time domain.

14In fact, executing the maneuvers on a test track refers to simulation of these using the IPG
CarMaker R© software.
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5.3.1 Simulation of Open-loop Driving Maneuvers

In the following, the results obtained by the source model and those of IVM are compared.

From Appendix C it is clear that the steering angle can be selected such, that the vehicle

response in terms of lateral acceleration is at ay = 2, 4 or 6m·s-2. However, for keeping

the number of simulated maneuvers (and consequently objective metrics) reasonably

low, only the level of ay = 4m·s-2 is analyzed further. The same holds true for possible

excitation frequencies, e.g. maneuver sinusoidal input (const. frequency). There, only

fex = 0.5Hz is considered.

Steady-state Circular Driving ISO4138

The subsequently simulated driving maneuver reveals the stationary driving characteris-

tics of a vehicle. Actually, it is the task of the driver to follow a circular trajectory, with

R=42m, for increasing longitudinal velocities. The latter is increased step-wise and kept

constant for some time in order to gather measurements. For a more detailed maneuver

description the reader is referred to Section 1.2.2 or [RH84]. Figure 5.17 shows the re-

sults of the source model (IPG CarMaker R©) and also the estimates using the identified

vehicle model (IVM) with parameters presented in the previous section. Figure 5.17(d)

does not, as suggested in e.g. [ISO88a], plot the steering torque Th vs. lateral acceler-

ation ay as there is no mechanism implemented yet, that provides simulation values of

the steering torque. Consequently, to complete the series of plots the yaw rate takes the

place of the steering torque.

The overall fitting is good, even though for higher lateral accelerations (beyond the ”lin-

ear range”) there is some deviation between the source and the identified vehicle model.

Especially the wheel angle δw and also the sideslip angle β show an obvious deviation

for those high lateral acceleration levels. However, with regards to the simplicity of the

vehicle model this appears reasonable.

A Comment on the Driver Modelling Theoretically, the steady-state circular driv-

ing maneuver is of open-loop type. However, its implementation and simulation requires

the identified vehicle model to follow a precomputed yaw rate. Hence, rather than per-

forming the maneuver with some type of feed-forward control the more robust way is to

design a simple (but robust) controller that is capable of piloting the single-track model

along the given (constant w.r.t. yaw rate) trajectory. Therefore, an adaptive super-

twisting algorithm [STP12] is designed and implemented that takes the actual yaw rate

error as input and supplies a steering angle to the model for tracking the reference.

Step Input ISO7401

The first maneuver to assess the transient behavior of the vehicle is the step input

excitation. In contrast to the remaining experiments three different levels of lateral
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Figure 5.17: Result comparison between source model (IPG CarMaker R©) and identified
vehicle model. Maneuver: Steady-state circular driving with curvature radius R=42m,

vvx = 0− 70km·h-1. The identified vehicle model does not provide any estimates of the
steering torque Th, therefore it is replaced by the yaw rate ψ̇ in (d).

acceleration, i.e. ay = 2, 4, 6m·s-2, are simulated by both, the source model and the IVM.

Details on the handling maneuver execution are provided in Section 1.2.2. An interesting

aspect of the simulation results in Figure 5.18 is the extrapolation capability of the

identified vehicle model (IVM) to higher lateral acceleration levels, such as ay = 6m·s-2.

Obviously, the estimates are not perfectly matching the references of the source model,

but are close. For a quantitative evaluation of the IVM outputs the permissible sensor

accuracy limits, as in Table 1.1, envelope the black simulation results as gray shades.

Ideally, the results of the IVM stay within those limits. Then, the accuracy of the model

forecasts has the potential to support the handling evaluation process significantly.

For the lower levels of acceleration levels, i.e. ay = 2, 4m·s-2 the fitting between source

and identified vehicle model is satisfactorily.

Sinusoidal Input (One Period) ISO7401/ISO8725

The sinusoidal excitation (one period) is the alternative or additional maneuver for as-

sessing the transient vehicle behavior. A detailed description of the maneuver parameters
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Figure 5.18: Result comparison between source and identified vehicle model. Maneuver:
Step steering with δh = 14/30/42◦, ωh ≈ 500◦/s, vvx = 80± 2km·h-1. The required sensor
accuracy envelops the references in (a)-(d).

is given in Section 1.2.2. Before conducting this maneuver the required steering angle

needs to be determined by a step input yielding a steady-state lateral acceleration of

ay ≈4m·s-2. Then the excitation frequency is specified to be fex = 0.5Hz. Figure 5.19

shows the results of both, source model and IVM. The overall fitting between the two

models is good for all considered signals. The results of the IVM exhibit some small time

lag compared to the source model. However, for such a transient maneuver clearly the

(unmodelled) dynamic load transfer of the vertical tire forces, and consequently variation

of pneumatic trail (2.32) does have an influence on the responses of the vehicle.

Sinusoidal Input (Continuous - Constant frequency) ISO7401/ISO13674

Similarly, as for the previous maneuver the vehicle is again excited sinusoidally. However,

now the number of periods is increased from one to at least three [ISO88a]. As the

remaining maneuver parameters are identical further details are omitted. Figure 5.20

shows the vehicle responses in terms yaw rate ψ̇, vehicle sideslip angle β, roll angle ϕ

and lateral acceleration ay. Additionally to the time-based plots a common approach to

visualize the characteristics of steering angle vs. lateral acceleration is depicted in Figure
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Figure 5.19: Result comparison between source and identified vehicle model. Maneuver:
Sinusoidal steering (one period) with δh = ±30◦, fex = 0.5Hz, vvx = 80± 2km·h-1.

5.21 showing the resulting ellipsoidal curve. For both figures the discrepancy between

source model and IVM is low and the estimates are within the permissible range.

Sinusoidal Input (Continuous - Varying frequency) ISO8726

Extending the sinusoidal vehicle excitation in the sense that the frequency varies now

over some predefined range, rather than being constant, allows the identification of the

frequency responses of δw → ψ̇ and δw → ay. In fact, the vehicle is excited by frequencies

within the range fex = 0.1−3.0Hz. From the obtained measurements (under steady-state

conditions), Fast-Fourier-Transforms (FFT) [OSB99] and bilinear transforms [CHE95],

an approximation of the frequency responses can be calculated. The IVM is excited

identically and therefrom gains and phase shifts at the discrete frequency points can

be approximated by FFT and cross-correlation function (CCF) techniques respectively.

Figure 5.22 shows the results of the source model and the estimates obtained from the

IVM.
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Figure 5.20: Result comparison between source and identified vehicle model. Maneu-
ver: Sinusoidal steering (continuous - const. frequency) with δh = ±30◦, fex = 0.5Hz,

vvx = 80± 2km·h-1.
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Figure 5.21: Source vs. identified vehicle model for sinusoidal steering (const. frequency).
Lateral acceleration ay vs. Wheel angle δw.
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Figure 5.22: Result comparison between source and identified vehicle model. Maneu-
ver: Sinusoidal steering (continuous - varying freq.) with δh = ±30◦, fex = 0.1− 3.0Hz,

vvx = 80± 2km·h-1. The frequency response estimation of the source model is based on
FFT calculations. Magnitude and phase at the discrete frequency points of the identified
vehicle model are calculated by using FFT and CCF techniques.
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Interestingly, there is a mismatch between the two when considering the phase plot of

the yaw rate response. For higher frequencies, i.e. fex > 1Hz, the phase shift between

steering angle and yaw rate is significantly overestimated. From a vehicle dynamics

perspective it is the tire force build-up dynamics that are too slow within the IVM, if

the excitation frequency exceeds 1Hz. However, that deviation is not critical due the

following reasons:

• None of the herein considered objective metrics is related to constant frequency

excitation above 1Hz. Therefore, the accuracy of the model-based predicted vehicle

responses for higher frequencies is of minor importance.

• Modelling of the transient tire force build-up is kept as simple as possible. Even the

lateral tire stiffness cy is set to some reasonable value, rather than the precise one

(no information available of the IPG CarMaker R© internals). Moreover, elasticities

in the vehicle suspension setup, (dynamic) toe-in and camber angles, dynamic

load transfer between tires are completely neglected15. It is not astonishing that

the neglect of these influences affects the results negatively at some stage of the

evaluation process. To overcome that problem the underlying model needs to be

modified to such an extent that it includes the discussed influences.

5.3.2 Extraction and Comparison of Objective Metrics

The time-based evaluation of the results in terms of fitting between the source and iden-

tified vehicle model revealed a good matching between the two sources. Now, extraction

of objective metrics shall demonstrate a percentage error that will be introduced when

employing the identified vehicle model instead of real-world execution of the standard

handling maneuvers. The extraction of these metrics (Appendix C) is performed man-

ually and the definition of the errors is shown on the example of the step input related

metric SI(ψ̇/δw)T1 , i.e.

∆SI(ψ̇/δw)T1 =

(
SI(ψ̇/δw)T1 − ŜI(ψ̇/δw)T1

)
SI(ψ̇/δw)T1

. (5.3)

There, ŜI(.) refers to the objective metric that is extracted from the simulation results of

IVM. Figure 5.23 shows the percentage errors of the maneuver-specific objective metrics.

With regards to the metrics obtained from the steady-state circular drive the slopes of

the characteristics δw vs. ay and β vs. ay at an acceleration level of ay=6m·s-2 are

significantly different from the source model. Considering the plots in Figure 5.17(a) and

(d) the overall fitting is quite well, but the metrics refer to the slopes of the characteristics

and these are obviously different (for some points). In order to calculate these slopes

the data set is approximated by a spline and the derivative w.r.t. ay evaluated. So, it

15The transient tire force build-up is a rather complex process, see e.g. [PAC12] for details.
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(c) Sinusoidal input (one period).
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(d) Sinusoidal input (constant freq.).
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(e) Sinusoidal input (varying freq.).

Figure 5.23: Comparison of extracted objective metrics from source model (IPG
CarMaker R©) and identified vehicle model (IVM).

is obvious that there are two sources of errors, i.e. the spline approximation and the

fitting between source and IVM. For the maneuvers step input and sinusoidal input (one

period) the most obvious differences can be found in the phase-shift related metrics, see

Figure 5.23(b) and (c). However, as the estimates of the IVM are within the permissible

range of sensor accuracy, see Figures 5.18 and 5.19, these deviations are not further

discussed and assumed acceptable. The differences in terms of objective metrics for the

sinusoidal input with constant frequency are low with one exception, i.e. the phase shift

between the steering angle and yaw rate, see Figure 5.23(d). Interestingly, even if the
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percentage of difference appears high, the same holds true as described previously, i.e.

the estimates of IVM are still within the required sensor accuracy range.

For the sinusoidal input with varying frequency the fitting is well and that is also reflected

by the results in Figure 5.23(e). The discussed deviation of the phase shift between

frequency responses of source model and IVM for excitation frequencies above 1Hz is

not transformed into the objective metrics. Here, it is only worth mentioning that the

metrics of resonance peaks and eigenfrequency were not applicable.

5.3.3 Human Perception Simulation

The idea of modelling the human perception is to gain further insights into the assess-

ment process. Transforming the basis of the objective metrics extraction to the driver

(rather than the vehicle) shall reveal additional information to model the linkage between

the metrics and the subjective evaluation, see [SCH10] for further details. Herein, it is

not the aim to develop that correlation and build the linkage. In fact, the signals shall

be transferred to what the human being ”feels” during the drive and then extract the

metrics. That broad database (together with the standard metrics) can then be used for

further scientific work in order to identify any relations between objective metrics and

subjective assessment.

Before integrating the modelled human sensors (Section 2.6) into the simulation en-

vironment and discussing the obtained results from virtually performing the standard

handling maneuvers, the to be expected behavior of the models shall be analyzed.

The semi-circular canals are responsible for the perception of angular rates. As the input

signal is the angular acceleration it approximates (at least for a certain frequency band)

an integrator, Figure 5.24(a) and (b). In literature there exist (at least) two different

modelling approaches of the semi-circular canals, i.e. with and without adaption. In

[WBGH06] it is claimed that for dynamic environments (e.g. aircraft/car simulators)

the adaption term is not required as the adaption time constants are a lot higher than

those of the system dynamics. However, based on [SCH10] the adaption terms are in-

cluded herein. Consequently, as can be seen in (b), low-frequent excitation signals are

attenuated significantly. Focusing on the perception of translational accelerations the

otoliths have to investigated further. Independent from the use of an adaption term,

the human perception of trans. accelerations is only sensitive up to fex=2Hz [SCH10].

In Figure 5.24(c) and (d) this is marked by the gray boxes. Implementation-wise the

high-frequency gain of the transfer function Goto(s) is compensated by a low-pass filter-

ing element with appropriate selection of the cut-off frequency. Finally, the perception

of the steering angle can be modelled with the transfer function Gms(s) and obviously

represents a lead-element in the control sense as does Goto(s). In the following the ma-

neuvers discussed in Section 5.3.1 are simulated again with consideration of the modelled

human senses. Solely the steady-state circular maneuver is not repeated as its integra-
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tion here is not useful16. The vehicle responses will be visualized in terms of yaw rate,

lateral acceleration, roll angle and vehicle sideslip angle. The latter is captured by the

visual perception that is modelled as pure time delay, as in (2.83).
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Figure 5.24: Frequency responses of the human perception (semi-circular canals, otoliths
and steering wheel). The modelling is presented in Section 2.6.

Some Notes on the Implementation The semi-circular canals take as input signals

the angular accelerations that are normally not measured in-vehicle. To overcome that

problem robust exact differentiators (as in Section 4.2.2.II) are implemented to estimate

yaw, roll and pitch accelerations. Furthermore, the output of the semi-circular canals is

an angular velocity. For the lateral dynamics this is not a problem, but for roll dynamics

an additional integrator needs to be added17.

16A simple argument refers to the adaption of the otoliths to actual constant yaw rates. This would
mean that tracking a given static yaw rate with a constant steering angle is not possible.

17It is that integration that smooths the signal and cancels the noise almost completely in Figures
5.25-5.29.
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For a better comparison between measured and sensed quantities a scaling of the latter

might be performed such that the values match under steady-state conditions. Herein,

no specific scaling is applied.

A Comment on the Notation For the subsequent analysis it is important to differ-

entiate between measured and sensed signals. Therefore, only the sensed signals will be

denoted by an additional subscript that refers to either the otoliths (”oto”), the semi-

circular canals (”scc”), the muscle spindles (”ms”) or the visual sense (”vis”).

Step Input ISO7401

The sudden excitation of the vehicle by actuating the steering wheel step-wise causes the

driver to sense the vehicle responses as presented in Figure 5.25. As already anticipated

once the motion is constant the yaw rate that the driver senses, vanishes due to the

inherent adaption capability of the semi-circular canals. The same holds true for the

roll angle. In terms of lateral acceleration perception there is a distinct peak in the step

response that is not seen in the measured signals. The vehicle sideslip angle remains

unchanged apart from the introduced dead-time.

t (s)

ψ̇oto (◦/s)

IVM simulations and
sensor output
(Section 5.3.1)

4.5

9.0

3 6

(a) Yaw rate perception ψ̇oto.

t (s)

ay,scc (m·s-2)

4

2

3 6

(b) Lateral accel. perception ay,scc.

2.2

1.1

3 6 t (s)

ϕoto (◦)

(c) Roll angle perception ϕoto.

−0.4

−0.8

3 6 t (s)

βvis (◦)

(d) Veh. sideslip angle percep. βvis.

Figure 5.25: Human perception signals of the step input maneuver, see also Figure 5.18.
The raw sensor signals are shown in the background of (a)-(d).
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Sinusoidal Input (One Period) ISO7401/ISO8725

The second maneuver for evaluation of the transient vehicle characteristics contains a

one-period enduring sinusoidal steering maneuver. In contrast to the step input there is

no constant excitation during this maneuver that would cause the perception signals to

vanish. Figure 5.26 shows the human perception signals. As expected from Figure 5.24(a)

the sensed yaw rate and roll angle are attenuated with respect to their magnitudes. That

is opposed to the lateral acceleration that shows an increased amplitude and due to the

lead-character of the otolith’s transfer function a positive phase shift, see Figure 5.26,

acts on the lateral acceleration.
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IVM simulations and
sensor output
(Section 5.3.1)
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(a) Yaw rate perception ψ̇oto.
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(d) Veh. sideslip angle percep. βvis.

Figure 5.26: Human perception signals of the sinusoidal input (one period) maneuver,
see also Figure 5.19. The background of (a)-(d) shows the raw sensor signals.

Sinusoidal Input (Continuous - Constant frequency) ISO7401/ISO13674

A steering signal with constant frequency applied to the vehicle yields the perception

signal results as depicted in Figure 5.27. In terms of interpretation there is no difference

compared to the previously presented maneuver, i.e. sinusoidal steering (one period).

Furthermore, the excitation frequencies are identical, so the only difference is the exis-

tence of steady-state conditions.
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Figure 5.27: Human perception signals for the sinusoidal steering (const. frequency)
maneuver, see also Figure 5.20.
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Figure 5.28: Lateral accel. percep. ay,scc vs. Wheel angle percep. δw,ms.

Moreover, the ellipsoidal that illustrates the characteristics of lateral acceleration against

steering angle is shown in Figure 5.28 for the case of perception signals.
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Sinusoidal Input (Continuous - Varying frequency) ISO8726

Before concluding the analysis of the human perception signal evaluation the last ma-

neuver, i.e. sinusoidal steering excitation with varying frequency is simulated. It allows

approximation of the system’s frequency responses, i.e. δw,ms → ψ̇oto and δw,ms → ay,scc.

The methods for extraction of the magnitudes and phase shifts with respect to certain

frequencies are identical to the ones described in Section 5.3.1. The obtained estimates

of magnitude and phase plots can be extracted from Figure 5.29. Quantitatively, the

interpretation of (a) can be directly extracted from Figure 5.24(a), i.e. the magnitude for

low and high excitation frequencies is attenuated significantly due to the characteristics

of Gscc(s).

5.3.4 Extraction of Objective Metrics

In general, the same objective metrics as specified in Appendix C can be extracted.

However, due to the different character of the sensed vehicle responses care needs to be

taken, whether the metrics are still meaningful, e.g. for SI(ψ̇/δw)Rss this is no longer

the case!

5.3.5 Comments

This second part of Chapter 5 reviewed the performance of state estimates related to the

identified vehicle model (considering the obtained parameter from Section 5.2). Com-

paring the source model (IPG CarMaker R©) and IVM results for certain standardized

vehicle handling maneuvers that are part of the objective vehicle dynamics assessment

work, revealed the potential of the method to support the overall assessment process.

The performance specifications of the maximum permissible deviations between source

model and IVM are based on given sensor accuracies, see e.g. [PHL08]. The required

accuracy is achieved for almost all performed maneuvers and looks overall very promis-

ing.

Furthermore, the integration of the human sense models allows the extraction of objec-

tive metrics that are based on a human being, rather than sensing devices. These values

do have the potential to be further used for correlations with subjective assessment as

in [SCH10].
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(a) Magnitude plot of the frequency response δw,ms → ψ̇oto.
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Figure 5.29: Estimated frequency responses of the vehicle dynamics affected by the
human sense models of muscle spindles Gms(jω) and semi-circular canals Gscc(jω) as well
as otoliths Goto(jω). Note that e.g. Gms(jω) represents the frequency response of the
system modelled by (2.87).
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5.4 Concluding Remarks on the Simulation-based Evalua-

tion

In summary, the observer-based parameter identification techniques as well as the han-

dling evaluation in simulations showed good performance in terms of accuracy when

compared to the source model IPG CarMaker R©. Clearly, the simulations of standard-

ized driving maneuvers also revealed the limits of accurate vehicle response estimates.

This is paid by the simple models as assumed in Chapter 2. However, when sticking

to the specified objective values, e.g. ISO7401, ISO4138 etc. the differences are within

an acceptable range that has the potential to provide some considerable time and cost

reduction to the overall vehicle dynamics assessment process.



6
Experimental Evaluation of

Selected Observer Concepts

It has been the aim of the previous chapters to systematically present the modelling

of vehicle dynamics, analyze their sensitivities with respect to model parameters, select

appropriate system outputs as an outcome of the sensor selection process and propose

observer-based parameter identification mechanisms. As the name suggests the latter

estimate non-measurable system states and uncertain model parameters simultaneously.

Validation of these concepts in a custom-built simulation environment has been subject

of the last chapter. Now, the deployment of those concepts to real-world systems con-

cludes the development process, intends to back up the findings of Chapter 5 and extends

them to scenarios of experimental application. Ideally, not only the observer-based iden-

tification techniques would be evaluated under real conditions. A comparison between

offline simulated and effectively performed handling maneuvers under real-world con-

ditions could reveal the integration potential of the proposed concepts into the overall

handling evaluation process. However, this would require the availability of an exper-

imental vehicle that is (at least) instrumented with those sensors listed in Table 1.1.

Unfortunately, that comparison can not be conducted due to the lack of experimental

facilities.

Nevertheless, some selected concepts of Chapter 4 are tested on real vehicle measure-

ment data. Moreover, the robust state estimator related to the electric steering system

(EPS), see Section 4.2.4, is deployed to a dedicated test bench of an EPS system, that

is available for experimental work.

Generally, in comparison to the complex simulations environment consisting of e.g. IPG

CarMaker R©, it is expected for real-world application that effects due to measurement

noise, time discretization, parasitic dynamics play an even more prominent role in evalu-

ating the observer performance. Speaking of the latter, for most of the selected concepts

211
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ground truth data of the mechanical systems, e.g. lateral tire slip-force characteristics,

effective roll stiffness, is not available. Consequently, evaluation is restricted to a com-

parison between measurement data and model predictions (under considerations of the

identified parameters). Solely for the electric steering system reference data of the re-

covered inputs, i.e. driver steering torque Th and wheel torque Tw, exists.

Focusing on the presented concepts of Chapter 4 it is the parameter and state estima-

tion of the lateral dynamics (Section 4.2.1), roll dynamics (Section 4.2.2) and robust

state estimation of the electric steering system (Section 4.2.4) that are evaluated on

experimental facilities.

6.1 The Implementation Setup

Ideally, the implementation of the proposed concepts is performed on a rapid-prototyping

platform (as described in Appendix D). The challenging problem that arises by doing so,

is the inherent low sampling time of vehicle-related measurements of τs = 0.01s. Due to

reasons of CAN performance it is not expected at the moment that the sampling times

will reduce dramatically within the foreseeable future. However, from the simulation

results1 it is already clear that such high sampling times cause a massive degradation of

the estimation performances and therefore render the implementation of the proposed

concepts unfeasible.

However, for the given application the need to access the vehicle’s CAN data bus is

only given temporarily. In other words, if the necessary sensor devices are integrated

into a stand-alone platform that performs its own data measurements, there are no

restrictions on the chosen sampling rate apart from the specifications of the processing

unit that is installed. In fact, any difficulties of up-sampling strategies that will arise

with the actual experimental vehicles will then be obsolete. Therefore, ”real” in-vehicle

implementation of the proposed algorithms is not realized. Nevertheless, the sampling

rate of the measured vehicle data is artificially increased such that the observer concepts

that are implemented in the Matlab R©/Simulink R© environment get new data every τs =

0.001s.

Alternatively, rather than using prediction-based algorithms for online increase of the

sampling rates the introduction of an artificial time delay will be discussed. A data

buffer that holds samples of e.g. time instants k and (k− 1) allows calculation of minor

time steps (in between (k − 1) and k) by simple interpolation techniques. That data is

then fed to the observers, but with a certain amount of time lag. From the perspective

of the observer the data rate is constant, but delayed with respect to the measurement.

However, as the observation results are not further used by any real-time application

the introduction of the time delay is acceptable. It only needs to be ensured when

inspecting the estimation results that the time synchronization between measurements

1The results of Chapter 5 are achieved by executing the proposed concepts with a sampling time
τs = 0.001s.
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and estimates is correct.

Scaling of the Variables In the sequel of this chapter the main results of the ex-

perimental evaluation will be presented. To some extent the measured vehicle data is

part of industrial cooperations and due to data confidentiality a scaling of the results is

required. In general, the notation

x∗(t) :=
x(t)

xscal
, (6.1)

defines a scaled variable x∗(t), with xscal being a (not further specified) constant. More-

over, publication of any vehicle related parameters as well as observer tunings is omitted

on purpose. Note that the notation of scaled variables is only used within figures.

6.2 Lateral Dynamics (Experimental Vehicle A)

Model parameter identification and performance evaluation of those results is based on

the measurement data gathered from experimental vehicle A, see Appendix D.2 for fur-

ther details.

Identification of the lateral tire slip-force characteristics refers to the parameter esti-

mation of the tire model TM Simple as specified in (2.29). Those six parameters are

recovered by separating the overall identification task into the estimation of lateral cor-

nering stiffness and maximum tire force (per wheel). From the latter and the assumption

of a slightly degressive curve for quantities of slip exceeding the maximum-related value,

see Section 5.2.3, the parameters B, C and D can be extracted2.

Lateral Cornering Stiffness

Knowledge extraction of the actual front and rear lateral cornering stiffness values re-

quires the vehicle to be operated within the so-called proportional range, i.e. the charac-

teristics between lateral force and slip are assumed linear. The two proposed concepts,

namely the Extended Kalman filter (EKF) and the variable structure unknown input

observer (VSUIO) are applied sequentially. Figure 6.1 shows the estimates of the yaw

rate ωz, vehicle sideslip angle β and the front and rear lateral cornering stiffness values

cαfe and cαr . Again, the presented quantities are scaled due to data confidentiality.

From the plots (a)-(f) it is obvious that the a priori estimates are corrected by measure-

ments of the yaw rate permanently throughout the complete experiment. Due to the

aggressive tuning of the filter parameters, allowing for fast convergence of the states and

parameters, the latter show significant variations with time and are therefore low-pass

filtered, see (e) and (f). Furthermore, it is worth mentioning that the ordinates of (a)

and (b) as well as (c) and (d) show the same ranges, i.e. the remaining error is directly

2For a detailed description of the maneuvers refer to Section 5.2.3 and Figure 5.3.
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related to the estimated signal. Calculation of scalar parameter values from the time

series of ĉαfe and ĉαr relies on averaging of values for the last forth w.r.t. time t in (e)

and (f). In contrast to the simulations-based validation of the concepts the estimates

are not obviously converging to a constant value, but remain within some boundary.

This effect is likely to be caused by measurement noise and parasitic dynamics whose

influence is projected onto the parameter estimates.

Evaluation of the VSUIO concept is shown in Figure 6.2. Therein, the start of the finite

time parameter estimation algorithm is delayed by some time lag. That is purely for

representations to show the convergence of the VSUIO. For practical applications, the

parameter estimation might start right with the vehicle sideslip estimation process. In

contrast to the EKF concept two instances of the VSUIO module need to be designed,

i.e. one for the front and one for the rear cornering stiffness estimation. Similarly as for

the results of the EKF, the ordinates of (a), (b) and (c), (d) do have the same ranges

such that the resulting errors are comparable with the estimated quantities. The plots

of (e) and (f) already show the low-pass filtered estimates of the front and rear lateral

cornering stiffness values. For the qualitative analysis of the parameter estimates the

same holds true as discussed for the EKF.

Interestingly, when comparing the two concepts applied to real-vehicle data the use of

different excitation maneuvers is obvious3. With respect to the excitation durations the

two maneuvers are approximately the same, but the steering amplitudes are different.

For the actual tuning of the EKF the steering amplitude needed to be above a certain

threshold in order to gain convergence of the parameters.

Final values of the lateral cornering stiffness value for the front and rear tire can then

be obtained by merging the results of EKF and VSUIO.

A General Comment on the Calculation of the Wheel Angle Both concepts4

need the steering angle of the wheel as system input. In practice, it is often calculated

from the measured steering wheel angle δh, as defined in (2.4.1), with neglecting any

elasticity of the steering system. The (nonlinear) static steering transmission is identified

by the use of wheel alignment turn plates. Even though there exist measuring techniques

for obtaining accurate quantities of steering angles, due to cost and installation time

drawbacks, these are rarely used.

Maximum Lateral Tire Forces

In Chapter 5.2 the experiments to be preferred for the estimation of maximum forces have

been introduced as either slow step input (similar to a steady-state circular maneuver) or

sinusoidal steering. Even though theoretically these are the preferences, for experimental

3The attentive reader might have noticed that within Section 5.2.3 as well.
4For the VSUIO-based mechanisms this only refers to the instance estimating the front cornering

stiffness uncertainty.
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(f) Estimations ĉ∗αr of c∗αr .

Figure 6.1: Experimental evaluation of the lateral cornering stiffness estimating EKF.
Maneuver: sinusoidal-like steering with low amplitude in order to stay within the propor-
tional range.

validation a highly dynamical driven lane change maneuver shall reveal the maxima of

front and rear forces.

This decision obeys the availability of historic measurement data as an experimental

vehicle with necessary sensor devices (e.g. optical velocity measurements) for the vali-

dation of the results is not available.

The estimation of the tire forces requires the lateral acceleration (compensated for any
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(e) Estimations ĉ∗αfe of c∗αfe .

0.33

0.67

t∗ (-)

VSUIO active
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(f) Estimations ĉ∗αr of c∗αr .

Figure 6.2: Experimental evaluation of the lateral cornering stiffness estimating VSUIO.
Maneuver: sinusoidal steering with low amplitude in order to stay within the proportional
range. From (c) it is obvious that the signal of the measured sideslip angle is significantly
affected by measurement noise for those low levels of excitation.

effects of the chassis’ roll motion) as system input. As the roll angle ϕ is not mea-

surable an estimation scheme, e.g. ARAO in Section 5.2, needs to be employed. But,

unfortunately the experimental vehicle that is equipped with the optical velocity sensor

does not provide any measurement data of either roll angle or rate. In fact, an approx-
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Figure 6.3: Experimental evaluation of the VSUIO concept to estimate maximum lateral
tire forces of the front and rear wheels. Maneuver: highly dynamical lane change maneuver
driven at approximately constant longitudinal velocity.

imation of the roll angle can only be obtained from an open-loop estimation5 that uses

the measured lateral acceleration as input. Additionally, the high rates of roll angular

velocity emphasize the nonlinear effects of the damping elements on the roll motion and

complicate the calculation of a compensated lateral acceleration. Despite the arising

problems, these estimates of the front and rear forces will be further used for obtaining

the required tire model parameters.

Figure 6.3 shows the estimates and errors of the yaw rate and also the maxima of the

absolute tire forces. In order to robustify the estimates to measurement and time-

discretization noise a low-pass filtering scheme is accommodated. Any introduced time

lags due to the filtration process are acceptable as only the maximum values are of

interest. The gray lines in Figure 6.3(c) and (d) show the estimates of the maxima.

Reconstruction of the Model Parameters The mechanism of converting the iden-

tified characteristic points of the front and rear lateral tire slip-force curves into model

parameters is identical to Section 5.2.3. It assumes a constant parameter B that gov-

5The model parameters are taken from the estimation results of vehicle B. This is assumed feasible
as it affects the identification and performance evaluation identically.
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(a) Steering wheel angle δ∗h.
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(b) Yaw rate ω∗z .
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(c) Measured lateral acceleration a∗y,m.
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(d) Vehicle sideslip angle β∗.

Figure 6.4: Experimental validation of the identified lateral slip-force curves. Maneuver:
moderate steering excitation such that the proportional range, i.e. |ay,m| < 4m·s-2 is not
left. Constant longitudinal velocity to reduce any coupling effects between longitudinal
and lateral vehicle dynamics.

erns the degressive part of the curve and from that the remaining parameters can be

recovered. The resulting parameters are not listed explicitly, but used within the next

section to validate the tire model on vehicle measurement data.

Results Performance Assessment

The validation of the estimated lateral slip-force characteristics is performed for three

different excitation levels. Proper selection of the validation maneuvers ensures that the

steering actuation is intensified from the first to the last experiment. At the end the

model with its identified parameters will be applied to the data from a handling maneu-

ver that brings the vehicle to the edge of stability. Even though the model prediction

accuracy for that region of operation is of minor importance for the given application,

it shows the extrapolation capability of the approach.

In general, the validation model is identical to that of Section 5.3 and denoted by the

abbreviation IVM. The first maneuver and the resulting vehicle responses are shown in

Figure 6.4. It shows the measurements of steering wheel angle δh and the responses
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(d) Vehicle sideslip angle β∗.

Figure 6.5: Experimental validation of the lateral dynamics. Maneuver: dynamic steer-
ing excitation resulting in lateral accelerations |ay,m| > 4m·s-2. Here, the nonlinear char-
acteristics between force and slip gain importance.

in terms of yaw rate ωz, measured lateral acceleration ay,m and vehicle sideslip angle

β. During this maneuver the vehicle is operated within the proportional area, i.e. the

lateral acceleration is |ay,m| < 4m·s-2.

The estimates of yaw rate and lateral acceleration fit the measurements quite well. Solely

the vehicle sideslip angle appears to have some phase lag compared to the measurement.

However, due to the small magnitudes of the steering angle and resulting low sideslip

angles effects of the sensor noise on the measurements are significant.

The second maneuver is designed such, that the proportional range is left occasionally.

Then, the nonlinear characteristics of the slip-force curve gain importance for the esti-

mations of responses, such as yaw rate, sideslip angle etc. Figure 6.5 shows the fitting

between measurements and identified vehicle model estimates. Overall, the accuracy of

the model shows great potential for further handling maneuvers to be simulated. Now,

also the matching between measured and estimated vehicle sideslip angle is within com-

pletely acceptable ranges.

Finally, and this is the most surprising result, a vehicle maneuver that is performed

highly dynamical with arising lateral accelerations |ay,m| > 9m·s-2 is considered. Even

though for the process of handling evaluation such high lateral acceleration levels are
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Figure 6.6: Experimental evaluation of the lateral dynamics. Maneuver: highly dynam-
ical single lane change. The maximum of lateral acceleration is |ay,m| > 9m·s-2.

not of interest, it shows the extrapolation capability that is obtained by the model. The

maneuver itself represents a lane change driven at roughly constant velocity. Unfortu-

nately, during the experiment execution the optical velocity sensor failed to gather all

measurements.

Figure 6.6 shows the driver’s input in terms of steering angle and the resulting vehicle

responses. Furthermore, in (d) it illustrates the data gap that arose due to the sensor

fault. But, more importantly, the measurements and model predictions are both quan-

titatively and qualitatively on a good level. From these data points of the sideslip angle

measurements illustrated in (d) it can also be concluded that the sideslip predictions

seem to be good.

Comments

In summary, the slip-force curve identifying mechanisms have been validated for real-

world experiments. The concepts EKF and VSUIO provide good estimates of the cor-

nering stiffness values and in combination with the maximum lateral force identification

the parameters of the TM Simple model can be recovered.

It should be clear from the simple modelling approach of the tire forces (and also vehicle
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dynamics) that the actual set of parameters, i.e. B, C and D of front and rear tires

is only valid for the road conditions and vehicle configuration at present! In fact, any

changes with respect to these require a repetition of the identification process.

6.3 Roll Dynamics (Experimental Vehicle B)

The change of testing platform from experimental vehicle A to B is necessary, as the for-

mer is not equipped with a measurement device sensing any roll motion-related physical

values, rather than lateral acceleration (in the vehicle-fixed axis system). For vehicle B

the angular velocity of the chassis motion around the x-axis is captured and therefore

allows application of the observer-based concepts presented in Section 4.2.2. On the one

hand side this refers to an EKF and, on the other hand side there is a more sophis-

ticated framework (Figure 4.9 for estimation of roll-related model parameters and also

roll angle) that is based on sliding modes. Both concepts regard the measured lateral

acceleration as system input and the roll rate as output.

With regards to the design of the maneuver to be performed for the identification, some

aspects have already been covered in Section 5.2.4. So, from the perspective of correct

process execution the excitation refers to application of constant excitation frequencies

that are spread equidistantly over the frequency range of interest. However, this contra-

dicts the aim for time effectiveness and often for practical applications the excitation is

designed as a sinusoidal chirp signal with constant amplitude and increasing frequency.

Note that, with respect to the employed roll dynamics model the input is lateral accel-

eration. However, the actuation signal the driver handles refers to steering wheel angle.

Consequently, and this can also be seen in Figures 6.7 and 6.8, it is the steering wheel

amplitude that is kept constant, rather than lateral acceleration. The latter clearly is

a reaction of the vehicle and due to its frequency response characteristics modified by

some magnitude, depending on the excitation.

Figure 6.7 shows the experimental results obtained from the EKF mechanism. In (a) the

roll exciting lateral acceleration ay,m is depicted and (b), (c) show the vehicle responses

as well as their estimates. Focusing on (b) there is a reference roll angle illustrated that

needs some further explanation. In-vehicle measurement of the roll angle is not possible

for any of the experimental vehicles. But, exploiting the measurements of roll rate ωx
and correcting it by the help of some sophisticated signal processing mechanisms, an

estimate can be obtained that allows interpretation as pseudo-reference. However, there

is one obvious difficulty with this estimate, i.e. at the time of the maneuver execution

no information on the test track inclinations were available. So, even if the measured

roll rate used as basis for the pseudo-reference generation is compensated for slow per-

turbations due to road disturbances, it does not guarantee the vanishing of all inherent

effects due to the road conditions. Hence, rather than using the pseudo-reference roll

angle as estimation performance indicator it should only show that the estimated roll

angle is not completely off the reference.
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Another interesting aspect depicted in (b), (c), (d) and (e) is the module activation

based on certain signals, see Section 5.1 for details. The gray boxes indicate that the

EKF takes into account the measurements of roll rate in order to correct the a priori

estimates of the internal system model. These corrections ensure proper estimates of the

parameters, rather than considering only the internal random-walk model.

Figures 6.7(d) and (e) show the estimation of the model parameters. The request for

fast convergence of the parameters results in nervous traces of parameter estimates and

suggests the use of low-pass filtering. There is, and this backs up the results of Section

5.2.4, some influence of the excitation frequency on the parameter estimates. But, in

order to keep the model complexity low, the time series in (d) and (e) might be averaged

for the last thirds of the signals to obtain single value estimates.

For the variable structure based unknown input observer (VSUIO) the situation is a bit

more complex as it involves several submodules that need further analysis. This will be

conducted on the basis of the identical measurement data used for the EKF concept.

The tuning of the involved mechanisms should follow a certain procedure in order to

ensure correctness of the estimates. First, correct time differentiation of the input sig-

nal can only be guaranteed, if the RED algorithm is set up correctly. Thereafter, the

(adaptive) robust state estimation, finite time parameter estimation and adaptive roll

angle observer can be adjusted accordingly, preferably in the order mentioned. Then, the

overall state and parameter estimation concept will yield results as presented in Figure

6.8.

For the VSUIO mechanism the time derivative of the input signal, namely the lateral

acceleration ay,m, needs to be calculated, see y,m in (b). By using low-pass filtering tech-

niques the inherent high-frequency gain of the differentiator can be counteracted, such

that the calculated jerk is not affected heavily by noise. In [LEV98] it is also claimed

that the application of the low-pass filter after the differentiator is still the better choice

compared to differentiating linear low-pass filter structures. In general, the amount of

measurement noise that can be expected from a standard sensor is not considered as a se-

rious problem as showed the simulation-based robustness analysis in [TRH14b]. Therein,

the expectable amount of low-cost sensor measurement noise has been intensified by a

factor of 3 and still the resulting parameter estimates are close to the results obtained

for a standard amount of noise.

Figure 6.8(c) shows the observation results with respect to the roll rate ωx. In the back-

ground the adaptive character of the observer gain λ̃1 is illustrated. The last subplot

of Figure 6.8 deals with the roll acceleration and its estimates by ARSE and FTPE.

The recovered uncertain parts of the parameters a21 and a22, see (4.84), are depicted in

Figure 6.9(a) and (b). The applied low-pass filters actually serve the purpose to smooth

the nervous estimates that stem from an aggressively tuned FTPE algorithm, ensuring

low convergence times. Extraction of single values can again be obtained by building

averages of the time series for approximately the last thirds of the signals.
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Figure 6.7: Roll dynamics parameter identification - experimental evaluation of the
EKF concept. Maneuver: sinusoidal steering with constant steering angle, but varying
frequency (fex = 0.3− 2.2Hz). The longitudinal velocity is kept constant vvx ≈ 80km·h-1.
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Figure 6.8: Roll dynamics parameter identification - experimental evaluation of the
VSUIO concept (RED, ARSE and FTPE). Maneuver: as in Figure 6.7.
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Figure 6.9: Roll dynamics parameter identification - experimental evaluation of the
VSUIO concept (FTPE). Maneuver: as in Figure 6.7. The estimated parameters are
smoothed by employing a first-order low-pass filtering structure.

Now, exploiting the obtained roll model parameters and forwarding them to the adaptive

roll angle observer (ARAO) allows achievement of the results plotted in Figure 6.10.

Again, even if the roll angle is shown in (a) that refers to an offline calculated estimate

from the measurements of ωx. Further details on the approximation of the reference roll

angle are provided at the beginning of this section.

A Comment on the Sensor Noise of the Lateral Acceleration An often dis-

cussed drawback of the VSUIO concept is its requirement for differentiating the system

input once in order to increase the relative degree from plant output to unknown input

artificially. Argumentation against that procedure often uses the problem of measure-

ment noise on the lateral acceleration signal. From the previous section it should be

clear, and this is further underlined by [TRH14b], that the noise is not a severe problem.

Moreover, the integration of the algorithms into a stand-alone hardware that embeds

user-specific (high-quality) acceleration sensors rebuts the argumentation against the

differentiation completely.

Results Performance Assessment

Assessment of the identified roll model parameters comprises two different maneuvers.

The first is similar to the parameter identification run and contains sinusoidal steering

with constant amplitude, but varying frequency. The range actually varies from fex ≈
0.3−2.0Hz. This validation maneuver is selected in order to demonstrate the estimation

performance of the roll angle and rate for various excitation frequencies. Figure 6.11

shows the system input, i.e. measured lateral acceleration ay,m and also the roll rate ωx
(measured and predicted)6. Both parameter sets, i.e. of the EKF and VSUIO concepts,

6Note that, due to the lack of the angular position measurement it is the velocity that serves as
ground truth data.
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t∗ (-)

ω∗x, ω̂
∗
x (-)

0.33

0.67

−0.33

−0.67
Measurement VSUIO

FTPE active
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Figure 6.10: Roll dynamics parameter identification - experimental evaluation of the
VSUIO concept (ARAO). Maneuver: as in Figure 6.7. The illustrated roll angle measure-
ment in (a) is obtained by sophisticated offline signal processing algorithms based on the
measured roll rate ωx.

are employed and the results compared against each other. Obviously, the parameters

are quite similar and the results of EKF- and VSUIO-based predictions with respect

to the chassis’ roll rate can hardly be distinguished. In summary, the fitting between

measurements and model predictions looks promising.

The second experiment is more related to a highly dynamical driving maneuver, i.e. an

aggressively performed double lane change. Consequently, this second maneuver aims

to reveal the potential of the extrapolation capability. In general, for the objective of

parameter identification the excitation levels w.r.t. the lateral acceleration are within

a range of |ay,m| ≈ 4m·s-2. However, for this maneuver that level is exceeded by far.

Considering Figure 6.12, the lateral acceleration ay,m is depicted in (a) and the chassis’

response, i.e. roll rate ωx, in (b). Similarly to the previous experiment, there are no

obvious differences between the two parameter sets from EKF and VSUIO. Both show

good matching with the measurement data.
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(a) Measured lateral acceleration a∗y,m.
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(b) Roll rate ω∗x.

Figure 6.11: Validation of roll model parameter estimation. Maneuver: sinusoidal sweep
steering (fex = 0.3−2.0Hz) at const. longitudinal velocity vvx ≈ 80km·h-1. Both parame-
ter sets (VSUIO- and EKF-based) are used and compared against the real measurements.
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Figure 6.12: Validation of roll model parameter estimation. Maneuver: double lane
change (longitudinal velocity vvx ≈ 70km·h-1). Again, model predictions based on both
sets of parameters (VSUIO- and EKF-based) are evaluated and compared against the real
measurements, i.e. roll rate ωx.
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6.4 Steering Dynamics (EPS Test Bench)

The proposed robust state estimator (Section 4.2.4) will be evaluated on an Electric

Power Steering (EPS) test bench available on-site for experimental work. Further de-

tails of the test bench setup are provided in Appendix D, Section D.3.

In terms of measured system variables the steering wheel sensor provides an angular

position data of δh and also a time-derivative. But, the sampling rate of the derivative

is ten times lower than that of the position. Consequently, it is also approximated by

a robust exact differentiation concept as discussed in Section 4.2.4.II. Measurement of

the steering column twist δd is obtained from a torque sensor that is available for any

standard electric power steering systems, as suggested in e.g. [PFE06]. However, from

the torque sensor position in Figures D.2(a) and (b) it is clear that the measured torque

value does not coincide with the driver input torque. Therefore, in order to obtain an

accurate quantity of the driver torque, an estimation scheme needs to be employed. In

contrast, the installation of a measurement steering wheel would also solve that problem,

but is cost- and time-intensive. Moreover, the motor torque that serves as plant input

can be assumed to be known accurately.

For the evaluation of the observation concept the excitation maneuver consists of two

phases, i.e. the steering wheel actuation within the first section is kept moderate (with

respect to angular velocity and also steering torque). Within the second phase the

steering actions are more dynamical resulting in both, higher angular rates and steering

torque. Furthermore, the high transients of the second experiment phase shall reveal the

capability of the sliding mode observer to respond rapidly to any changes of the wheel

torque. The experimental results are shown in Figure 6.13. In (a) the measured and

estimated steering wheel angular velocities are illustrated. Plot (b) shows the estimates

of column angular velocity ωs and its reference (see Appendix D for details). And, (c)

visualizes the twisting angles (estimate and reference7). The non-measured angular ve-

locity ωs is estimated accurately, even if the unknown input ζ2, see (3.66), acts on the

system.

The recovered unknown inputs of steering torque Th and also wheel torque Tw are shown

in Figure 6.14. By using higher-order low-pass filtering techniques the undesired effects

of an aggressive observer tuning (allowing for estimation of high transients in a satis-

factorily way) and also measurement noise can be reduced. Alternatively, an adaptive

gain scheme, e.g. [STP12], can also solve the problem of the aggressive (static) observer

gains.

Clearly, recovery of the steering torque in Figure 6.14(a) shows good matching with

the reference. Unfortunately, for the EPS test bench the steering torque is not directly

measurable. That would require installation of a measurement steering wheel. But, the

accurate knowledge of the model parameters and assumption of no model imperfections

7The reference can be obtained from the output of the torque sensor.
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(c) Estimation δ̂∗d of δ∗d .

Figure 6.13: Experimental evaluation of the robust state estimation related to the EPS
system. The experiment is performed such, that moderate actuation as well as highly
dynamical steering are covered.

w.r.t. to the first channel of (4.123), allow calculation of a reference value for Th
8.

Moreover, the arising lateral forces that cause the wheel torque Tw, are implemented for

the EPS test bench by spring-damper elements, see also Figure D.2(d). Theoretically,

the measurement of those forces could be conducted by installed load cells. In practice

8In comparison to the observer-based calculation of the steering torque this method requires the
explicit differentiation of ωh w.r.t. time.
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(b) Estimation T̂ ∗w of T ∗w.

Figure 6.14: Recovered unknown inputs of steering torque Th and wheel torque Tw
during the experimental evaluation of the EPS-related VSUIO concept.

however, the force quantities are obtained from feeding the displacement measurements

of the steering rack into a second-order system that calculates, based on the spring

stiffness and damping coefficients, the forces at the steering rack corresponding to the

arising wheel torques. In summary, the variable structure unknown input observer has

been tested successfully for the robust state estimation of the EPS-related system states,

i.e. steering velocity ωh, column angular rate ωs and twisting angle of the steering col-

umn δd. Moreover, the recovered unknown inputs that refer to the steering torque Th
and wheel torque Tw are matching their references well. Even for high slew rates of the

wheel torque the estimates are close to the reference values. In terms of further use, the

recovered steering wheel torque can be used for the assessment work whereas the wheel

torque (or corresponding lateral tire forces) can be exploited for feedback generation of

the actual road conditions to the driver.
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6.5 Concluding Remarks on the Experimental Evaluation

Three different concepts related to the lateral and roll dynamics as well as steering dy-

namics have been successfully migrated to an experimental environment. The estimation

of the lateral slip-force characteristics based on two individual concepts, namely sliding

modes and Extended Kalman filter showed good estimation performance despite the

presence of measurement noise and parasitic dynamics. At this point one important ad-

vantage of the sliding mode technique shall be mentioned. In contrast to the EKF that is

tuned for the noise characteristics, the gain setup of the sliding mode-based observation

techniques is completely independent of any noise properties! The obtained parameters

were tested using a model to predict vehicle responses in terms of yaw rate etc. and

the fitting between estimates and measurements are promising. However, for the sake of

integration to the handling evaluation process further extensive testing needs to be con-

ducted. The experimental validation presented in here can only be considered as a first

step. In order to draw any conclusions on the prediction accuracy a fully instrumented

experimental vehicle would be required that allows identification of the vehicle parame-

ters. Based on these, the comparison between offline simulated and effectively performed

handling maneuvers, as in Section 5.3, would reveal the capability of the overall method

to be integrated into the model-based assessment process.

Identically, the evaluation of the roll dynamics needs to be pursued further, i.e. vali-

dation of the estimation results on the basis of an instrumented experimental vehicle.

Only the estimates of the EPS system are evaluated to an extent that reliable reference

values are available.

In general, it can be concluded that the first evaluation phase is successfully completed

and further experimental validation required.





7
Conclusion

7.1 Thesis Objective and Main Contributions

This thesis aims to extend state of the art work related to the model-based vehicle

dynamics assessment process by means of observer-based parameter identification tech-

niques and use of cost-efficient measurement equipment. This is derived from the fact

that existing approaches commonly apply the parameter identification algorithms offline

and/or do rely on cost-intensive measurement equipment. Offline in that sense refers to

the decoupling and sequential execution of the test drive and parameter estimation.

Basically, the presented framework allows online estimation of unknown vehicle model

parameters from a set of measurement signals using state observation techniques. Adher-

ence to cost-efficiency is ensured by installation of low-cost sensing devices, e.g. mainly

angular rate and translational acceleration sensors. Moreover, due to the estimation

of states, related to certain vehicle dynamics, the necessity of measuring all vehicle re-

sponses is obsolete.

Herein, a systematic approach for the design of the observation principles has been inves-

tigated. Starting with the modelling of the vehicle motion, the obtained results (i.e. the

sets of differential equations) are represented by means of the state-space formulation.

Sensitivities of state variables are analyzed further with respect to parameter variations.

The findings from that analysis provide a theoretical overview of those parameters that

influence the system states significantly (when being varied). Consequently, that in-

formation can be exploited for the selection of parameters to be estimated. The sensor

configuration is not only based on the availability of experimental facilities, but also sup-

ported by observability measures providing quantitative information on the observability

of the system (w.r.t. different system outputs). The designed observation mechanisms

differ from existing approaches e.g. in the fact that angular velocities, rather than posi-

tions are used for the estimation corrections. A simulated vehicle dynamics assessment

233
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process shows the potential of the observers to estimate the vehicle parameters and

also demonstrates the accuracy of the model predictions exploiting these parameter es-

timates. Complementary, selected observation structures are evaluated experimentally,

taking into account real vehicle measurement data. Moreover, the robust estimation

of steering system related states is evaluated on a test bench representing an Electric

Power Steering system. Both, the simulations-based and also experimental evaluation

runs show satisfactorily accuracy of the state and parameter estimates. However, the

experimental evaluation of the concepts needs to be conducted more extensively for dif-

ferent vehicle types and configurations.

The sequel of this section discusses the main contributions of this thesis and also reviews

the extent to which the formulated questions of Section 1.3 could be answered.

Tailored vehicle dynamics models for observer design process

The evaluation of the vehicle handling requires accurate information regarding the vehicle

motion that is commonly obtained from measurement devices. Theoretically, the motion

could also be described by mathematical models, but these rely on numerous parameters.

In order to maintain the possibility for online estimation of selected parameters, one is

obliged to find trade-off between their number and the resulting model accuracy. Herein,

for the longitudinal and lateral vehicle motions as well as the roll and pitch motions of the

chassis these models were defined such, that the number of unknown parameters is kept

low, allowing for observer-based parameter identification. Nevertheless, as demonstrated

in Section 5.3.1 the models describe the vehicle motion accurately enough to provide data

for the extraction of objective metrics. These can be further used for the assessment

process.

Systematic selection of sensor types based on observability measures

Normally, the measurement setup is well-known a priori to the observer design process.

For the vehicle dynamics assessment recommendations suggest the types and accuracies

of sensors to be installed, e.g. [PHL08]. Herein, the approach is chosen differently, as the

selection of sensor types is based on a system analysis exploiting observability measures.

The latter do not provide the standard binary results of observability, but return a

quantitative feedback how ”well” the system is observable (w.r.t. a certain output). In

fact, these results coincide with the assumption to install only low-cost measurement

devices, e.g. gathering angular velocities.

Systematic selection of vehicle model parameters to be identified

Design of the observer-based parameter identification mechanisms requires the definition

of those parameters that need to be estimated. Therefore, two sources of information are

considered. First, the efforts are taken into account to obtain certain vehicle parameters

from static measurements, e.g. vehicle mass, planar CoG position. Second, a parameter
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sensitivity analysis reveals information on the influence of certain parametric changes on

the state variables. Merging these sources allows a systematic selection of the parameters

to be estimated by observer-based schemes.

Adapted observer design for mechanical systems using velocity measurements

Existing robust observation mechanisms based on (higher-order) sliding modes, e.g.

[DFL05] consider a mechanical system, where the forces are perturbed and the posi-

tion is regarded as system output. Herein, it is not the position, but the velocity that

is measured. This minor change of the system output renders the usability of standard

observation concepts obsolete due to certain system architectural restrictions, i.e. the

relative degree of the output w.r.t. the unknown perturbation does not equal the system

order. Therefore, an environment consisting of several peripheral mechanisms, e.g. a ro-

bust exact differentiator, is proposed (see Section 4.2.2.II). Generally, it can be deployed

to any mechanical system consisting of the same structure as described. Herein, it is

used for the estimation of roll dynamics related states and parameters.

Utilization of finite time parameter estimation concepts for an automotive

application

Interpretation of parametric uncertainties as an unknown input to a system allows its

recovery by sliding mode observers in finite time. Knowledge of the unknown input struc-

ture and the availability of the robustly estimated system states allows the identification

of the parameters using standard least-squares approaches, e.g. [DFP06, TRH14b]. How-

ever, due to an asymptotic convergence the property of a finite parameter estimation

error convergence time is lost. Herein, considering the roll dynamics, the employment of

the robust exact differentiator (HOSM), adaptive robust estimator (HOSM) and finite

time parameter estimation (GSTA) ensures overall finite time convergence.

Moreover, to the best knowledge of the author the finite time parameter estimation al-

gorithm, that is also applied for the estimation of the lateral cornering stiffness, has not

yet been used for automotive applications. Its employment allows time-efficient tuning

of the observer gains, robust estimates of the parameters and it does not diverge, even

if the system is not excited persistently.

Driver feedback of model prediction accuracy

A mechanism is designed and implemented, that compares the predictions of the model

using estimated parameters and real measurements. Transformed into a rating the driver

receives some information of the actual parameter quality and is able to terminate the

test drive, if those rates are within specified limits. This guarantees time- and cost-

efficiency.
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Evaluation of the concepts in simulations and experiments

The proposed parameter identification concepts have been evaluated in a specific en-

vironment including the software package IPG CarMaker R© and implementations of the

mechanisms within MATLAB R©/Simulink R©. Comparing the results of standard handling

maneuvers, e.g. step input, sinusoidal input simulated in CarMaker R© and predicted by

models using the identified parameters, showed that the latter are within the permissible

sensor accuracies for the assessment process. This demonstrates on the one hand side

the validity of the proposed observer-based parameter identification concepts and on

the other hand the framework’s potential to support the model-based vehicle dynamics

assessment.

Referring to the specific observer concepts, the lateral slip-force characteristics are re-

covered from a combination of sliding mode concepts and an Extended Kalman filter.

The parameters of the roll dynamics are successfully identified by higher-order sliding

mode concepts and an EKF. The redundant implementation of the concepts increases

the reliability of the parameter estimates. For the pitch dynamics an EKF is proposed,

that provides accurate estimates of the pitch angle. However, the parameter estimates

show a high variance (due to the inherent system nonlinearities) and hence are not fea-

sible for offline simulation work. Moreover, the longitudinal dynamics modelling based

on multi-layer perceptrons showed good results for the training data, but suffered from

robustness issues when being applied to alternative vehicle data. This might come from

the lack of extensive measurement data to train the network. Finally, two concepts for

estimation of the road disturbances are proposed, that are ideally employed at the very

beginning of the process to evaluate the suitability of the test track for evaluation work.

Experimental evaluation could only be performed to such an extent that the predictions

of an identified vehicle model are compared to certain vehicle measurements. However,

the lack of extensive measurement equipment does not allow to draw final conclusions on

the accuracy of the methods applied in-vehicle. This step needs to be conducted even-

tually. Furthermore, a wider spectrum of vehicles (different types and configurations)

shall provide additional information on the robustness and accuracy of the concepts.

7.2 Future Work

The sequel of this chapter discusses some suggestions for enhancement of the proposed

mechanisms and future perspectives.

Improvement of the model accuracies and extraction of parameters

In order to estimate state variables and model parameters simultaneously (online) the

number of parameters to be identified needs to be kept low. This allows slim and ro-

bust observer designs. However, from the evaluation work in Chapter 5 some potential

improvements were identified. These include integration of a load-dependent pneumatic
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trail, as in (2.32) and transient tire force build-up (2.37) also within the underlying ob-

server design models. Furthermore, explicit consideration of the steering elasticity can

increase the accuracy of the transformation from steering wheel angle δh to wheel angle

δw.

Another idea not covered explicitly is the extraction of wheel-specific slip-force charac-

teristics, rather than axle-related ones. Exploiting a calculated dynamic load transfer of

vertical tire forces allows separation of the axle forces into wheel-specific quantities.

Integration of a steering system model into the offline evaluation procedure

Currently, the steering system is only integrated to that extent in the offline handling

evaluation that its influence on the (front) lateral cornering stiffness is considered. In

combination with the robust state estimation mechanism allowing recovery of relevant

system input torques it should be possible to extract further information from the steer-

ing system. That can be used for evaluation work. Currently, a steering system model

allowing to predict the arising steering torque offline is completely missing.

Estimation of human perception-related dynamics

The integration of the human perception models allows extraction of objective metrics

related to the driver senses, rather than measurement devices. However, the identified

model parameters correspond to the vehicle dynamics and do not take into account the

human at all. Therefore, a question of research could be to merge these two approaches,

i.e. human sense and vehicle dynamics modelling. Employment of observation concepts

allows identification of parameters, that can be further used for correlation analysis

with subjective ratings, see Chapter 1. Interestingly, these parameters would inherently

conserve somehow information of the vehicle as well as driver perception.

Modification of the observer-based parameter identification methods

Essentially, the modifications of the vehicle dynamics models as well as the integration

of the human perception into the observer structures require a complete re-design of the

observer-based parameter identification techniques. Sticking to the proposed concepts

this task deals also with the implementation and evaluation of (4.69), i.e. the finite-

time identification of the (uncertain) cornering stiffness and the initial condition of the

vehicle sideslip angle. Moreover, it includes the analysis of a sampling time decrease and

its effects on the parameter estimates as well as introduction of possible counteractions,

e.g. to be found in the field of discrete-time sliding modes [MON02, BJ06].

Vehicle dynamics assessment validation

The focus of this thesis is purely put on the extraction of objective metrics from model-

based simulations. The resulting database consists of objective metrics extracted from
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standard vehicle responses as well as human perception signals. At the moment strong

correlation between subjective ratings and the database (especially the human percep-

tion signals) can only be assumed as presented in e.g. [DEC09, SCH10]. Consequently,

performing an extensive statistics analysis that reveals further insights between the cor-

relations of subjective and objective ratings remains an open issue.



A
Coordinate Frames

A.1 Coordinate Frames for Vehicle Motion Description

The standard ISO8855 [ISO91] (for german-speaking countries DIN70000) defines the

following coordinate systems for description of the vehicle motion. Figures A.1(a)-(e),

A.2(a), A.2(b) illustrate these coordinate systems.

Earth-fixed axis system Ce={Oe; xe, ye, ze} - A right-hand orthogonal axis system

fixed to the earth. The spanned plane of the xe- and ye-axes coincides with a horizontal

plane, e.g. the road surface. The orthogonal ze-axis points upwards.

Vehicle-fixed axis system Cv={Ov; xv, yv, zv} - A right-hand side orthogonal axis

system with origin Ov at choice (typically chosen as the vehicle’s center of gravity).

However, alternatively it might be selected as half of the vehicle’s wheel in order to

be independent of the load. The xv-axis points forwards (vehicle’s longitudinal plane

of symmetry), the yv-axis points to the driver’s left-hand side and the zv-axis points

upwards. The orientation of the vehicle-fixed coordinate system with respect to the

earth-fixed system is defined by three consecutive rotations about the CARDAN angles

1.) yaw ψ, 2.) pitch θ, 3.) roll ϕ. Further details are given in [ISO91].

Intermediate axis system C={O; x, y, z} - A right-hand side orthogonal axis system

in which the xy-plane is parallel to the xeye-plane of the earth-fixed axis system. The

x-axis is the projection of the xv-axis onto the xeye-plane. The z-axis points upwards.

The origin O coincides with Ov.
Wheel axis system Cw={Ow; xw, yw, zw} - A right-hand side orthogonal axis system

where the xw-axis is the intersection of the wheel plane and the xeye-plane with a positive

direction forwards. The xwyw-plane is parallel to the xeye-plane. And the zw-axis points

upwards. The origin Ow is in the center of the tire-road contact patch.
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(a) Lateral view - left side. (b) Front view.

(c) Lateral view - right side. (d) Rear view.

(e) Top view.
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Figure A.1: Axis systems as defined in ISO8855 [ISO91] - lateral, front, rear and top
views.
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Figure A.2: Axis systems as defined in ISO8855 [ISO91] - three-dimensional front and
rear views.
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Mathematical Supplements

B.1 Chapter 3 - Lateral Dynamics 3.2.2.II (ΣL2)

II.2 Parameter Sensitivity Analysis The calculation of the matrices AL2(t,ρ) and

BL2(t,ρ) is defined in (3.3) and requires partial differentiation of the functions f1(x,ρ,u)

and f2(x,ρ,u), see (3.35), w.r.t. the state vector x and the parameter vector u. For

brevity the abbreviations
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Furthermore, the derivatives of f1(x,ρ,u) w.r.t. to ρ yield
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and finally the derivatives of f2(x,ρ,u) w.r.t. ρ are given by
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r

]
x1,
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∂f2

∂ρ3
=
ρ4 αfe
ρ8 u2

γ
− 1

2
f ,

∂f2

∂ρ4
=
ρ3 αfe
ρ8 u2

γ
− 1

2
f −

ρ3 ρ
2
4 α

3
fe

ρ8 u2
γ
− 3

2
f ,

∂f2

∂ρ5
=
ρ6 αre
ρ8 u2

γ
− 1

2
r ,

∂f2

∂ρ6
=
ρ5 αre
ρ8 u2

γ
− 1

2
r −

ρ5 ρ
2
6 α

3
re

ρ8 u2
γ
− 3

2
r ,

∂f2

∂ρ7
= 0,

∂f2

∂ρ8
= −

ρ3 ρ4 αfe
ρ2

8 u2
γ
− 1

2
f − ρ5 ρ6 αre

ρ2
8 u2

γ
− 1

2
r ,

∂f2

∂ρ9
=

−ρ3 ρ4

ρ8 u2
2

γ
− 1

2
f +

ρ3 ρ
3
4 α

2
fe

ρ8 u2
2

γ
− 3

2
f − ρ5 ρ6

ρ8 u2
2

γ
− 1

2
r +

ρ5 ρ
3
6 α

2
re

ρ8 u2
γ
− 3

2
r

 u3.
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III.2 Parameter Sensitivity Analysis The elements of the matrices AL3(t,ρ) and

BL3(t,ρ) result from the partial derivatives of the functions f1(x,ρ,u) and f2(x,ρ,u),

see (3.42), w.r.t. x and ρ. The following abbreviations are used to increase readability

τ2f := sin

(
ρ4 − ρ4 e

−
|αfe |
ρ5

)
bαfee0, τ2r := sin

(
ρ7 − ρ7 e

− |αre |
ρ8

)
bαree0,

with

αfe = u1 − x2 −
ρ1 x1

u2
− ρ11 u3

u2
, αre = −x2 +

ρ2 x1

u2
− ρ11 u3

u2
.
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Then, the partial derivatives of f1(x,ρ,u) and f2(x,ρ,u) w.r.t. ρ read as

∂f1

∂ρ1
=
ρ3

ρ9
τ2f +

ρ1 ρ3

ρ9

[
− ρ4

ρ5 u2
x1 ξf

]
,

∂f1

∂ρ2
= −ρ6

ρ9
τ2r +

ρ1 ρ3

ρ9

[
ρ7

ρ8 u2
x1 ξr

]
,

∂f1

∂ρ3
=
ρ1

ρ9
τ2f ,

∂f1

∂ρ4
=
ρ1 ρ3

ρ9

[
1− e

−
|αfe |
ρ5

]
cos

(
ρ4 − ρ4 e

−
|αfe |
ρ5

)
bαfee0,

∂f1

∂ρ5
=
ρ1 ρ3

ρ9

[
−ρ4

ρ2
5

αfe ξf

]
,

∂f1

∂ρ6
=
ρ2

ρ9
τ2r ,

∂f1

∂ρ7
= −ρ2 ρ6

ρ9

[
1− e

− |αre |
ρ8

]
cos

(
ρ7 − ρ7 e

− |αre |
ρ8

)
bαree0,

∂f1

∂ρ8
=
ρ2 ρ6

ρ9

[
ρ7

ρ2
8

αre ξr

]
,

∂f1

∂ρ9
= −ρ1 ρ3

ρ2
9

τ2f +
ρ2 ρ6

ρ2
9

τ2r ,

∂f1

∂ρ10
= 0,

∂f1

∂ρ11
= −ρ1 ρ3 ρ4 u3

ρ5 ρ9 u2
ξf +

ρ2 ρ6 ρ7 u3

ρ8 ρ9 u2
ξr,
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∂f2

∂ρ1
=

ρ3

ρ10 u2

[
− ρ4

ρ5 u2
x1 ξf

]
,

∂f2

∂ρ2
=

ρ6

ρ10 u2

[
ρ7

ρ8 u2
x1 ξr

]
,

∂f2

∂ρ3
=

1

ρ10 u2
τ2f ,

∂f2

∂ρ4
=

ρ3

ρ10 u2

[
1− e

−
|αfe |
ρ5

]
cos

(
ρ4 − ρ4 e

−
|αfe |
ρ5

)
bαfee0,

∂f2

∂ρ5
=

ρ3

ρ10 u2

[
−ρ4

ρ2
5

αfe ξf

]
,

∂f2

∂ρ6
=

1

ρ10 u2
τ2r ,

∂f2

∂ρ7
=

ρ6

ρ10 u2

[
1− e

− |αre |
ρ8

]
cos

(
ρ7 − ρ7 e

− |αre |
ρ8

)
bαree0,

∂f2

∂ρ8
=

ρ6

ρ10 u2

[
−ρ7

ρ2
8

αre ξr

]
,

∂f2

∂ρ9
= 0,

∂f2

∂ρ10
= − ρ3

ρ2
10 u2

τ2f −
ρ6

ρ2
10 u2

τ2r ,

∂f2

∂ρ11
= − ρ3 ρ4 u3

ρ5 ρ10 u2
2

ξf +− ρ6 ρ7 u3

ρ8 ρ10 u2
2

ξr.
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Furthermore, the partial derivatives of f1(x,ρ,u) and f2(x,ρ,u) w.r.t. x result as

∂f1

∂x1
= −ρ1 ρ3

ρ9

[
ρ1 ρ4

ρ5 u2
ξf

]
− ρ2 ρ6

ρ9

[
ρ2 ρ7

ρ8 u2
ξr

]
,

∂f1

∂x2
= −ρ1 ρ3

ρ9

[
ρ4

ρ5
ξf

]
+
ρ2 ρ6

ρ9

[
ρ7

ρ8
ξr

]
,

∂f2

∂x1
= − ρ3

ρ10 u2

[
ρ1 ρ4

ρ5 u2
ξf

]
+

ρ6

ρ10 u2

[
ρ2 ρ7

ρ8 u2
ξr

]
− 1,

∂f2

∂x2
= − ρ3

ρ10 u2

[
ρ4

ρ5
ξf

]
− ρ6

ρ10 u2

[
ρ7

ρ8
ξr

]
,

with

ξf := e
−
|αfe |
ρ5 cos

(
ρ4 − ρ4 e

−
|αfe |
ρ5

)
and ξr := e

− |αre |
ρ8 cos

(
ρ7 − ρ7 e

− |αre |
ρ8

)
.
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B.3 Chapter 4 - Roll Dynamics 4.2.2.I (EKF)

Observability Analysis System (4.79), (4.80) is formulated as input-affine system,

i.e.

dx

dt
= a(x) + b(x)u, (B.3)

y = h(x) (B.4)

with a(x) : Da ⊆ Rn+k → Rn+k and b(x) : Db ⊆ Rn+k → Rn+k. Note that for brevity

the subscript ”a” is omitted, so that vector x refers to the augmented state vector xa as

in Section 4.2.2.I. Then for (4.79) a diffeomorphism can be defined as

Φ(x, ũ) :=
[
Φ1(x, ũ) Φ2(x, ũ) Φ3(x, ũ) Φ4(x, ũ)

]T
, (B.5)

with the elements Φi, i=1..4, i.e.

Φ1(x, ũ) = h(x), (B.6a)

Φ2(x, ũ) = Lah+ Lbc u, (B.6b)

Φ3(x, ũ) = L2
ac+ Lb Lac u+ La Lbc u+ L2

bc u+ Lbc u̇, (B.6c)

Φ4(x, ũ) = L3
ac+ 2Lb L

2
ac u+ L2

a Lbc u+ La L
2
bc u+ La L

2
bc u

2+ (B.6d)

+ L2
b Lac u

2 + L3
bc u

2 + La Lbc u̇+ Lb Lac u̇+ La Lbc u̇+

+ L2
bc u̇+ L2

bc u u̇+ Lbc ü,

and the vector ũ :=
[
u u̇ ü

]
. The observability matrix QL is defined as the Jacobian

matrix of Φ, i.e.

QL(x, ũ) :=
∂Φ(x, ũ)

∂x
=



∂Φ1(x, ũ)

∂x

∂Φ2(x, ũ)

∂x

∂Φ3(x, ũ)

∂x

∂Φ4(x, ũ)

∂x


. (B.7)

In contrast to Section 4.2.2.I matrix QL operates on the arguments x and ũ rather than

time t. The reason is as follows: if the state trajectories and input values are known a

priori of the observability analysis they can be inserted into the Jacobian matrix and

then it reduces to a time-dependent matrix. However, if they are not known a priori,
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and observability is evaluated in real-time, then the arguments are state vector x and

vector of input (derivatives) ũ.

Reconsidering again system description (4.80) the observability matrix can be calculated

as

QL(x, ũ) =



0 1 0 0

−x3 −x4 −x1 −x2

x3 x4 x2
4 − x3

∂Φ3

∂x3

∂Φ3

∂x4

∂Φ4

∂x1

∂Φ4

∂x2

∂Φ4

∂x3

∂Φ4

∂x4


, (B.8)

with the partial derivatives

∂Φ3

∂x3
= x1 x4 − x2, (B.9a)

∂Φ3

∂x4
= x1 x3 + 2x2 x4 − k u, (B.9b)

∂Φ4

∂x1
= −x3 x

2
4 + x2

3, (B.9c)

∂Φ4

∂x2
= −x3

4 + 2x3 x4, (B.9d)

∂Φ4

∂x3
= −x1 x

2
4 + 2x1 x3 − k u+ 2x2 x4, (B.9e)

∂Φ4

∂x4
= 2 k ux4 − 2x1 x3 x4 − 3x2 x

2
4 + 2x2 x3 − ku̇. (B.9f)

Matrix QL is not full rank if the following condition holds

du

dt
=
k2 u2 − 2 k ux1 x3 − k ux2 x4 + x2

1 x
2
3 + x1 x2 x3 x4 + x2

2 x3

k x2
, (B.10)

which means that system (4.79) is locally observable, if (B.10) does not hold.



C
Objective Metrics of

Standardized Test Maneuvers

In the following the objective metrics extracted from vehicle responses gathered from

standardized excitation maneuvers are listed. The standards ISO7401 [ISO88a], ISO

8725 [ISO88b], ISO 4138 [ISO12], ISO13674 [ISO10] and ISO8726 [ISO88c] provide infor-

mation/recommendations on the exact maneuver execution and metrics to be extracted.

Furthermore, [DEC09, SCH10, ZOM91, RH84] supply additional information on objec-

tive metrics.

The standard maneuvers performed during the simulation part of the process are:

1. Step Input ISO7401 (SI)

2. Steady-state Circular Driving ISO4138 (SC)

3. Sinusoidal Input (One Period) ISO7401/ISO8725 (SS1)

4. Sinusoidal Input (Continuous - Constant frequency) ISO7401/ISO13674 (SO)

5. Sinusoidal Input (Continuous - Varying frequency) ISO8726 (FR2)

In order to identify the various objective metrics uniquely there are different sub- and

superscripts introduced. Figure C.1 depicts an indicator for the global metric number, in-

and output signals, metric abbreviation, information source and lateral acceleration level.

The majority of the maneuvers are executed for different acceleration levels, such that

there exist 3 variants of a single metric (corresponding to 3 different lateral acceleration

levels3). Furthermore, the information source for metrics extraction is either the standard

1Often that maneuver is referred to as Single Sine maneuver.
2The vehicle responses of that maneuver can be exploited for estimation of the vehicle’s frequency

response.
3The standard ISO7401 [ISO88a] suggests levels of ay = 2,4,6m·s−2.
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Figure C.1: Objective metrics representation design.

measurement or the calculated driver perception signal. So theoretically, for every metric

there exist 6 variants4. Definitely, the following list is not exhaustive and only illustrates

a number of (important) existing objective metrics ([ISO88a, ISO12, ISO10, DEC09,

SCH10]).

C.1 Steady-state Circular Driving ISO4138

Lateral acceleration levels ay: -

Information source: Standard measurements

Objective
Metric

Signal In
(S1)

Signal Out
(S2)

Description Source

SC(∂δw/∂ay)ay=2 STW angle δw Lat. accel. ay Gradient steering angle, i.e. ∂δw
∂ay

evalu-

ated at ay = 2m·s−2.

[ISO12]

SC(∂δw/∂ay)ay=4 ” ” Gradient steering angle at ay = 4m·s−2. [ISO12]

SC(∂δw/∂ay)ay=6 ” ” Gradient steering angle at ay = 6m·s−2. [ISO12]

SC(∂β/∂ay)ay=2 Sideslip angle
β

Lat. accel. ay Gradient sideslip angle, i.e. ∂β
∂ay

evalu-

ated at ay = 2m·s−2.

[ISO12]

SC(∂β/∂ay)ay=4 ” ” Gradient sideslip angle at ay = 4m·s−2. [ISO12]

SC(∂β/∂ay)ay=6 ” ” Gradient sideslip angle at ay = 6m·s−2. [ISO12]

SC(∂ϕ/∂ay)ay=2 Roll angle ϕ Lat. accel. ay Gradient roll angle, i.e. ∂ϕ
∂ay

evaluated at

ay = 2m·s−2.

[ISO12]

SC(∂ϕ/∂ay)ay=4 ” ” Gradient roll angle at ay = 4m·s−2. [ISO12]

SC(∂ϕ/∂ay)ay=6 ” ” Gradient roll angle at ay = 6m·s−2. [ISO12]

The self-steering characteristics can be extracted from SC(∂δw/∂ay) evaluated at ay =

2, 4, 6m·s−2. Due to the constant radius R of the track, a positive self-steering gradient

refers to positive values of the aforementioned metrics [ZOM91].

4For the subsequently presented metrics these subscripts are omitted.
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Objective
Metric

Signal In
(S1)

Signal Out
(S2)

Description Source

SC(∂Th/∂ay)ay=2 STW torque
Th

Lat. accel. ay Gradient steering torque, i.e. ∂Th
∂ay

evalu-

ated at ay = 2m·s−2

[ISO12]

SC(∂Th/∂ay)ay=4 ” ” Gradient steering torque at ay = 4m·s−2 [ISO12]

SC(∂Th/∂ay)ay=6 ” ” Gradient steering torque at ay = 6m·s−2 [ISO12]

Table C.1: Objective metrics of the maneuver Steady-state Circular Driving (ISO4138).
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(
∂δw/∂ay

)
ay=2

SC
(
∂δw/∂ay

)
ay=4 SC

(
∂δw/∂ay

)
ay=6

ay

δw

(a) Lat. accel. ay vs. Steering angle δw.

SC
(
∂β/∂ay

)
ay=2

SC
(
∂β/∂ay

)
ay=4

SC
(
∂β/∂ay

)
ay=6
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β

(b) Lat. accel. ay vs. Sideslip angle β.
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ϕ
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(
∂ϕ/∂ay

)
ay=2
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(
∂ϕ/∂ay

)
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SC
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(c) Lat. accel. ay vs. Roll angle ϕ.
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(
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)
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(
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)
ay=4
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(
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)
ay=6

(d) Lat. accel. ay vs. Steer. torque Th.

Figure C.2: Graphical representation of the objective metrics (maneuver SC ).
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C.2 Step Input ISO7401

Lateral acceleration levels ay: 2,4,6m·s−2

Information source: Standard measurements + driver perception signals

Objective
Metric

Signal In
(S1)

Signal Out
(S2)

Description Ref.

SI(ψ̇/δw)τ1 STW angle δw Yaw rate ψ̇ Response time - Time interval from reach-
ing 50% (w.r.t. steady-state value) of S1
to 90% of the steady-state value of S2.

[ISO88a]

SI(ψ̇/δw)Rss ” ” Steady-state ratio - Between the steady-

state values of S1 and S2

(
= ψ̇ss

δw,ss

)
.

[ISO88a]

SI(ψ̇/δw)τ2 ” ” Peak response time - Time interval from
reaching 50% (w.r.t. steady-state value)
of S1 and the peak value of S2.

[ISO88a]

SI(ψ̇/δw)os ” ” Overshoot value - Percentage value of rela-
tion steady-state vs maximum value of S2(

= ψ̇max−ψ̇ss
ψ̇ss

)
.

[ISO88a]

SI(ψ̇/δw)tb ” ” TB value - Product of the yaw rate peak
response time and steady-state sideslip an-

gle
(

= ST(ψ̇/δw)τ2 · βss
)

.

[ISO88a]

SI(ay/δw)τ1 STW angle δw Lat. accel. ay Response time - Time interval from reach-
ing 50% (w.r.t. steady-state value) of S1
to 90% of the steady-state value of S2.

[ISO88a]

SI(ay/δw)Rss ” ” Steady-state ratio - Between the steady-

state values of S1 and S2

(
=

ay,ss
δw,ss

)
.

[ISO88a]

SI(ay/δw)τ2 ” ” Peak response time - Time interval from
reaching 50% (w.r.t. steady-state value)
of S1 and the peak value of S2.

[ISO88a]

SI(ay/δw)os ” ” Overshoot value - Percentage value of rela-
tion steady-state vs maximum value of S2(

=
ay,max−ay,ss

ay,ss

)
.

[ISO88a]

Table C.2: Objective metrics of the maneuver Step Input (ISO7401).
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SI(ψ̇/δw)τ1

t

SI(ψ̇/δw)Rss

δw, ψ̇

(a) Step response δw → ψ̇.

SI(ψ̇/δw)os

SI(ψ̇/δw)τ2

t

δw, ψ̇

(b) Step response δw → ψ̇.

SI(ay/δw)τ1

t

SI(ay/δw)Rss

δw, ay

(c) Step response δw → ay.

δw, ay

t

SI(ay/δw)τ2

SI(ay/δw)os

(d) Step response δw → ay.

Figure C.3: Graphical representation of the objective metrics (maneuver SI).



256 Appendix C. Objective Metrics of Standardized Test Maneuvers

C.3 Sinusoidal Input (One Period) ISO7401

Lateral acceleration levels ay: 2,4,6m·s−2

Information source: Standard measurements + driver perception signals

Objective
Metric

Signal In
(S1)

Signal Out
(S2)

Description Ref.

SS(ψ̇/δw)A+ STW angle δw Yaw rate ψ̇ Positive signal amplitude - Relating to S2. [DEC09]

SS(ψ̇/δw)A− ” ” Negative signal amplitude - Relating to S2. [DEC09]

SS(ψ̇/δw)τ
A+

” ” Time lag pos. signal amplitude - Time in-
terval from excitation start (S1) to the pos-
itive peak value of S2.

[DEC09]

SS(ψ̇/δw)τ
A−

” ” Time lag neg. signal amplitude - Time in-
terval from excitation start (S1) to the neg-
ative peak value of S2.

[DEC09]

SS(ψ̇/δw)
A+
G

” ” Pos. yaw rate gain - Ratio of positive am-
plitudes between S2 and S1.

[ISO88a]

SS(ψ̇/δw)
A−
G

” ” Neg. yaw rate gain - Ratio of negative am-
plitudes between S2 and S1.

SS(ψ̇/δw)Aratio ” ” Yaw rate ratio - Between SS(ψ̇/δw)A− to

SS(ψ̇/δw)A+ .

[ISO88b]

SS(ψ̇/δw)
τ+
lag

” ” Time lag pos. signal amplitudes - Time lag
between S2 and S1 (for positive half-wave).

[ISO88a],
[ISO88b]

SS(ψ̇/δw)
τ−
lag

” ” Time lag neg. signal amplitudes - Time
lag between S2 and S1 (for negative half-
wave).

[ISO88a],
[ISO88b]

SS(ψ̇/δw)τratio ” ” Time lag ratio - SS(ψ̇/δw)
τ−
lag

to

SS(ψ̇/δw)
τ+
lag

.

[ISO88b]

SS(ay/δw)A+ STW angle δw Lat. accel. ay Positive signal amplitude - Relating to S2. [DEC09]

SS(ay/δw)A− ” ” Negative signal amplitude - Relating to S2. [DEC09]

SS(ay/δw)τ
A+

” ” Time lag pos. signal amplitude - Time in-
terval from excitation start (S1) to the pos-
itive peak value of S2.

[DEC09]

SS(ay/δw)τ
A−

” ” Time lag neg. signal amplitude - Time in-
terval from excitation start (S1) to the neg-
ative peak value of S2.

[DEC09]

SS(ay/δw)
A+
G

” ” Pos. lat. accel. gain - Ratio of positive
amplitudes between S2 and S1.

[ISO88a]

SS(ay/δw)
A−
G

” ” Neg. lat. accel. gain - Ratio of negative
amplitudes between S2 and S1.

SS(ay/δw)Aratio ” ” Lat. accel. ratio - Between SS(ay/δw)A−
and SS(ay/δw)A+ .

[ISO88b]

SS(ay/δw)
τ+
lag

” ” Time lag pos. signal amplitudes - Time lag
between S2 and S1 (for positive half-wave).

[ISO88a],
[ISO88b]
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Objective
Metric

Signal In
(S1)

Signal Out
(S2)

Description Ref.

SS(ay/δw)
τ−
lag

” ” Time lag neg. signal amplitudes - Time
lag between S2 and S1 (for negative half-
wave).

[ISO88a],
[ISO88b]

SS(ay/δw)τratio ” ” Time lag ratio - SS(ay/δw)
τ−
lag

to

SS(ay/δw)
τ+
lag

.

[ISO88b]

Table C.3: Objective metrics of the maneuver Step Input (ISO7401).
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t
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lag
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(d) Single sine response δw → ay.

Figure C.4: Graphical representation of the objective metrics (maneuver SS).
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C.4 Sinusoidal Input (Continuous - Constant Frequency)

ISO7401

Lateral acceleration levels ay: 2,4,6ms−2

Signal excitation frequency fex: 0.5,1.0Hz

Information source: Standard measurements + driver perception signals

Objective Metric Signal In
(S1)

Signal Out
(S2)

Description Source

SO(δw)A STW angle δw - Mean signal amplitude steering angle
(excluding first signal period).

[ISO88a]

SO(ψ̇)A - Yaw rate ψ̇ Mean signal amplitude yaw rate (ex-
cluding first signal period).

[ISO88a]

SO(ay)A - Lat. accel. ay Mean signal amplitude lateral acceler-
ation (excluding first signal period).

[ISO88a]

SO(ψ̇/δw)AG STW angle δw Yaw rate ψ̇ Yaw rate gain - Ratio between
SO(ψ̇)A and SO(δw)A.

[ISO88a]

SO(ay/δw)AG
” Lat. accel. ay Lateral acceleration gain - Ratio be-

tween SO(ay)A and SO(δw)A.
[ISO88a]

SO(ψ̇/δw)τlag ” Yaw rate ψ̇ Time delay - Between steering wheel
angle and yaw rate (to be determined
after first signal period).

[ISO88a]

SO(ay/δw)τlag
” Lat. accel. ay Time delay - Between steering wheel

angle and lateral acceleration (to be
determined after first signal period).

[ISO88a]

SO(ay/δw)x,wdt ” ” Horizontal width of the ellipse. [DEC09]

SO(ay/δw)y,wdt ” ” Vertical width of the ellipse. [DEC09]

SO(ay/δw)area ” ” Area of ellipse [DEC09]

SO(∂ay/∂δw)avg ” ” Average slope of the main axis (el-
lipse).

[DEC09]

SO(ay/δw)y,wdt,80% ” ” Vertical width of the ellipse at 80% of
the max. amplitude.

[DEC09]

Table C.4: Objective metrics of the maneuver Sinusoidal Input (Continuous - Constant
Frequency) (ISO7401).
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SO(δw/ay)x,wdt

SO(δw/ay)y,wdt,80%

SO(∂δw/∂ay)avg

ay

δw

(c) Ellipsoidal δw vs. ay.
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(d) Ellipsoidal δw vs. ay.

Figure C.5: Graphical representation of the objective metrics (maneuver SO).
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C.5 Sinusoidal Input (Continuous - Varying Frequency)

ISO7401

Lateral acceleration levels ay: 2,4,6m·s−2

Information source: Standard measurements + driver perception signals

Objective Metric Signal In
(S1)

Signal Out
(S2)

Description Ref.

FR(ψ̇/δw)ss STW angle δw Yaw rate ψ̇ Steady-state gain - δw to ψ̇. [DEC09]

FR(ψ̇/δw)res,peak ” ” Resonance peak. [DEC09]

FR(ψ̇/δw)∠(.),f=1Hz ” ” Phase for excitation signal frequency
of 1Hz.

[DEC09]

FR(ψ̇/δw)f∠(.)=−45◦
” ” Signal excitation frequency for a

phase shift of −45◦.
[DEC09]

FR(ψ̇/δw)f|(.)|=−3dB
” ” Signal excitation frequency for a

magnitude decay of −3dB.
[DEC09]

FR(ψ̇/δw)τeq ” ” Equivalent time lag(
= 1

2π·f∠(.)=−45◦

)
.

[DEC09]

FR(ψ̇/δw)|(.)|f=0.4Hz
” ” Gain (dB) for a signal excitation of

f=0.4Hz.
[SCH10]

FR(ψ̇/δw)|(.)|f=0.7Hz
” ” Gain (dB) for a signal excitation of

f=0.7Hz.
[SCH10]

FR(ψ̇/δw)eig ” ” Eigenfrequency of yaw rate dynam-
ics.

[SCH10]

FR(ay/δw)ss STW angle δw Lat. accel. ay Steady-state gain - δw to ay . [DEC09]

FR(ay/δw)res,peak ” ” Resonance peak. [DEC09]

FR(ay/δw)∠(.)f=1Hz
” ” Phase for excitation signal frequency

of 1Hz.
[DEC09]

FR(ay/δw)f∠(.)=−45◦
” ” Signal excitation frequency for a

phase shift of −45◦.
[DEC09]

FR(ay/δw)f|(.)|=−3dB
” ” Signal excitation frequency for a

magnitude decay of −3dB.
[DEC09]

FR(ay/δw)τ,eq ” ” Equivalent time lag(
= 1

2π·f∠(.)=−45◦

)
.

[DEC09]

FR(ay/δw)|(.)|f=0.4Hz
” ” Gain (dB) for a signal excitation of

f=0.4Hz.
[SCH10]

FR(ay/δw)|(.)|f=0.7Hz
” ” Gain (dB) for a signal excitation of

f=0.7Hz.
[SCH10]

FR(ay/δw)|(.)|f=1.0Hz
” ” Gain (dB) for a signal excitation of

f=1.0Hz.
[SCH10]

Table C.5: Objective Metrics of the maneuver Sinusoidal Input (Continuous - Varying
Frequency) (ISO7401).



C.5. Sinusoidal Input (Continuous - Varying Frequency) ISO7401 261

FR(ψ̇/δw)ss
FR(ψ̇/δw)res,peakFR(ψ̇/δw)|(.)|f=0.4Hz

FR(ψ̇/δw)f|(.)|=−3dB
FR(ψ̇/δw)|(.)|f=0.7Hz

@@ f

|(.)|

(a) Magnitude plot of the frequency response δw → ψ̇.

FR(ψ̇/δw)f∠(.)=−45◦

FR(ψ̇/δw)∠(.)f=1Hz

f

∠(.)

(b) Phase plot of the frequency response δw → ψ̇.

FR(ay/δw)stat

FR(ay/δw)f|(.)|=−3dB

FR(ay/δw)|(.)|f=0.4Hz

FR(ay/δw)|(.)|f=0.7Hz

FR(ay/δw)|(.)|f=1.0Hz

f

|(.)|

(c) Magnitude plot of the frequency response δw → ay.

f

∠(.) FR(ay/δw)∠(.)f=1Hz

FR(ay/δw)f∠(.)=−45◦

(d) Phase plot of the frequency response δw → ay.

Figure C.6: Graphical representation of the objective metrics (maneuver FR).





D
Experimental Setup

D.1 Virtual Reference Vehicle (IPG CarMaker R©)

The software package IPG1 CarMaker R© is a well-known state of the art tool for simu-

lation of vehicle dynamics and its control. A multi-body, 17-DoF vehicle model allows

versatile configurations with respect to engine, suspension, steering, tires, braking sys-

tem, vehicle geometry, aerodynamics, sensor configuration etc. Furthermore, it can be

fully embedded into the Simulink R© environment allowing for simple integration of mod-

ified vehicle assistance systems, driver models and so on. For the actual application only

its basic functionality is in use.

D.1.1 Virtual Vehicle Configuration

For the objective of reference data generation further used within the evaluation process

of the observer-based parameter identification algorithms a standard vehicle configura-

tion is treated as the virtual vehicle. It uses a rigid vehicle body, a steering system

with static2 transmission ratio, an IPG-Tire model [SH92], a standard powertrain with

manual gearbox and a suspension setup that is further discussed in the following.

The suspension springs are modelled by linear deflection-force characteristics with dif-

ferent stiffness values for the front and rear components. At least locally the deflection

velocity-force characteristics of the damping elements can be represented linearly. But

for both operational ranges, i.e. push and pull, the characteristic lines consist of two

individual slopes that are either used dependent on the actual deflection velocity. So, in

summary four slopes characterize the full operational range of the damper. Moreover,

1www.ipg.de
2Static in a sense, that the transmission ratio between steering wheel angle and steering angle of the

tire varies over the actuation range, but elasticities are not considered.

263
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Parameter Description Value Unit

lf Distance front axle to CoG 1.108 m

lr Distance rear axle to CoG 1.42 m

Jxc Moment of inertia (chassis) w.r.t. x-axis 360 kg·m2

Jyc Moment of inertia (chassis) w.r.t. y-axis 1800 kg·m2

Jz Moment of inertia w.r.t. z-axis 2152 kg·m2

m (Total) Vehicle mass 1463 kg

ms Vehicle chassis mass (only sprung parts) 1301 kg

hrl Distance between CoG and roll center 0.49 m

hpl Distance between CoG and pitch center 0.49 m

w̃s Avg. distance between CoG and suspension parts 0.55 m

l̃pf Avg. distance between front suspension parts and COG 1.08 m

l̃pr Avg. distance between rear suspension parts and COG 1.4 m

np (Constant) Pneumatic trail 0.05 m

Table D.1: Model parameters of the virtual vehicle (IPG CarMaker R©).

front and rear elements can be parametrized differently, rendering the overall damping

characteristics nonlinear. The models of the roll stabilizers are exploiting a single stiff-

ness value that can be adjusted independently for front and rear suspension.

The most relevant model parameters of the virtual vehicle required for the observer

setups are listed in Table D.1.

D.1.2 Measurement Setup

The definition of certain virtual sensing devices, e.g. accelerations at specific vehicle

positions, as well as standard output signals provides a wide range of extractable vehicle

state information during the simulation runs. A list of the considered measurement

channels used for the validation is provided in Table D.2.

Generally, data acquisition is performed with a sampling time τs = 0.001s. In order to

render the validation scenarios more realistic the virtual measurements are augmented by

noise disturbances. Statistical characteristics extracted from a noise analysis performed

on real vehicle measurement data are provided in Section D.2. For those signals no

information is available generic values within the expectable range are considered.

D.2 Experimental Vehicles

D.2.1 Some General Notes

Both experimental vehicles are mid-sized and can be categorized into the compact class.

Configurations are standard without any modifications of the suspension, steering etc.
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Domain Signal

Longitudinal Dynamics Longitudinal velocity vvx
(Measured) Longitudinal acceleration ax,m
Longitudinal acceleration ax

Lateral Dynamics (Measured) Lateral acceleration ay,m
Lateral acceleration ay
Vehicle sideslip angle β

Tire Dynamics Lateral (front) tire forces Fy,f
Lateral (rear) tire forces Fy,r
Front slip angle αfe
Rear slip angle αr

Roll Dynamics Roll angle ϕ

Roll rate ϕ̇

Roll acceleration ϕ̈

Pitch Dynamics Pitch angle θ

Pitch rate θ̇

Powertrain Dynamics Engine speed ωe
Actual gear n

Pedal positions ϕacc, ϕbrk, ϕclu

Table D.2: Vehicle measurement channels that are used within the IPG CarMaker R© -
Matlab R©/Simulink R© evaluation environment.

D.2.2 Sensor Noise Characteristics

Analysis of the noise characteristics affecting the measured signals is performed for two

reasons. First, the characteristics of the noise process, i.e. its mean and standard de-

viation will be further used for the tuning of the EKF structures. And second, as the

assumed Gaussian distribution is fully characterized by its mean and standard deviation,

overlaying noise histograms with an approximated normal distribution validates the as-

sumption of Gaussian noise. Even though the Gaussianity is not necessarily required for

the Kalman Filter, see [SIM06], identifying its variance is helpful.

Practically measurements are taken for a duration >90s while the vehicle is at rest and

the resulting signals analyzed. Figure D.1 shows the extracted noise characteristics of

the longitudinal acceleration ax, lateral acceleration ay, yaw rate ψ̇ and roll rate ϕ̇.

These signals serve as measurements for the Kalman filter correction mechanisms. For

the remaining in-vehicle measurements mean and standard deviation are not inspected

in detail as their exact knowledge is not relevant for the tuning. It should be noted

again that the sliding mode-based techniques do not take into considerations the noise

characteristics at all. Especially not for the tuning of the observer gains!

Mean and standard deviations of the analyzed signals are listed in Table D.3.
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Measurement Variance σ2 Mean Value µ Unit

Longitudinal acceleration ax 5.93 ·10−4 -1.97 ·10−6 m·s-2

Lateral acceleration ay 3.15 ·10−4 -4.48 ·10−6 m·s-2

Roll rate ωx 1.4 ·10−7 -1.44 ·10−7 rad·s-1

Yaw rate ωz 1.54 ·10−7 5.33 ·10−8 rad·s-1

Table D.3: Measurement noise characterization of the vehicle transducer devices (for
EKF tuning).

ax (m·s-2)

#Samples

+σ−σ

(a) Longitudinal acceleration noise.

ay (m·s-2)

#Samples

+σ−σ

(b) Lateral acceleration noise.

ψ̇ (◦/s)

#Samples

+σ−σ

(c) Yaw rate noise.

ϕ̇ (◦/s)

#Samples

+σ−σ

(d) Roll rate noise.

Figure D.1: Noise characteristics analysis of the in-vehicle sensors.

D.2.3 Sensor Configurations

The rapid-prototyping hardware dSpace MicroAutoBox 1401/15043 is often used for in-

vehicle function development. Herein, the implemented observation concepts (Matlab R©/

Simulink R©) can be easily transferred to that platform using the Simulink CoderTM. In

terms of device specifications the MicroAutoBox operates on a floating-point 800MHz

processor and the most important connections to the vehicle are the 24 12-bit analog-

digital I/O channels and 4 CAN channels. Table D.4 lists the obtained measurements

and related sensor devices (or at least similar types) of the installed and used types.

3See www.dspace.com for further details.
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Domain Sensor Type Signal Exp. Vehicle

Longitudinal Dynamics Vehicle CAN Long. velocity vvx A, B

” e.g. Bosch DRS-MM 3.7K
[GMB15b]

Long. acceleration ax,m A, B

Lateral Dynamics ” Yaw rate ψ̇ A, B

” ” Lateral acceleration ay,m A, B

” e.g. Kistler Correvit R© S-350
[AG15]

Vehicle sideslip angle β
(Lateral velocity vvy)

A

Roll Dynamics e.g. Bosch SMG10x [GMB15a] Roll rate ϕ̇ B

Powertrain Dynamics Vehicle CAN Accelerator pedal ϕacc,
Brake pedal ϕbrk,
Clutch pedal ϕclu

B

Powertrain Dynamics Vehicle CAN Actual gear n A, B

Powertrain Dynamics Vehicle CAN Engine speed ωe A, B

Steering System Vehicle CAN Steering wheel angle δw A, B

Table D.4: Overview of in-vehicle measurements of the two experimental vehicles and
possible sensor types (effectively used sensors must not be published).

D.3 Electric Power Steering Test Bench

D.3.1 Some General Notes

The test bench of an Electric Power Steering system consists of a rigid metal frame that

accommodates an original steering system as installed in a compact-sized middle-class

vehicle. Artificial reaction force generation due the steering actuation is performed by

spring-damper elements that react on a deflection of the steering rack. With regards to

the architectural type the EPS system refers to a servo unit (i.e. an electric motor) that

sits right at the pinion connecting steering rack and column. In contrast to other types

the assistant forces do not have to be transmitted via the steering column allowing for

higher assistance power [PH11].

D.3.2 Data Acquisition and Measurement Devices

The rapid-prototyping system, i.e. a dSpace MicroAutoBox as described above executes

the function prototypes and performs the data acquisition. In order to allow communica-

tion between the rapid-prototyping hardware, the electric motor control and the sensors

a CAN bus is implemented.

In terms of measurement devices a torque sensor, that reads the requested driver input,

is located right above the servo unit. The steering angle sensor that also provides an es-

timate of the velocity is at the upper end of the steering column right before the steering

wheel4. In order to obtain estimates of the acting forces a potentiometer-based sensor

principle provides measurements of the steering rack displacement. Then, exploiting

4When referring to a view point from the pinion to the steering wheel.



268 Appendix D. Experimental Setup

knowledge of the spring packs stiffnesses and damping coefficients a second-order model

calculates the force from measurements of the deflection. The displacement can be fur-

ther used to calculate the actual angular velocity of the steering column. Theoretically,

this task can also be accomplished by considering the angular velocity of the electric

motor (without calculation of a time derivative). More technical details on the EPS test

bench can be found in [WEY15].

D.3.3 Test Bench Images
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Figure D.2: The EPS test bench for validation of robust state estimation with unknown
input recovery.
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fahrzeugführung, pages 245–262. Springer Berlin Heidelberg, 2001.

[KN05] U. KIENCKE and L. NIELSEN. Automotive Control Systems: For Engine, Drive-

line, and Vehicle. Springer Berlin Heidelberg New York, 2nd edition, 2005.
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[NÜS02] M. NÜSSLE. Ermittlung von Reifeneigenschaften im realen Fahrbetrieb. PhD thesis,

Fakultät für Maschinenbau der Universität Karlsruhe, 2002.

[NUT09] C. NUTHONG. Estimation of Tire-Road Friction Forces using Kalman Filtering

for Advanced Vehicle Control. PhD thesis, Universität der Bundeswehr München,

Institut für Steuer- und Regelungstechnik, 2009.

[NVDS90] H. NIJMEIER and A.J. VAN DER SCHAFT. Nonlinear Dynamical Control Sys-

tems. Springer-Verlag New York Inc., 1990.

[OCGS06] A. ORTIZ, J. A. CABRERA, A. J. GUERRA, and A. SIMON. An easy procedure

to determine magic formula parameters. Vehicle System Dynamics, 44(9):689–718,

2006.

[OGA01] K. OGATA. Modern Control Engineering. Prentice Hall PTR, Upper Saddle River,

NJ, USA, 4th edition, 2001.

[ORR06] B.J. ODELSON, M.R. RAJAMANI, and J.B. RAWLINGS. A new autocovariance

least-squares method for estimating noise covariances. Automatica, 42(2):303 – 308,

2006.

[OSB99] A. V. OPPENHEIM, R. W. SCHAFER, and J. R. BUCK. Discrete-time Signal

Processing. Prentice-Hall, Inc., Upper Saddle River, NJ, USA, 2nd edition, 1999.



280 Bibliography

[PAC12] H. PACEJKA. Tire and Vehicle Dynamics. Butterworth-Heinemann, 3rd edition,

2012.

[PB97] H. B. PACEJKA and I. J. M. BESSELINK. Magic formula tyre model with transient

properties. Vehicle System Dynamics, 27:234–249, 1997.

[PB02] W. PERRUQUETTI and J.P. BARBOT. Sliding Mode Control in Engineering.

Marcel Dekker, Inc., 2002.
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Cagliari, 2000.

[POZ04] A. POZNYAK. Deterministic output noise effects in sliding mode observation.

Variable structure systems: from principles to implementation, pages 45–79, 2004.

[POZ10] A. POZNYAK. Advanced Mathematical Tools for Control Engineers: Volume 1:

Deterministic Systems. Elsevier Science, 2nd edition, 2010.

[PP02] A. PAPOULIS and S.U. PILLAI. Probability, Random Variables, and Stochastic

Processes. McGraw-Hill, 4th edition, 2002.

[PP09] A. POLYAKOV and A. POZNYAK. Reaching Time Estimation for Super-Twisting

Second Order Sliding Mode Controller via Lyapunov Function Designing. IEEE

Transactions on Automatic Control, 54(8):1951–1955, 2009.

[PRE08] K. PRENNINGER. Objektive Beurteilung der Fahrdynamik von Kraftfahrzeugen,

insbesondere Nutzfahrzeugen, mittels modellbasierter Parameteridentifikation. PhD

thesis, Technische Universität Graz, Fakultät für Maschinenbau und Wirtschaftsin-

genieurwesen, 2008.



Bibliography 281

[RA97] A. RIEDEL and R. ARBINGER. Subjektive und objektive Beurteilung des Fahrver-

haltens von Pkw. FAT Schriftenreihe, Nr. 139, FAT, Frankfurt, 1997.

[RA00] A. RIEDEL and R. ARBINGER. Ergänzende Auswertungen zur subjektiven und

objektiven Beurteilung des Fahrverhaltens von Pkw. FAT Schriftenreihe, Nr. 161,

FAT, Frankfurt, 2000.

[RAJ12] R. RAJAMANI. Vehicle Dynamics and Control. Mechanical Engineering Series.

Springer New York Dordrecht Heidelberg London, 2nd edition, 2012.

[RAP04] K. RAPP. Nonlinear estimation and control in the iron ore pelletizing process: An

application and analysis of the Extended Kalman Filter. PhD thesis, Norwegian

University of Science and Technology, 2004.

[REI90] W. REICHELT. Ein adaptives Fahrermodell zur Bewertung der Fahrdynamik

von Pkw in kritischen Situationen. PhD thesis, Technische Universität Carolo-

Wilhelmina zu Braunschweig, Fakultät für Maschinenbau und Elektrotechnik, 1990.
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