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Abstract
�e main limiting factor in electri�cation of road transport is the insu�cient storage capacity
of current batteries.�e importance of developing better batteries for road transportation
has been emphasised over the past few years.
Here, the �eld of materials science plays a major part in the research for new and better

solid ion conductors as components in future battery systems with regard to performance
and safety. It does not only supply the much-needed materials, it also provides a wide range
of methods for their thorough characterisation.
�e present work approaches this problem from the perspective of two such methods:

Electrochemical impedance spectroscopy (eis) and X-ray di�raction (xrd) are used to
characterise Li-ion conductors and electrodes, providing a means to identify potential candi-
dates to be used as solid electrolytes, liquid electrolytes and electrode materials in safe and
high-performing batteries.�e results are presented cumulatively in the form of published
and peer-reviewed papers and unpublished manuscripts.
�e monoclinic polymorph of Li2TiO3 (β-form) is known to be a relatively poor Li-ion

conductor. Up to now, there is no information available on how the ion transport properties
change when going from well-ordered crystalline Li2TiO3 to a structurally disordered form
with the same chemical composition. Here, high-energy ball milling is used to prepare
nanocrystalline, defect-rich Li2TiO3. It turns out that ball milling o�ers the possibility to
enhance long-range ion transport in the oxide by approximately 3 orders of magnitude.
Structural disorder in nanocrystalline as well as amorphous Li2TiO3 is found to play the
capital role in governing Li-ion dynamics of the sample �nally obtained.
One of the best solid Li-ion conductors known is Li3PS4. Up to now, it has not been

investigated on short-range ion conducting paths.�e pure crystalline γ-phase is synthesised
by ball milling followed by heat treatment. It turns out that the γ-Li3PS4 synthesised within
this work pertains the highest long-range conductivity ever observed.�e nmr experiments
show fast local jump movements that do not necessarily cause high conductivities and low
activation energies of the ionic transport on longer time scales.
�e present study on Li-ion half cells with the liquid electrolyte lithiumhexa�uorophos-

phate (LiPF6) is aimed at answering the question whether solid electrolyte interphase (sei)
formation or other origins such as cell design ought to be considered as sources for inductive
loop formation. Four di�erent sources of (i) inductive and (ii) negative capacitance loop
formation are identi�ed: springs, reference electrodes, dri� and corrosion. In conclusion, any
interrelationship between inductive loops and sei formation can be ruled out.�is �nding
disproves an earlier, commonly known attempt that traced the presence of inductive loops
back to the formation of passivating surface layers because of electrolyte decomposition.
Si-based negative-electrode materials could signi�cantly increase the energy density of

commercial lithium-ion batteries. Compared to conventional Li-ion battery materials, Si has
the largest theoretical gravimetric capacity.�e �ndings show that the ionic mobility is very
restricted at low temperatures which leads to a very high internal resistance of the microcell.
However, the cell does not su�er signi�cantly from heating and cooling.�us, cell damage
due to thermal volume expansion can be excluded.

Keywords: impedance spectroscopy, nuclear magnetic resonance, lithium di�usion, solid elec-
trolytes, nano-structured materials, solid electrolyte interphase, silicon
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1 Introduction

�e electri�cation of road transport is a societal goal of utmost importance.�ere are several
key factors driving this change: (i) a move to shi� away from oil, which has o�en been a major
source of political instability, (ii) an e�ort to curb CO2 emissions, one third of which originates
from vehicular transportation and (iii) an attempt to improve air quality, especially in densely
populated cities. Air quality concerns in major cities around the world are so alarming that it
has led to a major push in emerging economies towards electric vehicle adoption in an e�ort
to improve purity of breathable air and curb levels of particulate matter, especially the PM10
and PM2.5 levels.
�e major hurdle for widespread adoption of electric vehicles (evs) was highlighted in a

quote in the Washington Post, “Prices on electric cars will continue to drop until they’re within
reach of the average family”.�is quote was actually featured in the newspaper in 1915, and a
century later, we are still facing the same issue.�e main culprit here is the insu�cient storage
capacity of current batteries, severely limiting the range of practical evs.�e importance of
developing better batteries for road transportation has been emphasised over the past few
years, with several leading research programs emerging in the last 5 years. [1]
In comparison to other technologies, which are discussed for automotive applications such

as nickel-metal hydride, nickel-cadmium, lead-acid, or supercapacitors, the major advantage
of the Li-ion technology is the higher energy density with reasonable power density. Only
supercapacitors can deliver higher power densities but they o�er a short range due to limited
energy density. Considering the combined lifetime performance of cycling and calendar
ageing, the Li-ion technology outplays the other technologies. [2]
Modern Li-ion batteries hold more than twice as much energy by mass as the �rst com-

mercial versions sold by Sony in 1991 - and are ten times cheaper. But they are close to their
development limit. [3]�e two key aspects to consider in this regard are (i) performance and
(ii) safety.[4–6]
Most researchers think that improvements to Li-ion cells can squeeze in, at most, 30 %more

energy by mass.�at means that Li-ion cells will never give electric cars the 800-kilometre
range of a petrol tank, or supply power-hungry smartphones with many days of operation. [3]
One strategy of enhancing the security is to �nd alternatives to carbon based materials with

good safety and cycling stability. Ti-based oxides such as Li4Ti5O12 have been considered as
potential alternative materials to traditional carbon-based anodes, since they exhibit excellent
Li-ion insertion/extraction reversibility with small structural change and a much higher
operating voltage ranging from 3 to 1 V (vs. Li/Li+) ensuring a better safety of the battery by
avoiding the problem of lithium dendrites. [7–9]
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�e second strategy of enhancing the safety is the development of all-solid-state lithium-
ion batteries based on solid electrolytes.�ey have attracted attention in recent years due to
increased concerns on the safety problems of commercial lithium-ion batteries employing
liquid electrolyte. [10–12]
As for the performance improvement, this relies ether on the research on new energy

materials, or on the improvement of already known ones. Here, the last point is not to be
underrated, as it can be as e�ective as the synthesis of wholly new materials. Particularly, the
introduction of structural disorder as well as di�erent kinds of interfaces via high-energy ball
milling can lead to a dramatic enhancement of the transport properties of a given compound.
[13–16] In this regard, layer-structured materials into which Li can be reversibly inserted are
not only interesting as electrode materials in rechargeable batteries. Considering the relative
scarcity of experimental studies from an atomic-scale point of view, many examples can be
found also showing enhanced transport properties in such compounds.[17–23]
A powerful method of characterising transport properties of materials and their inter-

faces with electronically conducting electrodes in electrochemical systems is electrochemical
impedance spectroscopy (eis). It may be used to investigate the dynamics of bound or mo-
bile charge in the bulk or interfacial regions of any kind of solid or liquid material: ionic,
semiconducting, mixed electronic–ionic, and even insulators (dielectrics). [24]
�e atomic and molecular structure of solids is identi�ed via X-ray crystallography (xrd).

X-rays withwavelengths in the dimension of the crystal are interactingwith the electrons of the
crystalline atoms and cause a beam of incident X-rays to di�ract into many speci�c directions.
By measuring the angles and intensities of these di�racted beams, a three-dimensional picture
of the density of electrons within the crystal can be produced. From this electron density, the
mean positions of the atoms in the crystal can be determined, as well as their chemical bonds,
their disorder and various other information. [25]
�is dissertation will begin with an introductory theoretical chapter, where the reader

is familiarised with the concept of ionic transport in electrolytes (Sec. 2). It is followed by
a brief overview of the techniques used to acquire the data presented here in Sec. 3 (eis)
and 4 (xrd). In chapter 5 the results obtained in the course of this dissertation will be
presented cumulatively in the form of published (and peer-reviewed) papers and unpublished
manuscripts. �is thesis will conclude with a short summary and an outlook on possible
future work. Additionally, in the appendices the experimental information will be found.



2 Ionic Transport in Electrolytes

2.1 Introduction
Mass transport to or from an electrode can, in absence of �uid turbulence, [26] occur by three
processes: [27] (i) advection as the movement of some quantity via the bulk �ow of a �uid, [28]
(ii) electrical migration in an electric potential gradient, and (iii) di�usion in a concentration
gradient. �e �rst of these processes can be handled mathematically with the advection
equation. In Cartesian coordinates the advection operator is

u ⋅∇ = ux
∂
∂x

+ uy
∂
∂y

+ uz
∂
∂z
, (2.1)

where u = (ux , uy , uz) is the velocity �eld, and ∇ is the nabla operator.
�e second process was described mathematically by Nernst [29,30] and Planck [31]:

j = cU∇ϕ , (2.2)

with the �ux j, the mobility U and the electric potential ϕ.
�e third process, di�usion in a concentration gradient, is the most important of the three

processes and is the one which typically is dominant in mass transport in batteries. In the
continuum approach, the analysis of di�usion uses the basic equation due to Fick [32] which
de�nes the �ux of material crossing a plane at distance x and time t.�e �ux j is proportional
to the concentration gradient ∇c and is in the simplest case represented by the expression:

j = −D∇c . (2.3)

�e minus sign signi�es the fact that a concentration gradient will always result in a particle
�ux leading to the equalisation of the concentration.�e constant of proportionality D is the
di�usion coe�cient (also known as the di�usivity). Only in an isotropic medium the di�usion
coe�cient in Eq. (2.3) is a constant.�is is a special case; generally, D is dependent on the
direction of the concentration gradient and denoted by a tensor D.
�e three transport phenomena can be joint in a single equation:

j = cU∇ϕ − D∇c + uc . (2.4)
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For application directly to battery technology, the three modes of mass transport have
meaningful signi�cance. Convective and stirring processes can be employed to provide a
�ow of electroactive species to reaction sites. Examples of the utilisation of stirring and �ow
processes in batteries are the circulating zinc/air system, the vibrating zinc electrode, and the
zinc-chlorine hydrate battery. In some types of large lead-acid batteries, circulation of acid is
provided to improve utilisation of the active materials in the battery plates. Migration e�ects
are in some cases detrimental to battery performance, in particular those caused by enhanced
electric �elds (potential gradients) around sites of convex curvature. Increased migration at
these sites tends to produce dendrite formations which eventually lead to a short-circuit and
battery failure.

2.2 Ionic Transport in Liquids and Gels
Following Nyman, [33] for electrolytes in batteries, a steady state can be assumed, that is the
absence of velocity gradients. In this case, only di�usion and migration are taken into account
and advection is neglected. We are dealing with a multicomponent system. A deviation from
equilibrium between the molecular friction and thermodynamic interactions leads to the
di�usion �ux. [34]�e equations that describe transport processes in multicomponent systems
have been developed independently and in parallel by James ClerkMaxwell [35] for dilute
gases and Josef Stefan [36] for �uids.�e Maxwell-Stefan equation is: [37]

∇µi
R T

= ∇ ln ai =
n
∑
j=1
j≠i

χi χ j
Di j

(v j − vi) =
n
∑
j=1
j≠i

cic j
c2Di j

(
J j
c j
−
Ji
ci
) , (2.5)

with the nabla operator ∇, mole fraction χ, chemical potential µ, activity a, indexes for
component i and j, number of components n, Maxwell-Stefan-di�usion coe�cient Di j,
di�usion velocity of component i vi , molar concentration of component i ci , total molar
concentration c, �ux of component i Ji .
For complex systems, such as electrolytic solutions, and other drivers, such as a pressure

gradient, the equation must be expanded to include additional terms for interactions. Fur-
thermore, the di�usion coe�cients, with the exception of the di�usion of dilute gases, do not
correspond to the Fick’s di�usion coe�cients and are therefore not tabulated. Nyman [33]
used the Maxwell-Stefan equation in his thesis as basis for the characterisation, formulated
models of the transport from the equation and identi�ed the apparent transport properties
for liquid and gel electrolytes.

2.3 Ionic Transport in Solids
In a solid, due to the low dri� velocity of ions, the e�ects of advection can be neglected.�e
signi�cant transport phenomena are migration and di�usion. Following Mehrer, [38] a solid
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can be treated as an isotropic medium.�us, the di�usion coe�cient is a constant and the
continuummodel based on Fick’s law [32] remains valid. Cancelling advection out of Eq. (2.4)

j = cU∇ϕ − D∇c +��uc , (2.6)

leads to a di�erential equation for three-dimensional migration and di�usion in solids:

j = cU∇ϕ − D∇c . (2.7)

Until now (2016), Eq. (2.7) has not been solved analytically; the approaches in the literature
only consider di�usion and advection under certain boundary conditions. [38–40]

2.3.1 Mechanism of One-Dimensional Ion Transfer

An electrode reaction proceeding at a �nite rate involves movement of reacting materials
between the electrode and the solution surrounding it. Following Tobias, [26] this reaction
can be approximated as one-dimensional process. Eq. 2.7 can be simpli�ed to express the rate
of transfer for a given species in the x direction per unit area perpendicular to x at any point
in the �uid:

Nt = cU
∂ϕ
∂x

− D ∂c
∂x

+ Vc , (2.8)

where Nt denotes the total rate of transfer, c the concentration of the given species, U
the mobility, ϕ the electric potential, x the distance in direction of transfer, D the di�usion
coe�cient, and V the velocity of bulk �uid movement in direction of transfer.
�e Nernst–Planck equation (2.8) is a conservation of mass equation used to describe

the motion of a charged chemical species in a �uid medium. It describes the �ux of ions under
the in�uence of both an ionic concentration gradient and an electric �eld. For unsteady state
processes, changes of concentration with time must be considered. [26] Applying the law of
conservation

∂ρ
∂t

+ div j = 0 , (2.9)

with the mass density ρ and the �ow density j the general transfer equation (2.8) becomes:

∂c
∂t

= −div(Uc grad ϕ) + div(D grad c) − Vgrad c , (2.10)
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where t is the time. While Tobias [26] is presenting a discrete layer-model for liquid �uids,
we are pursuing a continuous solid-electrolyte-model. In advection, a �uid transports some
conserved quantity ormaterial via bulkmotion.�e �uid’smotion is describedmathematically
as a vector �eld, and the transported material is described by a scalar �eld showing its
distribution over space. Advection requires currents in the �uid, and so cannot happen in
rigid solids. It does not include transport of substances by molecular di�usion, so the e�ect
of advection can be neglected:

∂c
∂t

= −div(Uc grad ϕ) + div(D grad c)�����−Vgrad c . (2.11)

Assuming a one-dimensional �ow in x-direction we can set

grad = div = ∂
∂x

(2.12)

and calculate

gradϕ = E = E , (2.13)

with E the electric �eld in �ow-direction x. It is the driving force for migration. At this
stage, we assume the electric �eld constant and uniform between the two electrodes. We will
return to this restriction in section 2.3.4. Furthermore, we are dealing with only one type of
ions, no mixture between positive and negative charge is allowed. Since we are neglecting its
time-dependence, E can be treated as a constant and our di�erential equation remains linear.
�is assumption allows us to simplify (2.11) further to

∂c
∂t

= −UE ∂c
∂x

+ D ∂
2c
∂x2

. (2.14)

�is is a second order homogeneous parabolic partial di�erential equation. In his book [40]
�rst published in 1956, Crank delivers mathematical models for describing di�usion only,
but in the present case migration has to be taken into account as well.

2.3.2 Analytical Solution of the One-Dimensional Nernst-Planck-Equation

�e last simpli�cation step to equation (2.14) makes the variables separable. �e partial
di�erential equation may be transformed to an ordinary di�erential equation:

c(x ,t) = A(x)B(t) . (2.15)
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Inserting (2.15) into (2.14) and dividing by (2.15) leads to

A(x)Ḃ(t) = −UEA′(x)B(t) + DA′′(x)B(t) ∣ ∶ (A(x)B(t)) (2.16)
Ḃ(t)
B(t)

= −UEA
′(x)
A(x)

+ DA
′′(x)
A(x)

≡ K , (2.17)

with dot denoting derivative with respect to time and apostrophe to space. As both sides
of the equation must be the same for all values of t and x, they must be equivalent to the
so-called separation constant K. We can now rewrite (2.16) to:

DA′′(x) −UEA′(x) − KA(x) = 0 (2.18)
Ḃ(t) − KB(t) = 0 . (2.19)

�ese are ordinary, homogeneous, linear di�erential equations with constant coe�cients.
To �nd a general solution, we substitute A(x), B(x) and its derivatives with the following
base functions:

A = eλx , A′ = λeλx ,A′′ = λ2eλx , B = eλt , Ḃ = λeλt . (2.20)

�e characteristic equation for A(x) is:

Dλ2 −UEλ − K = 0 . (2.21)

It is a square equation with 2 real roots:

1λ2 =
1
2D

(UE ±
√

(−UE)2 + 4DK) , (2.22)

thus the solution for A(x) is a linear combination:

A(x) = eλ1x + eλ2x . (2.23)

�e characteristic equation for B(t) is:

λ3 = K , (2.24)

which leads to
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B = eλ3 t = eKt . (2.25)

Putting (2.15), (2.22), (2.23) and (2.25) together gives the following equation for c(x ,t):

c(x ,t) = [e
1
2D (UE+

√

(−UE)2+4DK)x
+ e

1
2D (UE−

√

(−UE)2+4DK)x
] eKt , (2.26)

where the separation constant K is still unknown.

2.3.3 Boundary Conditions

V

t

c

-x +x

c0

Figure 2.1: Expected concentration pro�le in a polarised solid sample. c denotes the concentra-
tion of the given species, c0 the initial concentration, x the one-dimensional space coordinate,
V the externally applied voltage and t the time.

As seen in �gure 2.1, we are moving the origin of our space-coordinate x to the centre of
our pellet. We assume the concentration c to remain constant in this point.�is lets us de�ne
a Dirichlet boundary condition:

c(0,t) = c0 , (2.27)

which is the initial concentration of the material, a given material constant. Inserting (2.27)
into (2.26) gives:
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[e0 + e0] eKt = c0 (2.28)
2eKt = c0 (2.29)

K =
ln ( c02 )
t

. (2.30)

Inserting (2.28) into (2.26) gives the �nal solution for c(x ,t):

c(x ,t) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

e
1
2D

⎛

⎜

⎝

UE+

√

(−UE)2+4D
ln( c02 )
t

⎞

⎟

⎠

x
+ e

1
2D

⎛

⎜

⎝

UE−

√

(−UE)2+4D
ln( c02 )
t

⎞

⎟

⎠

x
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

c0
2
. (2.31)

2.3.4 Concentration Polarisation

In equation (2.31) the electric �eld is assumed as constant, as mentioned in section 2.3.1.
To take into account the e�ects of concentration polarisation, we use one of Maxwell’s
equations to calculate the electric �eld E from a given charge carrier density ρ:

∇ ⋅ E =
ρ

εr ⋅ ε0
, (2.32)

which is the so-called Gauss’s law, with the relative (r) and vacuum (0) permittivities ε. By
integration we receive an equation for the electric �eld in x-direction:

Ex =
1

εr ⋅ ε0 ∫
x

0
ρdx . (2.33)

Replacing ρ with c and inserting (2.31) into (2.33), the electric �eld caused by concentration
polarisation Ecp is

Ecp(x ,t) =
1

εr ⋅ ε0

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

e
1
2D

⎛

⎜

⎝

UE+

√

(−UE)2+4D
ln( c02 )
t

⎞

⎟

⎠

x

1
2D (UE +

√

(−UE)2 + 4D ln(
c0
2 )

t )

+
e
1
2D

⎛

⎜

⎝

UE−

√

(−UE)2+4D
ln( c02 )
t

⎞

⎟

⎠

x

1
2D (UE −

√

(−UE)2 + 4D ln(
c0
2 )

t )

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

c0
2
.

(2.34)

While Greeuw [41] completely ignores concentration polarisation, with equations (2.31)
and (2.34), the problem can be solved iteratively.
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2.3.5 Further Considerations

To get rid of one constant and add temperature dependency, charge carrier mobility U can be
expressed by Einstein’s relation: [42]

U =
D
kT
, (2.35)

with the di�usion coe�cient D, the thermodynamic temperature T and Boltzmann’s
constant k.

2.4 Di�usion and Defects
In a perfect crystal all atoms would be on their correct lattice positions in the structure.�is
situation can only exist at the absolute zero of temperature, 0 K. [43] Above 0 K, defects occur
in the structure.�ey fall into two main categories: (i) intrinsic defects which are integral
to the crystal in question, and (ii) extrinsic defects which are created when a foreign atom is
inserted into the lattice.

�e defects of the �rst category can have zero to three dimensions; [43] the most signi�cant
are zero-dimensional or point defects. �ey fall under two categories: Schottky defects,
which consist of vacancies in the lattice and Frenkel defects where a vacancy is created by an
atom or ion moving into an interstitial position. Both are thermally activated.[38,44,45] Since
point defects are able to move through the crystal they o�en play a key role in the mediation
of atomic di�usion. Frenkel disorder describes a defect pair where an atom occupying a
regular site on the crystal lattice is moved to an interstitial site forming an interstitial and
leaving behind a vacancy on the regular site. In ionic crystals, Schottky disorder applies
to a situation in which vacancies are formed on both the anion and the cation sub-lattice in
stoichiometric amounts so as to preserve charge neutrality. If cation sites are occupied by
anions (and vice versa) this is known as anti-site defects. Obviously, if the number of such sites
on both sub-lattices is not equal then the stoichiometry of the compound will shi�.[45]

Extrinsic defects may be homovalent or heterovalent and occupy interstitial or regular
lattice sites. In the case of heterovalent doping, charge neutrality dictates the formation of
additional vacancies on the sub-lattice of opposite valency. Homovalent doping will usually
result in a distortion in the crystal lattice, thus exerting an in�uence on the di�usion of atoms
in the vicinity of the dopant.

Depending on the nature of the defects present in a solid, the motion of the atomic par-
ticles can be facilitated by various mechanisms. Considered the most important di�usion
mechanism, the vacancy mechanism is the dominant one in metals and alloys for the di�usion
of both the matrix atoms and the solute atoms. Here, the atoms move by simply exchanging
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places with a vacancy; cf. Fig. 2.2 (b).�e di�usivity thus strongly depends on the availability
and the mobility of vacancies. Furthermore, in the case of substitutional solutes attractive or
repulsive interactions with the vacancy can be the source of correlation e�ects.[39]

Epot

x

Site A Site B

G E
M DC= A

Saddlepoint

Atom Vacancy

a)

b)

Figure 2.2: Schematic representation of the atomic jump process in the vacancy mechanism.
�e atom has to overcome an energy barrier (a) to change places with the vacancy (b). No-
tice that the potential energy of the atom is the same at the beginning and end of the jump.
Adopted from [43] and [38].

�e theory of the rate at which atoms move from one site to a neighbouring one was
proposed by Wert [46] and has been re�ned by Vineyard [47]. Vineyard’s approach is
based upon the canonical ensemble of statistical mechanics for the distribution of atomic
positions and velocities.�e jump process can be viewed as occurring in an energy landscape
characterised by the di�erence in Gibbs free energy GM between the saddle-point barrier and
the equilibrium position, see Fig. 2.2 (a). GM is denoted as the Gibbs free energy of migration
(superscript M) of the atom. It can be separated according to

GM = HM − TSM , (2.36)

where HM denotes the enthalpy of migration and SM the entropy of migration. Using
statistical thermodynamics, Vineyard [47] has shown that the jump rate ω (number of jumps
per unit time to a particular neighbouring site) and consequently the activation energy Edc

A
shows Arrhenius behaviour. Its temperature dependence can be expressed by an Arrhenius
equation: [48,49]
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µ = µ0 exp(
−Edc
A

kBT
) , (2.37)

with Boltzmann’s constant kB and the thermodynamic temperature T . µ0 is a proportion-
ality constant depending on several factors e.g., the attempt frequency, the distance moved by
the ion and the external electric �eld.

�e theory of the rates at which atoms move from one lattice site to another covers one of
the fundamental aspects of di�usion. For most practical purposes, a few general conclusions
are important:

(i.) Atomic migration in a solid is the result of a sequence of localised jumps from one site
to another.

(ii.) Atomic jumps in crystals usually occur from one site to a nearest-neighbour site. Molec-
ular dynamic simulations mostly con�rm this view. Multiple hops are rare, although
their occurrence is indicated in some model substances. Jumps with magnitudes larger
than the nearest-neighbour distance are more common on surfaces or in grain bound-
aries.

(iii.) �e jump rate ω and the activation energy Edc
A have an Arrhenius-type dependence

on temperature.

(iv.) �e concept of an atomic jump developed above applies to all possible di�usion mecha-
nisms discussed; the values of GM, HM and SM depend on the di�usion mechanism
and on the material under consideration.

(v.) �ere are cases – mostly motion of hydrogen in solids at low temperatures - where a
classical treatment is not adequate. [50] However, the end result of di�erent theories
including quantum e�ects is still a movement in a series of distinct jumps from one
site to another. [51] For atoms heavier than hydrogen and its isotopes, quantum e�ects
can usually be disregarded.

For more detailed discussions about defects and di�usion mechanisms in solids and the
problem of thermally activated jumps, the interested reader is referenced to the works of
Mehrer [38], Murch [39], Nowick and Burton [50] and Flynn and Stoneham [51].



3 Basics of Impedance Spectroscopy

3.1 Introduction
On its way through the circuit, electric energy may be (i) converted to other forms of energy
e. g., heat, phonones, light, electromagnetic waves, chemical energy or (ii) be stored in electric
or (iii) magnetic �elds.

In the �rst case, the potential energyW of the charge carrier with charge Q su�ers from a
decrease that leads to path-depending voltage drop ∆V :

∆V =
∆W
Q
. (3.1)

If the energy loss ∆W is caused by e. g., statistically equivalently distributed collisions in a
homogeneous electric �ow �eld, the resulting voltage drop ∆V is linearly depending on the
electric current I and can be expressed by Ohm’s law:

R = V
I
, (3.2)

with the resistance R.�is condition is ful�lled, following the awareness of Georg Simon
Ohm, [52] by many materials e. g., metals at constant temperature.

In case (ii), the current in�uences an electrostatic �eld between two electrically insulated
surfaces by displacement of charges. �e ability of the body to store an electric charge is
called capacitance C. It is a function of the area of the surfaces, the distance between them
and the permittivity ε of the dielectric material enclosed. For many dielectric materials, the
permittivity and thus the capacitance, is independent of the potential di�erence between the
conductors and the total charge on them and can be expressed as:

C =
Q
V
. (3.3)

A passive two-terminal electric component used to store electric energy temporarily in
an electric �eld is called capacitor.�e capacitance of a plate capacitor with large plates with
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area A, a small distance d between them and a homogeneous electric �eld in its dielectric,
can be estimated by:

C =
Aεrε0
d
, (3.4)

with the permittivity of vacuum ε0 and the relative permittivity of the dielectric εr.

�irdly, every arbitrarily shaped electric �ow �eld is surrounded by a magnetic �eld,
consequently a magnetic �ux Φ occurs. It is especially intense when the conductor is shaped
to a loop.�e ratio between the magnetic �ux passing through an area enclosed by an electric
current to the current I around the border is called the inductance L of the arrangement:

L(I) = Φ(I)
I
. (3.5)

In the case of linear dependence between Φ and I, L is independent of I. �us, the in-
ductance only depends on material properties and the geometry of the loop. By changing
the magnetic �ux through a conducting loop a voltage vi is induced. It follows the law of
induction: [53]

vi = −
dΦ
dt
. (3.6)

Time-depending electric quantities will be denoted as lower-case letters by convention.
A passive two-terminal electric component used to store electric energy temporarily in a
magnetic �eld is called inductor.�e inductance of a long and slim cylindrical coil can be
estimated by:

L = µ0µrN
2A

l
, (3.7)

with the permeability of the vacuum µ0, the relative magnetic permeability µr of the core
material, the number of turns N , the cross section area A and the length l .
By joining Eqs. (3.5) and (3.6), we can calculate the induced voltage for an inductor with:

vi = −L
di
dt
. (3.8)
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�e alternating current (ac) impedance z of the three basic circuit elements resistor, ca-
pacitor, and inductor can now be derived. It is the measure of the opposition that a circuit
presents to a current when a voltage is applied:

z = v
i
, (3.9)

with the time-depending values of voltage v and current i. Although the idea can be ex-
tended to de�ne the relationship between the voltage and current of any arbitrary signal, these
derivations will assume sinusoidal signals, since any arbitrary signal can be approximated as a
sum of sinusoids through Fourier analysis. [54]

We consider a sinusoidal AC voltage v

v = Vp sin(ωt) , (3.10)

with the peak voltage or amplitude Vp, the angular frequency ω and the time t. Inserting
Eq. (3.10) into (3.2), we get the current-voltage-relation and thus the impedance for a resistor
ZR:

v
i
=
Vp sin(ωt)
Ip sin(ωt)

= ZR = R , (3.11)

that means, there is a constant ratio between voltage and current of a resistor and there
is no phase shi� between them.�us, the impedance for a resistor ZR is equivalent to the
resistance R.

For a capacitor, by derivation with respect to time, rearrangement of Eq. (3.3)

i = Cdv
dt
, (3.12)

and inserting the sinusoidal voltage perturbation from Eq. (3.10)

dv
dt

= ωVp cos(ωt) = ωVp sin(ωt + π
2
) , (3.13)

we get the current-voltage-relation, i.e. the impedance of the ideal capacitor:
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z = v
i
=

sin(ωt)
ωC sin(ωt + π

2 )
. (3.14)

�is says that the ratio of ac voltage amplitude to ac current amplitude across a capacitor
is 1/ωC, and that theac voltage lags theac current across a capacitor by 90 degrees (or theac
current leads the ac voltage across a capacitor by 90 degrees, or the phase of the ac current
is shi�ed by 90 degrees before the ac voltage).

�is result can be expressed in polar form:

Z̃C =
1

ωC
exp( jπ

2
) , (3.15)

or in Euler’s formula, as

Z̃C =
− j
ωC

= XC , (3.16)

also known as the reactance of the ideal capacitor XC . In both cases the tilde is used to
denote complex quantities by convention. In the case of the inductor, we start with the
sinusoidal current i, for easier derivation,

i = Ip sin(ωt) , (3.17)

with the peak current Ip. Inserting in Eq. (3.8), we get

v = −L
d(Ip sin(ωt))

dt
, (3.18)

and thus

v
i
=

ωIpL cos(ωt)
Ip sin(ωt)

=
ωL sin(ωt + π

2 )

sin(ωt)
. (3.19)

�is says that the ratio of ac voltage amplitude toac current amplitude across an inductor
isωL, and that theac voltage leads theac current across an inductor by 90 degrees. Expressed
in polar form we get
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Z̃L = ωL exp( jπ
2
) , (3.20)

or in Euler’s formula

Z̃L = jωL = XL , (3.21)

also known as the reactance of the ideal inductor XL.

�e �ndings from above show that a sinusoidal current passing through the network
elements R, L, C, produces a sinusoidal, possibly phase shi�ed voltage response with the same
frequency.�e correlation can be described by two quantities: (i) the apparent impedance
Zapp

Zapp =
Vp
Ip
. (3.22)

It has the dimension of an ohmic resistor, but should not be confused with a resistance,
because the peak values in the fraction appear at di�erent times. It is a calculation quantity
supplying, by convention, a resistance term formally equal to direct current (dc) quantities. [55]
It is also applicable for electric dipoles with more then one circuit element. (ii), the phase shi�
or phase angle ϕ between the peak values of voltage and current

ϕ = ϕv − ϕi . (3.23)

Using Eqs. (3.22) and (3.23), the time dependent voltage v for an electric dipole can be
expressed as

v = Vp sin(ωt + ϕv) = ZappIp sin(ωt + ϕ + ϕi) . (3.24)

Using Euler’s formula this can be written as

Z̃ = ∣Z̃∣(cos(ϕ) + i sin(ϕ))
≡ Z′ + iZ′′,

(3.25)

where the real part Z′ = ∣Z̃∣ cos(ϕ) and imaginary part Z′′ = ∣Z̃∣ sin(ϕ) are marked by primes
and double primes, respectively. Z′ is equivalent to the so-called resistance R, and Z′′ the
reactance X of the electric circuit. Only the resistance contributes to energy conversion; the
reactive part makes the electric energy swing between generator and load. As the phase
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angle ϕ between R and X is always either + 90 or - 90 degrees, Zapp can be calculated with
Pythagoras’ formula:

Zapp =
√
R2 + X2 . (3.26)

A graphical representation of the linear impedance of an arbitrary electric dipole is the so-
called phasor-diagram, see Fig. 3.1. Eq. (3.26) can be solved graphically via linear combination
of resistive and reactive circuit elements.

3.2 Linear Impedance Spectroscopy
By Barsoukov’s de�nition, [24] impedance spectroscopy (is) is a general term that subsumes
the small-signal measurement of the linear electrical response of a material of interest (including
electrode e�ects) and the subsequent analysis of the response to yield useful information about
the physicochemical properties of the system. Linear in this context means, that the impedance
is independent of the applied voltage amplitude and the current response does not contain
any other frequencies than the excitation signal.�is requires the working point to be set to a
linear region of the transfer function, as shown in Fig. 3.2.
To create an impedance spectrum, several frequency points are recorded.�e result can

be illustrated in various forms, the most common are the (i) Bode and the (ii) Argand
or Nyquist diagram. (i) is a double-logarithmic plot of apparent impedance Zapp (and
accordingly ∣Z∣) and phase angle ϕ vs. frequency f . It has its origins in control engineering
where it is used to illustrate the transfer function of an electric quadrupole. It contains all

Re(Z)

-Im(Z)

Z‘

| |Z

R

XL

XC

f

+Im(Z)

Z‘‘

Figure 3.1: Complex plane plot of the
impedance Z̃ illustrating the use of Cartesian
(Z′, Z′′) and polar (∣Z̃∣, ϕ) coordinates. Graphi-
cal linear combination of the serially connected
circuit elements R, L, C in the phasor diagram.
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I

V

i

v

Figure 3.2: Voltage-current-diagram illustrat-
ing the selection of a linear working point for
small-signal impedance measurement. Exciting
sine voltage v and current response i are con-
nected by a constant factor and thus show ohmic
behaviour.

impedance information, corner frequencies and resonances can easily be identi�ed. An
example of a Bode diagram is shown in Fig. 3.3.
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Figure 3.3: Bode diagram of the impedance of a Li-ion half cell with carbon electrode and
liquid electrode. Apparent impedance ∣Z∣, red markers, and phase angle ϕ, blue markers are
plotted vs. frequency f .

(ii) is a linear plot of reactance Z′′ vs. resistance Z′. It was originally designed to predict the
stability of a control system and enables to illustrate impedance and phase information in a
single plot. Nyquist diagrams graphically support the design of equivalent circuit models.�e
points shown in the plots can be imagined as the peaks of the phasors shown in the phasor
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diagram in Fig. 3.1. Its disadvantage is the lack of any frequency information. In Fig. 3.4 the
same data as in the Bode plot in Fig. 3.3 is shown as Nyquist plot.

3.3 Non-Linear Impedance Spectroscopy
If at the working point, amplitude and frequency are selected in a way that the current
response cannot be scaled from the exciting voltage by a constant factor, the current response
is non-linear, see Fig. 3.5.
�atmeans, the signal includes not only the exciting frequency f0, but also higher harmonics,

that aremultiples of the fundamental frequency. If the transfer function contains e. g., a cubical
term

i = v2 , (3.27)

the current response for sinusoidal voltage is

i = (v0 sin(ω0t))2 =
1
2
(1 − cos(2ω0t)) . (3.28)

�e cubical term generates a second harmonic of the fundamental frequency f0 (or the
angular frequency ω0, respectively).�ese distortions may occur (i) accidentally in electro-
chemical systems, because linearity can only be approached, or (ii) deliberately to analyse the
shape of the transfer function.
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Figure 3.4: Nyquist diagram of the impedance
of a Li-ion half cell with carbon electrode and
liquid electrolyte. Reactance Z′′ is plotted vs.
resistance Z′. Note that the Nyquist plot does
not show any frequency information.



3.4 Impedance Spectroscopy for Lithium-Ion Batteries 21
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f0 2f0 3f0

Figure 3.5: Voltage-current-diagram illustrating
the selection of a non-linear working point.�e
exciting sine voltage v with frequency f0 leads
to a distorted current response i with higher
harmonics (2 f0, 3 f0,...).

3.4 Impedance Spectroscopy for Lithium-Ion Batteries
�e Li-ion battery is the most actively investigated battery of modern times. Its basic design
consists of a cathode and anode with an open crystalline structure capable of repeatedly
intercalating Li-ions, and a high-stability electrolyte and separator. In contrast to other battery
types, a Li-ion battery uses an aprotic (no mobile hydrogen atoms) electrolyte.�e need for
such electrolyte arises because of the high cell voltage of the battery (4.2 V) which exceeds
the water stability region both on the cathode and on the anode side. Impedance is typically
measured in a two- electrode or three electrode (with reference) con�guration.�e electrolyte
is compressed between two blocking (steel, platinum) or non-blocking Li electrodes. [56] Inter-
pretation of impedance spectra for batteries can be traced back to Randles [57] (1947), and
has proven to remain valid until the present. A typical impedance spectrum for a lithium-ion
battery is shown in Fig. 3.6.

�e contributions to a lithium-ion battery’s impedance can be summed up following
Barsoukov: [24]

(i.) Electrodes: Separate impedance investigation of electrodes is possible using a three
electrode con�guration, where the electrode of interest (anode or cathode) is typically
paired with a Li-metal counter electrode and a Li-metal reference electrode. �is
con�guration assumes that the kinetics of Li at the counter electrode is faster than at
the working electrode. A situation that is true for most of the cases.

(ii.) Anode:�e surface impedance of a carbon anode is determined by two factors: the
resistance and capacitance of the passivating layer and the charge transfer resistance
of the intercalation reaction, followed by solid state di�usion toward the centre of the
particles.
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Figure 3.6: Nyquist (a) and Bode (b) diagram of a lithium-ion half cell with carbon electrode
and liquid electrolyte. Contribution to impedance spectrum pointed out following [24].
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(iii.) Cathode: �e surface impedance of Li-intercalation cathode materials is similar to
that of anodes and is dominated by surface �lm impedance and by charge transfer
resistance. Capacity fading is also largely attributed to an increase of material resistance
due to the growth of insulating layers on particle surfaces and the resulting particle
disconnection. [58] Solid state di�usion in intercalation cathodes can only be analysed
as part of an overall impedance model.�e material resistance of the porous electrode
can lead to an angle of 45 ° in the complex plot which is a di�usion e�ect in the pores
in the liquid state. Non-linear �tting to a model which includes both di�usion and
material resistance factors allows one to separate their e�ects because the di�usion
e�ect is expressed only in the low-frequency area but material resistance in�uences all
frequency regions.

(iv.) Solid electrolyte interphase: Impedance spectroscopy was �rst applied to the investi-
gation of sei on lithium-metal by Thevenin. [59] It can be seen that a high-frequency
semicircle corresponding to the passivating layer grows noticeably at room temperature
and is almost unchanged at low temperature, indicating a di�erent character of the
formed layer. Quantitative analysis of the surface characteristics is only possible by
using a model that considers the porosity of the active layer because the in�uence of the
ionic and electronic resistance of the active layer is important in all frequency ranges.

(v.) Electrolyte: In order to achieve high power, batteries always operate at a relatively
high concentration of conductive salts in liquid electrolytes. In practice, this means
that we have to consider only the di�usion contribution to electrolyte impedance,
while conduction and relaxation e�ects of bulk electrolyte are shi�ed to the high-
frequency region. However, because of the high concentration of the ions taking part in
a charge/discharge reaction and the very thin electrolyte layer used in practical batteries,
this impedance is negligible for most liquid electrolytes applied in practice, and its
in�uence will only appear in the high-frequency region or, most commonly, as a series
resistance contribution.

(vi.) Separator:�e separator in a Li-ion battery is typically a thin microporous polypropy-
lene �lm. It prevents the electrodes from shorting directly or through Li-microdendrite
growth on overcharge, and it also serves as a thermal shut-down safety device. When
heated above 150 °C (e.g., due to an internal short in a cell) the separator melts and its
pores close, thus preventing ionic current �ow and thermal runaway. It is common to
investigate the shut-down behaviour of separators by measurement of cell impedance
at selected frequencies, such as 1 kHz, dependent on temperature. [60]

(vii.) Di�usion: Most battery electrodes comprise an open structure consisting of small
particles compressed together.�is structure does not have well-de�ned pores (such as
cylindrical) but rather an irregular network of interconnected space between particles
�lled with electrolyte.�e absence of well-de�ned pores of known tortuosity compli-
cates ab initio deduction of electrolyte impedance; however, the frequency dependence
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of the impedance of porous materials is well described by the ladder-network approach
originally proposed by de Levie. [61]�is transmission line model manifests in a 45
° inclination of the impedance in complex plane in the low-frequency range.

(viii.) Charge transfer: It can be seen that changes in the charge transfer resistance (high-
frequency depressed semicircle) and in the chemical di�usion coe�cients de�ning the
low-frequency dependence involve Li intercalation phase changes.�e resistance and
di�usion hindrance increase in areas where change from one phase to the next occurs.
�e value of impedance spectra for correlation with state of charge is problematic
for the Li-ion battery because impedance increases and decreases in the course of
discharge several times. Only multivariant correlation using information frommultiple
frequencies or multiple model parameters can allow con�dent estimation. [62]

(ix.) Wires and cell design. At frequencies above 100 kHz, the design of current collectors,
wires, connectors, cell container and alignment of the reference electrode becomes a
dominating factor.�e measurement result is not only in�uenced by inductance, see
Eq. (3.5), but also by the skin e�ect: It is the tendency of an alternating electric current
to become distributed within a conductor such that the current density is largest near
the surface of the conductor, and decreases with greater depths in the conductor.

3.5 Impedance SpectroscopyWith Solid Electrolytes
Ionic conductivity σ is de�ned in the same way as electronic conductivity: [43]

σ = nZeµ , (3.29)

with the number of charge carriers per unit volume n, the formal electric charge of the
mobile ion Z, the elementary charge e and their mobility µ, which is a measure of the dri�
velocity in a constant electric �eld. Conductivity σ is the inverse of the resistivity ρ and can be
calculated from impedance data by normalising to the sample geometry:

σ̃ = σ ′ + jσ ′′ =
d

A(Z′ + jZ′′)
, (3.30)

with the sample thickness d and the cross section area A. Fig. 3.7 shows the conductivity
spectrum of an ion conductor with negligible electronic conductivity in the shape of a Bode
diagram.

According to Funke, [63] the most important properties of conductivity spectra at frequen-
cies up to the MHz range are:
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Figure 3.7: Selected conductivity spectra of nanocrystalline Li2TiO3 represented as Bode
diagram.�e Jonscher power exponent n is �tted to describe conductivity dispersion at
higher frequencies.

(i.) As ionic conductivity in solids takes place as hopping process from one defect to another,
an energy barrier must be overcome to enable a jump. �is energy is known as the
activation energy Edc

A . Its temperature dependence can be expressed by an Arrhenius
equation: [48,49]

µ = µ0 exp(
−Edc
A

kBT
) , (3.31)

with Boltzmann’s constant kB and the thermodynamic temperature T . µ0 is a propor-
tionality constant depending on several factors e.g., the attempt frequency, the distance
moved by the ion and the external electric �eld. At electric �elds below 300 V/cm, a
temperature dependence is introduced into the pre-exponential factor (see also Sec.
2.4). Combining this information with Eq. (3.31), we get an expression for the direct
current (dc)-conductivity at low frequencies and intermediate temperatures:
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σdc =
σ0
T
exp(

−Edc
A
T

) . (3.32)

�e term σ0 now contains n, Ze and the information on attempt frequency and jump
distance.�is expression accounts for the fact that ionic conductivity increases with
temperature. If we now take logs of Eq. (3.32) we get:

ln σdc = ln σ0 −
Edc
A
T
. (3.33)

Plotting ln σdc vs. 1/T (and accordingly 1000/T) should produce a straight line with a
slope of −Edc

A .�is so-called Arrhenius plot for selected micro- and nano-crystalline
solid state ionic conductors is shown in Fig. 3.8.
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(ii.) At higher frequencies the conductivity σ ′( f ) increases monotonically with f up to
the order of phonon frequencies. �is dispersive regime originates from non-ideal
behaviour of real solids.�us, various correlation e�ects introduced by interactions
between the di�using ions, lattice defects, the motion of a large number of charge
carriers, and the response of the rigid lattice to ion jumps can contribute to the frequency
dependence of the conductivity.[64]

(iii.) Taking both previous points together, the initial part of the spectra can be reasonably
well described by the Jonscher power law σ ′ = σdc + Aσ ωn. In the log-log plot,
the exponent n—usually being between 0.6 and 0.7—corresponds to the slope of the
dispersive part.�is behaviour is observed in a wide range of solids (see Fig. 3.7) and
is known as the universal dielectric response.[65]

(iv.) With decreasing temperatures the onset of the dispersive regime is shi�ed to lower
frequencies and its slope approaches the value of 1. Also, the temperature dependence
of the conductivity decreases, which amounts to σ ′ ∝ f . �is corresponds to a fre-
quency independent dielectric loss ε′′ ≠ f ( f ), a phenomenon commonly known as
nearly constant loss (ncl). Although ncl behaviour is found for a wide range of ion
conducting solids, [66–72] it is yet not fully understood. However, it is o�en associated
with strictly localised motions and should not be mixed up with “real” translational
jumps of the conducting ions.[63,73,74] Related to the dielectric permittivity ε̃ ≡ ε′ − iε′′
is the modulus function M̃ ≡ M′ + iM′′ = iωC0Z̃. Here, C0 ≡ ε0A/d is the capacitance
of the empty cell with electrode area A and electrode distance d.�e high-frequency
behaviour ofM′ andM′′ is determined by the high-frequency limit of the permittivity
ε∞ = limω→∞ ε′(ω).�emeaning of ε∞ is discussed controversially in the literature [75]
and should therefore be handled with care.

(v.) At elevated temperatures, themobility of themigrating ions becomes signi�cant enough
to be observed in the form of polarisation e�ects at the ion blocking electrodes.�is is
re�ected by a reduction of σ ′ for decreasing frequencies.

(vi.) While not displayed in Fig. 3.7, at very high frequencies—typically in the GHz range—
the conductivity of ionic solids is governed by vibrational contributions, showing a f 2
frequency dependence on their low-frequency �ank.[63,73,76]

It should be noted that σdc = ∑i σ idc is generally a sum of conductivities of the ionic species
i involved. In the materials presented in this thesis however, Li is the only species with
signi�cant di�usivity, so that σdc is assumed to have only one contribution.
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4.1 Introduction
Electromagnetic radiation with frequencies in the range from 3 ⋅ 1016 Hz to 3 ⋅ 1019 Hz is
called X-radiation (composed of X-rays), corresponding to wavelengths ranging from 0.01
to 10 nanometres and energies in the range 100 eV to 100 keV. It was discovered in 1895 by
Wilhelm Conrad Röntgen. [77] X-ray wavelengths are shorter than those of ultra violet
(uv) light rays and typically longer than those of gamma rays. �ere is no consensus for
a de�nition distinguishing between X-rays and gamma rays. One common practice is to
distinguish between the two types of radiation based on their source: X-rays are emitted by
electrons, while gamma rays are emitted by the atomic nucleus. [78–81] X-ray photons carry
enough energy to ionise atoms and disrupt molecular bonds. X-radiation is therefore a kind
of ionising radiation, and harmful to living tissue.

X-rays interact withmatter in threemainways, through (i) photo-absorption, (ii) Compton
scattering, and (iii) elastic scattering.�e strength of these interactions depend on the energy
of the X-rays and the elemental composition of the material, but not much on chemical
properties since the X-ray photon energy is much higher than chemical binding energies.
Photo-absorption or photoelectric absorption is the dominant interaction mechanism in
the so� X-ray regime and for the lower hard X-ray energies. At higher energies, Compton
scattering dominates.

(i.) �e probability of a photoelectric absorption per unit mass is approximately propor-
tional to Z3/E3, where Z is the atomic number and E is the energy of the incident
photon. [82]�is rule is not valid close to inner shell electron binding energies where
there are abrupt changes in interaction probability, so called absorption edges, properties
used in X-ray absorption �ne structure (xafs) and X-ray absorption near edge structure
(xanes) techniques. However, the general trend of high absorption coe�cients and
thus short penetration depths for low photon energies and high atomic numbers is very
strong. For so� tissue photo-absorption dominates up to about 26 keV photon energy
where Compton scattering takes over. For higher atomic number substances this limit
is higher.�e high amount of calcium (Z=20) in bones together with their high density
is what makes them show up so clearly on medical radiographs.
A photo-absorbed photon transfers all its energy to the electron with which it interacts,
thus ionising the atom to which the electron was bound and producing a photo-electron
that is likely to ionise more atoms in its path. An outer electron will �ll the vacant
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electron position and produce either a characteristic photon or an Auger electron.
�ese e�ects can be used for elemental detection through X-ray spectroscopy or Auger
electron spectroscopy.

(ii.) Compton scattering, discovered by ArthurHolly Compton, [83] is the predominant
interaction between X-rays and so� tissue in medical imaging. [82] Compton scattering
is an inelastic scattering of the X-ray photon by an outer shell electron. Part of the energy
of the photon is transferred to the scattering electron, thereby ionising the atom and
increasing the wavelength of the X-ray.�e scattered photon can go in any direction,
but a direction similar to the original direction is a bit more likely, especially for high-
energy X-rays. �e transferred energy can be directly obtained from the scattering
angle from the conservation of energy and momentum.

(iii.) Elastic scattering of radiationmay be described by themechanicalmass-spring-model. [84]
We consider that electrons in matter behave as if they were bound by springs to their
respective atoms. For present purposes, electromagnetic radiation (such as visible light
or X-rays) consists of an oscillating electric �eld that, on reaching our electron-on-
a-spring model of matter, drives the electric dipole at the frequency of the applied
radiation. If the driving frequency ω is far from the natural frequency ω0 of the driven
oscillator, elastic scattering takes place. Two cases are distinguished:

a) Rayleigh scattering: If ω ≪ ω0 e.g., the frequency of visible light corresponding to
an electronic transition in an atom or molecule, the limit of the radiation intensity
Iscatt is

lim
ω≪ω0

Iscatt = constant ⋅
ω4

ω40
. (4.1)

�is is the so-calledRayleigh limit, named a�er the British physicist LordRayleigh
(JohnWilliam Strutt). [85]

b) �ompson scattering: If ω ≫ ω0 e.g., when X-rays or fast-moving electrons
impinge on matter,

lim
ω≫ω0

Iscatt = constant . (4.2)

�is is the so-called�ompson limit, named a�er the British physicist Joseph
John Thomson. [86] At the very high frequencies associated with X-rays or fast
moving electrons the radiation wavelength has become small compared to the
size of a typical molecule, and scattering from individual atoms or molecules can
be detected.
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In our days (2016), three di�erent fundamental branches of technical X-ray application are
distinguished: [25]

(i.) X-ray crystallography is a tool used for identifying the atomic and molecular structure
of a crystal. X-rays with wavelengths in the dimension of the crystal are interacting
with the electrons of the crystalline lattice and cause a beam of incident X-rays to
di�ract into many speci�c directions. By measuring the angles and intensities of these
di�racted beams, a three-dimensional picture of the density of electrons within the
crystal can be produced. From this electron density, the mean positions of the atoms
in the crystal can be determined, as well as their chemical bonds, their disorder and
various other information.

(ii.) X-ray radiography is an imaging technique that uses the penetration of X-rays, to view
the internal structure of a non-uniformly composed and opaque object (i.e., a non-
transparent object of varying density and composition) such as the human body. To
create the image, a heterogeneous beam of X-rays is projected toward the object. A
certain amount of X-ray is absorbed by the object, which is dependent on the particular
density and composition of that object e.g., on the atomic number. �e X-rays that
pass through the object are captured behind the object and provide a superimposed 2D
representation of all the object’s internal structures.

(iii.) X-ray �uorescence (xrf) is the emission of characteristic secondary (or �uorescent)
X-rays from amaterial that has been excited by bombarding with high-energy X-rays or
gamma rays.�e phenomenon is widely used for qualitative and quantitative elemental
analysis and chemical analysis. A further application is the density measurement in
multilayer systems.

4.2 X-ray Crystallography
Crystals are regular arrays of atoms whose electrons scatter X-rays. So an X-ray striking an
electron produces secondary spherical waves emanating from the electron.�is phenomenon
is known as elastic scattering, and the electron is known as the scatterer. A regular array
of scatterers produces a regular array of spherical waves. Although these waves cancel one
another out in most directions through destructive interference, they add constructively in a
few speci�c directions, determined by Bragg’s law: [87]

2d sin θ = nλ . (4.3)

Here d is the spacing between di�racting planes, θ is the incident angle, n is any integer, and
λ is the wavelength of the beam.�ese speci�c directions appear as spots on the di�raction
pattern called re�ections.�us, X-ray di�raction results from an electromagnetic wave (the
X-ray) impinging on a regular array of scatterers (the repeating arrangement of atoms within



4.2 X-ray Crystallography 31

the crystal). Eq. (4.3) can be interpreted geometrically, as seen in Fig. 4.1.

For a perfect, in�nity large crystal, a monochromatic incident beam would be refracted
only in discrete angles.�e refraction pattern would be composed of lines representing Dirac
impulses. [25] In reality, the refraction pattern is in�uenced as follows:

(i.) �e primary di�raction angle is proportional to the distance between the lattice ele-
ments of the crystal.

(ii.) �e smaller the crystal, the larger the scatter around the primary angle and the higher
the spreading of the re�ection.�is inherent width is called the Darwin width a�er
the author of the �rst dynamical treatment of di�raction. [88] It is simply the result of
uncertainty principle, [89–91]

σxσp ⩾
ħ
2
, (4.4)

with the standard deviation of position σx, the standard deviation of momentum σx
and the reduced Planck constant, ħ = h/(2π). It means that the absorption coe�cient
of the specimen requires that the location of the photon in a crystal be restricted to a
rather small volume and thus that ∆p and in turn ∆λ, by the de Broglie relation [92]

∆p = h
∆λ
, (4.5)

must be �nite, producing a �nite width to the re�ection. In addition to the inherent
width, there are several physical sample e�ects which contribute to the observed pro�le
e.g., inhomogeneous strain and crystal lattice imperfections, dislocations, stacking faults,
twinning, microstresses, grain boundaries, sub-boundaries, coherency strain, chemical
heterogeneities, and crystallite smallness. (Some of those and other imperfections may
also result in re�ection shi�, re�ection asymmetry, anisotropic re�ection broadening,
or a�ect re�ection shape. [93])

q

2q

q q

d

d sin( )q

incident beam refracted beam

atoms

Figure 4.1: Di�raction of X-rays in a crystal. If
scatterers are arranged symmetrically with a
separation d, the refracted waves will be in sync
(add constructively) only in directions where
their path-length di�erence 2d sin θ equals an
integer multiple (n) of the wavelength λ. In that
case, part of the incoming beam is de�ected by
an angle 2θ, producing a re�ection spot in the
di�raction pattern.
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(iii.) Amorphous material scatters the incident beam in no preferred direction and leads to
a so-called �oor in the di�raction pattern.

Typical X-ray re�ections of micro- and nano-structured material are shown in Fig. 4.2.

A re�ection is typically characterised by the so called intrinsic pro�le:

(i.) �e maximum intensity Imax is reached at the di�raction angle θ0, also known as
glancing angle.

(ii.) �e �oor is the signal level distributed over the whole range of angles that cannot be
assigned to any crystal lattice.

(iii.) �e net intensity I0 is the di�erence between maximum intensity and �oor level.

(iv.) �e di�erence between the le� and the right border of the re�ection at half net inten-
sity (I0/2) is called the full width at half maximum (fwhm). Real re�ections have
asymmetric shape and tails that contain further physical information.

For correct data analysis has furthermore to be taken into account that the spectrum of the
X-ray tube is not homogeneous.�is in�uence is characterised in the so-called X-ray tube
pro�le. Further re�ection-broadening factors are radiation, aperture, specimen geometry and
specimen absorption pro�le, composite in the instrument pro�le.�us, the measured pro�le
is always a convolution of the intrinsic, the X-ray tube and the instrument pro�le.
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30 min
2 h
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Li4Ti5O12 I0Imax

I0/2
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Figure 4.2: Re�ections of Li4Ti5O12 with di�er-
ent crystal sizes and di�erent amount of amor-
phous material prepared by ball milling (milling
times shown in the legend).�e intensity of
the refracted beam is shown versus the refrac-
tion angle (2θ). Characteristic parameters are
highlighted: maximum intensity Imax, net inten-
sity I0 and full width at half maximum fwhm.
With increasing milling time the crystal diame-
ter decreases, while the amount of amorphous
material increases.�is leads to a re�ection
broadening and an increasing signal �oor.
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4.3 Quantitative Phase Analysis
A phase in sense of thermodynamics is an entity of the same structure, [25] e.g., chemical ele-
ments, poly-crystals or chemical compounds.�ese phases may be crystalline or amorphous
and appear in mono- or poly-phase materials. As of now (2016), a quantitative phase analysis
is still not possible fully automated. An established resource are databases of X-ray di�raction
patterns and crystal structures. Each unitary symmetry is assigned to speci�c di�raction
pattern. If two unitary symmetries are mixed, the di�raction patterns are superimposed and
the re�ections of both emerge in the pattern. Fig. 4.3 (a), ’0 h’, shows an X-ray di�raction
pattern with 3 identi�ed crystalline phases. By determination of the refraction angle and the
ratio between the intensities of the re�ections the stoichiometric ratio of the phases in the
specimen can be calculated.
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Figure 4.3: XRD powder pattern for a) β-Li2TiO3 and b) spinel-type Li4Ti5O12. Compared to
the non-treated source materials broadening of the re�ections is observed that can be ascribed
to grain size e�ects and strain generated during milling. With increasing milling time the
amount of amorphous material increases; a�er several hours of mechanical impact re�ections
of the α-form of Li2TiO3 emerge.

A mixture of an amorphous and a crystalline phase does not change the shape of the
refraction patterns signi�cantly; if applicable, a so called glass hill in the signal �oor of the
pattern of an amorphous material may also appear in the mixture, see e.g., Fig. 4.3 (a), in
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the transition between ’4 h’ and ’8 h’. In the case of synthesis of a new crystal structure, the
di�raction pattern may be completely di�erent to the source material. In Fig. 4.3 e.g., a�er
several hours of mechanical impact re�ections of the α-form of Li2TiO3 emerge, that were
not visible in the unmilled samples of the source material.

For more information about X-ray crystallography the interested reader is referenced to
the works of Spiess [25] and Marshall [84].



5 Results

5.1 Introduction
Below, the results of this dissertation are presented cumulatively in the form of two papers
published in peer-reviewed journals and two unpublished manuscripts.�e chapter has been
arranged into two sections de�ned by the aggregate state of the investigated electrolyte at
room temperature.
�e �rst section is about solid electrolytes, starting with an article comparing two rela-

tively poor Li-ion conductors: Li2TiO3 and Li4Ti5O12. �e ionic conductivity is increased
my mechanical treatment and the transport properties are investigated via electrochemical
impedance spectroscopy (eis). �e �rst unpublished manuscript covers a more promis-
ing Li-ion conductor: Li3PS4 is synthesised mechanically followed by heat treatment.�e
conductivity of the crystalline γ-phase almost keeps up with amorphous and glass-ceramic
material.
In the second section, the behaviour of liquid Li-ion conductors, half cells and full cells is

investigated. In the second journal paper, two- and three-electrode Swagelok type T-�ttings
are used to assemble Li-ion half cells with liquid electrolyte and di�erent anode materials.
�e ionic conductivity is measured via eis over the lifetime and post mortem analysis is done
via electron microscopy. In the second unpublished manuscript, Si based Li-microbatteries
designed for on-chip assembly are investigated.�e ionic conductivity of the liquid electrolyte
is measured over a wide temperature range and the microcells are reviewed for any possible
performance loss due to temperature cycling.
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5.2 Solid Electrolytes

5.2.1 Li-Ion Dynamics in Nanocrystalline and Structurally Disordered Li2TiO3
(Paper 1)

Brandstätter H., Wohlmuth D., Bottke P., Pregartner V., and Wilkening M. Zeitschri� für
physikalische Chemie 229, 1363–1374 (2015).—�is article is reproduced by permission of
Walter de Gruyter GmbH.�e original article can be found online at
http://dx.doi.org/10.1515/zpch-2014-0665.
©2015 Walter de Gruyter GmbH.



Z. Phys. Chem. 2015; 229(9): 1363–1374

Harald Brandstätter, Dominik Wohlmuth, Patrick Bottke,
Veronika Pregartner, and Martin Wilkening*
Li Ion Dynamics in Nanocrystalline and
Structurally Disordered Li2TiO3

DOI 10.1515/zpch-2014-0665
Received December 19, 2014; acceptedMarch 23, 2015

Abstract: The monoclinic polymorph of Li
2
TiO
3
(β-form) is known to be a rela-

tively poor Li ion conductor. Up to now, no information is available on how the
ion transport properties changewhen going fromwell-ordered crystalline Li

2
TiO
3

to a structurally disordered form with the same chemical composition. Here, we
used high-energy ball milling to prepare nanocrystalline, defect-rich Li

2
TiO
3
; ion

dynamics have been studied via impedance spectroscopy. It turned out that ball
milling offers the possibility to enhance long-range ion transport in the oxide by
approximately 3 orders of magnitude. Its effect on the oxide ceramic is two-fold:
besides the introductionof a largenumber of defects, the originallyμm-sized crys-
tallites are decreased to crystallites with amean diameter of less than 50 nm. This
process is accompanied by amechanically induced phase transformation towards
the α-form of Li

2
TiO
3
; besides that, a significant amount of amorphous materials

is produced duringmilling. Structural disorder in nanocrystalline aswell as amor-
phous Li

2
TiO
3
is anticipated to play the capital role in governing Li ion dynamics

of the sample finally obtained.

Keywords: Ion Conductivity, Nanocrystalline Ceramics, Impedance Spectroscopy,
Ball Milling.

1 Introduction
The development of powerful electrochemical energy storage systems, which are
based on Li charge carriers, is more important today than at any time before [1].
The design of thin-film all-solid-state batteries [2] may require protective layers
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between the electrolyte-electrode contact that prevent the system from interfa-
cial degradation during operation. The oxidematerials foreseen should be able to
prevent the formation of blocking interphases due to interdiffusion phenomena
between the electrochemically active material and the Li-conducting solid elec-
trolyte.

While ion transport in nanocrystalline, defect-rich LiMO
3
(M=Ta, Nb) has

extensively been studied previously [3–5], little is known about Li+ dynamics in,
e.g., LiAlO

2
[6] or the various Li-bearing titanates such as Li

2
TiO
3
[7] if these ox-

ides are present in an amorphous or nanocrystalline form [8, 9]. Here, we used
high-energy ball milling to prepare phase pure nanocrystalline Li

2
TiO
3
start-

ing from a commercially available coarse-grained material characterized by μm-
sized crystallites. Ion transport has been studied by temperature-variable and
frequency-dependent conductivity measurements.

In general, a compacted nanocrystalline ceramic, which has been prepared
via a top-down approach such as ball-milling, consists of agglomerated crystal-
lites characterized by a mean diameter in the order of 20 nm. The large volume
fraction of interfacial regions and defects introduced is anticipated to govern
macroscopic properties, particularly both short-range as well as long-range ion
transport of the mobile cations [8–12]. In the present case, we focussed on the
monoclinic modification, that is, the β-form of Li

2
TiO
3
(see Figure 1). β-Li

2
TiO
3
,

which crystallizes with the same space group as Li
2
SnO
3
, is one of the three

polymorphs known for Li
2
TiO
3
[13, 14]. Besides the β-modification an α- and

a γ-form exist that show cubic symmetry [15, 16]. At approximately 1425 K the β-
modification reversibly transforms into the γ-polymorph [15]. Whereas the spe-
cific Li ion conductivity is relatively poor in single crystalline and coarse grained
polycrystallineβ-Li

2
TiO
3
(𝜎 (573 K) = 4 × 10−6 S cm−1) [7, 17], in thepresent con-

tribution wewill show that mechanical treatment of the titanate for about 30min
in a high-energy planetarymill leads to an increase of𝜎 by almost 3 orders ofmag-
nitude. The results obtained for layer-structured β-Li

2
TiO
3
are briefly compared

with those collected for another Li titanate viz. spinel-type Li
4
Ti
5
O
12

(LTO),
which is a well-known zero-strain anode material for lithium-ion batteries [18–
21].

2 Experimental
Lithium titanate with a purity of ca. 99% was obtained from Alfa Aesar. The
grain size of the non-treated raw material is in the μm range (see Figure 2) and
reveals the typical X-ray powder diffraction pattern of the β-phase of Li

2
TiO
3
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Figure 1: Crystal structure of monoclinic β-Li
2
TiO

3
crystallizing with 𝐶2/𝑐 symmetry. Li ions

reside either in the LiTi
2
layers (Li(3), 4e site) or occupy octahedrally coordinated positions in

between (Li(1) and Li(2), i.e., the 8f and 4d sites).

(see Figure 1). Nanocrystalline β-Li
2
TiO
3
was prepared from the microcrystalline

source material by ball milling using a high-energy planetary mill (Fritsch, Pul-
verisette 7). We used grinding beakers made of zirconium dioxide (Fritsch) that
were equipped with 180 milling balls (ZrO

2
, 5mm in diameter). The air-tight

beakers were filled and unfilled in inert gas atmosphere with less than 0.5 ppm
water vapor content to avoid any contact of the ball-milled samples with air or
moisture. To obtain different nanocrystalline samples the milling timewas varied
from 30min to 8 h; the rotational speed of the mill was set to 400 rpm.

For structural characterization X-ray powder diffraction patterns were
recorded on a Bruker D8 Advance diffractometer with Bragg Brentano geome-
try using CuKα radiation (10 to 100 ∘2𝜃, step size 0.02 ∘2𝜃, and step time 1 s).
Rietveld refinement was carried out with an X’Pert HighScore Plus software pack-
age (PANalytical). 6Li magic angle spinning (MAS) NMR spectra were recorded
with a single-pulse sequence using an Avance-500 NMR spectrometer (Bruker,
73.6MHz resonance frequency for 6Li) with field drift compensation at spin-
ning speeds of up to 30 kHz (2.5-mm MAS probe, ambient bearing gas). Spectra
were recorded non-selectively using a short pulse with a length of ca. 2 μs. They
were referenced to crystallineLi acetate serving as second reference; the chemical
shifts presented refer to aqueous LiCl being the primary reference.

For our broadband impedancemeasurements the powders were cold-pressed
into dense tablets bymeans of a 10mmpress set in combinationwith a P.O.-Weber
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Figure 2: Slope cut SEM image of an electrode containing Li
2
TiO

3
particles.

hand press that allows a uni-axial pressure of 10 kN. It is noteworthy that the
heat-sensitive samples have not been sintered in order to avoid grain growth and
healing of defects. Au electrodes of about 100 nm thickness were applied with
a sputter coater (Leica EM SCD050). Temperature-variable 2-electrode impedance
measurements were carried out with a Novocontrol Concept 80 broadband ana-
lyzer (Alpha-AN, Novocontrol) that is used in combination with a BDS 1200 cell
and an active ZGS cell interface. The temperature in the sample chamber is auto-
matically controlled with an accuracyof±0.01 K by a QUATRO cyrosystem (Novo-
control) using a constant flow of freshly evaporated nitrogen gas that is heated up.
The setup is able to record impedances and permittivities at frequencies ranging
from fewmHz up to 20MHz (150 K to 570 K).

To measure the grain size of the sample via scanning electron microscopy
(SEM) a solid-state electrode was prepared. The raw material was mixed with
carbon-particulate matter, binder and resolvent (N-methyl-2-pyrrolidone). After
stirring for several hours the viscous slurry was spread on a thin copper foil and
dried in an oven at 333 K in vacuum. Small slices were punched out and slope cut
for the SEM investigations. A representative SEM image is shown in Figure 2; the
SEM settings are displayed at the bottom of the figure.
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3 Results and discussion

3.1 Characterization via XRD and Li MAS NMR

Long-range crystal structures of the starting material as well as the presence and
evolution of extra phases have been studied by X-ray powder diffraction (XRD).
The XRD pattern of β-Li

2
TiO
3
is shown in Figure 3; Miller indices are indicated.

Triangles show minor impurities that can be identified as Li
2
CO
3
and Li

2
Ti
5
O
12
.

With increasing milling time broadening of the reflections is seen that is due to
shrinking the crystallites and the generation of lattice strain. Commonly, after
several hours of intense ball-milling the average crystallite size is reduced from
the μm range down to approximately 20 nm [9] as can be estimated via the well
known equation introduced by Scherrer [22].
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Figure 3: XRD powder pattern for a) β-Li
2
TiO

3
and b) spinel-type Li

4
Ti

5
O

12
. Compared to the

non-treated source materials broadening of the reflections is observed that can be ascribed to
grain size effects and strain generated during milling. With increasing milling time the amount
of amorphous material increases; after several hours of mechanical impact reflections of the
α-form of Li

2
TiO

3
emerge.
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Interestingly, with increasing milling time new reflections show up that can
be assigned to the α-form or γ-polymorph of Li

2
TiO
3
being high-pressure and

high-temperature modifications of the titanate. Because of significant broaden-
ing of the XRD peaks we were not able to differentiate between these two phases.
Besides the formation of metastable Li

2
TiO
3
polymorphs the raise of the back-

ground signal points to the formation of a non-negligible amount of amorphous
Li
2
TiO
3
formed, which is anticipated to strongly influence the overall conductiv-

ities measured. The same is observed, but much less pronounced, for Li
4
Ti
5
O
12
.

Phase pure Li
4
Ti
5
O
12
partly transforms into the α-modification of Li

2
TiO
3
. This

form is an NaCl-type thermodynamically metastable phase with cubic symme-
try that undergoes re-transformation into the β-polymorph at𝑇 > 575 K, as men-
tioned above [16]. The crystal structure of cubic Li

2
TiO
3
(Fm3m) shows a statis-

tical distribution of lithium and titanium ions on the 4a position, oxygen ions oc-
cupy the 4b sites.

Similar observations have recently been reported on nanocrystalline LiAlO
2
,

which has also been prepared via high-energy ball milling starting with a coarse-
grained source material [6]. Upon milling, LiAlO

2
turns into a mixture of amor-

phous LiAlO
2
with nm-sized crystallites embedded. At long milling times the δ-

polymorph is formed, which is a high-pressure modification of the aluminium ox-
ide [6].

Besides XRD we used 6LiMAS NMR to enlighten local magnetic structures of
the Li spins in β-Li

2
TiO
3
and Li

4
Ti
5
O
12
. The corresponding spectra are shown in

Figure 4. For β-Li
2
TiO
3
three signals can be resolved thatmay be attributed to the

three magnetically different Li sites in the monoclinic structure (see above); ac-
cording to the site occupation an intensity ratio of 1 : 1 : 2 is expected. This seems
nicely fulfilled in our case especially when we consider a low amount of LTO
present (see below). A 6Li NMR spectrum of β-Li

2
TiO
3
has also been reported re-

cently [23].
Considering Li

4
Ti
5
O
12
, Li ions reside on the 8a and 16c sites in the spinel

structure yielding signals at 0.09 ppm and −0.26 ppm. This is in perfect agree-
ment with data from the literature, see particularly the work of Irvine and co-
workers [24]. The two partly overlapping lines nicely reflect the 3 : 1 ratio ex-
pected for [Li]

8a
[Li
1/3
Ti
5/3
]
16d
[O
4
]
32e
. The additional signal with very low inten-

sity showing up at −0.89 ppm does, most likely, reflect X-ray invisible, i.e., amor-
phous, β-Li

2
TiO
3
. The same line is found for β-Li

2
TiO
3
; in the case of β-Li

2
TiO
3

this NMR line, which seems to represent the Li(1) ions on the 8f position in the
titanate, is the most intense signal. The same line also shows up after mechani-
cal treatment of the sample. Note that a small amount of crystalline Li

4
Ti
5
O
12
is

present in our β-Li
2
TiO
3
sample (see Figure 3); for comparison, we have, there-
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Figure 4: 6LiMAS NMR spectra of the starting materials β-Li
2
TiO

3
(a) and Li

4
Ti

5
O

12
(b); cs

denotes the chemical shift in ppm. Spectra have been referenced to aqueous LiCl. The spinning
speed was 28 kHz (a) and 30 kHz (b), respectively. To record the NMR spectra an interpulse
delay of 180 s was used. Presumably, considering the spectrum of Li

4
Ti

5
O

12
this is too short to

make visible minor impurities such as crystalline Li
2
TiO

3
being characterized by extremely

long spin-lattice relaxation times. The dotted spectrum in a) is scaled such that it is a guide to
the eye.

fore, included the NMR spectrum of Li
4
Ti
5
O
12
in Figure 4a) that is simply scaled

such that it serves to guide the eye.

3.2 Long-range ion transport in lithium titanate as probed by
impedance spectroscopy

Impedance spectroscopy was used to characterize ion transport in β-Li
2
TiO
3
as

a function of mechanical impact. A set of conductivity isotherms is shown in Fig-
ure 5; they are composed of a low-frequency region, the so-called dc-plateau, and
a dispersive regime that reflects Li ion hopping on shorter length scales. The con-
ductivity plateau entails 𝜎dc (see the filled symbols in Figure 5a)), which is plotted
in Figure 6 as 𝜎dc𝑇 vs the inverse temperature.

Starting with relatively low conductivities for the non-treated starting mate-
rial, 𝜎dc increases by about two orders of magnitude upon milling for 30min.
A further, but smaller increase is observed after high-energy ball milling for many
hours. Simultaneously, the activation energy decreases by about 0.1 eV. The 𝜎dc𝑇
values can be best approximated with two Arrhenius lines. While the data points
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Figure 5: a) Conductivity spectra of β-Li
2
TiO

3
that has been ball milled for 2 h in a high-energy

planetary mill. Besides electrode blocking effects, being apparent at high temperatures and
low frequencies, the spectra are typically composed of a dc-plateau region and
a Jonscher-type [25] dispersive regime showing up at higher frequencies. b) Permittivity spectra
indicating that mainly bulk properties are sensed via dielectric spectroscopy, at least for the
ball-milled samples. 𝜎 and 𝜖 denote, in each case, the real part of the complex conductivity
and permittivity, respectively.

follow an Arrhenius law characterized by 0.62 eV at lower temperatures, above
450 K the activation energy increases to approximately 0.72 eV. This behaviour
has alreadybeenobserved recently ona (highlydense)β-Li

2
TiO
3
sample thatwas

prepared from a melt [7]. The dashed line in Figure 5 reflects previous results ob-
tained for that sample, seeRef. [7].Most likely, the lower conductivity values of our
starting material compared to the sample studied recently [7] reflect the influence
of blocking grain boundary regions and extra phases formed, such as Li

2
CO
3
.

Such phases may form a thin cover of the surfaces of the β-Li
2
TiO
3
crystallites.

Here, an activation energy of 0.65 eV for the starting material agrees well with
the result of 0.7 eV found recently. In previous studies activation energies rang-
ing from 0.6 to 1.1 eV were found [17, 26]; these results, most likely, depend on
the exact stoichiometry and morphology of the samples studied.

Irrespective of the choice of the reference material, for non-treated β-Li
2
TiO
3

an increase in 𝜎dc𝑇 by about three orders of magnitude is found at room temper-
ature. While at short milling times this increase is anticipated to be due to de-
fects introduced into the β-modification of Li

2
TiO
3
, the additional raise at longer

milling times might be attributed, at least partially, to the increasing formation of
amorphous Li

2
TiO
3
as well as the transformation into the α-form.
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Figure 6: Arrhenius plot of 𝜎dc𝑇 vs 1000/𝑇 of non-treated and ball-milled β-Li2TiO3; the dashed
line indicates previous results on a microcrystalline sample that was obtained via quenching
a Li

2
TiO

3
melt [7].

Usually, the use of nanocrystalline, ball-milled powders yields more dense
and less porous impedance pellets. On that score the amorphous structure of in-
terfacial regions in samples that have been ball-milled for several orders is ex-
pected to be an additional advantage; they may serve as an aid to obtain dense
pellets. Considering the permittivity spectra shown in Figure 5b) for a sample that
has been treated for 2 h, 𝜖(0) values being smaller than 100 correspond to capac-
ities in the order of few pF. It turned out that 𝜖(0) does not change if the milling
time is increased; for the sample treated for 8 h the same value has been obtained.
Hence, we assume that the electrical response mainly reflects bulk properties for
all samples. Significant effects arising from ion blocking grain boundaries seem
to be absent.

For comparison with the results obtained for nanocrystalline β-Li
2
TiO
3
,

in the Arrhenius plot of Figure 7 conductivities for non-treated and ball-milled
Li
4
Ti
5
O
12
are shown. In contrast to Li

2
TiO
3
no large increase in overall conduc-

tivity is found even if we increase themilling time up to 8 h ormore.We tend to ex-
plain the increase in 𝜎dc found after 8 h of milling to the formation of amorphous
phases as well as the transformation into NaCl-type α-Li

2
TiO
3
as is detected by

XRD (see above).
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Figure 7: Arrhenius plot of 𝜎dc𝑇 vs 1000/𝑇 of non-treated and ball-milled Li4Ti5O12 (LTO). The
dashed lines represent the Arrhenius lines of Figure 6 used to approximate the trend of 𝜎dc𝑇 for
β-Li

2
TiO

3
. The dashed-dotted lines refer to LTO (SüdChemie) that has been investigated by

Iwaniak et al. [27], previously: the microcrystalline source material is characterized by 0.84 eV;
after 2 h of milling in a shaker mill (SPEX) an increase of ion conductivity by about two orders of
magnitude is seen when temperatures around 300 K are considered [27]. The corresponding
XRD pattern of that sample does not reveal any large amounts of amorphous material; there is,
however, abrasion of Al

2
O

3
that may also affect Li ion transport.

Interestingly, and in contrast to our recent results, mechanical treatment of
Li
4
Ti
5
O
12
in a shaker mill, as it was carried out by Iwaniak et al. [27], leads to

a larger increase in 𝜎dc𝑇. While the source material of Iwaniak et al. (purchased
from SüdChemie, EXM1037) is comparablewith our sample [27], milling the oxide
for only 2 h in a shaker mill (SPEX), which is equipped with an alumina vial and
a single ball of relatively large diameter (1 cm), seems to bemore advantageous to
enhanceLi ion transport inLTO. A possible effect of abradedAl

2
O
3
onLi dynam-

ics [28–30] needs to be discussed in future studies; its influence, however, seems
to be negligible here.

Compared to the present study, the corresponding XRD pattern in Ref. [27]
does not reveal any large amounts of amorphous material formed. Obviously, the
grinding effects known for planetary mills promotes the formation of disordered
phases to a much larger extent. This might be of advantage if mechanochemical
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reactions are desired to be induced but of disadvantage if nanocrystalline materi-
als have to be prepared.

4 Summary
Ball milling is a versatile tool to change the morphology of a given material, to
induce phase transformations, and to prepare nanocrystalline ceramics. Here, we
focussed on poorly conducting β-Li

2
TiO
3
to study the effect of mechanical treat-

ment on overall conductivity. After a short milling period of only 30min a signifi-
cant increase in conductivity is foundaswasdetectedby impedance spectroscopy.
This is ascribed to the large fractionof defects introducedduringmechanical treat-
ment.

At longer milling times amorphous phases are increasingly formed; further-
more, the oxide transforms into the α-modification which is a metastable form
crystallizing with NaCl structure. The findings are comparable to a recent study
on LiAlO

2
[6]. Comparisons with Li

4
Ti
5
O
12
show that the increase in conductiv-

ity is much less pronounced for LTO when treated in planetary mills. As in the
case of β-Li

2
TiO
3
a significant amount of amorphous material is formed, which

is in contrast when LTO is treated in shaker mills yielding phase-pure nanocrys-
talline lithium titanate [27]. The latter finding and its relationship to Li ion dy-
namics might be important for battery applications with (nanostructured) LTO
anodes prepared via high-energy ball-milling.
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5.2.2 Synthesis and Dynamics of Amorphous and Structurally Disordered
Crystalline Li3PS4

Introduction

All-solid-state lithium-ion batteries based on solid electrolytes have attracted attention in
recent years due to increased concerns on the safety problems of commercial lithium-ion
batteries employing liquid electrolyte. [10–12] To date the most conductive solid electrolytes for
lithium-ions are sulphide-based materials, which achieved 12 mS/cm conductivity at ambient
temperature. [94] Fig. 5.1 shows the formation diagram of the Li-P-S system. In the binary
Li2S-P2S5 system, three stoichiometric compounds Li3PS4 [95,96], Li4P2S6 [97], and Li7PS6 [98],
were reported. Among all sul�de-based solid electrolytes, the stoichiometric compound of
lithium thiophosphate, Li3PS4 is considered as the most chemically stable compound against
metallic lithium. [99] Anothermerit of sulphide electrolytes is easy reduction of grain-boundary
resistance by conventional cold-press of electrolyte powders; [100] this mechanical property
of sulphides is preferable for application to all-solid-state batteries. Li2S-P2S5 glass-ceramic
electrolytes were used in all-solid-state batteries and the batteries exhibited excellent cycle
performance. [101]

Li

SP

Li S2

PS2P S4 3

P S4 5

P S4 7

P S2 5

Li PS3
4

Li PS7
6

Li P
S

4
2

6

Figure 5.1: Ternary phase diagram for Li-P-S system, adopted from [102].

�ere are three transitions among the α, β and γ-phases of this material as a function of tem-
perature. [103]�e low-temperature γ-phase transformed to the medium-temperature β-phase
at 573 K, which then transforms to the high-temperature α-phase at 746 K.�e γ-phase is
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iso-structural with β-Li3PO4 (SG: Pmn21) with an orthorhombic cell with a=7.70829(11),
b=6.53521(10), and c=6.1365(7) Å at 297 K. �e β-phase has an orthorhombic cell with
a=12.8190(5), b=8.2195(4), and c=6.1236(2) Å at 637 K.�e apexes of the PS4 tetrahedron
are ordered in the same direction in the γ-phase, while in the β-phase, they are ordered in a
zig-zag arrangement.
Li3PS4 has been synthesised (i) through the dissolution in Tetrahydrofuran (thf, C4H8O),

Li3PS4 ⋅ 3THF (β-phase), [99,104] (ii) through conventional solid state synthesis (β- and α-
phase), [102–104] and (iii) mechanical synthesis through ball-milling followed by heat treatment
(γ-phase). [105–107]

Experimental

Reagent-grade Li2S and P2S5 with a purity of ca. 99 % was obtained fromAlfa Aesar.�e solid
electrolyte with natural abundance of 7Li and 6Li (92.5 % : 7.5 %) glass was prepared from the
micro-crystalline source material by ball-milling in a molar ratio of 3:1 using a high-energy
planetary mill (Fritsch, Pulverisette 7). We used grinding beakers made of zirconium dioxide
(Fritsch) that were equipped with 171 milling balls (ZrO2, 5 mm in diameter).�e air-tight
beakers were �lled and un�lled in inert gas atmosphere with less than 0.5 ppm water vapour
content to avoid any contact of the ball-milled samples with air ormoisture. To obtain di�erent
nano-crystalline samples the milling time was set to 36 h; the rotational speed of the mill was
set to 380 rpm in order to reduce the formation of side products as e�ectively as possible.�e
so obtained powder was �lled into glass tubes in inert gas atmosphere.�e glass tubes were
inserted in a temperature controlled tube oven for heat treatment between 180 and 360 °C.
For structural characterisation X-ray powder di�raction patterns were recorded on a Bruker

D8 Advance di�ractometer with Bragg Brentano geometry using CuKα radiation (10 to 100
○2θ, step size 0.02 ○2θ, and step time 1 s). Rietveld re�nement was carried out with an X’Pert
HighScore Plus so�ware package (PANalytical).
Temperature-variable and frequency-dependent 7Li nmrmeasurements were carried out

with an Advance III spectrometer (Bruker BioSpin) connected to a shimmed cryomagnet
with a nominal magnetic �eld of 7 T; this �eld corresponds to a resonance frequency of
ω0/(2π) of 116.6 MHz. For temperatures ranging from 263 to 493 K, a commercial ceramic
high-temperature probe (Bruker BioSpin) together with a Eurotherm temperature controller
in connection with a type T thermocouple was employed.�e accuracy of the temperature
measurement was ± 2 K at the lowest T . Temperatures down to 155 K were measured with a
cryoprobe cooled by liquid nitrogen. Here, the temperature was controlled by a LakeShore 331
cryogenic temperature controller using two Cernox thin �lm resistance cryogenic temperature
sensors, one placed in the cryostat and the second in the vicinity of the sample.�e output
power levels of both probes allowed ω/2 pulse lengths of about 3 to 5 µs, respectively. Prior
to the measurements, the samples were �re-sealed in evacuated glass nmr tubes of 5 mm
diameter and ca. 3 cm length.
7Li nmr slr (spin-lattice relaxation) rates 1/T1 = R1 were acquired with the saturation

recovery pulse sequence 10 ⋅π/2− td−π/2-acquisition (acq.). An initial pulse train, consisting
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of ten π/2 pulses was used to destroy any longitudinal magnetisation Mz prior to record-
ing its temperature and frequency dependent recovery as a function of the delay time td.
Rotating-frame 7Li nmr slrρ rates 1/T1ρ = R1ρ were recorded with the spin-lock technique,
π/(2p(tlock))-acq.�e corresponding (angular) locking frequency ω1 was chosen to be as
low as possible. Here, ω1/(2π) ≈ 25 kHz was used and the duration of the locking pulse
tlock was varied from 22 µs to 300 ms. Note that the cycling delay for the slrρ experiments
was set to at least 5 ⋅ 1/R1 in order to guarantee full longitudinal relaxation between each
scan. Both R1 and R1ρ were obtained by parametrising the magnetic transientsMz(td) and
Mρ(tlock), respectively, by stretched exponentials (see below): Mz(td)∝ 1 − exp[−(t/T1)γ]
andMρ(tlock)∝ exp[−(tlock/T1ρ)γρ], respectively.
For our broadband impedance measurements the powders were cold-pressed into dense

tablets bymeans of a 10mmpress set in combinationwith a P.O.-Weber hand press that allows a
uni-axial force of 10 kN. Au electrodes of about 100 nm thickness were applied by vaporisation
in an inert gas atmosphere. Temperature-variable 2-electrode impedance measurements were
carried out with a Novocontrol Concept 80 broadband analyser (Alpha-AN, Novocontrol) that
is used in combination with a bds 1200 cell and an active zgs cell interface.�e temperature
in the sample chamber is automatically controlled with an accuracy of ± 0.01 K by aquatro
cyrosystem (Novocontrol) using a constant �ow of freshly evaporated nitrogen gas that is
heated up.�e set-up is able to record impedances and permittivities at frequencies ranging
from few mHz up to 20 MHz (150 K to 570 K).
Cyclic voltammetry (cv) was done with a Biologic potentiostat (vmp3) at 120 °C. Au

electrodes of about 100 nm thickness were applied by vaporisation in an inert gas atmosphere
for symmetric cv. �e so prepared air sensitive pellets were packed in a Swagelok type
T-�tting.

Results and Discussion

�e originally micro-structured source material was prepared in a planetary mill at constant
milling time. A�ermilling for 36 h, a samplewas analysed via di�erential scanning calorimetry
(dsc), see Fig. 5.2.�e heating rate was �xed at 10 K/min in constantHe gas �ow of 50ml/min.
Several exothermic and endothermic peaks are observed in the temperature range from 35 to
550 °C.�e observed endothermic heat �ow at 163.7 °C, combined with the observed glass
hill in the X-ray powder di�raction patterns seen in Fig. 5.3 is interpreted as a glass formation
process. [25,105]�e two exothermic peaks at 237.9 °C and 258.8 °C indicate crystal formation
processes. �us, it was decided to do the heat treatment of the amorphous powder in the
range between 180 and 360 °C.
In the observed halo X-ray powder di�raction pattern (see Fig. 5.3, ’20 °C’) only small

re�ections of the raw material Li2S can be identi�ed, [108] indicating that this sample became
largely amorphous by mechanical milling for 36 h. Heat treatment for 17 h under inert gas
atmosphere at 180 °C leads to glass formation, and at temperatures of 200 °C and above to
recrystallisation. �e X-ray powder di�raction pattern seen in Fig. 5.3 at 180 °C shows a
typical glass hill [25] as indicator to glass formation. From 200 to 360 °C the characteristic
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Figure 5.2: dsc pattern of 36 h milled 3Li2S ∶ P2S5.�e heating rate is �xed at 10 K/min and
the atmosphere is maintained under He �ow of 50 ml/min. Glass formation can be observed at
163.7 °C and crystal formation at 237.9 °C and 258.8 °C.

re�ections for phase-pure γ-Li3PS4 emerge, as can be compared with the pattern from the
database [96] (red vertical lines in Fig. 5.3).

�e temperature selected for the heat treatment in�uences the level of recrystallisation,
and so the conductivity. �e corresponding conductivity isotherms are shown in Fig. 5.4
for the amorphous (a) and the crystalline (b) sample; they reveal the typical characteristics
for structurally disordered materials.�e frequency dependent conductivity spectra, which
are composed of a direct current (dc) plateau and a Jonscher type dispersive region, can be
approximated by a power law:

σ ′ = σdc + Aσωn , (5.1)

where σdc corresponds to the conductivity plateau and n is the Jonscher exponent; here
n takes values of 0.84 for the amorphous 3Li2S ∶ P2S5 and 0.50 for the crystalline γ-Li3PS4
sample at 293 K.�is range is in good agreement with the results found in many previous
studies on disordered materials and glasses; in particular, see the studies focusing on nano-
crystalline LiTaO3 [109] and amorphous LiNbO3. [110–113]�e decrease of σ ′ at low frequencies
and su�ciently high temperatures, that is, above 450 K and at frequencies ω/(2π) < 100 Hz,
is due to polarisation e�ects because of the ion-blocking electrodes used.
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sample (20 °C) are covered by a glass hill [25] hinting to glass formation at 180 °C and vanish
completely a�er forming phase-pure γ-Li3PS4 at higher temperatures. Vertical lines show
re�ections from database, [96] Miller indices in brackets. [96, 108]

To quantify thermal activation of the long-range ion transport, to which σdc is sensitive,
the dc conductivity values (σdcT) have been plotted versus 1000/T , see Fig. 5.5. Solid lines
represent �ts according to an Arrhenius law:

σdcT ∝ exp(−Ea/(kBT)) , (5.2)

where kB is Boltzmann’s constant. Starting from Ea = 0.40 eV for the non-treated sample,
the activation energy increases to 0.44 eV for the glass sample a�er annealing at 180 °C for
17 h.�e crystalline powder annealed at 260 °C approaches almost the conductivity of the
amorphous nano-structured source material. If the pellet pressed from the phase-pure γ-
Li3PS4 is exposed again to high temperatures, the conductivity decreases again by several
decades and the activation energy increases to 0.78 eV, see Fig. 5.5, ’260 °C powder & pellet’.
Although thedc-conductivity is similar, amorphous and crystalline material show a di�erent
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relative bulk-permittivity ε(0), see Fig. 5.6, which is a further indicator for a phase transition
taking place during annealing.
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Figure 5.5: Arrhenius plot showing the temperature dependence of the conductivity of the
3Li2S ∶ P2S5 samples. γ-Li3PS4 annealed at 260 °C shows the highest conductivity among the
crystalline samples, but cannot keep up with the amorphous sample. Dashed lines represent
literature data for γ-Li3PS4, [106] amorphous 4Li2S ∶ P2S5 [105] and 7Li2S ∶ 3P2S5 glass ceramic
made by solid state synthesis at 700 °C. [107]

Fig. 5.7 shows the symmetric cyclic voltammogram (a) and the eis spectrum (b) before
and a�er the �rst cv-cycle in Nyquist representation of the crystalline γ-Li3PS4 cell. �e
potential of the working electrode EWE was swept between -5 and +5 V vs. Au and the scan
rate was 1 mV/s.�e temperature was maintained at 120 °C. During the the �rst cv-cycle, a
broad irreversible current domain emerges at 5 V. However, no nucleation loop is visible. It is
very likely that Li metal formation takes place.�e Li metal may react with the electrodes
to a solid electrolyte interphase (sei). An increase in resistance (∆Z′ in Fig. 5.7 (b)) can
be observed a�er the �rst cv-cycle that might be ascribed to sei formation.�e following
cv-cycles do not show signi�cant current peaks due to the electrolyte decomposition or phase
change, suggesting the samples remain electrochemically stable under the test conditions.
�e nmr line shape measurements seen in Fig. 5.8 reveal motional narrowing with in-

creasing T regime of extreme narrowing already reached at ca. 250 K, the jump rate is in the
order of 104...105 s−1.
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Figure 5.8: Line shape measurements: nmr lines reveal motional narrowing with increasing
T regime of extreme narrowing already reached at ca. 250 K, jump rate in the order of 104...105
s−1.

nmr spin-lattice relaxation (Fig. 5.9) provides insights into both short-range Li+ hopping
and and long-range Li+ di�usion. �e activation energies Ea of 0.19(3) eV and 0.08(7) eV
characterise local Li-ion motions.�e di�usion-induced R1ρ maximum can be found at Tmax
= 245 K.�e Li-ion jump rate is determined with ca. 1.5 ⋅ 105s−1 at Tmax.�e activation energy
of the long-range ion di�usion is 0.37 eV as deduced from low-T �ank of R1ρ(1/T).

Conclusions

�e present �ndings show that phase-pure γ-Li3PS4 can by synthesised mechanically from
originally micro-structured 3Li2S ∶ P2S5. Compared to data from the literature, the prepared
sample pertains the highest ionic conductivity ever observed among crystalline Li3PS4.�e
results obtained via cyclic voltammetry show that γ-Li3PS4 is su�ciently electrochemically
stable to be applied in solid-state Li-ion batteries. Compared to other solid state ion conductors,
Li3PS4 is moderate. A low Ea can be derived from σdc.�e nmr experiments show fast local
jump movements that do not necessarily cause a high σdc and a low Ea of the ionic transport
on longer time scales. A superposition of di�erent di�usion processes is visible: a broad T1ρ
peak with abnormal high temperature edge and at least two T1-processes with Ea = 0.09 eV
and 0.2 eV.
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Summary

Phase-pure γ-Li3PS4 was synthesised mechanically through ball-milling followed by heat
treatment.�e so prepared powder samples were analysed via X-Ray crystallography and
nmr techniques.�e powders were cold-pressed into tablets. Au electrodes were applied by
vaporisation in an inert gas atmosphere.�e pellets were analysed via impedance spectroscopy
and cyclic voltammetry.�e conductivity spectra show that the mechanically synthesised γ-
Li3PS4-sample pertains higher conductivity compared to the values known from the literature,
but cannot keep up with amorphous material. �e cyclic voltammogram shows that the
electrolyte remains stable within a voltage range between -5 and +5 V, although there are
indications that an sei is probably forming at the interface electrode–electrolyte.�us the
solid electrolyte studied may be in fact kinetically stable rather than thermodynamically
stable.
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Spectra of Lithium-Ion Electrodes — A Critical Experimental Approach
(Paper 2)

Brandstätter H., Hanzu I., and Wilkening M. Electrochimica acta 207, 218–223 (2016).—�is
article is reproduced by permission of Elsevier B.V.�e original article can be found online at
http://dx.doi.org/10.1016/j.electacta.2016.03.126.
©2016 Elsevier B.V.



Electrochimica Acta 207 (2016) 218–223

Contents lists available at ScienceDirect

Electrochimica  Acta

j our na l ho me  pa g e: www.elsev ier .com/ locate /e lec tac ta

Myth  and  Reality  about  the  Origin  of  Inductive  Loops  in  Impedance
Spectra  of  Lithium-Ion  Electrodes  —  A  Critical  Experimental  Approach

Harald  Brandstätter,  Ilie  Hanzu,  Martin  Wilkening ∗

Graz University of Technology (NAWI Graz), Institute for Chemistry and Technology of Materials, and Christian Doppler Laboratory for Lithium Batteries,
Stremayrgasse 9, A-8010 Graz, Austria

a  r  t  i  c  l e  i  n  f  o

Article history:
Received 25 February 2016
Accepted 22 March 2016
Available online 3 May  2016

Keywords:
Impedance spectroscopy
Lithium-ion batteries
Inductive loops
Negative capacitance effect

a  b  s  t  r  a  c  t

Electrochemical  Impedance  Spectroscopy  (EIS)  is  a sophisticated  analyzing  tool  in battery  research.
Though,  there  are  still  phenomena  subject  to  speculation.  As  an  example,  for  a  long  time the  forma-
tion  of  the  so-called  Solid  Electrolyte  Interphase  (SEI)  has  been  made  responsible  for  inductive  loop
formation  in  impedance  spectra.  In our opinion,  there  are,  however,  no  satisfying  evidences  supporting
this  attempt  to  explain  the  occurrence  of  inductive  loops.  The  present  study  is,  thus,  aimed  at  answering
the  question  whether  other  origins  such  as  cell  design  ought  to be considered  to  reveal  the electrical
sources  for  this phenomenon.  Therefore,  two commonly  used  anode  materials  for  lithium-ion  batteries
were  investigated  with  respect  to  their  tendency  to the  formation  of  SEIs.  Besides  the influence  of  the  SEI
on  the overall  impedance  response,  also  the  impact  of  the  cell design  on electrical  response  was  inves-
tigated.  We  identified  four  different  sources  of (i)  inductive  and  (ii)  negative  capacitance  loop  formation:
springs,  reference  electrodes,  drift, and  corrosion.  In  conclusion,  any  interrelationship  between  inductive
loops  and  SEI  formation  could  be  ruled  out.  This  finding  disproves  an  earlier,  commonly  known  attempt
that traced  the  presence  of  inductive  loops  back to the  formation  of passivating  surface  layers  because
of  electrolyte  decomposition.

© 2016  Elsevier  Ltd.  All  rights  reserved.

1. Introduction

The development of advanced electrochemical energy stor-
age systems, which are based on Li ions as charge carriers, is
more important today than at any time before [1]. Depending on
the active materials chosen, the design of Li-ion batteries may
require the formation of passivating films or interphases on those
electrodes that operate outside a certain electrochemical poten-
tial window. These passive layers are known to be lithium-ion
conductors while being electronic insulators. Because of their elec-
tronically insulating nature the growth of the film may, in favorable
conditions, become a self-limiting process. This means the growth
rate of the film is expected to significantly reduce during battery
operation, thus, avoiding further electrolyte degradation at the
electrodes.

Both positive and negative electrodes are known to form passive
films, although the interphases are different in composition and
relative stability. The passivating layers at the negative electrode –
note that graphite is the most common negative electrode material

∗ Corresponding author.
E-mail address: wilkening@tugraz.at (M. Wilkening).

– are better defined and more stable than those that build up at the
positive electrodes. This Solid Electrolyte Interphase (SEI) has been
made responsible for the appearance of significant inductive loops
in Electrochemical Impedance Spectroscopy (EIS) [2]. The present
paper is aimed at revisiting the question whether SEI formation
is indeed responsible for inductive loop behavior as seen many
times in impedance spectroscopy on lithium-ion cells. Exemplar-
ily, inductive loops were found in EIS studies by Zhuang et al.;  the
authors investigated positive electrode materials such as layered
LiCoO2 (LCO) [3] and spinel-type LiMn2O4 [3].

An inductance is defined as the property of an electric circuit to
cause an electromotive force as a result of a change in the current
passing through the circuit itself. Gnanaraj et al. [4] suggested that
inductive loop formation might be explained by the formation of
an electromotive force superimposing the process of lithium ion
extraction. In the case of layer-structured LCO spatially isolated
Li-rich and Li-poor, i.e.,  Li-deficient, regions may  be formed during
extraction of the Li ions. Isolation of Li-rich and Li-poor regions in
the electrode may, however, also be created by the SEI film due
to disequilibrium with respect to electronic continuity. Hence,
a concentration cell would be established between the Li-rich
domains and the Li-poor regions (Li1−xCoO2, 0 < x < 0.5) separated
by the SEI film. Because the SEI film is imperfect at the early stages

http://dx.doi.org/10.1016/j.electacta.2016.03.126
0013-4686/© 2016 Elsevier Ltd. All rights reserved.
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of delithiation of LCO, a current may  flow within the concentration
cell. This current would generate a field in opposite direction to
the field corresponding to lithium ion extraction. Considering
the overall discharging and charging processes of an electrode,
such a situation would, indeed, provide the requirements for the
formation of an inductive loop, as it is explained by the commonly
proposed theory. The question arises whether we  could really
trace back the inductive loop behavior to such local phenomena
inside the electrodes. Alternatively, geometric effects, wiring or
cell configurations, i.e.,  macroscopic origins, may  serve as much
simpler explanations. To our knowledge, a systematic study envis-
aging these origins through EIS and different cell configurations is,
however, still missing.

It has to be noticed from the beginning that electromotive forces
generated in the way described above always run from a negative
to a positive charge and are, therefore, curl-free. The existence of
electric curls or a time-variant magnetic flux is the essential crite-
rion of induction [5]. In electric fields without induction there are
no closed field lines and, thus, the circulation of the electric field
strength is always zero, see equation (1):

Vind =
∮

C

�E · d�r !=0, (1)

where Vind is the voltage induced, �E denotes the electric field
strength and �r the path. Expressed in a simpler way, an inductance L
necessarily implies the existence of a magnetic energy storage [6,7].

Interestingly, Hyung-Man Cho et al. [8] observed the emergence
of an inductance in their semi-empirical equivalent circuit model
developed for aged LCO cells but the origin of this feature has yet to
be determined. While the influence of cell geometry has been well
studied for solid electrolytes and fuel cells, little of this knowledge
has been used to explain similar effects in lithium-ion batteries [9].
Swagelok-type cells are rather unreliable for EIS for several reasons.
For example, the fact that several equipotential surfaces are probed
at once by the reference electrode makes a reliable interpretation
difficult. Moreover, unintended electrode misalignments are likely
that also complicate the explanation of results from impedance
data recorded on Swagelok-type cells. As a result, a strong scal-
ing effect of the high frequency semi-circle and even a second
capacitive loop superimposed on the medium frequencies may  be
observed. Langklotz and coworkers [10] are currently investigating
the inductive loop issue by impedance spectroscopy using LCO and
LiFePO4 test cells. They observed an influence of cell design to the
measurement result without having identified the origin yet [10].
Our present investigations with LTO and graphite cells are intended
to finally shed some more light onto these, in our opinion, hitherto
unexplained issues.

To study the origins of inductive loop formation in EIS in detail
we prepared several lithium-ion half cells with different geometry,
electrode configuration and two negative electrode materials that
largely differ in SEI formation. While graphite is known to form
extended passivation layers because of its low electrochemical sta-
bility in Li-based cells with common liquid electrolytes, lithium
titanate, Li4Ti5O12, on the other hand, is characterized by an oper-
ating potential well above that of metallic lithium, see., e.g., ref.
[11]. The high potential prevents the formation of an SEI [12–19].
The cells were prepared as follows.

2. Experimental

Lithium titanate with a purity of ca. 99 % was  obtained from
Sigma Aldrich. The grain size of the non-treated raw material was
in the �m range and reveals the typical X-ray powder diffrac-
tion pattern of spinel-type Li4Ti5O12. In order to prepare dense
electrodes we used ball milling to form an active material that is

easily to handle. Nanocrystalline Li4Ti5O12 was prepared from the
microcrystalline source material by ball milling using a high-energy
planetary mill (Fritsch, Pulverisette 7). We  used grinding beakers
made of zirconium dioxide (Fritsch) that were equipped with 180
milling balls (ZrO2, 5 mm  in diameter). The air-tight beakers were
filled and unfilled in inert gas atmosphere with less than 0.5 ppm
water vapor content to avoid any contact of the samples with air
or moisture. To prepare the nano-samples the material was milled
for 2 h; the rotational speed of the mill was set to 400 rpm in order
to reduce the formation of side products as effectively as possible.

For the preparation of the LTO-based electrode, nano-Li4Ti5O12
was mixed with conductive carbon particulate matter (Super C
65), binder (Kynar 761); N-methyl-2-pyrrolidone served as solvent.
After stirring for several hours the viscous slurry was cast (Dr. Blade
method, 100 �m casting gap) onto a thin copper foil and dried in an
oven. Electrode disks, 10 mm in diameter, were punched out and,
when necessary, further cut for cross-section SEM observations. For
the graphite electrodes the raw material was  directly mixed in the
slurry without the ball-milling step carried out in advance.

The so prepared electrodes were used to assemble 2-electrode
and 3-electrode lithium-ion half cells. A glass fiber separator
was soaked with LiPF6 (1M) in EC:DMC (1:1 molar ratio); it
served as ion-conductor between the working electrodes and the
counter electrode (Li metal). For the 3-electrode cells an addi-
tional Li-reference electrode was installed. Galvanostatic cycling
with potential limitation combined with EIS was carried out with
a Biologic potentiostat (VMP3) at room temperature; frequencies
ranged from 1 mHz  to 1 MHz. The 3-electrode Li-ion half cells were
placed in a 1/2-inch T-tube fitting from Swagelok. The 2-electrode
half cells were packed in a specially designed low-inductance elec-
trochemical cell, which consists of an electrically insulating plastic
without metallic springs and screws.

3. Results

To investigate the influence of the SEI to the electrical
impedance response of a lithium ion half cell, two different anode
materials were selected: graphite and Li4Ti5O12 (LTO). While
graphite is well known for its SEI growing properties during bat-
tery aging LTO is famous to be a long-life intercalation material
[12–19]. In contrast to graphite, no, or at least negligible, SEI films
are formed at LTO surfaces as it shows a relatively high operating
potential (1.55 V) against Li metal [11].

For the aging measurement 3-electrode cells with working elec-
trodes of graphite and Li4Ti5O12 were assembled as described in
section 2. During the cycling process several impedance spectra
(shown in Fig. 1 using the complex plane plot, that is, the Nyquist
representation) were recorded at different states of aging. In a
Nyquist plot the imaginary part (−Z′′) of the complex impedance
Z̃ is plotted vs the real part (Z′).

While the fresh graphite cell features a high initial capacity than
the one made with LTO, its reversible capacity plunges within a
low number of charge-discharge cycles. On the other hand, the
LTO structure, although starting at a lower reversible capacity level,
seems to remain stable over more than 1000 cycles and hardly loses
any capacity. This is usually related to the formation of significant
passivation films on graphite that continue to grow and evolve in
time. In contrast, LTO, which unlike graphite is a zero-strain mate-
rial, forms virtually no SEI. Although some passivating films were
reported on LTO, they were ascribed mostly to oxidation products
diffusing from the positive electrodes [20].

Fig. 1 shows the impedance spectra recorded for the charged
and discharged electrodes during cycle aging. In both cases induc-
tive loops appear – independent of the anode material used and the
aging status of the cell. To have final certainty about the influence
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Fig. 1. Nyquist plots of impedance data (−Z′′ vs Z′) recorded on lithium-ion half cells with either graphite [(a) charged and (b) discharged state] or LTO [(c) charged and (d)
discharged state] serving as anode materials; the numbers indicate the charge-discharge cycles after which the spectra were recorded. The lines drawn are guides to the eye.
See  text for further explanation.

of SEI formation on inductive loop formation, after the cycling pro-
cedure we disassembled the cells and recorded scanning electron
microscopy (SEM) images to study cross sections of the electrodes.
Fig. 2 (a) and (b) show the cross sections of the LTO electrodes

Fig. 2. SEM images of slope cuts of the fresh and aged LTO [(a) and (b)] as well as
graphite electrodes [(b) and (c)]. In the case of graphite significant SEI formation is
seen due to electrolyte decomposition. This behavior was assumed to be responsible
for  the emergence of inductive loops in impedance spectra of lithium-ion cells.

before and after cycling. Neither the fresh nor the aged electrode
shows any visible alteration, i.e.,  passivation layers formed on the
surface. On the surface of the graphite-based electrodes, however,
a thick SEI layer has formed after the cell was charged and dis-
charged for 1300 times, see the deposits visible in Fig. 2 (d) owing
to electrolyte decomposition. Degradation occurs as the graphite
electrode works outside the electrochemical stability window of
the liquid electrolyte.

In order to narrow down our search for the origins of the induc-
tive loops observed, we  repeated the experiment with graphite
electrodes with the specially designed half cell that is described in
section 2. Most importantly, this cell does not contain any spring
or reference electrode. As can be clearly seen from Fig. 3, which
displays the corresponding Nyquist curves recorded, no inductive
loops show up. The experiment was carried out with graphite
deliberately to ensure a significant SEI formation. Although heavy
SEI formation takes place, the Nyquist diagrams recorded with the
2-electrode cells look like textbook examples [6]. The SEI formation
on graphite manifests as an increasing ohmic series resistor rather
than as an inductive loop formation. Both the charge-transfer
resistance as well as that related to the passivating SEI significantly
depend on cycling; the results are entirely consistent with those
presented in literature [21]. Such data can be used to develop
an electrochemistry-based impedance model to predict battery
performance and aging as has been shown by, e.g., Li et al. recently
[21].
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Fig. 3. Nyquist diagrams (imaginary part (−Z′′) of complex impedance vs the real
part (Z′)) of charged (a) and discharged (b) lithium-ion 2-electrode half cells with
graphite as anode material. The numbers indicate the charge-discharge cycles. Resis-
tances, corresponding to interfacial charge-transfer (combined with double-layer
capacitances) and SEI film, steadily increase with cycle number, i.e.,  with SEI forma-
tion and progressing aging. The lines in (a) are to guide the eye.

The fact that inductive loops are completely absent in the case
with the 2-electrode setup already hints at the assumption that
configurational aspects such as wiring, springs and reference elec-
trodes might be responsible for inductive effects. In order to proof
this guess, we  investigated the electrical response of Swagelok cells
without the spring usually inserted. It is used to press the counter
electrode against the working electrode.

As shown in Fig. 4, during the first 20 cycles the inductive part
of the complex impedance is much lower than compared to the
results in Fig. 1. To scrutinize the effect of any springs, usually sev-
eral of them are used in Swagelok-type cells, an empty cell with a
spring, connected to the unit under test in series, was examined.
The impedance spectra recorded after 100 cycles show a significant
increase in inductance on the high-frequency semi-circle. Finally,
the spring was removed again and the reference electrode was
unused, thus reverting to a 2-electrode configuration. This proce-
dure resulted in an increase of ohmic resistance; most importantly,
the inductive part vanished completely as can be seen if we  con-
sider the impedance spectra recorded after 200 and 300 cycles,
respectively.

Interestingly, the spectra presented in Figs. 1 and 4 show two
other loop formations. There is a small loop in the medium fre-
quency range that does not reach the inductive complex plane
(Fig. 4 (c), see magnification shown on the right). It vanishes after a
few cycles and can be addressed to drift because of a cell being elec-
trochemically still unstable. In our opinion, it cannot be explained
via a second concentration cell as assumed by Zhuang et al. [2]
for a Li/LiMn2O4 cell system. The other loop appears in the low-
frequency semi-circle of a fresh, i.e.,  uncycled, charged Swagelok

cell with graphite electrode, see Figs. 1 (a) and 4 (c), respectively.
We suspect pitting corrosion [6,22] to be the source of this loop. At
first glance, the loop appears to be inductive in nature; its frequency
dependence is, however, contrariwise to an inductor.

To examine the behavior of this low frequency arc in more detail,
another Swagelok cell with graphite electrodes was assembled. It
was charged immediately after assembling, i.e.,  without any relax-
ing step prior to cycling. Fig. 5 shows the resulting impedance
response of this cell. The Nyquist diagram is quite similar to the
one in Fig. 4 (c). After giving the cell a rest for three days another
impedance spectrum was  recorded. Now it perfectly fits to the
pitting corrosion loops known from literature [6,22]. One data
point of the low-frequency loop was picked out and its impedance
response was  watched in time domain using a digital storage
scope connected to the voltage and current monitor outputs of the
potentiostat. After filtering out the background noise in the high
resolution mode, the data recorded in time domain reveals the true
shape of the current response. The phase shift between voltage and
current at zero-crossing is zero, but the non-linear distortion of the
current response might lead to a positive phase shift. It is very likely
that we  observed the so-called negative capacitance effect that is
discussed in the next section.

On the search for the corroding part of the Swagelok cell,
we finally disconnected the reference electrode before recording
another impedance spectra. The low frequency semi-circle with a
positive imaginary behavior vanished again as can be seen in Fig. 5.

4. Discussion

SEI film growth is a major source of battery degradation. The
film growth increases internal resistance and reduces lithium-
ion transport, which leads to both capacity fading and capability
degradation. This aging effect represents an irreversible process,
especially at the anode side [23,24]. In general, the growth in film
resistance can be a measure to predict capacity fade and power
capability loss of lithium-ion batteries [21].

In contrast to previous studies, see, e.g., refs. [2,4], our exper-
iments revealed that SEI formation cannot be considered as the
origin of inductive loop formation in lithium-ion cells. When using
3-electrode Swagelok cells inductive loops appear in impedance
spectra regardless if an SEI-forming material is investigated or
an SEI-free one. LTO and graphite electrodes have been cycled
for more than 1000 times to ensure a significant cycling age
and electron microscope images give evidence of a consistent
SEI-formation.

The origin of the inductive loops in the high-frequency range
seems to be rather a constructive issue than an electrochemical
phenomenon. The widely used Swagelok T-cells contain several
metal parts, including helicoidal compression springs and cylindri-
cal stainless-steel contacts. These contacting parts are effectively
forming coils with steel cores. The inductance L of a long and slim
coil can be estimated by

L = �0�rN2A

l
, (2)

with the permeability of the vacuum �0, the relative magnetic per-
meability �r of the core material, the number of turns N, the cross
section area A and the length l. Typical values for coils used are
l = 0.01 m,  A = 4 · 10−5 m2, �r = 5000, N = 7. Inserting this coil as a
spring leads to an inductance in the mH range. The corresponding
reactance XL of such a coil is given by

XL = jωL, (3)

with the imaginary unit j and the angular frequency ω.  Inserting
typical values of L leads to XLs of several � at 100 Hz. 1 to 3 springs
are typically used in one cell. Langklotz and coworkers [10] already
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Fig. 4. Nyquist diagrams of a series of discharged and charged lithium-ion half cells with either LTO [(a) and (b)] and graphite [(a) and (b)] anodes. Numbers indicate the
charge-discharge cycles carried out. Inductive loops can be switched on and off by adding and removing the spring and the reference electrode. The small figures to the right
of  each larger figure represent magnifications to highlight any positive Z′′ values. See text for further details.

observed a difference in inductive behavior between 2-electrodes
and 3-electrodes cells, without recognizing the different number of
coils used. Another contribution in the high-frequency range origi-
nates from the reference electrode, as shown in section 3. This effect
might be reduced by optimizing cell design and wiring.

Gnanaraj et al. [4] observed loop formation on the positive imag-
inary plane in the low frequency (mHz) range in his impedance mea-
surements with coin cells. These results are, however, mistakenly
addressed to SEI formation, more likely, the observation is related to
pitting corrosion as proposed by Barsoukov [6] and experimentally

Fig. 5. Nyquist diagrams of an electrochemically still not fully stable lithium-ion
half cell with a graphite anode. Pitting corrosion observed on the reference elec-
trode manifests itself as a loop in the low-frequency regime of positive imaginary
impedances. The lines are to guide the eye. See text for further discussion.

proven by Arrabal [22]. Furthermore, in both publications these
low frequency loops are wrongly named as inductive. In our opin-
ion they observed the so-called negative capacitance effect. The
underlying theory for this phenomenon was established as early
as 1986 by Jonscher [7]; it frequently emerges in semiconductors,
corroding electrodes and batteries. In 1998, Ershov [25] formed
the mathematical framework for the negative capacitance effect in
semiconductor devices and in 2014 the same effect was experimen-
tally proven for ferroelectric materials [26]. Elkin et al. addressed
this effect to iron corrosion and provides a mathematical derivation
[27]. For alternating currents with sine-shape, as they are used in
impedance spectroscopy, the capacitive reactance XC is given by

XC = −j

ωC
, (4)

with the electrical capacitance C and the angular frequency ω. The
negative capacitance effect leads to an impedance measurement
result X−

C with an inverse phase behavior

X−
C = j

ωC
. (5)

The phase shift between voltage and current is the same as for
the inductive reactance XL

XL = jωL, (6)

with the electrical inductance L, but the frequency-dependance is
contrariwise.

Because the effect of non-equilibrium transient injection [25] or
unbalanced desorption and adsorption rates [27] can be consid-
ered as the the origins of the phase shift between voltage and
current, we are no longer dealing with pure sine currents. The
current response is non-linear,  hence, higher harmonics emerge
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in frequency domain. Although higher harmonic responses were
studied at the very beginning of the development of impedance
spectroscopy [28], they were largely forgotten until they have
recently been ‘rediscovered’ in fuel cell research [29]. As clas-
sical impedance spectroscopy is defined only at linear working
points [6], the impedance spectrometer filters out all higher har-
monics and simplifies the current response to a single-frequency
current signal. The phase shift between exciting voltage and cur-
rent response is then interpreted as being capacitive or inductive in
nature. If a positive phase shift emerges between a sine voltage and
current, the impedance value will always be saved in the positive
complex plane by the data recorder.

5. Summary and Conclusions

The present study was aimed at understanding the ori-
gin of inductive loop formation in complex plane data of
lithium-ion batteries. For this purpose model-type lithium-ion
half cells with anodes either using graphite or Li4Ti5O12 were
assembled taking advantage of different cell configurations.
The impedance responses of two different electrochemical cells
were studied: lithium-ion cells built in commercially available
Swagelok T-fittings as well as in low-inductive electrochemi-
cal cells developed in-house. The cells were cycled extensively
and impedance measurements were recorded. After cycling, the
electrodes were investigated by scanning electron microscopy.
From the data obtained conclusions were drawn about cell aging,
solid electrolyte interphase (SEI) formation, and battery design
issues.

We identified four different sources of inductive and nega-
tive capacitance loop formation: springs, reference electrodes, drift
and corrosion. Inductive loop formation in the high-frequency and
medium-frequency regime of impedance data in complex plane
plots of Li-ion batteries has been explained to be caused by SEI
formation for a long time. This explanation, however, lacks theoret-
ical background: the experiments carried out in the present work
together with the estimations of impedances presented clearly
disprove the interrelationship between inductive loops and SEI for-
mation.

Instead, the present findings show that inductances have
their origin in experimental setup rather than in electrochemi-
cal phenomena. Wiring and cell design are highly influencing the
impedance behavior. With the in-house developed cell container
and an optimized Swagelok cell the inductive loop issue can easily
be eliminated completely. The evolution of passivating layers on
electrode surfaces because of electrochemical instabilities leads to
capacity loss and an increase of the overall internal cell resistance.
This finding supports the validity of traditional battery models tak-
ing into account the SEI formation as additional resistances that
increases with cycle life.

Finally, in many cases the loops emerging in the low-frequency
range are wrongly called inductive. In our opinion, they are caused

by drift and corrosion and can be explained by the so-called negative
capacitance effect.
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5.3.2 Li-Ion Dynamics in Li-Ion Full Cells With Si as Negative Electrode

Introduction

�e lithium-ion battery concept is a promising energy storage system, both for larger automo-
tive systems and smaller mobile devices.�e smallest of these, themicrobatteries, are desirably
based on the all-solid-state concept consisting of thin layers of electroactive materials sepa-
rated by a solid-state electrolyte. [114] Recent advances in micro- and nano-electromechanical
systems (mems/nems) technology have led to a niche industry of diverse small-scale devices
that include microsensors, micromachines, drug delivery systems, etc. For these devices,
there is an urgent need to developmicro lithium-ion batteries (mlibs) with dimensions on
the scale 1...10 mm3 enabling on-board power delivery. [115]
Reducing the size of a common lithium-ion battery requires signi�cant re�nement of the

traditional manufacturing method of building electrodes and also a careful evaluation of
alternative electrolytes compared to conventionally employed liquid ones, to avoid leakage
risks and other safety issues. [116] In this regard, both thin-�lm and thick �lm all-solid-state
microbatteries have been in the focus of extensive exploration. [117]
Si-based negative-electrode materials could signi�cantly increase the energy density of

commercial lithium-ion batteries. Compared to conventional Li-ion battery materials, Si has
the largest theoretical gravimetric capacity (15Li + 4Si→ Li15Si4; 3579 mAh/g), [118] a relatively
low average voltage (the average delithiation voltage of Si is ≈ 0.4 V), and a large theoretical
volumetric capacity (2200 mAh/cm3). Unfortunately, Si-based electrodes typically su�er
from poor capacity retention. In an attempt to overcome the limitations of Si, signi�cant
attention has been devoted to nano-engineering Si. A technical breakthrough was made
by con�ning active Si at the nanoscale, which advantageously and e�ectively minimises the
mechanical strains induced by the volume change of Si. [119–122] For example, Si nanowires
directly grown on Cu substrates demonstrated promising behaviour as an anode material
for lithium ion batteries. [119] In the nanowire form, the pulverisation of Si can be e�ectively
avoided by providing facile strain relaxation during cycling.
�e aim of this work is to investigate the performance of siliconmicrobatteries. Automotive

and aerospace industry require an operating range between -50 to +50 °C. Not only should
it be possible to charge the microcell within the whole temperature range; also the whole
charge should be conserved a�er driving a heating and cooling cycle. Furthermore, the
discharge voltage drop caused by the internal resistance should be as low as possible. �e
silicon microcells were developed in-house [123] as follows.

Experimental

�e sophisticated production technology of Si-based semiconductor industry o�ers several
routes to design the Si anode material. Using deep reactive-ion etching a boron-doped 8-inch
silicon-wafer was surface-structured to yield towers with a square base area of 50 µm ⋅ 50 µm
and a height of 32 µm; the distance between the towers was 17.5 µm (see Fig. 5.11). To provide
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best possible electric contact to the printed circuit board, the backside of the silicon wafer
was sputter-coated with a 1 µm thick copper layer.
�e Si electrodes were prepared by deep reactive-ion etching using a highly boron-doped

8-inch silicon-wafer (monocrystalline, 200 µm in thickness, <100> orientation).�e details of
the anisotropic plasma etching of the wafer to yield laterally de�ned recess structures bymeans
of an etchingmask is described elsewhere [124].�e speci�c resistivity of the wafer-grade Si was
8 mΩ ⋅ cm.�e Si side of the electrodes was treated for 5 min with 5 % (v/v) hydro�uoric acid
and rinsed with deionised water to increase the electrochemical activity of Si by removing any
SiO2 layers. To eliminate any e�ects of moisture, electrodes were dried following a two-step
procedure: at �rst, they were dried at 60 °C for 12 h, then in a second they were dried in high
vacuum (< 10−4 mbar) for another 12 h.
Cycling combined with eiswas done with a Biologic potentiostat (vmp3) in a temperature

range from -50 to +50 °C and within a frequency range from 1 Hz to 1 MHz. �e applied
electric voltage was a sine with 10 mVrms.�e cell temperature was controlled with a Julabo
thermostat �lled with silicone oil between -50 and +50 °C.

Results

�e microcell was exposed to di�erent ambient temperatures and impedance spectra were
recorded as described in section 5.3.2. Starting at 20 °C, �gure 5.12 shows theNyquist diagrams
at di�erent states of charge.�e fully charged microcell has the highest internal resistance
which drops to its lowest value while discharging to 80 %, before it increases again at further
discharge until 20 %.
�e Bode diagrams at di�erent temperatures are shown in �gure 5.13.�e absolute value of

the battery’s impedance ∣Z∣ (apparent impedance) is plotted depending on the frequency. It
shows typical high-pass behaviour with the �rst corner frequency at about 1 kHz.
�e battery’s conductivity increases with temperature. In Fig. 5.12 (50 °C) the Nyquist

diagram at 50°C is shown, which is the upper end of the recorded temperature range.�e
diameter of both semicircles decreases which means an increase of anodic and cathodic
conductivity.

Figure 5.11:�e micro-Si electrode. (a) top view (4 mm ⋅ 4 mm), (b) cross section and (c) the
3D patterned surface in detail [123], with permission.
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Figure 5.12: Nyquist diagrams of impedance spectra recorded with microcell sorted by temper-
ature, numbers indicating state of charge (soc) in %.
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Figure 5.12: Nyquist diagrams of impedance spectra recorded with microcell sorted by temper-
ature (continued).

On the other hand, at temperatures below the freezing point of water, ionic conductivity
almost vanishes, as can be seen in Fig. 5.12 (-50°C).
In Fig. 5.14 the Nyquist diagrams are sorted by state of charge (soc).

Cell Ageing During Experiment

A�er taking impedance measurements at di�erent ambient temperatures, another spectrum is
recorded at the starting point of 20 °C. As can be seen in Fig. 5.15 (c), the battery’s conductivity
does not su�er from the experiments. No ageing e�ects are observed due to the heating and
cooling cycle.
Also the cell’s open circuit voltage fully recovers to its starting value a�er re-establishing

the ambient temperature of 20 °C, as can be seen in Fig. 5.15 (a) and (b).�e temperature
dependence of the cell voltage is linear and �ts the Nernst equation for full cells:

Vcell = V⊖cell −
RT
zF
lnQr , (5.3)

whereVcell is the cell voltage at the temperature of interest,V⊖cell is the standard cell potential,
R is the universal gas constant: R = 8.314472(15) J K−1 mol−1, T is the thermodynamic
temperature in K, F is the Faraday constant, the number of coulombs per mole of electrons:
F = 9.64853399(24) ⋅ 104 C mol−1, z is the number of moles of electrons transferred in the
cell reaction, Qr is the reaction quotient. Assuming Qr to be constant, R/zF is the slope of the
voltage-temperature-line in Fig. 5.15 (a) and (b). Inserting the known constants, the number
of moles of electrons transferred in the cell reaction can be calculated.

DC-Behaviour

Impedance spectroscopy is not the method of choice to investigate a battery’s dc-behaviour.
To measure the microcell’s internal resistance at 0 Hz it was connected to an ohmic resistor of
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Figure 5.13: Bode diagrams of impedance spectra recorded with microcell sorted by tempera-
ture, numbers indicating soc in %.
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Figure 5.14: Nyquist diagrams of impedance spectra recorded with microcell sorted by state of
charge, numbers indicating temperature in °C.
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Figure 5.15: Cell voltage during temperature cycle at di�erent states of charge (a), magni�ed
for soc = 40 % (b) and Nyquist plot of microcell at soc = 40 % before and a�er temperature
cycle (c).
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50Ω.�e time dependence of the cell’s voltage a�er closing the electric circuit is shown in
Fig. 5.16. By Ohm’s law, an internal resistance of about 5 kΩ can be estimated.
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Figure 5.16: Battery voltage with respect to time while discharging over an electric load RL of
50Ω.�e voltage drop down to about 30 mV is caused by an internal resistance Ri of about 5
kΩ.

Equivalent Circuit Model

With the impedance data from section 5.3.2 a small-signal equivalent circuit model can be
built. A schematic containing 3 resistors and 2 capacitors is elected to enable easy system
integration, see Fig. 5.17.

Rser
R1 R2

C1 C2

Figure 5.17: Schematic of the equivalent circuit model.

�e model parameters are estimated by non-linear least squares �tting.�e results for soc
= 80 % and θ = 20 °C can be seen in Tab. 5.1.
In Fig. 5.18 the model is compared to experimental results.
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Rser = 158.711 Ω

R1 = 126.591 Ω

C1 = 184.204 nF
R2 = 70.1744 Ω

C2 = 294.333 µF

Table 5.1: Fitted parameters of the equivalent circuit model in Fig. 5.17 for a Si microbattery
with an electrode surface area of 16 mm2 at soc = 80 % and θ = 20 °C.
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Figure 5.18: Nyquist diagram comparing experiment and model for soc = 80 % and θ = 20
°C.

Discussion

�e present �ndings show that the ionic conductivity in the investigated silicon microcell is
strongly temperature-depending in the small-signal current range.�e cell’s internal resistance
at temperatures below 0 °C is too high to enable charging and discharging. However, the cell
does not su�er signi�cantly from heating and cooling.�e impedance measurement results
show that the cell’s properties are not altered by heating and cooling cycles. Furthermore, the
open circuit voltage remains stable over the whole temperature range.�is is an indicator
against dendrite growth, damage by volume expansion and internal short circuits.

Summary and Outlook

Silicon based lithium-ion full cells were assembled in-house for on-chip use in industrial,
automotive and aerospace applications. A sample cell was investigated by electrochemical
impedance spectroscopy at di�erent temperatures and states of charge. �e results were
plotted in the Nyquist and Bode representation. A simple equivalent circuit model for a
silicon microcell was simulated as an example for system integration.�e �ndings show that
the ionic mobility is very restricted at low temperatures which leads to a very high internal
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resistance of the microcell.�e issue of internal cell damage due to volume expansion was
eliminated completely.
Silicon based lithium-ionmicrocells show high energy density, high robustness with respect

to temperature variations and easy integration in silicon based semiconductors. However,
to ful�l automotive and aerospace requirements, the ionic mobility of silicon microcells has
to be further increased. In the present state, charging and discharging is not possible at
temperatures below 0 °C.



6 Conclusions and Outlook

�e �ndings from the investigations on Ti-based lithium-oxides show that the ionic con-
ductivity can be increased by ball-milling. A�er a short milling period of only 30 min a
signi�cant increase in conductivity was found as was detected by impedance spectroscopy.
�is was ascribed to the large fraction of defects introduced during mechanical treatment. At
longer milling times amorphous phases were increasingly formed; furthermore, the oxide
transformed into the α-modi�cation which is a metastable form crystallising with NaCl
structure. Comparisons with Li4Ti5O12 show that the increase in conductivity is much less
pronounced for lto when treated in planetary mills. In the case of β-Li2TiO3 a signi�cant
amount of amorphous material was formed. In contrast when lto is treated in shaker mills,
phase-pure nanocrystalline lithium titanate is formed.�e latter �nding and its relationship
to Li-ion dynamics are important for battery applications with (nanostructured) lto anodes
prepared via high-energy ball-milling.�e so-prepared lto anodes virtually do not form
any sei and remain stable formore than 1000 cycles in liquid-electrolyte based Li-ion batteries.

�e investigations on S-based lithium phosphates show that phase-pure γ-Li3PS4 can by
synthesised mechanically from originally micro-structured 3Li2S ∶ P2S5. Compared to data
from the literature, the prepared sample pertains the highest ionic conductivity ever observed
among crystalline Li3PS4. Cyclic voltammetry shows that γ-Li3PS4 is su�ciently electrochem-
ically stable to be applied in solid-state Li-ion batteries, although this is very likely due to
passive �lms forming at the interface. A low activation energy Ea can be derived from the
direct current conductivity σdc.�e nmr experiments show fast local jump movements that
do not necessarily cause a high σdc and a low Ea of the ion transport on longer time scales. A
superposition of di�erent di�usion processes is visible: a broad T1ρ peak with abnormal high
temperature edge and at least two T1-processes with Ea = 0.09 eV and 0.2 eV.

�e experiments made with Li-ion half cells identi�ed four di�erent sources of inductive
and negative capacitance loop formation: springs, reference electrodes, dri� and corrosion.
Inductive loop formation in the high-frequency and medium-frequency regime of impedance
data in complex plane plots of Li-ion batteries has been explained to be caused by sei forma-
tion for a long time.�is explanation, however, lacks theoretical background: the experiments
carried out in the present work together with the estimations of impedances presented clearly
disprove the interrelationship between inductive loops and sei formation.
Instead, the present �ndings show that inductances have their origin in experimental set-up

rather than in electrochemical phenomena. Wiring and cell design are highly in�uencing the
impedance behaviour. With the in-house developed cell container and an optimised Swagelok
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cell the inductive loop issue can easily be eliminated completely.�e evolution of passivating
layers on electrode surfaces because of electrochemical instabilities leads to capacity loss and
an increase of the overall internal battery resistance. �is �nding supports the validity of
traditional battery models taking into account the sei formation as additional resistances
that increases with cycle life.
Finally, in many cases the loops emerging in the low-frequency range are wrongly called

inductive. In our opinion, they are caused by dri� and corrosion and can be explained by the
so-called negative capacitance e�ect.

Silicon based lithium-ion microcells show high energy density, high robustness against
temperature variations and easy integration in silicon based semiconductors. However, to
ful�l automotive and aerospace requirements, the ionic mobility of silicon microcells has
to be further increased. In the present state, charging and discharging is not possible at
temperatures below 0 °C.



7 Summary

�e aim of the present work was to investigate solid electrolytes, liquid electrolytes and elec-
trode materials for safe and high-performing batteries.�e materials investigated were the
solid ion conductors Li4Ti5O12 and Li3PS4. Liquid electrolytes based on lithiumhexa�uo-
rophosphate (LiPF6) were used with the solid intercalation materials mentioned, graphite and
metal Si-electrodes.�e results obtained in the course of this dissertation were presented cu-
mulatively in the form of published (and peer-reviewed) papers and unpublishedmanuscripts.

In the �rst peer-reviewed paper, Ti-based oxides like Li2TiO3 and Li4Ti5O12 were inves-
tigated with regard to their ionic conductivity. Ball milling proved to be a versatile tool to
change the morphology of given materials, to induce phase transformations, and to prepare
nano-crystalline ceramics. Here, work was focussed on poorly conducting β-Li2TiO3 to study
the e�ect of mechanical treatment on overall conductivity. β-Li2TiO3 might emerge as a
coating material for active materials.

In the �rst unpublished manuscript, phase-pure γ-Li3PS4 was synthesised mechanically
through ball-milling followed by heat treatment. �e so prepared powder samples were
analysed via X-Ray crystallography and nmr techniques.�e powders were cold-pressed
into dense tablets. Au electrodes were applied by vaporisation in an inert gas atmosphere.
�e pellets were analysed via impedance spectroscopy and cyclic voltammetry. �e con-
ductivity spectra show that the mechanically synthesised γ-Li3PS4-sample pertains higher
conductivity compared to the values known from the literature, but cannot keep up with amor-
phousmaterial.�e cyclic voltammogram shows that the electrolyte remains kinetically stable.

�e second peer-reviewed paper was aimed at understanding the origin of inductive loop
formation in complex plane data of lithium-ion batteries. For this purposemodel-type lithium-
ion half cells with anodes either using graphite or Li4Ti5O12 were assembled taking advantage
of di�erent cell con�gurations.�e impedance responses of two di�erent electrochemical
cells were studied: lithium-ion batteries built in commercially available Swagelok T-�ttings
as well as in low-inductive electrochemical cells developed in-house.�e cells were cycled
extensively and impedance measurements were recorded. A�er cycling, the electrodes were
investigated via scanning electron microscopy. From the data obtained conclusions were
drawn about cell ageing, solid electrolyte interphase (SEI) formation, and battery design issues.

For the second unpublished manuscript, silicon based lithium-ion full cells were assembled
in-house for on-chip use in industrial, automotive and aerospace applications. A sample cell
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was investigated via electrochemical impedance spectroscopy at di�erent temperatures and
states of charge. A simple equivalent circuit model for a silicon microcell was simulated as an
example for system integration.�e �ndings show that the ionic mobility is very restricted at
low temperatures which leads to a very high internal resistance of the microcell.�e issue of
internal cell damage due to volume expansion was alleviated by microstructuration of the Si
anode by lithographic methods.



A Experimental

A.1 Apparatus
For structural characterisation X-ray powder di�raction patterns were recorded on a Bruker
D8 Advance di�ractometer with Bragg Brentano geometry using CuKα radiation (10 to 100
○2θ, step size 0.02 ○2θ, and step time 1 s), see Fig.A.1. Rietveld re�nement was carried out
with an X’Pert HighScore Plus so�ware package (PANalytical).
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Figure A.1: Bruker D8 Advance di�ractometer with Bragg Brentano geometry.
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6Li magic angle spinning (mas) nmr spectra were recorded with a single-pulse sequence
using an Avance-500 nmr spectrometer (Bruker, 73.6 MHz resonance frequency for 6Li)
with �eld dri� compensation at spinning speeds of up to 30 kHz (2.5-mmMAS probe, ambient
bearing gas), see Fig. A.2. Spectra were recorded non-selectively using a short pulse with a
length of ca. 2 µs.�ey were referenced to crystalline Li acetate serving as second reference;
the chemical shi�s presented refer to aqueous LiCl being the primary reference.

Figure A.2: Photograph of the solid-state nmr spectrometer workstation Bruker Avance III
500.

For our broadband impedance measurements the powders were cold-pressed into dense
tablets bymeans of a 10mmpress set in combinationwith a P.O.-Weber hand press that allows a
uni-axial force of 10 kN. Au electrodes of about 100 nm thickness were applied by vaporisation
in an inert gas atmosphere. Temperature-variable 2-electrode impedance measurements were
carried out with a Novocontrol Concept 80 broadband analyser (Alpha-AN, Novocontrol)
that is used in combination with a bds 1200 cell and an active ZGS cell interface, see Fig. A.3.
�e temperature in the sample chamber is automatically controlled with an accuracy of ±
0.01 K by a quatro cyrosystem (Novocontrol) using a constant �ow of freshly evaporated
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nitrogen gas that is heated up.�e setup is able to record impedances and permittivities at
frequencies ranging from few mHz up to 20 MHz (150 K to 570 K).

Figure A.3: Photograph of the impedance spectroscopy workstation Concept 80 (Novocon-
trol).

Cyclic voltammetry (cv) and eis was done with a BioLogic potentiostat (vmp3) (see Fig.
A.4) at room temperature within a frequency range from 1 mHz to 1 MHz. Au electrodes of
about 100 nm thickness were applied by vaporisation in an inert gas atmosphere for symmetric
and asymmetric CV and a Li metal electrode was applied mechanically for asymmetric cv
only.�e so prepared air sensitive pellets were packed in a specially designed air-tight, low-
inductance electrochemical cell, made of an electrically insulating plastic without metallic
springs and screws.
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Figure A.4: Photograph of the potentiostate BioLogic vmp3.

A.2 So�ware
Listed below is the so�ware used in the acquisition, processing and analysis of data presented
in this work.

TopSpin 3.1 (Bruker BioSpin GmbH): Execution of nmr experiments on the Avance III
spectrometers; calculation and phase correction of nmr spectra using the built-in Fourier
transformation routine.

Dmfit Program:[125,126] Conversion of the native Bruker �le format into ascii �les.
WSolids1:[127] Simulation of quadrupolar solid-state nmr spectra.
WinDETA 5.73 (NOVOCONTROL Technologies GmbH & Co. KG): Execution of all impe-
dance spectroscopy experiments on the Concept 80 system and export of data.

EC-Lab 10.40: Controlling the potentiostat BioLogic vmp3
X’Pert HighScore Plus 3.0.0 (PANalytical): Rietveld re�nement

IGOR Pro 6.3.2.3: Processing, analysis, and presentation of all data acquired.
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CorelDRAWX7: Graphical post-processing of �gures meant for publication.

MEISP 3.0 (Korea Kumho Petrochemical Co., Ltd. (kumho)): Multiple Electrochemical
Impedance Spectra Parametrisation

TeX Live 2015: TEX typesetting distribution.



B List of Publications

B.1 Journal Articles
Myth and Reality about the Origin of Inductive Loops in Impedance Spectra of
Lithium-Ion Electrodes — A Critical Experimental Approach
Brandstätter H., Hanzu I., and Wilkening M. Electrochimica acta 207, 218–223 (2016).

Li ion dynamics in nanocrystalline and structurally disordered Li2TiO3
Brandstätter H., Wohlmuth D., Bottke P., Pregartner V., and Wilkening M. Zeitschri� für
physikalische Chemie 229, 1363–1374 (2015).

B.2 Poster Presentations
Sul�de Electrolytes: Study of Local Li-Ion Dynamics in Li3PS4 using 7Li NMR
Relaxometry
Prutsch D., Brandstätter H., Pregartner V., Wohlmuth D., Epp V., and Wilkening M. — 18th
International Meeting on Lithium Batteries, Chicago (USA), June 19th–24th, 2016.

Li ion dynamics in nanocrystalline and structurally disordered Li2TiO3
Brandstätter H., Wohlmuth D., Bottke P., Pregartner V., and Wilkening M. — 8th
International Conference on Advanced Lithium Batteries for Automobile Applications, Bilbao
(ES), September 30th–October 02nd, 2015.

Li ion dynamics in nanocrystalline and structurally disordered Li2TiO3
Brandstätter H., Wohlmuth D., Bottke P., Pregartner V., and Wilkening M. — 15th European
Conference On Solid State Chemistry, Vienna (AT), August 24th–26th, 2015.
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