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Abstract

As people today live longer, there are more elderly people struggling with age related
diseases. Therefore, healthy ageing becomes an important topic. This presents a
challenging task towards establishing new approaches for maintaining health at a
higher age. Such approaches would be beneficial on the one hand for the affected
individuals themselves and on the other for avoiding a rapid increase in health and
care costs.

A representative syndrome for the age related deterioration of the general con-
dition of the patient is frailty. This syndrome is associated with a high risk for falls,
disability, hospitalization and mortality (Fried et al., 2001).

In the Toledo Study for Healthy Aging (TSHA), medical data of adults with ages
over 64 was collected. The data contains physical examination results, blood results
and interview answers. For retrieving the latter, questions regarding health status,
psychological status and cognitive status were asked.

Using predictive data mining given the data of this study makes it possible to
derive a clinical decision support system, which provides the doctor with information
on the probable clinical outcome of the patient. This vital information can be used
to react promptly and avert likely adverse events. Also, potential frailty risk factors
can be derived using sophisticated feature selection methods.

In this work, which is framed in an EIT-HEALTH financed EU project called
FACET, a methodology for building a predictive model and retrieving potential pre-
dictors for the frailty syndrome has been presented. Further, the beneficial collabo-
ration of the data scientist and the medical doctors, resulting in a better performing
predictive model has been shown. Moreover, the importance of the data prepro-
cessing has been demonstrated. Especially, the significance of dealing with missing
values.

Nevertheless, in future work the findings have to be further analyzed and vali-
dated in bigger cohorts, with the objective of realizing a model, which can finally
be deployed in the health care system.
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Kurzfassung

Das zunehmende Älterwerden der Gesellschaft führt dazu, dass immer mehr Men-
schen unter altersbedingten Erkrankungen leiden. Aus diesem Grunde stellt gesundes
Altern heutzutage ein topaktuelles Thema dar.

Dies birgt nun die Herausforderung, neue Ansätze zur Erhaltung der Gesundheit
im höheren Alter zu finden. Solche würden einerseits den betroffenen Individuen,
andererseits aber auch dem Gesundheits- und Pflegesystem zu Gute kommen.

Ein repräsentatives Krankheitsbild für den altersbezogenen, gesundheitlichen
Verfall von Patienten stellt das Frailty-Syndrom dar. Dieses wird mit einem erhöh-
ten Risiko für Stürze, Invalidität, Hospitalisierung und Mortalität assoziiert (Fried
et al., 2001).

In der Toledo Study für Healthy Aging (TSHA) wurden medizinische Daten
von Erwachsenen mit über 64 Jahren gesammelt. Diese Daten beinhalten Resulta-
te der ärztlichen Untersuchungen, Blutwerte und Antworten von Befragungen. Für
den Erhalt der Letztgenannten wurden Fragen bezüglich des Gesundheitsstatus,
des psychologischen Zustandes und solche zur Testung der kognitiven Leistungsfä-
higkeit gestellt. Unter der Verwendung von prädiktivem Datamining und den zur
Verfügung stehenden Daten, können klinische Entscheidungsunterstützungssysteme
generiert werden, welche dem praktizierenden Arzt Informationen zum wahrschein-
lichen klinischen Ausgang des Patienten bereitstellen. Diese Informationen können
dabei helfen, schnell und abwendend in einen unerwünschten möglichen gesundheitli-
chen Verlauf einzugreifen. Zusätzlich können potentielle Risikofaktoren mithilfe von
ausgeklügelten Feature Selection Methoden ermittelt werden.

In dieser Diplomarbeit, welche im Rahmen eines EIT-HEALTH finanzierten EU-
Projektes namens FACET verfasst wurde, wird eine Methodologie für die Erstellung
eines prädiktiven Modells und für das Auffinden von potentiellen Risikofaktoren für
das Frailty-Syndrom vorgestellt. Außerdem wird die vorteilbringende Kollaboration
von Ärzten und dem Datenwissenschaftler, welche sich in der Verbesserung des prä-
diktiven Modells widerspiegelt, aufgezeigt. Des Weiteren wird die außerordentliche
Wichtigkeit der Datenvorbehandlung demonstriert, im Speziellen der Umgang mit
fehlenden Werten.
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Auf den hier dargelegten Ergebnissen aufbauend können in zukünftigen Arbei-
ten gefundene Einblicke weiter analysiert und in größeren Kohorten validiert werden.
Dies mit dem Ziel, ein Modell zu realisieren, dass schließlich und endlich im Gesund-
heitssystem zum Einsatz kommt.
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1. Introduction and Motivation for Re-
search

1.1 Introduction

Demographic predictions for the 21st century (2009 EU Ageing Report) show a new
scenario characterized by a modest increase in life expectancy, but a significantly
greater burden of disability, which will increase the demand for health and care costs
and challenge the sustainability of the system. Both the ageing of the population
and the growth of the population are driving the increase in Disability Adjusted
Life Years (i.e. DALYs) due to the burden of non-communicable diseases in older
ages, associated with an increase in years lived with disability. According to the
last Global Burden of Disease (2010), disability is the main consequence of the con-
currence of the ageing process, lifestyles and health conditions.(Murray et al., 2013)
According to the report Ageing 2009 from the European Union (EU) Commission,
the number of people aged 65+, in Europe, will almost double over the next 50
years, from 85 million in 2008 to 151 million in 2060. This is a great challenge for
establishing new approaches with more efficient targets for public health and for
older people. Hence, the aim is the increase of the life expectancy free of disability
and therefore preventing and/or delaying the onset of dependence. This will favor
optimization of opportunities for health, participation and security in order to im-
prove quality of life as people age. That is active and healthy aging.(Committee et
al., 2009)

In the field of today’s data science there is a wide variety of new and sophis-
ticated computational methods and also tools for building predictive models and
performing enhanced data analysis. This collection of methods also offers a vast
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variety of applications in the field of medicine and has already become an essential
instrument. Hence, predictive data mining is for example intensively used in the re-
search of molecular biology nowadays. The analysis of high-throughput data coming
from mass-spectrometers or from DNA-micro-arrays serves as an example for this.
In clinical medicine these methods are used to offer support in tasks such as decision
making based on the patient’s data. This covers the spectrum of diagnostic, thera-
peutic and monitoring tasks. Previous collected patient data can be used to build
a predictive model which provides a prediction for the clinical outcome. Clinicians
can act on this information and promptly react to possible or likely adverse events.
(Bellazzi and Zupan, 2008)

Such an adverse event is for example the onset of the frailty syndrome, which
according to Fried et al. (2001) is defined as follows:

Frailty is considered highly prevalent in old age and to confer high risk
for falls, disability, hospitalization, and mortality. Frailty has been con-
sidered synonymous with disability, comorbidity, and other character-
istics, but it is recognized that it may have a biologic basis and be a
distinct clinical syndrome. A standardized definition has not yet been
established.

Data analytics can of course also be applied to analyze retrospective clinical data of
the ageing population which can be crudely separated into healthy and frail people.
This, in order to help to find early predictors for frailty, which in turn would enable
the creation of policies for early prevention and adequate early on treatment of the
frailty syndrome.

Furthermore, this would undoubtedly have a high beneficial impact on society.
Sure enough this undertaking, in order to be fruitful, requires extensive medical
records of elderly patients.

The Toledo Study for Healthy Aging (TSHA) began in 2006 and includes older
adults selected by random sampling from the Toledo census, with ages over 64
years. Briefly, the TSHA is a population prospective cohort study aimed at studying
the determinants and consequences of frailty in institutionalized and community-
dwelling individuals older than 64 years living in the province of Toledo, Spain. Data
was collected in three ways. Firstly, six psychologists conducted computer-assisted
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interviews, performed face to face. Secondly, three nurses did a physical examination
and performed some clinical and performance tests at the subject´s home. Finally,
the participants went to their health center to provide a blood sample while fasting.
(Garcia-Garcia et al., 2011)

FACET, which is short for Frailty Care and well function, is an EIT-HEALTH
financed project, focused on the development of a platform and new methodologies
to prevent the frailty syndrome. FACET focuses on the ‘quality’ of the years to be
lived. The aim of that project is to develop a tool to integrate and query human
phenotypic data in order to early detect frailty. In general, the early detection
of impeding disease is complex. Therefore, a clear algorithm and clinical-friendly
screening tools for detection of frailty and disability are lacking. There is a gap
between living longer and living healthy. The development of early detection tools
will permit intervention to prevent or delay the onset of frailty (and prevent further
disability).

One of the main components of the FACET project is the data analysis layer, as
it is responsible for providing the platform with the intelligence and the knowledge
on which future decisions and policies are based.

In fact, the Universidad Politécnica de Madrid is responsible for this layer and
this project thesis is framed inside the work of the development for the data analysis
layer. As the FACET project has a more extensive goal, this thesis should be
considered as an early development stage for the data analysis layer.

1.2 Objectives

The main aim of this thesis is to demonstrate that data science applied to
medical data of elderly, partly frail people can help to obtain a predictive
model for the frailty syndrome. This model could prolong noteworthily
the healthy and independent living of the older European population, en-
hancing the functional autonomy by early detecting the risk of becoming
frail.

Fulfilling this aforementioned goal means achieving the following scientific goals:

1. Generation of a classification model which is able to predict the risk of frailty

17



in patients.

(a) Developing a methodology for pre-processing the data.

(b) Developing a methodology for handling missing data.

(c) Identification of risk factors which can be used as predictors ("biomark-
ers").

(d) Learning satisfactorily accurate models for frailty prediction.

18



2. Theoretical Background

2.1 Data Analytics

The proliferation, ubiquity and in-creasing power of computer technology has dra-
matically increased the data collection, the storage, and the manipulation ability.
This, in turn, has created a new need for automatic data analysis, classification, and
understanding.

In today’s world there is an excess of data. It is accumulating with high speed
and no end is in sight. The necessities for storing it are quite inexpensive and
enable postponing of decisions about their actual use and purpose. Potential useful
information remains hidden and is rarely exploited. So the overall idea of data
mining is to find these hidden patterns in available electronic records with the help
of computational tools. Data, which is analyzed in a considered and careful manner
could arise to be a valuable resource. Therefore, it is not surprising that data
mining is a fast growing interdisciplinary subject, as its principle is to turn a large
quantity of information into useful knowledge. Quite often it is used as a synonym
for knowledge discovery in databases (KDD).

Hand et al. (2001) uses the following as his working definition:

Data mining is the analysis of often large observational data sets to find
unsuspected relationships and to summarize the data in novel ways that
are both understandable and useful to the data owner.

However, according to Han et al. (2011) some see data mining just as a step in
the knowledge discovery process. This process, described by Fayyad et al. (1996),
is shown in figure 2.1. Here the iterative steps composing the KDD process are
illustrated.
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Figure 2.1: The steps and parts of the KDD process, which lead the way from
data to knowledge.(Fayyad et al., 1996)

According to Fayyad et al. the process can be outlined as follows. At first one
wants to obtain an understanding of the domain in question and to derive a goal for
the KDD process. The next step is to build a suitable data set, which potentially
contains the knowledge one wants to retrieve. The third step contains cleaning and
preprocessing of the data. Tasks therefore include dealing with noise, missing values
and time-sequence information. The following step is the projection and reduction
of the data. This contains the tasks of finding suitable features with regard to the
data mining goal and the reduction of dimensionality of the data set. The fifth
step has to do with determining, which particular data mining method should be
applied according to the goal. Some examples among other things are classification,
regression and clustering. Then follows exploratory analysis and the selection of a
model and a hypothesis. This includes selecting a data mining algorithm, which can
be used for the search of patterns. The seventh step represents the actual search
of patterns. The next step consists of the interpretation of the results or the found
patterns. Here, one should consider revisiting the previous steps if needed. The
ninth and last step is dealing with the obtained knowledge. Eventually integrating
it into another system and make use of it or delivering it to a third party. The whole
process can have iterations and loops between the steps.

2.2 Data Visualization

The vast amount of data, which was generated in the last decades, demands sophis-
ticated data visualization and data analysis tools. Because of that many different
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techniques have evolved with the aim to help the data explorer to get insights and
raise his involvement in the data mining process. To ensure high quality data min-
ing it is of highest importance to include the human in the data exploration process
and combine the advantages of the computational power and human resources and
expertise. In the task of visualization especially the perceptual capacity of humans
is very useful. In order to ensure that this capacity can be exploited, the (probably
multidimensional) data has to be transformed and presented in a lower dimensional
form in order to be interpretable. When there is no exact goal and not much previ-
ous knowledge about the data, visualization techniques appear to be notably useful.
Through the data exploration process also new hypotheses can be phrased, which
can be validated also by visualization techniques themselves or machine learning
algorithms and statistics. The main advantages of visual data exploration over au-
tomatic learning for one is, that it is able to work with inhomogeneous and noisy
data sets. For the other, that it is more intuitive for the user and it has no re-
quirements in terms of complex mathematical and statistical understanding. That
is probably why visual data exploration often tends to provide better results where
common automatic algorithms perform badly. This is why visualization methods
nowadays are very thought-after. (Keim, 2002)
Keim proposes to classify visual data exploration into following three classes: data
type to be visualized, visualization technique and the interaction and distortion tech-
nique.

2.3 Pre-Processing

The importance of preparing the data before starting to model a hopefully sophis-
ticated predictive model, is highly underestimated. The majority of the time in a
data mining project is spent on analysing and accordingly treating the data in order
to obtain a suitable data set for the learning algorithms. A rule of thumb is that a
data engineer spends 80% of his time preparing the data. A question that arises is,
why prepare the data? According to Pyle (1999), one aspect of data pre-processing
is that it prepares also the miner himself, which of course leads to the development
of much better models. Further, appearing errors in the data are potentially harm-
ful for the built model. Moreover, many algorithms cannot work with incomplete
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data. Also the pre-processing may make the data easier to "digest" for the different
used tools in the data mining pipeline. As there is obviously a strong need for data
preparation techniques, find below some commonly used ones.

2.3.1 Discretization

There are some clustering and classification methods that can only work with nom-
inal features and are not able to process numeric variables. So therefore they have
to be discretized into a smaller number of different ranges. Also algorithms which
are indeed able to work with numeric features could behave in a non-satisfactorily
way, as many statistical methods assume, that numeric attributes are "well-built"
in terms of distribution (optimally normal distributed).(Witten et al., 2016) Ad-
ditionally, discretization accelerates the induction process and bears the potential
to lead to much simpler and more accurate classification models. Also the risk of
over-fitting is reduced, this by narrowing the space of hypotheses candidates that
the learning scheme can search through, thereby possibly avoiding finding a very
complex hypothesis which fits the data too well. Resulting models based on dis-
cretized data therefore also appear to be less complex. (Frank and Witten, 1999)
There are many supervised and unsupervised methods. Some work globally and
others locally. A very common unsupervised method, as described by Witten et al.
(2016) is to divide the range into a predetermined number of equal intervals. Fine
distinctions could be easily destroyed by doing this. Further, this so called equal-
width binning fails to distribute the data evenly. Some of the bins may contain no
instances and others many. Therefore, using intervals of different sizes while making
sure every bin contains the same number of observations, could be a better approach
and is called equal-frequency binning.

2.3.2 Outlier Treatment

According to Pyle (1999) an outlier is a "single, or very low frequency occurrence of
the value of a variable that is far away from the bulk of the values of the variable" (p.
73). He says that the first question that arises is, if it seems to be a mistake. The
effect of an outlier, with regard to the final modeling result, could be big. The outlier
could introduce an extreme distortion to the feature’s statistics. Techniques for the
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treatment of outliers are divided into two different sections, one for the treatment of
univariate data and the other for multivariate data (Cousineau and Chartier, 2010).
In the univariate domain the values of a feature itself are compared and a decision on
"outlierness" is done. In the multivariate domain all features of an observation are
considered and compared to the others in a multidimensional space. This possibly
results in defining whole observations as outliers.

An example for a multivariate outlier identification technique is calculating the
from Breunig et al. (2000) derived local outlier factor (LOF). It is a local measure
and gives the degree of "isolation" of an observation. Here the density of k neighbours
is compared to the density of the observation itself and the derived measure is the
LOF. Outside a certain range, the observation is considered as outlier.

Laurikkala et al. (2000) studied the informal box plot identification of outliers in
real-world medical data. Here they used box plots in order to detect univariate out-
liers directly. Further, they also used Mahalanobis distances to identify multivariate
outliers. They found that removing these outliers increased the classification accu-
racy (they used discriminant analysis functions and the nearest neighbour method),
while they noted a reduction of the predictive ability of the used methods. They
further claim that statistic assessment usually acts on the assumption that there are
well-behaving distributions. The main part of test statistics are created to identify
single univariate outliers using a normal distribution (Barnett and Lewis, 1998). On
the basis of this, appearing extreme values are declared as possible outliers. In clin-
ical or medical data this is seldom the case, usually the data tends to be somehow
skewed or definitely non-normal. The use of test statistics would need certain sta-
tistical parameters like distribution-type, transformations and even estimates of the
distribution parameters. For large medical data sets, the execution of these prepa-
ration tasks would be very hard and work-intensive and definitely not applicable for
practical use.
Box plots are a way of displaying the five-number summary (lower extreme, lower
quartile, median, upper quartile, upper extreme) (Seigel, 1988). As Laurikkala et
al. (2000) state, both skewed and symmetric data can be explored by using them.
They also seem to be quite useful to find values, which do not appear frequently
in categorical data. The definition of the thresholds for lower and upper outliers is
defined in the following manner:
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• thresholdlower = quartilelower − step

• thresholdupper = quartileupper + step.

The inter-quartile range times 1.5 is considered as step. The inter-quartile range
is defined as upperquartile − lowerquartile and contains 50 percent of the data
(Laurikkala et al., 2000). A certain value x is considered a lower/upper outlier if
it exceeds the lower/upper threshold. Laurikkala et al. conclude that there are
mainly two motivations for the purpose of identifying the outliers. The first one is
that outliers represent suspicious data, which should be removed before executing
learning algorithms. The second one is that found outliers could contain important
knowledge, which could be somehow valuable for domain-experts, in terms of gaining
additional insight into the data. They further claim that the removal of outliers
might help the descriptive analysis but may harm predictive accuracy for unseen
values. All in all the effects caused by the treatment of outliers can lead to very
different effects, strongly depending on the present data set.

2.3.3 Imputation Techniques

Already in the 70s the statisticians became aware of the fact that omitting observa-
tions with missing data, in order to receive a "complete-case" data set is inopportune.
In the earlier days the missing data was usually replaced by the mean or the mode
of the existing values for the feature. This approach became somewhat outdated
because of its non-conformance. In order to achieve a valid subsequent statistical
inference, there is the need to insert an adequate amount of randomness into the
imputations and further, for the incorporation of that uncertainty when calculating
standard errors and confidence intervals for interesting features. (Royston et al.,
2004) There is a wide range of techniques for estimating the values of the miss-
ing values. There are methods which could yield more information than others, but
they tend to be computationally costly. Other techniques are powerful under certain
conditions, but they tend to introduce bias under different conditions. Estimation
techniques which aim to produce mathematically optimal estimates appear to be
very complex and they vary depending on the type of data they are applied to.
These methods of high complexity are too time-consuming for big data, this also
in regard to modern computer systems. Especially if time is of the essence, as in
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certain business applications, these methods should be avoided. Highest priority
lays on doing as little "damage" as possible. During imputation, there is a certain
probability that out-of-range values may appear, which haven’t been observed in
the data. This is because not all values of the population may be covered, which
strongly depends on the the sample size. Generally speaking, one is interested in
finding a suitable estimator, which is able to make a satisfactory guess about the
missing value. The perfect variant would be an unbiased estimator, one which does
not interfere with the general characteristics of the variable. According to Pyle
(1999) following statement stands:

"Statistically, an unbiased estimator produces an estimate whose “expected”
value is the value that would be estimated from the population."

Let’s take for example the observations 10, 20, 30, NA, 50. Here "NA" stands for
"not available" and represents a missing entry. An unbiased estimate, which would
produce the least amount of "damage" to the data, should be found. But the least
amount of "damage" is not clearly defined. In regard to the mean an unbiased
estimate would be 27.5. For an unbiased standard deviation the imputation should
be about 46.59. So in order to not bias a certain statistical aspect, another one is
harmed. Therefore, a decision in this regard has to be made. Also very important is
to know which inter- and intra-relations of the variable should be preserved. There
is not only the within-variable relationship but further also the between-variable-
relationship. The latter one describes in which way the variable of interest changes
depending on the behaviour of another one. The modeling tool of choice should
definitely be able to preserve all this relations when imputing new values.
Regarding the decision which intra-variable measure is of higher importance, Pyle
(1999) claims that the standard deviation contains by far more information because
it reflects the variability of the variable in comparison to the mean, which is only a
measure of central tendency. The standard deviation therefore delivers a measure for
the distribution itself and provides because of that a more suitable estimate. Back to
an even more important aspect: the inter-variable relations. In order to keep them,
one sees that simply imputing static values obtained by statistical within-variable
measures is not the way to go. Put more accurately, it would be a drastic distortion
of the existing between-variable relationships. Especially, when the missing values
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are not missing at random, a replacement with the same value in all missing places
will introduce a strong bias. Optimally, all existing variables, whether they are
strongly or weakly related, should be taken into account for the imputation, given
that they contain values for the observation in question. So actually a prediction
model should be built to predict the missing values, where not the accuracy is of
highest importance but rather the creation of an estimate that least distorts the
actually present values. Therefore, the main purpose of the replacement of missing
data with certain imputations is not the use of these values themselves, but to enable
the learning machine to work with the information that is contained in the other
variables’ values that are present. By simply not replacing the missings, the whole
observation would be discarded and therefore valuable information may be lost as
well. On the other hand, by replacing the missing values the introduction of bias and
distortion is a possible outcome. Taken into account that imperfect multiple linear
estimation produces far less bias than any method using constant values, the former
clearly should be preferred. An example for such a method is the multiple linear
regression technique. Regression methods after all are inherently mathematical and
tend to be very susceptible for missing values themselves.
Pyle (1999) concludes that replacing missing values appears to be a very important
step in the data pre-processing in order to make use of all the information that
is contained in the data. Where high importance lays on the preservation of the
feature relationship as well as on the original distribution of the feature. Also the
introduction of new artificial patterns should be avoided. Further, Pyle states,
that these introduced patterns could be "discovered" by the data mining analyst
and even may somehow appear meaningful. Thus, sensible techniques are required
which maintain even the weakest existing patterns.

Types Of Missing Data

The risk of introducing a bias due to the missing data depends on the underlying
reasons for the missingness. According to Little and Rubin (2014) these reasons can
be classified as:

• Missing Completely At Random (MCAR)

This is the case when between the missing and the observed values are no

26



systematic differences. For example missing values because of a breakdown
of the measuring device. Here the probability of missingness is identical for
all observations. So the missingness neither depends on the feature itself nor
another one.

• Missing At Random (MAR)

A term introduced by Rubin (1976). When the systemic difference between
observed and missing data is completely explainable by differences in observed
data ones speaks of MAR. In other words, the probability that a value is
missing depends only on features in the data set. For example women tend to
not state their weight with a higher probability than man. So the missingness
of values of the feature "weight" depend on the feature "gender".

• Missing Not At Random (MNAR)

If the missingness depends on the feature itself or on unobserved properties
which are not covered by the data, one speaks of MNAR. For example, over-
weight people tend to withhold information about their weight with a higher
probability. Or people of certain religions or cults tend to not give blood and
therefore certain blood features are missing.

Methods

Regressions Linear regression only focuses on two variables and is therefore more
clearly in an explanatory sense. The basic assumption is a linear relationship be-
tween the two variables, with which the changing of one variable can be explained
by the other. According to Pyle the linear regression technique involves discovering
the joint variability of these two features. The obtained knowledge is then used to
determine which value matches to the other available one. The term joint variability
represents a measure of the way how one feature varies depending on the variation
of the other feature. Due to the linearity, the relationship between the two vari-
ables can be expressed by a linear equation (2.1), which gives a straight line when
visualized:

y = α + βx (2.1)

For every known value x a value y can be calculated.
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Multiple linear regression works quite similar, the only difference is that it con-
siders more features’ joint distributions to extract an estimate for an missing value.
Using more than one feature, which is contributing to the joint variability, is some-
how using more evidence and leads therefore generally to a better estimation of the
missing value. In linear algebra notation, multiple regression can be expressed as
shown in formula 2.2. The missing value for the observation i for the feature y can
be calculated using all other features x, where n marks the total number of the
features without the feature in question (y).

yi = α + β1xi,1 + β2xi,2 + β3xi,3 + ...+ βnxi,n (2.2)

As Pyle states, in practice linear relationships between the features can be found
quite often. Even when the relationships is of a non-linear nature, an estimate
created under linearity-assumption, tends often to be adequate. The portion of bias
introduced by doing this appears to be often under the noise level. The finding of
linear relationships is compared to non-linear relationships fast and easy. So Pyle
says that linear techniques run very quick even when the number of dimensions
is high. He further claims that the amount of introduced distortion and also the
relation between speed and flexibility is putting linear techniques in favor over non-
linear ones. However, when the relationship is obviously and extremely non-linear
and the modeler has knowledge about that, a special replacement method should
be used instead.

Multiple Imputation

Multiple imputation (MI) techniques appear to be very useful for general-purpose
treatment of features with missing values in multivariate analysis. Unlike single
imputation, MI generates a defined numberm of imputed data sets. So every missing
value is replaced by m different imputed values. The uncertainty of imputation is
considered. Statistics for each imputed data set are estimated and then combined
into a single estimate. The criticized downside of single imputation, ignoring the
uncertainty and the resulting bias, is avoided with MI, as a correct execution can
lead to a good estimate of the "real" respectively probable values. (Zhang, 2016)
The basic concept was first introduced by Rubin (1977) and consists according to
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Allison (2000) of the following steps:

• Imputation of the missing values by using an appropriate model that incorpo-
rates random variation.

• This is done M times (where M is usually between 3 and 5), so that there are
M complete data sets produced.

• Analysis on the different obtained data sets is done by using standard complete-
data methods.

• Averaging of the values of the parameter estimates across the M samples to
obtain a single-point estimate.

• Calculation of the standard errors by (i) building the average of the squared
standard errors of the M estimates, (ii) calculating the variance of the M
parameter estimates across samples and (iii) combining the two quantities
using a formula.

A promising method presents MICE, which stands for multivariate imputation
by chained equations and was described by Van Buuren et al. (1999). The MICE
algorithm is a Markov chain Monte Carlo (MCMC) technique. In case that the
conditionals are compatible, the algorithm works as a Gibbs sampler, a Bayesian
simulation method, which samples from the conditional distributions in order to
obtain samples from the joint distribution. Conventually, a derivation from the
joint probability distribution is done to obtain the full conditional distributions. In
MICE, however these conditional distributions are controlled by the user and the
joint probability distribution itself is only known implicitly, and further may not
exist. The last mentioned part is quite unfavourable seen in terms of theory. Yet
in practice this has not let to unsatisfying results. Convergence to a stationary
distribution is only reached when the Markov chain satisfies three certain character-
istics. Firstly, irreducibility, which means that the chain is capable of reaching all
interesting areas of the state space. Secondly, aperiodicity, meaning that there is no
oscillation between states and lastly, recurrence, which signifies that all interesting
parts can be reached infinite times, and this at least from all starting points. The
first mentioned criterion usually does not represent a problem for the MICE algo-
rithm. The second one is a possible issue, when imputation models are inconsistent.
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Further, non-recurrence could be problematic, expressing itself by non-stationary or
explosive behaviour. Van Buuren (2012) states though, that in his experience as
long as the imputation model parameters are estimated from the data, appearing
non-recurrence is mild or absent.

Missing Data In EHRs

Especially in the field of medicine where electronic health records (EHRs) for the
collection of patient data are used, missing data has a high prevalence. The different,
often unknown, causes of missing data could introduce a bias. (Beaulieu-Jones et al.,
2016) Also the observations may be missing sporadically. Depending on the different
features, a complete-case data set may only contain half the data (Royston et al.,
2004). So in order to built sophisticated models with small data sets, the contained
information should be used as good as possible. Therefore, there is clearly a need
for a suitable imputation of missing values.

2.3.4 Dimensionality Reduction

The already mentioned problem arising from the massive accumulation of data is
asking for special processing tools. One such tool is the dimensionality reduction.
The goal is to reduce the dimensions without loosing important information. It is
often used as pre-processing step. Dimensionality reduction is one of the techniques
which are used to remove noisy (or irrelevant) and redundant features. The dimen-
sionality reduction techniques can be divided into feature extraction and feature
selection. The primer ones are used to project the features in a new and lower-
dimensional feature space, where the new built features commonly are combinations
of the original features. Examples therefor are the Principal Component Analy-
sis (PCA), the Linear Discriminant Analysis (LDA) and the Canonical Correlation
Analysis (CCA). The other technique, feature selection, aims to select a suitable
subset of features, which minimizes redundancy and maximizes the relevance to
the target variable (examples: Gain, Relief, Lasso and Fisher Score). Both men-
tioned technique categories, feature extraction and feature selection, are very capa-
ble in terms of improving the performance of the classification model, lowering the
computational costs, lowering the needed memory storage and further for building
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improved models regarding generalization. Feature extraction makes it very hard
to relate the new derived feature to the original ones, they further do not contain
physical meaning. Feature selection on the other side keeps the original features and
therefore the underlying original physical or "real-world" meaning. This makes the
selection of features superior over the extraction. This because the readability and
interpret-ability are much better. (Aggarwal, 2014)

Feature Extraction Techniques

Principal Component Analysis (PCA) One of the traditional tools for dimen-
sionality reduction is the Principal Component Analysis (PCA). It projects the data
in a space with fewer dimensions by creating new axis, which keep the maximum of
the initial data variance. A big disadvantage is that this tool is linear, non-linear
dependencies or relations between the features could get lost. If in the next step the
linear pre-processed data is used with nonlinear data analytic tools, this should be
considered bad practice. One possibility of using PCA for non-linear projections is
to apply it locally in restricted sub-spaces. Conceptually, joining local linear models
leads to a global non-linear one. However, this carries the big disadvantage of being
non-continuous.
An interesting application which bypasses the mentioned disadvantage is Kernel
PCA. Here the data is at first transformed into a space with more dimensions. Hav-
ing the sophisticated developed kernel methods up one’s sleeve, the data is at first
transformed into a space with more dimensions. This can lead to fruitful results.
Contradictory seems the initial transformation in a higher space and then the re-
duction of the same, but in some cases this can be quite useful. (Verleysen and
François, 2005)

Linear Discriminant Analysis (LDA) This method is well suited for the ap-
plication to cases where the within-class frequencies are not equal and their perfor-
mances have been investigated in test data which was generated randomly. LDA
maximizes the ratio of between-class variance to within-class variance in any given
data set, thereby providing maximal separability and projecting the data into a
lower-dimensional space. The overall goal is to decrease the variation within the
classes and to maximize the separation between the classes. Here, in comparison to
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PCA, the location of the original data sets is not changed but more class separability
is provided. (Balakrishnama and Ganapathiraju, 1998) LDA is a well-known scheme
for the reduction of dimensions and feature extraction. Fields of applications are
for example image retrieval, microarray data classification, face recognition and also
speech recognition. (Ye et al., 2004) (Balakrishnama and Ganapathiraju, 1998)

Canonical Correlation Analysis (CCA) This statistical method is used to
investigate the relationship among two or more variable sets. It represents the
multivariate form of the general linear model, which holds the presumption that
all analyses are correlational. (Thompson, 2005) The correlation coefficients can be
directly calculated from the data sets and also from the reduced/lower-dimensional
representations like co-variance matrices.(Weenink, 2003)

Feature Selection Techniques Methods for feature selection became popular in
the late 90’s. Then when it was still an advantage in data understanding when the
number of variables was not all too high. Which was also good in terms of reducing
training time and improving the prediction performance in order to help to deal
with the curse of dimensionality.

In Blum and Langley (1997) one can find a extensive review of methods for
feature selection. Tasks of data analytics in the realm of gene and protein expression,
chemistry or text classification have elevated the importance of feature selection
extremely, not only because of the high number of features in data sets nowadays,
but also because in some cases there are not many observations to work with. An
ample review and comparison of feature selection methods can be found in Guyon
and Elisseeff (2003)

At the beginning, before executing the classification algorithm, feature selection
is done. Many times the data collection is done by individuals who are no experts in
the respective domain. This leads to an accumulation of irrelevant features, which in
turn leads to the building of poorly performing models and the needless use of com-
putational resources. This due to the insufficient relation to the target feature/label
one is interested in. These non-related features actually lower the accuracy of the
predictive model (Kohavi and John, 1997a) and they lead to over-fitting. Especially
when there are a small number of observations, these features can have a high neg-
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ative impact on the result. One feature alone may not worsen the model much, but
a multiplicity of them can have an observable adverse effect. The resulting model
could therefore have a poor generalization. This is why selecting suitable features is
that important and why there should be found a small (possibly minimal) feature
set, which leads to the best result in the classification task.(Aggarwal, 2014) This
here elucidated problem, also called minimal-optimal problem (Nilsson et al., 2007),
has already extensively investigated and lead to the development of plenty solutions.
Another very important problem, which should not be underestimated, is the overall
identification of all-relevant features. This can be of particular interest when it is
not simply the goal to implement a high precision classifier ("black-box principle"),
but to better understand underlying mechanisms in the data.(Nilsson et al., 2007)

Depending on the aim, which depends on the labeling of the trainings set (la-
beled or not) the algorithms can be divided into supervised, unsupervised and semi-
supervised feature selection algorithms. The supervised techniques can further be
divided into filter, wrapper and embedded models.

• Filter Models
They select subsets of features as a pre-processing step and use a certain per-
formance criterion on them to perform an evaluation of their suitability for
the classification. There is no dependency on the specific algorithm which is
used. In some cases they compete with wrappers as being more efficient. The
quantification of the relevance of the feature to the process of classification is
done by different measures (examples given: Gini Index, Entropy, Fihser’s In-
dex). In the filter model there is a separation of feature selection and classifier
learning, therefore the bias of a machine learning algorithm does not interact
with the bias of a feature selection algorithm. It is depending on general char-
acteristics of the data, like certain measures (distance, correlation, consistency,
dependency and information). (Aggarwal, 2014)

• Wrapper Models
The wrapper methods popularized by Kohavi and John (1997b) assess subsets
of features according to their suitability for predicting the target variable using
a search algorithm to search through the space of possible features and do
an evaluation on each subset by executing a model on the subset. In these
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methods the induction learning machine algorithm is taken as a black-box to
score subsets of features with regard to their predictive power. The induction
algorithm itself is used as part of the evaluation function. Here, the feature
selection process is sensitive to the used classification algorithm. This method
takes into account that different algorithms may work better with different
features. (Aggarwal, 2014) Given that the number of features in the data
set is not all too high, the complete feature set can be thoroughly searched
through. Wrapper models tend to be computationally expensive and they are
therefore criticized as being a "brute-force"-method. In general efficient search
strategies are desirable. Also it has been found that coarse search strategies
may lower the risk of over-fitting (see Reunanen (2003)).

• Embedded Models
The embedded techniques were supposed to minimize the shortcomings of the
aforementioned models. They work, like the filter models, as well with the help
of statistical criteria in order to select suitable features with a given cardinal-
ity. Further, like the wrapper model, they consider classification accuracy with
the goal to maximize it via selection of the most suitable subset of features.
The great advantage of the embedded models is that they are comparable in
terms of accuracy to the wrapper models as well as in terms of efficiency to
the filter methods.(Aggarwal, 2014) As mentioned, they implement the same
concept as in the wrapper model, but work by optimizing a two-part objective
function with a goodness-of-fit term and a penalty for a large number of vari-
ables. Here the feature selection is done as part of the training process and
is in general specific to the learning algorithm. The fitting of the model and
the selection of the features is done at the same time, which makes them far
more efficient. The available data seems to be better used, because there is no
need of splitting it into a training and validation set. Further, they do reach a
result faster. This because they avoid retraining a predictor from scratch for
every feature subset which is under investigation. (Guyon and Elisseeff, 2003)

An example for the use of embedded techniques is the random forest algo-
rithm (Breiman, 2001). The from Genuer et al. proposed two steps are: (i)
preliminary elimination and ranking and (ii) the variable selection itself. In
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step (i) the random forest scores of importance are computed and variables of
small importance are discarded. The m remaining variables are then ordered
according to their importance. They main objectives of (ii) are: on the one
hand to find variables which are strongly correlated with the target variable
(for the purpose of interpretation) and on the other hand, to find a small set
of variables which are sufficient enough for a good prediction of the target
variable.

– Interpretation: RF models are constructed where the k first variables
(k = 1...m) are used. The variables which are involved in the model with
the smallest OOB (out of bag) error are then chosen/selected.

– Prediction: Here an ascending sequence of RF models is created by
step-wise invoking and testing the variables. The start point is the list of
ordered variables from the previous step. At the end, the variables which
are part of the last model are finally selected.

Unsupervised feature selection represents a search problem without any class la-
bels. They use clustering quality measures, but in high-dimensional data additional
constraints should be used as well. Without them finding suitable features is very
unlikely. Concluding, there are supervised feature selection techniques, which as-
sess the relevance of the feature to the target variable, therefore needing a sufficient
number of labeled data. Moreover, there are unsupervised techniques working with
unlabeled data, where the determination of the relevance is very hard. Often one
has to work with high-dimensional data with only a few labels. Here the combina-
tion of both feature selection techniques can be very useful. This is the so called
semi-supervised feature selection, which uses both labeled and unlabeled data in
order to find suitable features.
The generalization of feature selection is feature weighting. In feature selection
techniques the feature receives a binary weight. Zero means not selected and one
means selected. This is extended in feature weighting, where a weight usually in the
interval [−1, 1] or [0, 1] is assigned to each feature.
According to Aggarwal (2014), the selection of the features can in general be crudely
divided into the four steps:

• The generation of a candidate subset.
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• The evaluation of the subset according to an evaluation criterion.

• The determination of the best subset, regarding the evaluation criterion. It is
found, when the stopping criterion is met.

• The validation of the chosen subset with a validation set or by using domain
knowledge.

After using the feature selection methods, irrelevant and redundant features should
have been successfully removed. In classification problems this should leave the
features which are highly associated with the target concept or variable. Now,
by exclusively using the chosen subset, the running time will be lower and the
generalization of the model will be much better. According to Aggarwal, following
criteria for feature selection for classification regarding the (possibly minimal) chosen
subset do stand:

• Accuracy of the classification based on the selected feature subset does not sig-
nificantly decrease, compared to the classification accuracy using the complete
feature set.

• The distribution of the resulting class (contains only values of the chosen
features) should be as close as possible to the original class distribution, given
the complete feature set.

2.4 Modelling

One speaks of learning when a new input leads to an enhancement of the performance
of a system in the future. Like animals and humans are able to learn from new
experiences, also "machines" have inherited this ability. In computational terms
speaking, a new data input can change the code of an algorithm in a way so that
it will perform in an altered manner in future interactions. Many machine learning
techniques are derived from the scientific field of psychology.
Machine learning tasks are associated with artificial intelligence (AI). Some examples
therefore are diagnosis, prediction, recognition and planning. (Nilsson, 1996)

Abu-Mostafa et al. (2012) nicely demonstrated in his book the (machine) learning
process which is shown in figure 2.2. Samples of the input values x ∈ X and the
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output values y ∈ Y are used to approximate the target function f : X → Y .
The samples are given as paired records of input and output values (xi, yi). The
chosen final hypothesis is called g : X → Y , where g ∈ H and the hypothesis set
H = {h}. In the example given by Abu-Mostafa et al. (2012) the goal is to derive
a credit approval function. Given are the historical records of the customers and a
hypothesis set to chose from. The learning algorithmA uses the available hypotheses
out of the hypothesis set H and tries to find the "best" fitting one. These two, A
and H together, build the so called learning model.

Figure 2.2: This graphic shows the necessary steps for learning the final hy-
pothesis g, which tries to approximate the "true" hypothesis f .
Using records (xi, yi), the learning algorithm A and the hypoth-
esis set H. Abu-Mostafa et al. (2012)

Machine learning is a very broad domain and has many subbranches. Therefore,
it is not that easy to clearly separate the paradigms and concepts because of the
overlap.

2.4.1 Paradigms

Referring to Holzinger (2016b) the learning paradigms can be crudely divided in the
following manner.
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Supervised learning

If the expected output for the test data is explicitly given, someone speaks of a
supervised learning setup. As data a collection of (x,y) pairs is given. Learning
methods from this paradigm are the most widely used ones. (Jordan and Mitchell,
2015)
An example would be hand-written digit recognition, where the test data is a collec-
tion of images of hand-written digits (x-data) with a corresponding label (y-data)
which contains the actual digit as a numeric value. It is called supervised because
it seems that someone - the supervisor - already has denominated them correctly
by assigning the correct output digit. (Abu-Mostafa et al., 2012) Here the task is
to learn the right label for every input. Assigning every future sample (for example
the image of an unknown hand-written digit) correctly to a finite number of discrete
classes is the final goal. Therefore, we speak of a classification problem. (Bishop,
2006) If we want to have a continuous output, it is also possible to use supervised
learning methods. In this case the y-data contains continuous values instead of
discrete labels. Here on speaks of regression.

Unsupervised learning

In this learning scenario we do not have any output information, only the input data
is given. Here there is a different aim, one does not want do assign the data to a
label or a numeric value like before, but rather see if it contains some structure and
is therefore separable. (Abu-Mostafa et al., 2012) Thus, this is not a class prediction
as it was the case with supervised learning but class discovery. (Ramaswamy and
Golub, 2002) The goal is to divide the data set into groups of similar data, which
can be done by using different similarity measures. (Zanin et al., 2016)

Semisupervised Learning

It uses labeled and unlabeled data to perform supervised and unsupervised learn-
ing tasks. In inductive semi-supervised learning the learner has both labeled and
unlabeled data and tries to learn a predictor f. The main aim is to find a predictor
which performs better than the one which was just devised from the labelled data
alone.
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Another sub-field here is transductive learning, where the same setting stands as
before. The main goal here is to make predictions on the unlabelled training data,
where one has no intention of generalizing to unseen test data. (Zhu, 2011)

Reinforcement Learning

In this learning setup the output is given partially. We are only given some output
data and furthermore a grade or a measure which tells us how "good" or "bad" the
assigned output is. This kind of learning can for example be useful if the task is to
learn a game. Different actions lead to different outcomes and the goal is to find the
best action which maximizes the obtained reward. (Bishop, 2006)(Abu-Mostafa et
al., 2012) Therefore, this branch of machine learning can be seen as one that benefits
from experience, which was attained through interaction with the surrounding and
the resulting feedback to evaluate prior behavior. This evaluation leads then to an
improvement of the posterior behavior of the system. While it is more autonomous
than supervised machine learning, it is not able to learn from interactions on its
own. Often it is unfeasible to obtain samples that are representative and correct for
all situations. (Holzinger, 2016a)

Active Learning

It belongs to semi-supervised machine learning. The basic principle of active learning
(AL) is, that the machine learning algorithm itself is able to create the data query.
This can lead to an higher accuracy while using fewer training labels (y-data). The
queries are answered by a so called oracle, which could be for example a human who
assigns labels to the unlabeled data-instances of the query. This machine learning
technique finds its application in situations where there are many observations,
which can be easily accessed, but where the labeling process is tied with high costs
or time consumption. (Holzinger, 2016a)

Preference Learning

In preference learning (PL) the main aim is to create a predictive preference model
based on empirical data, which contains specific preferences of a user or a collective
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of users. Methods for preference mining can be used to create a personalized recom-
mendation system based on the information which is available on the user. In the
beginning preference learnings’ central task was learning to rank. It can be regarded
as a natural link between machine learning and decision support.(Holzinger, 2016a)

Interactive Machine Learning

The previous three described paradigms build up the basis for interactive machine
learning (iML). According to Holzinger following definition stands:
"We define iML-approaches as algorithms that can interact with both computational
agents and human agents and can optimize their learning behavior through these
interactions."
So the main aim here is, to include a domain-expert as an agent in the knowl-
edge discovery process. The machine learning algorithm together with the expert
can achieve fruitful results, which could not have been accomplished by each alone.
This domain-expert can be considered as the "human-in-the-loop".
Concluding, the combined use of human-computer interaction (HCI) and knowl-
edge discovery and data mining (KDD), where human and machine intelligence are
working together, can be used to attain novel insights into data. (Holzinger, 2016a)

2.4.2 Methods

Even given that the main focus of this thesis is more on classification models, also
clustering methods are briefly reviewed as it will be shown how these models can be
used in the data understanding stage to get some insights into the data.

Classification Models

Linear Regression Is a method used in statistics for explaining the behavior of
one target variable depending on one or more independent variables, which can also
be called predictors. Its main application is the determination of the mean value of
the target variable. The error of this prediction is normally distributed. Therefore,
the underlying assumption seems to be that the target variable as well as the error
are normally distributed. Nevertheless, the model appears to be very robust in case
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of violations of these presumptions. (Hilbe, 2009) The resulting output variable
y(x,w) is a linear combination of the input variables x = (x1, ..., xD)T and the
parameters w = w0, ..., wD. The formula can be seen in 2.3. The total number of
parameters is M and φj(x) represents the basis functions.

y(x,w) = w0 + w1x1 + ...+ wDxD =
M−1∑
j=0

wjφj(x) = wTφ(x) (2.3)

In order to use linear regression as a classification technique, a threshold is used
to assign the resulting value to a class.

Logistic Regression The overall principle of this linear model is more or less the
same as in the linear regression model. More precisely, linear regression represents
a generalisation of it. The main difference between them is that the result in the
logistic regression model is binary or dichotomous (Hosmer Jr and Lemeshow, 2004).
Here a logistic sigmoid function is used on the features (inputs). This model seems
to be the better choice in the case of binary responses. The posterior probability of
the class c, given the observation x, is denoted in 2.4

p(c|x) = y(x) = σ(wTx) (2.4)

Support Vector Machines SVMs are binary linear classifiers that model con-
cepts by creating hyperplanes in a multidimensional space and can be used for clas-
sification and regression. A good separation is achieved by the hyperplane that has
the largest distance to the nearest training-data point of any class as this minimizes
the error. The axes of this space are given by the features available in the data set,
whose values should always have a numerical form. Records are mapped into this
space, and the best linear separation between them is then calculated. (Cortes and
Vapnik, 1995)

Decision Trees A decision tree consists of nodes and leafs. The nodes can be
considered as tests and lead to a splitting of the input space. This splitting is based
on a specific feature and leads to a certain root-to-leaf path. The resulting leaf
represents a category or a label. At each node such a test is performed, the outcome
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is exclusive and follows strictly the input pattern.
Depending on which features are used, one can speak of multivariate - the tests are
performed on some features of the input data at once - or univariate - the tests are
applied on one of the features - tests.
If all the tests on the nodes have two possible outcomes, one speaks of a binary
decision tree. (Nilsson, 1996)

Random Forests This model presents a ensemble method which uses a combi-
nation of decision trees. Each of these trees was grown from a randomized vector
sampled in an independent way and they all show the same distribution in the forest.
In case of classification, each of these trees votes for a class and at the end the most
popular one is chosen as the result class.(Breiman, 2001) (Louppe, 2014)
Definition of Breiman (2001):

”A random forest is a classifier consisting of a collection of tree-structured
classifiers {h(x,Θk), k = 1, ...} where the Θk are independent identically
distributed random vectors and each tree casts a unit vote for the most
popular class at input x.”

Random forests perform calibrated as well as uncalibrated very well on medical
data. They seem to operate very "save" and show a very good overall performance
on different data sets. (Caruana and Niculescu-Mizil, 2006)

Especially in problems where a large number of variables are given, like in medical
problems, each containing very little information, the classification accuracy has
shown to improve from growing an ensemble of trees and letting them vote for
the most popular class. Random forests Breiman (2001) are a combination of tree
predictors such that each tree depends on the values of a random vector sampled
independently and with the same distribution for all trees in the forest. Each tree
in random forest is grown as follows:

• Sample with replacement the number of cases in the training set at random.
This sample will be the training set for growing the tree.

• Given M input variables, select randomly at each node m << M variables
and choose the best to split the node.
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• Grow the tree without pruning.

The greatest advantage of Random forests is that they do not over-fit. Further,
they are known to outperform most of the known algorithms in terms of accuracy
and also, as earlier on mentioned, in terms of stability.

Logistic Model Trees Two prominent classification methods are here combined
in order to merge their advantages and at the same time to attenuate their disad-
vantages. One of them is the linear logistic regression model and the other one is
the tree induction model. The first one is on one hand known to be stable in the
process of model fitting - therefore showing low variance - but shows on the other
hand a potentially high bias. The second one often shows high variance and a low
bias and is therefore working more "freely" and hence more capable of capturing
nonlinear patterns, yet more prone to over-fitting. Logistic model trees lead to a
higher average accuracy than C4.5, logistic regression, model trees and seem to be
competitive with boosted trees. (Landwehr et al., 2005)

Naive Bayes Classifiers A Naive Bayes classifier presents a quite simple proba-
bilistic classifier based on the application of Bayes’s theorem. This with the assump-
tion of strong (naive) independence between the features. According to Aggarwal
(2014) it is very well suited for applications where there are many dimensions. He
further claims, that notwithstanding its simplicity the achieved classification per-
formance is quite comparable to more complex, sophisticated models such as neural
networks and decision tree based classifiers. The naive bayes classifier also impresses
with a high accuracy and a high velocity when applied to huge data sets. A common
and good application of this algorithm is document classification, medical diagnosis
and computer performance management (Aggarwal, 2014).
Bayes’ theorem shown in 2.5 consists of an output, the posterior probability p(c|x)
which describes the probability of the class c given the observation x. Further, as
input serves the likelihood function p(x|c), which denotes the probability of the ob-
servation x given the class c. Before observing the data, the assumptions about class
c are captured in form of a prior probability function p(c). The probability of the
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value x (p(x)) denotes the evidence.

p(c|x) = p(x|c) · p(c)
p(x) (2.5)

Less formal, put into words, the relationship can be represented as in 2.6.

posterior = likelihood · prior
evidence

(2.6)

Artificial Neural Networks(ANN) This method is inspired by the structural
aspects of biological neural networks. ANNs are represented by a set of connected
nodes in which each connection has a weight associated with it. The network learns
the classification function by adjusting the node weights. The simplest kind of neural
network is the single layer perceptron Rosenblatt (1958), which has two important
drawbacks: i) perceptron-like methods are binary, in the case of multi-class prob-
lems the whole classification problem must be split to multiple binary sub-problems,
ii) single layer perceptrons are only capable of learning linearly separable functions,
and thus are not suitable for the kind of problems usually found in real KDD appli-
cations. The back-propagation algorithm Werbos (1974) used in conjunction with
an optimization method such as gradient descent were proposed to avoid those prob-
lems. The method calculates the gradient of a loss function with respect to all the
weights in the network. The gradient is fed to the optimization method which in
turn uses it to update the weights of the nodes in the network trying to minimize
the loss function. All the basics to build neural networks can be found in Hagan et
al. (1996) and in Zurada (1992).

2.5 Clustering

Clustering, which is an unsupervised learning approach, is the division of data into
groups or clusters that contain similar records (according to some chosen similarity
measure) and separation of dissimilar records into different clusters. According to
Kaufman and Rousseeuw (1990) clustering is defined as follows: partition a given
data set in groups, called clusters, so that the points belonging to a cluster are more
similar to each other than the rest of the items belonging to other clusters In Jain et
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al. (1999) a taxonomy of clustering techniques is presented, and further an overview
of its fundamental concepts and methods. Moreover, it describes several successful
applications of clustering such as image segmentation or object and character recog-
nition. However, it is not easy to classify clustering algorithms as the categories
very often overlap. According to the survey that can be found in Berkhin (2002)
the following kind of clustering algorithms can be distinguished:

• Based on hierarchies. The hierarchical clustering combines instances of the
data set forming successive clusters in a tree form that is called dendrogram.
Thus in the lower level of the tree there is a unique cluster for instances, and
the upper levels are clusters of the nodes bellow. Here it can be distinguished
between agglomerative clustering and divisive clustering, depending on the
criteria for the group nodes.

• Partitions based. The clustering methods based on partitions divide the data
set into different disjoint subsets. The operation involves assigning points to
different clusters, whose number is initially set, improving clusters in each
iteration until a heuristic defined previously finds the optimal division. For
example, the k-means Hartigan and Wong (1979a) algorithm belongs to this
category of methods.

• Density based. In the previous mentioned algorithms the similarity measure
for points to be assigned to a certain cluster is a distance measure. However
in density based algorithms, clusters are not based on distance but on density
measures. For example, the DBSCAN Ester et al. (1996) algorithm belongs
to this kind of clustering techniques.

More mathematically speaking, the goal of clustering is to divide n data points
in a d-dimensional space Rd into K clusters. In other words to group physical or ab-
stract objects into classes with high similarity. Overall, it is desired to maximize the
intra-cluster similarity while minimizing the inter-cluster similarity. The method-
ologies are following the maxim divide et impera (lat. for divide and conquer) in
order to pave the way for further processing of the data.
Over the time many different approaches have been developed to obtain that cer-
tain objective. Further, also many different similarity measures have evolved which,
depending on the data, lead to success in the partitioning task.(Chen et al., 1996)
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2.5.1 k-means

Formally speaking, this algorithm dividesM instances in N dimensions into K clus-
ters following the minimum of the within-cluster sum of squares (WCSS). Because it
is not virtual that the result shows the minimal sum of squares against all partitions,
only the local optimum is sought-after. This is achieved when the assignment of any
point to another cluster does not result in a reduction of the WCSS. (Hartigan and
Wong, 1979b)

Determining the cluster number k

Like mentioned before, k-means clustering algorithms themselves can’t figure out
the optimal cluster number. Further, the right number of clusters is in the most
cases not apparent. Often, the number of clusters are chosen ad hoc on the base of
prior knowledge, presumptions and practice. High dimensionality complicates the
task of finding an adequate cluster number even more, also when the data appears
in well separated clusters. (Hamerly and Elkan, 2004)

Often the Akaike information criterion (AIC, Akaike (1974)) and the Bayesian
information criterion (BIC, Schwarz et al. (1978)) are used to determine which
number of clusters seems to be the best. One always tries to obtain the minimum
AIC respectively BIC value and then the best number of clusters k is found. Another
often in practice used measure is the WCSS. It is plotted and according to the “elbow
criterion” the best number of clusters is chosen. When the from the cluster/WCSS
xy-plot depicted function is flattening, similar clusters are divided, therefore the
"elbow" is selected as optimum. In practice, often more than one "elbow" can be
found and then it depends strongly on the clustering goal, which "elbow" finally is
chosen. (Ketchen Jr and Shook, 1996)

2.6 Evaluation and Validation

There is no optimal or best machine learning model for all data problems. This is
because of the "no free lunch" theorem, which according to (Wolpert and Macready,
1997) states, that if there is an algorithm which performs well on a certain class of
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problems, it necessarily "pays" for that with degraded performance in other problem
classes. Therefore, the solutions of the different built models have to be compared.
Generally, after the modeling one wants to get a better estimation of the true risk of
the prediction of the built predictive model. A very common approach is to split the
available data. One part represents the training set, which is used for the modeling
and the other represents the test set, which is used for the process of validation.
That is evaluating the success of the prediction model on unknown data. This is
done with certain evaluation measures. As an example measure serves the error rate
for classification problems. A rather old approach was to use the whole data for
modeling as well as for the testing. This resulted in way too optimistic estimates of
the out of sample error (Aggarwal, 2014). Today often 80% of the data is used for
the training data and the remaining 20% for the validation data. Sometimes one
doesn’t have enough data to split it up like that. For this case a simple solution
was derived, the so called cross validation (CV). The training data is split into K
different, generally equal-sized folds. Then, for each fold k the model is trained on all
the folds but the k’th. This is repeated for all K folds, where k = 1...K. The error
averaged over all the folds is then computed. Often used values for K are 5 and 10.
The choice ofK represents a trade-off between the bias and the variance. Choosing a
low K leads to more biased classifications. For high K values, there arises a stronger
dependence on the training data, because of the increasing similarity of the training
sets. Very commonly used is the 10-CV and in order to obtain reliable results it
is repeated 10 times (10x10-CV). A special case is given when the number of folds
K equals the data size, this is called Leave-one-out-CV. Another approach would
be using all possible subsets of size P by leaving each time one of the P subsets
out of the trainings phase, this is called leave-P-out-CV. Here more combinations
are possible but it is computationally very costly. Other methods which use more
combinations of training instances are repeated learning-testing methods, they are
called Monte-Carlo-CV methods. A subset of the data is randomly chosen and used
as training data, the rest as test data. This process is repeated multiple times.
There is also a sampling method with replacement and it is called the bootstrap
method. Here, the instances for the training set are chosen with replacement, so the
same observation can appear more than once in the training set. The probability in
an ideally infinite sample space for an instance not to be picked would be 36.8% and
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to be picked 63.2 %. Therefore it is called 0.632 bootstrap as this factor is applied to
correct the probably too optimistic estimate of the performance. (Aggarwal, 2014)
(Witten et al., 2016)

2.6.1 Model evaluation

It has to be distinguished between:

• Metrics for Performance Evaluation
Here one needs to evaluate the performance of a model in such a way that the
estimate is reliable.

• Methods for Model Comparison
The problem that arises, lies in the comparison of the relative performance
among competing models especially in the case where the size of the data sets
can make the difference in accuracy not statistically significant. Consequently,
for comparison issues a confidence interval should be established for accuracy.

Metrics for Performance Evaluation

Here, the focus lies rather on the predictive capability of a model than on other met-
rics such as the time required to build models or their scale-ability. The performance
of a model is linked to the number of errors it produces. In this aspect it should be
distinguished between the training error and the generalization error. The training
error represents the number of occurring errors of the model in the training set while
the generalization error is the error the model will have in records not previously
seen. A good classification model should not only fit the training set well, but also
accurately classify unseen records. When a model behaves very satisfactorily on the
training set, it can be possible that it behaves badly in the unseen records. This
certain situation is called over-fitting and should be avoided. As the chances of
over-fitting increase with the complexity of the built model, normally the Occam’s
razor Rasmussen and Ghahramani (2001) principle is applied. Therefore, in the
presence of two models with the same generalization error, normally the simpler one
is chosen.
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2.6.2 Accuracy Related Measures

As the goal of this thesis is to develop a discrete classifier, only measures which can
be used for this case are listed here. The confusion matrix of the prediction results
is the basis for the following measures (2.3).

Figure 2.3: The outcome of a 2-class prediction can be represented in a con-
fusion matrix, where the reality is compared with the prediction.

Accuracy And Error Rate

The accuracy is defined as the ratio of correctly classified instances. In formula 2.7
it is shown how this measure is calculated.

accuracy = TP + TN

TP + TN + FP + FN
(2.7)

As can be seen in formula 2.8 the error rate is calculated by building the sum of the
indicator variable values I, which equals 1 if the predicted label ŷi is not equal to
the true label yi. The variable n represents the number of all observations.

errorrate = 1
n

n∑
i=1

I(yi 6= ŷi) (2.8)

By knowing one of those two, either accuracy or error rate, the other one can be
calculated easily. The relationship between them is presented in formula 2.9

accuracy = 1− errorrate (2.9)
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Recall

Also known as sensitivity or True Positive Rate (TPR). It is the ratio of the number
of true positives compared to all the really positive observations (2.10)

recall = TP

TP + FN
(2.10)

Precision

The precision is the number of true positives compared to the true and false positives
(2.11).

precision = TP

TP + FP
(2.11)

Specificity

It is also called True Negative Rate (TNR) and is defined as the ratio of correctly
as negative classified observations to all the really negative observations (2.12).

specificity = TN

FP + TN
(2.12)

Falarm

Also known as False Positive Rate (FPR) is the ratio of false positives to all the
really negative observations (2.13).

recall = FP

FP + TN
(2.13)

F1-Score

Represents the harmonic mean of the precision and the recall. It is calculated as
shown in 2.14.

F1 = precision · recall
precision+ recall

(2.14)
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AUC

The area under the Receiver Operating Characteristic (ROC) curve can also be used
as a measure of classifier performance and is in short called AUC. The ROC curve
is drawn with the sensitivity on the ordinate and 1-specificity on the abcissa. It is
used to determine a suitable operating point with regard to the trade-off between
sensitivity (benefits) and specificity (costs). When for a classifier its parameters
(e.g. threshold) are varied, different points for the ROC curve can be obtained.

In case of binary classification the ROC curve represents a trapezoid built by
the points (0, 0), (1 − specificity, sensitivity), (1, 0) and (1, 1). The area of this
trapezoid is the AUC.
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3. Related Work

The main focus of this thesis lies on demonstrating how a data mining approach for
health data analytics, more specifically for frailty data, can be helpful.

Consequently, it will be reviewed in what follows, the existing work of the lit-
erature related to: i) data mining in the medical domain, ii) CRISP-DM in the
medical domain, iii) challenges of EHR analysis, iv) common analysis techniques in
the health domain v) frailty.

3.1 Data Mining In The Medical Domain

In Bellazzi and Zupan (2008) a review can be found, in which current issues and
guidelines in predictive data mining in clinical medicine are discussed. The authors
conclude that predictive data mining is becoming an important instrument for the
scientific community and clinical practitioners in the field of medicine. Bellazzi et
al. further state that the main issues regarding these methods should be understood
and the application of standardized procedures for their deployment should be made
obligatory. The combination of clinical, molecular and genomic data has provided
a new push to the field, but apart from that also a new group of problems which
need to be addressed promptly.

The fact that clinical data collections enable data mining in order to perform
retrospective analysis, which may provide new opportunities to better understand
clinical processes, is stated in Bellazzi et al. (2011). Further, the molecular data
holds the potential to offer insights on single patients, therefore changing decision-
making strategies. Thus, it seems predictive data mining will be a strong ally for the
transformation of medicine from population-based to personalized practice. Bellazzi
et al. (2011) concludes that for this purpose the use of methods that are able to work
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with temporal data is key, as well as the development of new data mining tools, which
are able to combine data and knowledge in a framework. Thereby derived clinical
models should be massively statistically evaluated.

In Prokosch et al. (2009) an overview of the various approaches for reusing the
electronic medical records (EMRs) for clinical research is presented and further, pub-
lished concepts and possible solutions are illustrated. The three following challenges
were presented: establishing comprehensive clinical data warehouses, establishing
professional IT infrastructure applications supporting clinical trial data capture and
the integration of medical record systems and clinical trial databases(Prokosch et
al., 2009). He especially points out the need for the integration of data reposi-
tories in clinical research projects which are deployed while the documentation of
routinely done clinical care is done. Prokosch et al. further states that regulatory
requirements, data privacy issues and data standards still remain an issue in this
field today.

Haux (2010) stated that medical informatics as a discipline is still young and
forms, being a cross-sectional discipline, the basis for medicine and health care.
Therefore, there prevails a high responsibility for the people who are working in the
field of medical informatics, in terms of improving the current health care system.
Further, this imposes the mission for practicing innovative research in the different
related fields. Haux further states that health care is continuously changing because
the underlying science and practice of health are also in a continuous transformation.
The field of medical informatics upholds an important role for this manner and is
strongly affected by these changes.

(Ramakrishnan et al., 2010) noted that initial efforts in the area of mining in
electronic health records (EHRs) are not likely to lead to serious pioneering insights,
but there are a lot of opportunities in terms of improvement of delivery, efficiency and
effectiveness of health care. At the moment the research is focused on health system
integration, reducing medical errors, and providing reliable support to medical stuff.
A vast amount of opportunities lies in the data mining and computer-aided decision
making. However, Ramakrishnan et al. further state that we should be cautious
not adopting the EHRs too fast, as they potentially delay the urgently needed
standardization of data.

Jaspers et al. (2011) synthesised the literature on clinical decision support sys-
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tems’ (CDSSs) impact on health care practitioner’s performance and patient out-
comes. The authors analysed high-quality systemic reviews on CDSSs in hospitals.
They found evidence in more than half of the studies that CDSSs significantly im-
pact practitioner’s performance. In more than one quarter of the studies, evidence
was reported that CDSSs impacted patient outcomes in a positive way. Jaspers et
al. conclude that only few studies were able to present benefits on patient outcomes
and that this might be based on too small sample sizes or too short periods of time
to reveal important effects. There exists no significant evidence that CDSSs improve
the performance of the health care providers regarding the ordering of drugs and
preventive care reminder systems. They further state that this could be explained
by the lack of available patient data which the CDSS would require at the time the
clinician is about to make a decision.

In the systematic review done by Bright et al. (2012), they evaluate the effect
of CDSSs on clinical outcomes, workload, efficiency, patient satisfaction, costs and
provider use and implementation. Investigators screened reports and identified 148
randomized controlled trials. Bright et al. conclude that both, locally and com-
mercially developed CDSSs have shown to improve health care process measures
but they found no sufficient evidence for clinical, economic, workload, and efficiency
outcomes.

Data mining in electronic health records (EHRs) has a high potential for reveal-
ing not known disease correlations. Nevertheless, today there are many obstacles,
such as ethical, legal and technical issues (Jensen et al., 2012). Despite the high po-
tential, which EHRs could embrace in the data mining process, possibly resulting in
a high performance predictive model, there are some limiting factors because of the
data. Most provided databases are disorganized and the provided formats are often
incompatible. This makes the data harder available for researchers. Further, Jensen
et al. states that phenotypic manifestations are often not sufficiently covered in the
data, because broad disease categories are used. Therefore, there is clearly the need
to include detailed phenotypes which better cover the underlying comorbidities.

In the literature survey done by Yoo et al. (2012) the authors say that data
mining in healthcare and biomedicine is still a relatively new concept which emerged
in the middle of the 90s and provides novel and also deep insights. Further, it
can potentially facilitate understanding of enormous biomedical data sets. This
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work contains an introduction in how data mining technologies have been used for
various purposes (prediction of health insurance fraud, under-diagnosed-patients,
health care costs, disease prognosis/diagnosis, the length of stay in the hospital,
detection of patterns in order to discover relationships between health conditions
and disease and relationships between diseases and between drugs). The authors
conclude that the requirement of parameter configuration of the mining algorithms
and the quality of the patient data still remains a problem. Yoo et al. further state
that an ideal data mining package should be more intelligent and be able to support
data pre-processing and selection and should also fully automate the knowledge
discovery process.

Recently, in Holzinger et al. (2014) authors state in their review that we are at
the beginning of the era of data intensive life sciences, which brings many problems
but also many potential research directions. They see the challenge in building a
sophisticated framework which allows domain experts to interact with their data
sets, without the need for prior training in mathematics or computational sciences.
Holzinger et al. further suggest as solution for problem solving, to combine the
individual advantages of humans and computers in order to obtain better results.

Ohno-Machado et al. (2015) claim that not much is said about the readiness
of EHRs for data analyses. The existence of this data is often equated with stan-
dardized high-quality data, which can be used for fruitful data analyses leading to
the discovery of "gold nuggets", which represent patterns of interest. However, the
difficulties of preparing such data are still enormous. Ohno-Machado et al. further
stated that bringing together data from different health systems is also difficult. The
authors conclude that a lot has to be done regarding EHRs before they can be used
for sophisticated analyses and decision-support applications.

In Goldstein et al. (2016) an evaluation on the current state of EHR based risk
prediction modelling is presented, which was done via a systematic review of clinical
prediction studies using EHR data. They searched PubMed for relevant articles in
the years 2009 to 2014. In total 107 articles were identified. The found studies
were very large in general with a median sample size of 26100. The authors claim,
that the studies did not make full use of the EHR data as they in general did not
make use of longitudinal information and integrated relative few predictors (median
= 27 features). Not even half of the studies were multicenter and only 26 of them
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performed validation across sites. Appearing biases in the data were usually not fully
addressed, especially missing data or loss to follow-up. The average c-statistics of
the outcomes are: mortality (0.84), clinical prediction (0.83), hospitalization (0.71),
and service utilization (0.71). The authors concluded that EHRs present many
challenges as well as opportunities for prediction modelling and that there is a great
potential for improving the design of such studies.

3.2 CRISP-DM in the Medical Domain

The standard data mining process, which seems to have a high overall acceptance,
seems to be CRISP-DM (Bellazzi and Zupan, 2008). It should not be seen as a
precise guideline on what specific techniques to use, but more as a tool that gives
an overall structure. The used methods themselves strongly depend on the specific
problem domain. Predictive data mining with medical data is such a domain. As
the aim in this domain is to build a model that is stable and reliable, important
questions have to be answered which possibly can be done via data mining (Bellazzi
and Zupan, 2008). According to Bellazzi and Zupan the following questions are of
importance in the "business and data understanding" phase:

1. Are the available features sufficient in terms of predictiveness, so that a high
performance model can be build?

2. Which features are the most predictive? Which of them have to be included
in the predictive model?

3. What kind of relationship is there between feature and target variable?

4. Can there be a relationship or combination of interest found between the
features? Is it possible to derive new features, possibly more predictive ones,
from the original variables?

So the author further suggests, in order to evaluate question 1., to define some
measures of success. Therefore, the statistics for evaluation have to be chosen be-
fore proceeding further. This could also be beneficial in terms of receiving a less
biased evaluation of the results. For the remaining questions certain techniques like
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feature ranking, selection and constructive induction can be helpful to find the most
important features and could also help in the task of forming new ones (feature
extraction).

Bellazzi and Zupan (2008) further states that following questions should be clear
and answered, prior to the actual data mining:

1. Transparency of the model: should the model be interpretable for users? For
example the generation of a set of rules.

2. Offering explanation: should the prediction model offer explanations for deci-
sions?

3. Probabilities of outcomes and confidence intervals: can and should they be
provided?

4. Domain-expert knowledge: is it available and can it be integrated into the
models?

Regarding these questions, it seems to be the current practice that there is a
"black box". The user often has no insight into the decision making process and
also no information about the certainty of the decision. An example therefore are
neural networks, their inner working is hard to understand because they work in
a quite complex manner. Therefore, much simpler techniques like the naive Bayes
classifier should be considered, as they behave also very well and additionally provide
explanations and insights for the decision making process. Also logistic regression
seems to be a simple and powerful tool, which further should be considered as
"baseline" for the comparison with other models. (Bellazzi and Zupan, 2008)

Niaksu (2015) deals with the barriers of the practical application of CRISP-
DM in the medical domain: technology, interdisciplinary communication, ethics
and protection of patient data. He also focuses on well-known problems of medical
data (inaccuracy, fragmentation). He therefore derived the CRISP-MED-DMmodel,
which addresses the challenges and issues of the CRISP-DM reference model in the
medical domain and introduces 38 new generic tasks as extension of the model.
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3.3 Challenges of EHR Analysis

In this subsection we will review some of the work of literature in which data mining
has been applied to obtain patterns in different medical diseases and where based
on that, predictive models were built.

3.3.1 Cancer

Delen et al. (2005) compared 3 different machine learning models regarding their
ability to predict breast cancer survival. They used a data set with more than 400000
cases and 72 features. With regard to the obtained models themselves, despite their
high accuracy (ANN: 93.6%, C5: 91.2% and LR: 89.2%), Delen et al. (2005) states
that they should be looked at with caution. As they may be valuable tools, the
following has to be considered in the model development:

1. All clinical relevant variables should be included.

2. Testing on an independent sample should be done.

3. It has to be understandable for medical professionals.

Botsis et al. (2010) discuss issues when working with EHRs. They worked with
EHR data of a cohort of pancreatic cancer patients collected over 10 years. Botsis et
al. report that incompleteness was the main problem regarding data quality, followed
by inaccuracy and inconsistency. They present the manifestations of these problems
and discuss further strategies using new computational technologies to avoid or solve
these issues. The authors state that better or automatic data validation tools and
more flexible data presentation methods should be developed. Effective strategies
should be collected and case studies pointing out the best practices should be pro-
vided (Botsis et al., 2010).

Gupta et al. (2014) demonstrate in their retrospective single-centre study, that
machine learning (ML) applied to information from a disease-specific database and
the electronic administrative record (EAR) is capable of producing a satisfactorily
performing predictive model for clinical outcomes. They claim that their study is
the first using ML techniques on this data for cancer survival prediction. They built
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one prognosis model for all cancers and improved the accuracy on rare cancers. The
data set contained 869 patients and was used by Gupta et al. to predict survival at
6,12, and 24 months. They achieved to obtain AUCs ranging from 0.757 to 0.997 for
6 months, AUCs from 0.689 to 0.988 for 12 months and AUCs from 0.713 to 0.973
for 24 months.

Kop et al. (2015) compared 3 different machine learning models against the
traditional logistic regression model in the prediction of colorectal cancer (CRC).
They try to point out the benefit of using advanced data mining techniques in
this domain and to generate a better performing predictive model than the ones
suggested by the literature at the moment. The used data set contained more than
200000 observations and a vast amount of features regarding doctor consults, drug
prescriptions, specialist referrals, comorbidity and lab test outcomes. The data
set was divided into temporal, non-temporal, knowledge-driven (known predictive
features) subsets and a subset solely consisting of the features age and gender as
benchmark. Kop et al. then built models with SVM, CART and RF. The RF
algorithm could outperform the existing solution using the LR model. For example,
the obtained AUC for non-temporal data was 0.883 for the RF model compared to
0.792 in the traditional LR model. Further, different best-performing predictors were
discovered. Due to the low number of patients with CRC, there still is an uncertainty
regarding this results. However, the authors state to may have found new predictors
for CRC and that their results should be validated in future research and other data
sets. Kop et al. further concluded, that state-of-the-art data mining techniques lead
to better performing predictive models than currently available solutions for this
problem, described in the literature.

3.3.2 Heart Disease

Palaniappan and Awang (2008) presented in their paper their developed prototype
called Intelligent Heart Disease Prediction System (IHDPS). This web-based pro-
totype makes use of the classifiers DT, NB and ANN, where each has its unique
strengths depending on the goal. The authors claim that IHDPS can answer com-
plex "what if" queries. With the use of medical profiles like blood pressure, gender,
age and blood glucose it is able to predict the probability of patients getting a heart
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disease. Palaniappan and Awang claim that it enables the discovery of significant
knowledge, e.g. relationship between attributes related to cardiac disease. Overall,
Naïve Bayes was found to be the most effective model in terms of predicting heart
disease, followed by ANN and DT.

Kurt et al. (2008) compared the performances of different classification tech-
niques (LR, CART, multi-layer perceptron MLP, radial basis functions RBF and
self-organizing feature maps SOFM) regarding their capability of predicting the
presence of coronary artery disease (CAD). The performance was assessed using the
ROC curve and the area under it (AUC), Hierarchical Cluster Analysis (HCA), and
Multidimensional Scaling (MDS). The obtained AUC results are 0.783, 0.753, 0.745,
0.721, and 0.675 for MLP, LR, CART, RBF, and SOFM. Kurt et al. concluded that
MLP appears to be the best technique to predict CAD in the given data set.

Oztekin et al. (2009) tried in their study to improve the prediction of outcomes
following combined heart–lung transplantation. They had a dataset with more than
16000 cases and 283 features. Oztekin et al. developed ML-based predictive mod-
els and extracted the best predictors. They further applied three different feature
selection methods, the first one is based on ML techniques, the second one is based
on literature-review-defined features and the third one is based on common sense
interaction variables. A consolidated subset of features was generated and used
to develop Cox regression models. Two multi-imputed data sets were used and
the resulting accuracy in them (10-fold-cross-validated) was in the range of 79-86%
for ANN, 78-86% for LR and 71-79% for DT. The authors concluded that their
integrated data mining methodology using Cox hazard models performs better in
terms of prediction of graft survival, using different variables than the conventional
approaches.

In Srinivas et al. (2010) authors claim that the field of health care is perceived as
being rich in information yet poor in knowledge. They further claim that there is a
lack of effective analysis tools for the purpose of exploring and discovering underlying
relationships and trends in the data. Srinivas et al. examined the capability of
classification algorithms like rule based algorithms, DT, NB and ANN for working
with a vast amount of health care data in order to predict heart attacks. They used
the One Dependency Augmented Naive Bayes Classifier (ODANB) and the Naive
Credal Classifier 2 (NCC2) for the pre-processing of the data and effective decision
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making. They predicted combinations of several target attributes. The common NB
classifier performed with an accuracy in the range of 83.7%-84.14% in all data sets
and overall better than the other classifiers.

Wu et al. (2010) built a model for the detection of heart failure more than 6
months before the diagnosis using machine learning techniques applied to EHRs.
The most parsimonious model was obtained by using logistic regression with model
selection based on the Bayesian information criterion. 10 variables were selected at
average, while a high AUC was maintained. The heart failure could be predicted 6
months before the diagnosis with an AUC of 0.76, using LR and boosting. SVMs
performed very poorly, probably because of the imbalance of the data.

The objective of the work done by Anbarasi et al. (2010) was to create a more
accurate prediction model for the presence of heart disease using a reduced number
of features. They used a genetic algorithm to find out the most predictive features,
with the goal to indirectly reduce the number of tests which are needed from the
patients. The reduction was possible and instead of 13 features, just 6 remained.
Then three classifiers (NB, DT, classification by clustering) were used to perform a
prediction with the same accuracy as obtained before the feature reduction. Overall,
the DT classifier outperformed the others.

In Kumari and Godara (2011) authors analyzed different data mining classifica-
tion techniques for cardiovascular disease prediction. They compared the methods
on the basis of different performance measures (sensitivity, specificity, accuracy, er-
ror rate, True Positive Rate and False Positive Rate). Following classifiers were
compared: RIPPER classifier, Decision Tree, ANN and SVM. The obtained accu-
racy for RIPPER, Decision Tree, ANN and SVM was 81.08%, 79.05%, 80.06% and
84.12% respectively. Kumari and Godara therefore concluded that the SVM algo-
rithm is capable of predicting cardiovascular disease with the highest accuracy and
further shows the least error rate.

In Soni et al. (2011) a survey of currently used techniques in knowledge discovery
in databases using data mining techniques in the medical domain, with focus on
heart disease prediction is presented. Their findings obtained through conducting
different tests were that DT outperforms almost always all the other applied methods
and that the accuracy of DT and the NB classifier can be further improved by
applying genetic algorithm feature selection.
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Weiss et al. (2012) applied in their study two statistical relational learning (SRL)
algorithms in order to predict primary myocardial infarction. They used EHR data
using a subset of known risk factors as features and selected a cohort of 1153 ob-
servations. Weiss et al. further showed that relational functional gradient boosting
(RFGB) outperformed all the other considered methods and that their methods
therefore are capable of augmenting current epidemiological practices.

Shouman et al. (2012) identified the gaps in the research on heart disease diag-
nosis and treatment. They further propose a model to close those gaps. This was
done in order to be able to discover if the application of data mining methods to
the heart disease treatment data is capable of providing as a reliable performance
as the one achieved in the diagnosis of heart disease.

Sun et al. (2012) presented an approach for enhancing known knowledge-based
risk factors with complementary risk factors derived from EHR data, in order to
obtain a well performing prediction model for heart failure. They used a sparse
regression model with regularization terms which corresponded to knowledge and
data-driven risk-factors. The EHRs consisted of 4644 heart failure cases and 45981
controls. Sun et al. were able to identify risk factors which were not known as
such and they were therefore able to better predict the onset of heart failure. The
obtained model performed better with those new factors than without (the AUC
improved by over 20%) and additionally, these factors were confirmed as clinically
meaningful by a cardiologist.

Eapen et al. (2013) tried to derive and validate prediction models for assessing
the risk of 30-day re-hospitalization and mortality in older heart failure patients
using EHRs. A comparison of patients which were classified as low-risk or high-
risk patients showed odds of death of higher value (odds ratio: 8.82) and also higher
odds of re-hospitalization (odd ratio: 1.99) and death/re-hospitalization (odds ratio:
2.95). Their built mortality model, based on a logistic regression model, showed
overall a good discrimination of the risk groups.

3.3.3 Intensive Care Unit (ICU)

Calvert et al. (2016) developed and evaluated an algorithm which makes a prediction
of patient mortality in the ICU with a higher accuracy than current systems, using
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the relationship between the clinical features from the EHR. The algorithm, called
AutoTriage, uses 8 features to assess the patients’ 12h mortality with a score. Their
algorithm yielded an AUC of 0.88, a sensitivity of 80% and a specifictiy of 81%,
with a diagnostic odds ratio of 16.26. Calvert et al. therefore conclude that their
solution provides an improvement with regard to specificity and sensitivity in patient
mortality prediction over current solutions.

3.3.4 Admissions And Re-admissions

Futoma et al. (2015) described and compared in their work many predictive models
for prediction of early hospital re-admissions. Some of them have never been applied
to this area and clearly outperform traditionally used regression methods. The data
set contains 3.3 million observations and 12 thousand features. NN consistently had
better AUC values (between 0.638 - 0.734) in all data sets compared to penalized
logistic regression (PLR).

3.3.5 Diabetes

Mani et al. (2012) used machine learning techniques combined with EMR data
for type 2 diabetes risk forecasting. They build a model to assess the risk of the
development of this disease between 6 months and one year later. Mani et al.
concluded that making this prediction is feasible. They achieved to obtain an AUC
greater than 0.8 in the best model (RF). RF had the best overall performance but
in terms of human-understandability a decision tree model such as CART seems to
be far more comprehensible.

3.3.6 Adverse Drug Events

Karlsson et al. (2013) investigated the use of machine learning classifiers in order
to predict adverse drug events using electronic patient records (EPRs). As features
they used age, gender, diagnoses and drugs. Some predictive models were built
and an evaluation was done using different algorithms and subsets of features. The
highest achieved AUC was 0.87 (RF). The RF algorithm outperformed the rule
learner algorithm in all data sets.
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3.4 Common Analysis Techniques In The Health

Domain

Saeys et al. (2007) reviewed different feature selection techniques used in bioinfor-
matics, as those techniques have become an important necessity. They present the
different possibilities of feature selection and provide a basic taxonomy. Further,
they discuss their use, variety and the potential in different fields of bioinformatics.

Saeys et al. (2012) evaluated several feature extraction/ranking methods derived
from ML approaches. They performed experiments on synthetic and real world data.
They concluded that methods using conditional error rates (CER) and mProbes
are highly selective and do not select irrelevant features in most cases. A further
conclusion they made is that using the performance of an model as a criterion for
feature selection seems to be counter-productive.

Herland et al. (2014) reviewed the recent research, using tools and approaches
from the field of "big data" for the analysis of different levels of health data (molec-
ular, tissue, patient and population data). They also addressed questions regarding
human-scale biology, clinical-scale and epidemic scale. Further they analyzed possi-
ble future work. As medicine is such a complex field they propose that research has
to be done on all the levels in order to retrieve the most knowledge.

Jacobson and Dalianis (2016) applied deep learning techniques to EHRs in order
to predict infections which are associated with the health care. They implemented a
network of stacked sparse auto encoders and a network of stacked restricted Boltz-
mann machines. The best performance showed the Boltzmann machines which
achieved a precision of 0.79 and a recall of 0.88.

Cheng et al. (2016) proposed in their paper a deep learning approach in order to
phenotype using EHRs. They transformed the EHR for every patient in a time/event
matrix. Then a convolutional neural network with 4 layers was built for the purpose
of predicting and extracting phenotypes. They also investigated different temporal
fusion mechanisms in the model. Then the model was validated on a real world EHR
data set with the goal of predicting chronic diseases (chronic obstructive pulmonary
disease (COPD): highest AUC 0.74, congestive heart failure (CHF): highest AUC
0.77).
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Perer et al. (2015) utilized EMR data in order to extract common patterns of
medical events such as diagnoses and treatments and they further explored how these
patterns are related to the patient outcome. Their so called Care Pathway Explorer
consist of a mining algorithm adapted to real-world patient data and a visualization
tool with an interactive interface consisting of an overview and flow visualizations.
Perer et al. used the system to perform an analysis on cohorts of hyperlipidemic
patients with hypertension and diabetes pre-conditions. They further demonstrated
the clinical relevance of the found patterns. Some of these findings correspond to
already published knowledge and another part was prior to this unknown to the
scientific medical community. Therefore, they concluded that their solution enables
data-driven insights into the patient data.

3.5 Frailty

Different frailty models are described in the book "The Frailty Model" by Duchateau
and Janssen (2007). The authors note that survival analysis techniques have been
used in a variety of different disciplines, including biology, medicine and engineering.
Recently there were more attempts made to work with more complex survival data,
and models in this direction were developed and deployed. Duchateau and Janssen
focus in their work on frailty models (parametric, semi-parametric) and further on
similarities and differences between frailty and copula models. Frailty models repre-
sent hazard models with a multiplicative frailty factor: this factor determines how
frail observations in a specific cluster are. These models are conditional models. The
frailty factor itself is random, which induces the need to specify a frailty distribution
in the model. A variety of distributions were studied in this work. Duchateau and
Janssen discussed the current methods and demonstrated on examples how obtained
results from statistical analysis are to be interpreted. All this with the aim to make
the techniques more available to practitioners.

Swindell et al. (2010) tried to identify the predictors of long-term survival in
older feminine patients (65-69 years old) and to develop a model using data from the
Study of Osteoporotic Fractures (SOF). The data set contained 4097 observations
(the youngest of the SOF cohort) and 377 phenotypic features. These features were
analysed regarding their predictability regarding long-term (19-year) survival. The
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feature representing the visual contrast sensitivity score appeared in the top 5 of
the best predictors. Swindell et al. derived a 13-feature model, which shows a
good performance (mean AUC: 0.673). The used features consisted of a measure of
physical function, smoking behaviour, presence of diabetes, self-reported health,
contrast sensitivity and functional status indices which reflect the sum of daily
living impairments. A follow-up was done on average 20 years later. The output
of the model (a multivariate index) was compared to multiple outcomes (test of
cognitive function, geriatric depression, number of daily living impairments and
grip strength). They state that their index needs further validation on other cohorts
but the results suggest that components of their index are able to characterize the
clinical presentation of "healthy aging". The 13-variable index for predicting long-
term survival is given by a Cox PH model (mean C = 0.673 ± 0.001). The through
forward search identified 13 features are listed here:

• Number of step-ups completed in 10 seconds

• Smoking: indicator with value 1 if subject is a current smoker

• Diabetes: indicator with value 1 if a subject is not diabetic

• Age at baseline examination (65 - 69 for all subjects)

• Response to Question: How is your health compared to others your age?
(categories: excellent, good, fair, poor, very poor)

• Smoking: indicator with value 1 if subject is a past smoker

• Contrast sensitivity score, average of high and low spatial frequencies

• Pulse Lying Down (beats/60 seconds)

• Hypertension: indicator with value 1 if systolic blood pressure exceeds 160,
diastolic blood pressure exceeds 90, or if subject used thiazide

• Past thiazide use: indicator variable with value 1 if the subject has previously
used thiazide

• Height change since the age of 25 (self-reported at baseline exam)
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• Participant’s clinic throughout the study: indicator with value 1 if subject has
attended clinic

• Marriage: indicator with value 1 if subject was married at the time of the
baseline examination

A study done by Baylis et al. (2013) investigated the relationship between immune-
endocrine axis and frailty and also mortality after 10 years in females and males
with an age between 65 and 70 years. They worked on 254 observations of the Hert-
fordshire Ageing Study at baseline and also with the 10-year follow-up data. The
baseline data consists of a health questionnaire data and immune-endocrine blood
parameters. In the follow-up the Fried score for frailty (Fried et al., 2001) was cal-
culated and mortality was assessed. Their findings were that higher baseline levels
of white blood cell counts, lower levels of dehydroepiandosterone sulphate (DHEAS)
and higher cortisol to DHEAS ratio could be related to a higher probability of frailty
at the follow-up. The baseline white blood cell counts and the cortisol to DHEAS
ratio appeared to be significantly different in observations which went on to be frail
at the 10 year follow-up. Baylis et al. note that they have presented the first ev-
idence that certain immune-endocrine biomarkers are related to the probability of
frailty and mortality over a time of 10 years. They suggest a screening programme
at the ages between 60 and 70 years in order to identify individuals with an increased
likelihood of becoming frail, who clearly would benefit from an early on treatment
in order to prevent the onset of the syndrome.
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4. Materials and Methods

In this section the main methods, techniques and technologies that have been used
in the scope of this thesis to fulfill the final goal, will be reviewed.

4.1 CRISP-DM

According to the in 2014 conducted web survey of Gregory the most widely used
process model in knowledge discovery nowadays is the CRISP-DM model.

CRISP-DM was devised in 1996 and a consortium was formed, which obtained
funding by the EU. The acronym was extracted out of "CRoss-Industry Standard
Process for Data Mining". This standard process was supposed to be an industry-
tool and also neutral in respect to application. In 1999 the first draft was completed
and one year later a step-by-step data mining guide called "CRISP-DM 1.0" was
published.

Since then it is the de facto standard methodology in the data mining community.
It represents a hierarchical process model which contains a set of tasks. In total these
are depicted at four levels of abstraction. Going from general to specific.
The methodology is divided in the reference model and the user guide. The first
one represents an overview of the whole data mining process, consisting of every
intermediate phase, outputs and the tasks (see figure 4.1). The user guide contains
information about each phase and its tasks and leads through the data mining
project.

The reference model shows the life cycle of the DM-project. Containing the
tasks, phases and the underlying relationships, which strongly depend on the main
goal, the user and for the most part on the data. All in all there are 6 phases, where
the sequence is not fixed. Changing direction and eventually jumping to another
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former phase is a requirement. The process is outcome oriented and depends on
it. The result of the process dictates the next step. The arrows and their direction
are showing the most relevant dependencies. The cyclical nature of the whole data
mining process is represented by the outer circle. When a solution is deployed, this
does not necessarily mean that the process is over. The solution can point out new
questions and start a new process, which will benefit from the gained experience of
the previous one.
Here, using the description given by Chapman et al. (2000), a short summary of the
phases is presented:

Business understanding In the beginning one must comprehend the goals from a
business perspective. After that, the arisen question or the obtained problem
has to be translated into a well described data mining task. Then a preliminary
plan has to be created in order to accomplish the goals.

Data understanding This phase begins with the initial collection of data. Fur-
ther, getting to know the data is the main task. This is achieved by identifying
quality problems and discovering or detecting subsets of interest. Then, with
the obtained insights, a hypothesis can be formed.

Data preparation The objective of this phase is to create the final data set. The
main activities here are the parameter selection, the cleaning of the data and
the transformation of the data. This step depends on the next one and it is
therefore likely that it has to be repeated or adapted.
The majority of the time the data scientist spends with understanding and
preparing the data. Both tasks are very important and highly underestimated.
(Perlich, 2016)

Modeling Here different models are chosen and calibrated in order to work in the
best way with the available data. Besides, the data needs to be in a certain
shape depending on the modeling technique. Therefore, the necessity to visit
the previous step could emerge.

Evaluation In this step reviewing the built model from a business perspective is
the main objective. Further, a review of the course of action that led to this
result is of importance. If all the business goals were realized in a satisfying
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Figure 4.1: The CRISP-DM reference model. The 6 important phases in a
data mining project and their relationships are depicted. (Chap-
man et al., 2000)

way, a decision on the application of the data mining results can be carried
out.

Deployment Depending on the aim of the project, the resulting model or the
obtained results have to be further processed for the customer in order to
satisfy his needs. The range of work in this phase spreads from simply putting
the results in a final report to creating a real time model which is deployed in
the company.

4.2 R (programming language)

The programming language R is generally used for statistical computing and graph-
ics. It represents a GNU Project and shows similarities to the S language, an envi-
ronment created at the Bell Laboratories. Overall, R can be perceived as a different

71



implementation of S.
R is a tool which plays an important part in the area of statistics. Being a open
source system, many different packages containing a variety of tools, methods and
techniques are freely available. (The R Foundation, 2016)
Packages are also available for the sector of machine learning, data mining and multi-
variate statistics. Especially the package e1071 created by the Department of Statis-
tics - Probability Theory Group (Formerly: E1071) - placed at the Technical Uni-
versity of Vienna is one of the most used ones. This, according to Geethika Bhavya,
who analyzed the most downloaded R packages from January to May 2015.

Also in the area of data mining and knowledge discovery R offers a vast amount
of packages and implementations of different algorithms. More than 50 R packages
were used within the scope of this thesis, the important ones are presented below.

4.2.1 Vizualisation

ggplot2

This today very popular package offers a sophisticated graphics language in order
to create complex and elegant plots.

lattice

This package represents an improvement of the R standard graphics and enables the
visualization of multivariate relationships.

4.2.2 Clustering

NbClust

The NbClust package provides 30 indices for determining the optimal number of
clusters and proposes to the user the best clustering scheme. This is made possible
by valuating the different results obtained by varying all combinations of the number
of clusters, the distance measures and the clustering methods.
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4.2.3 Imputation

mice

This package contains the implementation of Multiple Imputation (MI) using Fully
Conditional Specification (FCS) also known as Multivariate Imputation by Chained
Equations (MICE). This is a common technique for generating estimates to impute
missing values by drawing from estimated conditional distributions of each variable
given all the others (Shah et al., 2014). The package contains built-in imputation
models for continuous data (predictive mean matching, normal), binary data (lo-
gistic regression), unordered categorical data (polytomous logistic regression) and
ordered categorical data (proportional odds). The in the brackets mentioned meth-
ods are just examples, as there are many techniques available. Further, it is possible
to impute continuous two-level data (normal model, pan, second-level variables).
For each feature it is possible to build a customized imputation model. There is also
the possibility to execute passive imputation, which can be used to keep consistency
between the features. Additionally, many diagnostic plots are included, which allow
an analysis of the quality of the imputations.(van Buuren et al., 2015)
Below a non-exhaustive list of specific features of the mice package can be found. It
was taken from the paper about MICE by Buuren and Groothuis-Oudshoorn (2011):

• Column-wise specification of the imputation model.

• Arbitrary patterns of missing data.

• Passive imputation.

• Subset selection of predictors.

• Support of arbitrary complete-data methods.

• Support pooling various types of statistics.

• Diagnostics of imputations.

• Callable user-written imputation functions.

In a study called "comparison of imputation techniques for handling missing
predictor values in a risk model with a binary outcome", performed by Ambler et

73



al. (2007), the mice imputations introduced the smallest amount of bias, the best
coverage values and the best overall performance. Further, it outperformed the best
hotdeck methods.

CALIBERrfimpute

This package contains the publicly available implementation of a random forest-
based MICE algorithm from Shah et al. (2014). It was compared in two studies to
parametric MICE settings. They used real world data (electronic health records)
and came to the conclusion, that their implementation of random forest for imputing
missing data, performs especially better in terms of conserving non-linear relation-
ships. Both methods lead to unbiased estimates of (log) hazard-ratios, where the
RF-implementation showed higher efficiency and the obtained confidence intervals
appeared to be narrower. All in all, this method appeared to be quite suitable
for the application on the data used in this thesis, as it outperformed the already
well-working parametric MICE implementation.

Though, a mild weak-spot of their described method is, that it only has been
validated in a few studies so far (for example theirs and one described in McEvoy et
al. (2015)). Therefore, a generalization of the results should not be made too rashly.
Anyhow, the data they used also consists of electronic health records and because
of the described advantages in terms of conserving the inter-feature-relationships,
this method was also used in the scope of this thesis.

4.2.4 Feature Selection

Boruta

This package contains a sophisticated feature selection algorithm, which uses a wrap-
per approach built around a random forest (Breiman, 2001) classifier. The random
forest algorithm is already more explicitly described in 2.4.2. The term "Boruta"
comes from the Slavic mythology and represents the name of the god of the for-
est. The algorithm is an enhancement of the already introduced idea to determine
feature-relevance by doing a comparison of the relevance of real features and random
probes (back then proposed as filter method). (Stoppiglia et al., 2003)
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Here, a so called importance measure, which represents the loss of accuracy of
the classifier caused by randomly performed feature permutations between objects,
is used. Also the accuracy loss’s average and standard deviation are calculated.
Another importance measure is the Z score, which is calculated by the division of
the average loss by its standard deviation. This measure isn’t directly related to the
statistical significance of the importance of the feature, because it is not normally
distributed.(Rudnicki et al., 2006) Yet Boruta uses the Z score as importance mea-
sure anyway due to its ability to take into account fluctuations of the mean accuracy
loss among the forest trees.

The R package Boruta was created by Kursa and Rudnicki (2010) and has already
been successfully used in the scientific community. For example, it has been used
to find powerful features for classifying different subtypes of pediatric patients with
irritable bowel syndrome Saulnier et al. (2011). They achieved a classifying success
rate of 98.5%. Further, Boruta was also successfully applied in a study to extract
the most powerful features in terms of prediction, to discriminate between pregnant
and non-pregnant participants (Aagaard et al., 2012).

Nevertheless, the authors of Kursa et al. (2010) have shown that random corre-
lations of the data could potentially lead to the creation of dependencies between
features, that are sufficiently strong to pass statistical tests of validity. Overall, they
state that the importance of the feature in the machine learning method may rather
be used as hint for the existences of a real relationship between features and not as
proof. Thus, the obtained results should be examined with care and further analysis
should be done.

4.2.5 Modeling

e1071 From this very widely used R package, the included implementations of
support vector machines (SVM) and the naive Bayes (NB) classifier were used.

tree This package contains an implementation of Classification and Regression
Trees (CART).

ipred This package contains Bagging for classification, regression and survival trees.

C50 This package was used for fitting classification tree models and rule-based
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models using Quinlan’s C5.0 algorithm.

randomForest This package contains the implementation of Breiman and Cutler’s
Random Forests (RF) for Classification and Regression (see section 2.4.2).

MASS Contains an implementation of linear discriminant analysis (LDA).

4.2.6 Evaluation

caret This package was used to calculate all the performance measures of the mod-
els, including accuracy, precision, sensitivity, specificity and the F1-Score.

pROC This package contains different tools to calculate and visualize ROC curves
and also to determine the AUC.
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5. Results

The CRISP-DM model was used in this thesis and adapted accordingly, influenced
by the suggestions of Niaksu (2015) and Bellazzi and Zupan (2008) described in
section 3.1. CRISP-DM establishes the main tasks but does not establish a life
cycle. Along the project development the different tasks are executed several times.
In what follows the complete development is detailed. The document is structured
according to the different main phases and the different tasks that are required to
obtain the final goal. They will be exhaustively explained for each stage of the
project.

5.1 Business Understanding

In this part the overall objectives and the data mining goals were determined. Fur-
ther, the current situation was assessed and necessary activities were planned.

Business understanding is the stage of the project in which the main goal is
defined and translated into data mining goals. As this research is framed as part of
the FACET project, the main goal had to be aligned accordingly. In what follows
the main goal is defined in detail. This definition has already been brought up in
section 1.1.

5.1.1 Understanding of the Frailty Problem and Translation

to Data Analytics

The goal of FACET is established as follows: Now that people live longer, older adults
need to live better and independently (i.e. without disability). Avoiding disability in
older adults has a potential impact on over 13 million of EU citizens and an eco-
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nomic impact of 1,500 million euros per year, thus contributing to the achievement
of both individual and social benefits. Consequently, the prevention of disability has
become the most challenging concern for current Health Care providers. Disabil-
ity cannot be reversed, but it is preceded, sometimes by several years, by a known
frailty syndrome, which can be reversed, and thus prevented from worsening and its
progression monitored. Frailty is characterized by a decreasing capacity to respond
to demands, caused by diminishing functional reserve. The prevalence of frailty in
people 65+ ranges from 7% to 16.3%, increasing with age, and it is the main risk
factor for disability. Therefore, frailty assessment is a key tool for the prevention of
disability by identification of people at risk.

The aim of the FACET platform is to provide an innovative solution for the
assessment and follow-up of the functional status of elderly people in order to early
detect frailty, to control its evolution and to prevent disability, by the integration of
different proven technologies.
Therefore, an objective of this thesis is to perform analysis of the impact of different
variables on the frailty of patients through data science tools, preparing the path
for the alerts and the visualization of patterns that will be deployed in the service
provided within the FACET project.

From the previous statement following data mining goals can be extracted:

1. Identification of risk/preventive factors regarding frailty, which can be used as
predictors ("biomarkers").

2. Learning of accurate models for frailty prediction.

3. The validation of the models prior to deployment and the analysis of their
suitability for predictive risk models.

5.2 Data Understanding

Data understanding is a paramount task of each data mining project development,
which main goal is to understand the target data to be analysed very well. In the
present research, the data was obtained within the scope of studying healthy aging
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and the frailty syndrome. The study, called Toledo Study for Healthy Aging, is
described by Garcia-Garcia et al. (2011) as follows.

The Toledo study is a population-based study conducted on 2,488 individuals
aged 65 years and older. The study subjects were selected by a two-stage random
sampling from the Toledo region. Institutionalized as well as community dwelling
persons were selected. Data was gathered in 3 waves: first (2006 to 2009) infor-
mation on social support, activities of daily living, comorbidity, physical activity,
quality of life, depressive symptoms, and cognitive function was collected. Further-
more, anthropometric data and results of physical performance tests (walking speed,
upper and lower extremities strength, and the stand-and-sit from a chair test) were
collected and a blood sample was obtained. The diagnosis of the frailty syndrome
was based on the Fried criteria (weakness, low speed, low physical activity, exhaus-
tion, and weight loss)(Fried et al., 2001). In the second wave (2011-2013) and in the
third wave (2015-2017), which is ongoing, additional parameters were added (urine
parameters).
The patient data collection process in terms of time, number of patients and used
parameters (set A and set B) can bee seen in figure 5.1. Here, UPM stands for
"Universidad Politécnica de Madrid" and marks the data which was available in the
scope of this thesis. Aber marks the data which was available for the Aberystwyth
University. Their objective was retrieving biomarkers for the frailty syndrome using
urinary data.

5.2.1 Definition of the Data Sets

From the aforementioned Toledo study a subset of data (in figure 5.1 marked
with UPM) has been made available for this thesis. In particular a total of 474
anonymized electronic health records (EHRs) have been provided. Thereby, for
each patient an EHR consisting of 284 parameters was provided. Further, a so called
codebook was made available. It explains for each variable the meaning, the range
and possible values. The codebook can be found in the annex A.2. The majority of
attributes is from the first wave of the Toledo Study for Healthy Aging (2006-2009)
and and only 21 come from the second study wave conducted in 2011-2013.

From the Toledo study a randomized sample was produced. It consists of 474
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Figure 5.1: The diagram shows the evolution of the clinical data, which was
collected at 3 different points in time. The number of patients
changes as well as the available parameters (set A and B). UPM
stands for "Universidad Politécnica de Madrid" and marks the
data which was available in the scope of this thesis. Aber stands
for "Aberystwyth University" and marks the data which was made
available for them. They were mainly focused on finding biomark-
ers in the urinary data of the second wave.

patients, which are described by 284 attributes. This private and protected sample
has been used in this thesis.

5.2.2 Definition of the Variables

As it has just been explained, patients are described by a set of 284 variables. One
variable, the one representing the frailty stage (see description below), is the target
variable for the predictive models. In the first stage the 283 remaining predictor
variables were grouped according to their semantics into: i) demographic, ii) phe-
notype, iii) medication and iv) code features. The phenotype features then were
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further split into physique, blood, cardio, disease, self reported disease, consump-
tion and medical test attributes.
The medical test attributes were further divided into features corresponding to the
Geriatric Depression Scale (GDS), Activities of Daily Living (ADL), Instrumental
Activities of Daily Living (IADL), Mini-Mental-State-Examination (MMSE) and
Mobility Scale (MS) attributes. In appendix A.1.1 the complete description of the
variables can be found. Below you can find a short explanation for each medical
test, which was carried out in the study:

Geriatric Depression Scale (GDS) This scale was created with the objective
to obtain a reliable rating for depression in elderly. The applicant himself an-
swers in the so called short form 15 different questions. Of those, 10 questions
indicate the presence of depression when positively answered and the remain-
ing 5 questions indicate the presence of depression when negatively answered.
(Yesavage and Sheikh, 1986) (Yesavage et al., 1983a)

Activities of Daily Living (ADL) In this assessment also a questionnaire is used,
which is answered by the patient. Here the goal is to estimate the patients’
satisfaction in his daily activities, which contain hygiene, alimentation and
independent access to necessities. There exist different variations of the ADL
test, which differ regarding their contained number of questions. (Pincus et
al., 1983)

Instrumental Activities of Daily Living (IADL) Like the ADL-test but mainly
focused on instrumental activities. These include following daily tasks and re-
sponsibilities: food preparation, shopping, using the telephone, housekeeping,
transportation, responsibility for own medications and the ability to handle
finances. For each activity exist 3 to 5 questions, each yielding 0 or 1 point.
The maximum for each category is 1 point. At the the end these points are
summed up. This sum represents the IADL-Score with a range between 0 and
8. (Lawton and BRODY, 1970)

Mini-Mental-State-Examination (MMSE) The Mini-Mental-State-Examination
represents standardized test for cognitive function or meausure of impaired
thinking. The tested areas of cognitive function consist of orientation, regis-
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tration, naming recall, calculation, writing, attention, repetition, comprehen-
sion, reading and drawing. The range of the result lies between total cognitive
absence (0 points) and full cognitive function (30 points). (Folstein et al.,
1975) (Cockrell and Folstein, 2002)

Mobility Score (MS) The MS questions belong to the Physical Activity Scale for
the Elderly (PASE) questionnaire. They provide validated knowledge about
the physical activity of the patients. Washburn et al. (1993)

Geriatric Depression Scale (GDS) The Geriatric Depression Scale (GDS) is a
30-item self-report assessment used to identify depression in the elderly people.
It has been found to be a reliable and valid measure, which can be extracted
from the GDS-questionnaire the patient himself has filled out. (Yesavage et
al., 1983b)

Fried’s Frailty Score This score corresponds to the score of frailty using Fried et
al.’s Frailty Scale. The 5 used criteria are weight loss, exhaustion, physical
activity, walk time and grip strength. Patients with no deficits in all criteria
score 0, which means they are not frail. Those who have deficits in 1 criterion
or 2 criteria are called intermediate frail or pre-frail (this term was used in this
thesis). All higher scores lead to the classification frail. (Fried et al., 2001)

5.2.3 Data exploration and quality assessment

In what follows, performed tasks will be described in order to gain understanding
of the data prior to modeling: i) data visualisation and analysis of values, ii) outlier
detection, iii) ontology-guided PCA and iv) cluster analysis.

i) Data Visualisation and Analysis of Values

The retrieved data set was analysed using different statistical visualisation tech-
niques like plotting the histogram, the kernel density function estimate and box-
plots. Further, the values of each feature were inspected and compared to the values
they should have according to the provided codebook (see annex A.2). Moreover,
statistical measures were calculated and analyzed. The provided variables were di-
vided according to their corresponding data type into continuous, categorical and
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binary variables. Depending on this data type, different visualisations were realized
and statistical measures calculated. For simplicity and clarity of the document only
examples for each type of variable are presented. The description and analysis of
each variable can be found in annex A.1.1 and annex A.1.2

Continuous Variables The variable HDL, which represents the measured con-
tent of high-density lipoprotein in mg/dL in the blood, serves as an example for
continuous variables. The built description table is shown in table 5.1.

Table 5.1: Description of HDL

HDL

Meaning
This feature gives numeric information about high-density
lipoprotein (HDL) [mg/dL].

Statistics
min max average median σ2 σ # missings % missings

17.00 110.00 51.67 50.00 176.16 13.27 43.00 9.07

Distribution

In the first row the variable name HDL is presented, followed by a short de-
scription of the meaning in the second row. Relevant statistical measures like the
sample minimum, maximum, average, median, variance σ2, standard deviation σ

and the number respectively the percentage of missing values are shown in the third
row. In the last row a figure depicting the distribution of the values (kernel density
estimate) is shown.

Categorical and Binary Variables The variable ps3, which gives categorical
information about the current health status of the patient compared to other people
with the same age in the view of the patient (question: "How would you judge your
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health compared to other people of your age?"), serves as an example for categorical
variables. The built description table is shown in table 5.2.

Table 5.2: Description of ps3

ps3

Meaning

This feature gives categorical information about the current
health status of the patient compared to other people with the
same age in the view of the patient. Asked question: "How
would you judge your health compared to other people of your
age?"

Statistics
mode levels # missings % missings
3.00 7.00 1.00 0.21

Distribution

Discretization &
Semantic scales

1: Much worse
2: Sligthly worse
3: The same
4: Better
5: Much better
6: Undetermined
77: Not available

Once again, the first row contains the variable name, followed by a short descrip-
tion of the variable meaning in the second row. Relevant statistical measures like the
mode (most frequent observation), the different levels and the number respectively
the percentage of missing values are shown in the third row. The last row contains
an explanation for each appearing level in the feature.
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Binary variables were analysed in the same way and are also presented in this form.

ii) Outlier Detection and Missing Value Detection

Many binary and categorical features contained values like 77,88 and 99. For exam-
ple, the feature tab1, which refers to the answer to the question "Have you smoked
at least 100 cigarettes in your entire life?", contains aside from the valid values 1:
"yes", 2: "no" and 3: "unknown" also 88 and 99. At the first glance they may ap-
pear as outliers but after further investigation, the statistician of the study stated
that they have indeed a meaning. The significance of 88 is that the patient did not
answer, 77 that he did not know how to answer and the meaning of 99 is that he
did not want to answer. What they do have in common is the core significance that
the patient did not answer and that therefore no information regarding the feature
itself is available. One could claim that the reason why they did not answer (was
not able, did not want to) also contains information which could be used, but in-
vestigations in this direction were not aim of this thesis. Anyhow, these values have
to be treated differently as can be seen in section 5.3.4. The method of assigning
special values was also used for the answers of questions like "For how many years
did you smoke?" (the reply was a numeric value representing the number of years),
where for a population having ages between 65 and 95, values like 77 are quite likely
to appear. Now, when finding such a value, it is not clear if it stands actually for
the value of 77 years, or if it has some other special meaning like 77: "could not
remember".

Another issue stated by the doctors is that sometimes patients don’t want to
answer questions because they are simply not able to, this because of analphabetism.
Therefore, also many values corresponding to these questions are missing. However,
this issue was ignored for this investigation.

There are two features related to income, namely Individualincome and
Householdincome. The first one has 8.44% missing values and the second one
13.29%. The missingness could base upon the fact, that people with a high income
as well as people with a relative low income, are more likely to not state their
financial situation (this possibly out of shame or discretion).

There are 37 features where more than 60% is missing. 12 of those features are
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follow up questions to a previous asked principal question. For example the feature
tab1 contains the answers to the question "Have you smoked at least 100 cigarettes in
your entire life?", when answered with 2 (which stands for no) the follow up question,
represented by tab1a ("If yes, Did you smoke cigarettes daily, occasionally, or not at
all?"), has not been asked. So as a matter of fact, these values are not missing at
random, but rather the question was not applicable for these observations.

Features representing codes and IDs of the hospital (see table A.13) do not con-
tain relevant information with regard to frailty prediction, as they were created for
organizational reasons and do not contain information regarding medical/phenotyp-
ic/demographic aspects.

iii) Ontology-Guided Principal Component Analysis

Once the variables had been explored, the following step was to try to find similarities
and relationships of the predictors and the target variable in order to get insights
that could help prior to the predictive analysis.

Approach The here used approach is based on the work from Wartner et al.
(2016), which describes how to execute principal component analysis (PCA) within
an ontology-guided data infrastructure for scientific exploratory purposes. The goal
is to obtain indications of unsuspected relationships and similarities between the
features by further including doctors in these analyses.

Description The PCA was used to reduce the high dimensional data set and to
analyse the data in 2-dimensional plots. According to the doctor’s recommendations,
following variables were used: education status, income, BMI (self-derived, see sec-
tion 5.3.5), Geriatric Depression Scale score, total comorbidities (self-derived, see
section 5.3.5), Mobility Score (self-derived, see section 5.3.5), gender and polyphar-
macy. The here used term "recommended variables" refers to attributes which are
scientifically proven to be related with frailty, or in suspicion to be related with it.
These factors can be found in section 5.3.7
The first principal component (PC1) is the linear combination of the used subset
of features that has maximum variance among all possible linear combinations. It
therefore accounts for as much variation in the data as possible. In this case PC1

86



has a variance of 23.59%. The second principal component (PC2) is the linear com-
bination of the used subset of features that accounts for as much of the remaining
variation as possible. Given the constraint that the correlation between the first and
second component is 0. In this case PC2 represents a variance of 11.98%. The third
principal component, which is for obvious reasons not shown in the 2-dimensional
plots, represents a variance of 9.12%. All following principal components of higher
order have the same properties. They account for the remaining variation and are
also not correlated with the other principal components. For this two-dimensional
presentation the first two principal components were used. They make up 35.57%
of the total variation of the data, which is sufficient in this case because the PCA is
here only used as a visualization tool for exploration. The total variance shown in
the 2-dimensional plot, made up by PC1 and PC2, is also a measure for the report
quality (Wartner et al., 2016).

Results It can be seen in the resulting PCA plot 5.2 that non-frail patients (green),
pre-frail patients (yellow) and frail patients (red) appear in overlapping areas.

In figure 5.3 the loadings (the eigenvectors multiplied by the square root of the
corresponding eigenvalues; they do also contain the variance along the principal
components), themselves were plotted in this 2-dimensional principal component
plane. (Wartner et al., 2016)

Interpretation Closeness between the features in the PCA plot can be seen as
indicator that their might be a relationship. As can be seen in figure 5.3 a high
mobility score (MS_score) seems to have a strong relationship to the ability to sit
down and up in a chair (silla), and they together seem to correlate with the physical
activity score (pasetotal). This observation is not uncovering an unknown fact, as
these three are representing measures of physical activity. More interesting seems
to be the relationship between needed time to walk (marcha) and geriatric depres-
sion score (gdstotal), which may reveal that needing more time to walk a certain
distance and depression are correlated. The relative closeness of age (hi8), presence
of polypharmacy (polypharmacy) and the number of comorbidities (COM_total)
is more clear, according to the doctor’s statements. Also interesting seems to be
the apparent relative relationship between the income (INCOME) and the grip
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Figure 5.2: The 2-dimensional principal component plot shows the observa-
tions coloured corresponding to their frailty status. The PC plot
was created using the frailty related features, which where de-
scribed as risk factors or as preventive factors from the doctors.

strength (fuerza1a) of the patients.

The mobility score (MS_score), the feature representing the ability to sit down
and up in a chair (silla) and the physical activity score (pasetotal) seem to ap-
pear in the direction of the healthier observations, which can be observed in figure
5.2 (non-frail: green coloured). A high geriatric depression scale score (gdstotal),
having many comorbidities (COM_total), needing a long time to walk (marcha)
and polypharmacy could be associated with frailty because they seem to be in the
direction of the frail (red) observations (figure 5.2) and also in the direction of the
feature representing frailty (FRAGIL) in the loading plot. These observations have
to be made very carefully as the target variable FRAGIL itself was also used in
both PCA-plots. This should be kept in mind when observing the visualisations.
For example, the circumstance that the in figure 5.2 shown observations are kind of
clustered according to their frailty status. The separation is therefore not mainly
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Figure 5.3: The 2-dimensional loadings plot of the frailty related features,
which where described as risk factors or as preventive factors from
the doctors.

based on the other variables but on the target variable which describes the frailty
status (FRAGIL) itself.

Some of these relationships seem to be quite logical, for example that high ed-
ucated people (education feature hi13) are more likely to have a higher income
(INCOME), however others require further investigation and built assumptions
have to be validated in the following steps. Wartner et al. (2016) states that it
is very dangerous to use the PCA without further exploration as even promising
looking visualizations might have no worth. Therefore, there is the need to further
check the corresponding key-features. However, it can be seen that all these features
do contribute to the variability of the observations as they are relatively far from
the centre of the visualization, which apparently makes them quite usable.
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iv) Cluster Analysis

For further exploration, the following step was to try to find groups of patients
that behave similarly in order to get insights that could help prior to the predictive
analysis. The objective is to build clusters using certain frailty related factors and
to analyse the distribution of frailty and other features of interest in these sub-
population-groups.

Variables for the clustering It was decided to cluster the patients according
to the variables representing education status, financial situation, BMI, Geriatric
Depression Scale (GDS) Score, comorbidities and mobility score.

Used Technique For the clustering the k-Means algorithm, which is described in
section 2.5, was used.

Parameter Tuning In order to determine the optimal cluster number the Akaike
information criterion (AIC), Bayesian information criterion (BIC) and the within-
sum-of-squares (WSS) were used. In figure 5.4 the corresponding scores are shown.
AIC and BIC serve as penalty score, that is why one looks for a cluster number with
low values in those two. In practice also the "elbow" in the WSS-curve is searched,
as described in section 2.5. Further, the package NbClust was used in order to
have an additional opinion on which number of clusters should be chosen. This
implementation provides 30 indices as basis for a decision. According to the majority
rule of NbClust, 4 was proposed as the best number of clusters. Considering figure
5.4 and the result from NbClust, 4 was finally chosen as the number of clusters.

Results In figure 5.5 the results are shown. Presented is the composition of mean
feature values for each cluster. In 5.6 the clusters are coloured according to the frailty
status of their contained observations. Additionally, a normalized view is given in
order to better examine the distribution. The same was done for gender in figure 5.7
and for the polypharmacy status in figure 5.8. Moreover, it can be seen in figure 5.5
that cluster number 3 seems to be quite interesting, as it differs a lot from the others
in terms of composition of the mean feature values (the cluster centers). The number
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Figure 5.4: This plot shows the AIC, the BIC and the WSS scores. It serves
to determine the optimal number of clusters.

of comorbidities (COM_total) seems to be quite high (highest of all clusters), the
mobility score (MS_score) extremely low (lowest of all clusters) and the geriatric
depression score (GDS) is elevated (2nd highest). One could assume, that this cluster
captures a lot of the frail population, which was also stated by the doctors with
whom this results were discussed. Interestingly, education (EDUCATION) and
income (INCOME) is also low in these observations. In complete contrast stands
cluster number 1. It contains more educated (elevated EDUCATION , highest
of all clusters) patients with a low number of comorbidities (COM_total) and a
high mobility score (MS_score) and also a higher income on average. The GDS
in this cluster is also the lowest in comparison to the others. Therefore, for this
cluster was assumed that the healthier part of the population is represented here.
The body mass index (BMI) seems to be in all cluster more or less the same and
does therefore not contribute a lot in separating the observations. Cluster number 2
contains mobile but depressed patients (highest GDS of all clusters) with the lowest
education and also a low income. Cluster 4 seems to have very good parameters in
terms of depression, mobility and comorbidities (lowest), and is therefore considered
to represent the healthier observations.

In order to validate the assumptions the cluster observations were coloured ac-
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Figure 5.5: The individual composition of the 4 different clusters. The value
represented by the bars is the mean value of the feature in the
cluster.

cording to their frailty status as can bee seen in figure 5.6. Cluster 3 contains
primarily frail patients, as has already been assumed. Also the assumption that
cluster 1 and cluster 4 contain healthier subjects has been confirmed. Interestingly,
cluster 2 contains mainly pre-frail and frail observations.

Now the distribution between the genders is examined. Therefore, the observa-
tions for each cluster were coloured according to their gender as can be seen in figure
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Figure 5.6: (A) The observations for each cluster are coloured according to
their frailty status. (B) Here the observations are normalized for
each cluster.

5.7. Cluster 1 and 4 seem to be quite equally distributed. Interesting is that the
"frail" cluster 3 mainly contains women as well as the mixed pre-frail/frail cluster
2, which confirms the observations of the doctors. They stated that being female
elevates the risk of being/becoming frail.

Now the clusters were coloured according to the amount of patients who take
more than 4 medications (polypharmacy), as can bee seen in figure 5.8. Cluster 1 and
4, the apparently healthier clusters, contain less than 50% polypharmacy patients.
The clusters which are more associated with frailty, number 2 and 3, contain more
than 75% polypharmacy patients.

5.2.4 Final Data Quality Report

The data set contains 474 observations and 284 features including the target variable
representing the frailty status. 176 features are more than 90% complete and in 41
features more than 50% of the values are missing. In order to make use of all
the observations and therefore of the contained information, a special strategy to
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Figure 5.7: (A) The observations for each cluster are coloured according to
their gender. (B) Here the observations are normalized for each
cluster.

Figure 5.8: (A) The observations for each cluster are coloured according to
their polypharmacy status. (B) Here the observations are nor-
malized for each cluster.
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deal with missing data is clearly necessary. Through analysis of known frailty related
factors via PCA and clustering methods, it can be assumed that the from the doctors
described relationships are also present in the data. The presence of different values,
which are actually representing missing information requires further processing. For
many features a special treatment is necessary in order to better capture their actual
meaning as the current values do not sufficiently reflect it. In the next chapter the
aforementioned issues will be treated.

5.3 Data Preparation

In this phase the data was cleaned, prepared and when necessary transformed. Fur-
ther, new features were derived and the quality of the features in terms of predic-
tiveness was assessed.

5.3.1 Cleaning and Transformation

Data File Preparation

First special values in the given data set were investigated. The data set was pro-
vided in form of an Microsoft excel-file. The missing values were fields containing
the value "#NULL!". This value was replaced by "NA", so that it is readable when
loaded into the programming environment of R.
Variables, which used as decimal separator the comma, were treated and the comma
was replaced by a point.

Removal of Unnecessary Features

For this thesis it was decided to exclude information regarding drugs. On the one
hand because the information presented is not sufficiently structured and the pre-
processing required exceeds the time for the thesis and on the other hand, because
doctors preferred to have the first predictive model only with phenotypical param-
eters and results of the different tests. The drug related features only contain the
ATC codes for drugs, the compound name and the commercial name with no in-
formation about intake frequency nor dosage and on top of that, the information is
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weakly structured. Hence, drug related features, starting with the prefix "drug_",
were excluded from the analysis. Only the feature num_drug, containing a numeric
value representing the total number of drugs a patient is taking, is left for further
processing.
Moreover, features which contain certain codes, assigned from the hospital or the
blood laboratory, ending with the suffix "_code", were also removed as they do not
contain relevant information.
Features which belong to the follow-up study conducted in the years 2011-2013, were
discarded, as there were only 21 of them (and the remaining 264 are from the earlier
wave) and therefore a temporal analysis was not possible. Also features, which in a
statistical sense contain no information, were excluded. An example therefore is the
feature cq8, which describes binary the presence of leukemia or polycytemia. As all
the observations have the same value "2" (meaning "not present"), this feature was
excluded.
Summing up, a total of 196 variables were left for further analysis.

5.3.2 Labelling of Unlabelled Observations

As has been previously noted, 3 out of the 474 records do not contain information
regarding the frailty status of the patient. The majority of the related variables,
which are used to determine the frailty status according to Fried et al. (2001), was
available. Thus, the missing frailty status could be imputed using the mice package
of R. For the imputation all available features were used. Further, the doctors were
consulted and obtained multiple imputed frailty estimates were used as suggestions.
Further, the values of the frailty related features (see table table A.1) were considered
for the diagnosis using Fried’s criteria (Fried et al., 2001).

After analysing the imputations and reviewing the health records of the patients
with the physicians, the 3 missing frailty status could be determined.

5.3.3 Outlier Treatment

Statistical techniques and the from the hospital provided codebook, which contains
a short description of each feature including the range and the meaning of appear-
ing categories, were used to inspect the data set regarding potential outliers. Not
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described appearing values were examined from a statistical point of view using
the informal box plot method, described in section 2.3.2. Additionally, the kernel
density estimate was analyzed. As a demonstrative example therefor serves the
feature p38gpt, which represents the glutamic-pyruvic transaminase (GPT) level in
U/L. It’s Gaussian kernel density estimate is shown in figure 5.9. The majority

Figure 5.9: In this figure the Gaussian kernel density estimate for the fea-
ture g38gpt is shown. It represents an estimate of the probability
density function of the appearing glutamic-pyruvic transaminase
(GPT) levels in U/L.

of the observations show levels between 0 and 50 U/L, as can be seen quite nicely
in figure 5.9. The value(/values), which are appearing at approximately 150 U/L,
requires(/require) further investigation as it(/they) could be an outlier(/outliers).
For further investigation the variable is explored in a box-and-whisker plot, which
is shown in figure 5.10. Here statistical outliers are presented as little circles.
Also in this plot a single outlier with the value of 153 U/L appears. After that

exploration, domain-knowledge was used to analyse the significance of that certain
value. Further, the doctors of the hospital were involved in the decision if the value
is plausible and should be kept, or if it should be discarded. Moreover, possible
values were discussed with the doctors and a threshold was established, exceeding
values then simply were set to not available (NA). In the example of p38gpt it was
decided, after consulting literature and the medical doctors, to exclude values higher
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Figure 5.10: In this figure the box-and-whisker plot of the feature g38gpt is
shown. The y-axis represents the glutamic-pyruvic transaminase
(GPT) level in U/L.

than 150 U/L by setting them to not available (NA). Like in the given example of
p38gpt, this procedure was executed for each variable of the data set.

Many categorical features contain the values 77, 88 and 99 which are outside
the expected range and have the core significance that no answer was given, these
values were also set to not available (NA).

5.3.4 Feature Transformation

Now that the data is cleaned, the following step was to make use of certain features
by transforming them. They could otherwise not have been used in the CRISP-DM
phases which will follow.

There are 37 features where more than 60% of the values are missing (explained
in section 5.2.3). Overall, follow-up questions contain a relative high percentage of
missing data, as negative answered primary questions are not followed by the sec-
ondary ones. Some of them were transformed in order to make use of the contained
information in all the follow-up questions’ related features. This allows them to re-
main in the modeling pipeline. Affected are follow-up questions where the previous
principal question was answered negatively, for these observations the value was set
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to not available (NA) by the investigators.

Approach For some features it is possible to replace their not available values
by a numeric value while still conserving the meaning. In the example of tab1a (a
feature referring to smoking frequency), for all observations which contain the value
2 in the feature tab1 (which means they have never smoked in their life), the tab1a-
values were assigned to the value 5 instead of not available. The original categorical
levels are 1: daily, 2: occasionally and 3: undecided. The value 5 was used to clearly
separate it from a smoker.
This concept of assigning values for features representing follow up questions, which
mainly contain missing values, makes them usable in the steps to come.

However, for other features it did not seem that easy to find a value which
represents the meaning in the same way. Yet, for these features it was also considered
to assign a new level, while trying to partly maintain the meaning. For example
the feature em1 representing the answer to the question "Are you able to walk at
home?" is followed by em1a representing the answer to the question "If answered
YES; Do you get tired when doing it?". If feature em1 contains the value standing
for "no", em1a doesn’t contain a value for this observation. A possible solution for
this problem could be assigning, additionally to the available levels "yes" (numeric:
1) and "no" (numeric: 2), the invented value "more than tired, I can’t do it" (numeric:
0).

As the conclusion was made that this is not really perfect, respectively not good
practice in respect of conserving the meaning of the values, these kind of features
were removed, because most of the values were missing anyway and the introduction
of a bias can’t be ruled out.

5.3.5 Feature Creation

After the data had been cleaned and different features had been transformed, the
following step was to extend the available data set by creating new features, using
the available ones. The doctors presented different frailty associated variables. Some
of them were not present in the data, but others could be calculated or extracted.
Overall, following features could be derived:
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• Total number of comorbidities (categorical, range: 0-5), used features ccv1,
ccv2, ccv4, ccv6 and ccv8. Calculation:

COMtotal = (−1)((ccv1−2) + (ccv2−2) + (ccv4−2) + (ccv6−2) + (ccv8−2))
(5.1)

• Score of the mobility score related principal questions (categorical, range: 0-5),
used features: em1, em2, em3, em4 and em5. Calculation:

MSscore = (−1)((em1−2)+(em2−2)+(em3−2)+(em4−2)+(em5−2)) (5.2)

• The body mass index (BMI) (Quetelet, 1842) (continuous, expected range:
15-40), used features: height in cm (altura1) and weight in kg (peso1). Cal-
culation:

BMI = peso1
(altura1

100 )2 (5.3)

The general income of a person is also of interest, because it seems related to
frailty. Patients with higher income seem to have more possibilities in terms of
treatment and health support. In the data set is a categorical variable describing
the income of the patient himself and further a variable which describes the income
in the household the patient lives in. Combining these two could be a possible
approach for creating a new, maybe suitable, feature. However, it does not seem as
easy as with the already created features. Simply combining these features is one
possibility, but could play out as a too crude way of doing it. An alternative would
be to give those two different incomes weights and to build the sum afterwards. One
could argue that the income of the patient himself is of higher importance, as the
relationship to the third parties living with him is not quite clear and therefore, also
not the given financial support. The calculation of the weighted sum of incomes for
creating a feature called INCOME usingHouseholdincome and Individualincome,
depending on the chosen weights w1 and w2, can be seen in formula 5.4.

INCOMEweightedsum = w1 ·Householdincome+ w2 · Individualincome (5.4)
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5.3.6 Imputation of Missing Data

Now that the data is prepared and new features have been derived, the following step
was to make sure all the observations can be used in the modelling phase. Therefore,
it was decided to calculate different estimates for each missing value. Thus, missing
values are imputed (filled) with estimates.

In table 5.3 the features where more than 5% of the values are missing can be
seen. These measures are referring to the already in the previous steps pre-processed
data set. An important step before applying imputation techniques, is to assess the
reason for missingness. As already mentioned in section 2.3.3, three types of missing
data exist and they are called Missing Completely At Random (MCAR), Missing
At Random (MAR) and Missing Not At Random (MNAR). The assumed reason
for the missingness and the according applicability of imputation techniques is also
presented in 5.3. Features where more than one third of the values are missing were
excluded from further investigations. They are marked in bold. Overall, all MNAR
cases can be found in features which represent follow-up questions, they therefore
were only be answered if the underlying basis question was answered positively. For
them no imputation is possible because they can’t be derived from other features.

The other ones were described as missing at random, which may seem in some
cases debatable, for reasons already discussed in 5.2.3.

Implementation In order to use all the available information contained in the
data set, different imputation settings using the MICE implementation, more specif-
ically the CALIBERrfimpute expansion of it, were considered. They are described
in section 4.2.3 and 4.2.3

Configuration Following configuration, regarding the imputation method, was
chosen:

• For continuous features: rfcont for numeric random forest imputations

• For binary, ordered and unordered categorical features: rfcat for categorical
random forest imputations (factor, >= 2 levels)
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Feature Name Percentage of Missing Data Reason for Missingness Imputation Possible
tab1a1a 75.11 MNAR (follow-up question) no
alch1a1 91.14 MNAR (follow-up question) no
alch1a2 98.73 MNAR (follow-up question) no
alch1a3 98.95 MNAR (follow-up question) no
alch1b 82.91 MNAR (follow-up question) no
alch2 19.20 MAR yes
alch2a 86.29 MNAR (follow-up question) no
alch2b 86.50 MNAR (follow-up question) no
alch2c 86.92 MNAR (follow-up question) no
p15dd 17.72 MAR yes
p44pcrh 14.98 MAR yes
lawton2008 6.33 MAR yes
mmse2008 15.82 MAR yes
gdstotal 9.49 MAR yes
Depression 9.49 related to {gdstotal} no
INSULINA 11.60 MAR yes
HDL 9.07 MAR yes
LDL 9.07 MAR yes
TESTOTOTAL 37.97 MAR yes
TESTOLIBRE 37.97 MAR yes
em2a 8.44 MNAR (follow-up question) no
em2b 8.44 MNAR (follow-up question) no
em3a 14.35 MNAR (follow-up question) no
em3b 13.92 MNAR (follow-up question) no
em4a 7.81 MNAR (follow-up question) no
em4b 7.59 MNAR (follow-up question) no
em5a 25.95 MNAR (follow-up question) no
em5b 26.16 MNAR (follow-up question) no
enpot1 17.93 MAR yes
enpot2 18.78 MAR yes
enpot3 18.14 MAR yes
enpot4 22.57 MAR yes
enpot6 12.87 MAR yes
enpol1 13.08 MAR yes
enpol2 13.29 MAR yes
enpol3 13.29 MAR yes
enpol4 13.29 MAR yes
enpol5 13.29 MAR yes
enmem1a 18.99 MAR yes
enpmem2 19.41 MAR yes
enpat1 51.05 MAR yes
enpat2 61.60 MAR yes
enleng1 13.92 MAR yes
enleng2 13.08 MAR yes
enleng3 13.50 MAR yes
enleng4 13.29 MAR yes
enpprx1 13.92 MAR yes
enpprx2 13.50 MAR yes
cognitive_impairment_MMSE_educative_level 17.09 MAR yes
Individualincome 8.44 MAR yes
Householdincome 13.29 MAR yes
numpersonsfamilyunit 18.78 MAR yes
IGF1 27.00 MAR yes
cq6a 98.73 MNAR (follow-up question) no
INCOME 13.71 MAR yes

Table 5.3: Overview of features with more than 5%missing values. Additional
information for the reason of missingness and the applicability of
imputation methods is given. Features where more than one third
of the values is missing are presented in bold.

Due to the size of the data set and the high number of features, the imputation could
at first not be done at once, regarding the computational cost. Using all features as
predictors for each feature when building the imputation model was tried with dif-
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ferent settings, but primarily aborted because it would have taken 2 to 4 days, also
because of the high number of iterations the monte carlo markov chain (MCMC)
algorithm would have needed to produce converging estimates. Hence, at first the
decision was made to make different splits of the data set. One option was to sep-
arate the features according to their semantics. Here the extent of dissection was
also varied in order to find the best imputation, not only with regard to maintain
the inter-feature relationships but also with regard to computational complexity.
Another option is splitting the data set by choosing randomly subsets of a certain
size and perform imputation inside these sets. It seemed to be computationally
bare-able using thirds of the data and therefore working with three different feature
sets. However, all these considerations regarding splitting the data were abandoned,
on one hand because it would have definitely lead to the obscuration of inter-feature
relationships between the subsets and on the other hand, it would not have been con-
form to the MICE instructions shown in Buuren and Groothuis-Oudshoorn (2011)’s
paper. Further, it is a rule to use as much information as possible as this leads to
multiple imputations which have a minimal bias and a maximal certainty (Buuren
and Groothuis-Oudshoorn, 2011). So there had to be found another way to lower
the immense computational cost. Fortunately, in the function mice() the used pre-
dictors for each imputation model for each feature can be customized. One way is
selecting manually every predictor for every imputation model and another way is
to use statistical measures for the selection. Consequently, is it for example possible
to just consider variables which show a correlation higher than a certain percentage.
Additionally, only such variables which are more than a certain desired percentage
complete will be used. This still is computational cost-full but a supercomputer was
available and therefore, the imputation could be executed using also low correlated
features as predictors. For the first imputation only predictors, which correlate more
than 7% and are more than 80% complete were selected by configuring the param-
eter pred. The overall configuration of the mice() function can be seen in following
code-fragment.

1 mice(data , seed = 219,

2 pred = quickpred (imp , mincor = 0.07 , minpuc = 0.8) ,

3 defaultMethod = c(" rfcont "," rfcat "," rfcat "," rfcat "),

4 m = 5, maxit = 70, MaxNWts = 9000)
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Here, MaxNWts depicts the maximal number of weights used by the inner neural
network. The argument maxit was used to set the maximal numbers of iterations
to 70. As creating 5 different imputations was desired, the parameter m was set
to 5. The argument defaultMethod contains the different methods for the different
data types, which were already mentioned earlier. Using pred, different restrictions
regarding minimum correlation and completeness of the predictors were added. The
first argument represents the data set in matrix form for which the imputations
should be computed. The parameter seed can be used to set the number for initial-
izing the pseudo-random generator.

The mean and the standard deviation for each variable at each iteration can
be observed in the received imputation object. These values were plotted for the
features with the highest amount of missing values in order to see if median and
variance of the different imputations do converge. It seemed that 70 iterations are
quite sufficient in this regard.

Results As can be seen in image 5.11, the kernel density estimates of the imputed
values are approximating the "true" kernel density estimate of the original values.
Especially coherent distributions can be observed for the features HDL and LDL,
where all 5 imputations show a similar appearance. For the attribute tads only one
imputation seems to have captured the kernel density estimate of the original values.

Null imputation is a task that on its own requires a lot of work due to the vast
amount of decisions that have to be made. In fact for each attribute a deep analysis is
required. In this work 157 attributes are given for which data imputation is required.
Due to the fact that the main goal of the thesis is showing that prediction of frailty
is feasible rather than analysing the most efficient algorithm for a prediction, quite
enough effort has been dedicated to null imputation. However, a deeper analysis
would be needed in order to answer questions related to the statistical analysis
of the multiple imputations and also to the obtained statistical results, which are
pooled into a final point estimate plus standard error, applying Rubin’s pooling rules
(Van Buuren, 2012).

The obtained imputations are then examined using visualisation tools. One pos-
sibility to check if the obtained imputations are reasonable, is to compare the kernel
density estimates of the observed and the imputed values for ideally all variables.
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Figure 5.11: This plot shows the kernel density estimates for the original
data (blue) and the 5 different imputations (red) for the fea-
tures gdstotal, INSULINA, HDL, LDL and tads.

As this would not have been feasible within the scope of a master thesis, only fea-
tures with more than 5% missing values were examined. Further, the kernel-density
function was plotted and analysed for each feature and each imputation in order to
evaluate the quality.

Figure 5.12: This figure illustrates how the imputation and the feature rank-
ing process are connected. At first, the imputation models are
built using features, which show a minimum correlation (here 7%
was used) to the feature to be imputed. After that, the obtained
5 different data sets are used for the feature selection process.
Knowing the selected features, the imputation is re-done. This
by using as predictors additional to the correlated features also
the selected ones.

The second imputation was done the same way, but this time also the selected
features were included for every imputation model. This is recommended by Buuren
and Groothuis-Oudshoorn (2011). The connection between the imputation and the
feature selection process is demonstrated in figure 5.12.

The overall configuration of the mice() function for the second imputation can
be seen in following code-fragment.
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1 mice(data , seed = 219,

2 pred = quickpred (imp , mincor = 0.07 , minpuc = 0.8,

3 include = selected_features ),

4 defaultMethod = c(" rfcont "," rfcat "," rfcat "," rfcat "),

5 m = 5, maxit = 50, MaxNWts = 9000 )

The only difference is that by adding the parameter include = selected_features
to the attribute pred, the selected features are used additionally for every imputation
model.

Here, the obtained imputations were also analysed as it has been done before.
With the help of density plots of the imputed and the original values, once again
the quality of the imputations was assessed. The obtained 5 different imputed data
sets then were used for the modelling process.

5.3.7 Dimensionality Reduction

As one objective is to predict the frailty syndrome with a subset of features, which
are highly predictive, the most predictive features were determined using feature
ranking methods. Further, the obtained results were compared with the suggested
factors from the doctors of the Toledo study, which are listed below.

Factors associated with and increased prevalence or incidence of frailty:

• Older age

• Female

• Lower educational level

• Depression

• Sedentariness

• Some chronic diseases (Diabetes, Ischemic Heart Disease, COPD. Heart Fail-
ure, Cognitive Impairment/Dementia, osteoarthritis)

• Multiple comorbidities (≥ 3 chronic diseases)
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• Low income

There are also some protective variables:

• Physical exercise

• Vitamin D

• Protein calorie supplementation

• Mediterranean diet

• Reduction of multiple medications (polypharmacy 5 or more)

• Stopping to smoke

• Reduction of alcohol consumption

Risks of adverse outcomes are:

• Disability

• Falls

• Hospitalization

• Permanent institutionalization

• Death

Prognostic indicators in chronic diseases and surgery:

• Diabetes

• COPD

• Hypertension

• Chronic kidney disease

• Heart failure

• Oncology

• Major cardiac and abdominal surgery
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Feature Selection

In order to make just use of the features which are indeed predictive and therefore
beneficial for the final predictive model in terms of performance, different feature
selection methods were considered. Finally, it was decided to use the Boruta algo-
rithm. For further explanation and description see section (4.2.4).

Implementation The R package Boruta was used to perform feature selection on
the data set using a random forest wrapper method. This selection was done with
regard to the categorical target variable frailty.

Procedure At first, the features which are directly related to the target variable
representing the frailty status (FRAGIL) were excluded from these process as it
was the goal to use features, which could rather be used for a prediction than for a
direct diagnosis. Among these features are those related to Fried’s questions (Fried
et al., 2001) for determining the frailty score (binarized weight loss ppeso, binarized
exhaution exhaustion, binarized physical activity score pasefrag, binarized needed
time to walk marchafragil, binarized grip strength fuerzafragil) and those, which
were used to determine or calculate them. This includes: numeric grip strength in
kg (fuerza1a), number of times the patient is able to stand up from the chair in a
time of 30 seconds (used for determining exhaustion, called silla), needed time to
walk: needed seconds for a distance of 3m (marcha) and numeric physical activity
score for elderly (pasetotal). The feature used for determining weight loss was not
contained in the data set.

For each imputed data set the feature selection process using the Boruta algo-
rithm was executed. For the sake of obtaining reliable and stable results, the method
was configured to use 1000 trees for the random forest algorithm and to perform
1000 runs in order to avoid so called tentative results. At the end, 5 different sets
of selected features were present. The finally chosen selected features were those,
which appeared at least 3 times in the 5 different Boruta sets. The complete feature
selection process, which begins after the first executed imputation procedure and
provides the selected features for the second imputation, is shown in 5.13.
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Figure 5.13: This figure shows the overall feature selection process. At first,
the Boruta algorithm is applied on each imputed data set. Then,
the 5 different selected feature sets are compared and features
which appear in 3 or more selected sets are chosen for the final
feature set.

Results In figure 5.14 the result of the feature selection is presented. The variables
are ordered by importance, the rejected ones are coloured red, the selected ones
green and those, for which no decision could be made, are yellow. All the importance
measures of the features were compared to randomly permuted copies of themselves,
so called shadow attributes. The Z Score of the most important shadow attribute
was used as separator between selected and rejected features. Features where no
decision could be made were marked tentative and coloured yellow.

By using the function TentativeRoughFix those features, with a median impor-
tance higher than the maximal one of the shadow attributes, were selected and the
others rejected. This is a simple test for judging these tentative attributes. Tenta-
tive attributes could also be resolved by increasing the number of importance runs
of the Boruta algorithm. That is why instead of the default 100 runs, 1000 runs
were used. The finally selected features can be seen in table 5.4.

After the feature selection, the obtained final variables were used for another
imputation round. As suggested by Buuren and Groothuis-Oudshoorn (2011), the
features which are powerful in terms of predictiveness should always be used in the
imputation for each feature. That is why they all were included in each imputation
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Figure 5.14: This image shows the attributes and their importance measure,
by which they were selected (green) or rejected (red). This deci-
sion was made by comparing their importance measure to ran-
domly permuted copies of themselves, the so called shadow at-
tributes (Kursa et al., 2010). Features which could neither be
selected nor rejected were marked tentative (yellow).

model.

Interpretation The selected feature set shown in 5.4 seems to be the most useful
subset of features in the given data, regarding binary frailty classification. Interest-
ingly p40falc is also part of these well-suited predictors. This variable represents
the blood alkaline phosphatase level in U/L. Less surprising is that age (hi8) is also
among these features. Also the height of a person (altura1) seems to be predictive.
The known frailty related variables representing depression (Depression, gdstotal,
ys2, ys4) and polypharmacy (polypharmacy, num_drug) do also appear in the se-
lected set. The variableMS_score, which combines 5 questions about mobility and
was derived in this work, can also be found. Further, Mobility Scale related variables
are also present (em2a, em3, em4a, em5). Question-features from the Mini-Mental-
State-Examination (mmse2008, cognitive_impairment -_MMSE_educative_level,
enpmem2), the Instrumental Activities of Daily Living questionnaire (lawton2008,
lw1, lw2, lw3, lw4, lw5, lw6) and the Activities of Daily Living questionnaire
(katz2008, k1) seem also be very predictive. Also features reflecting the self-reported
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Selected Features Description Type
altura1 Height (cm) numeric
cognitive_impairment_MMSE_educative_level Presence of cognitive impairment binary
Depression Presence of depression binary
em2a Mobility Scale follow-up question (tiredness when going out) binary
em3 Mobility Scale question (stair-climbing ability) binary
em4a Mobility Scale follow-up question (tiredness when walking outside) binary
em5 Mobility Scale question (walking outside ability) binary
enpmem2 MMSE follow-up question (remembering objects ability) categorical
gdstotal Total GDS binary
hi8 Age in years numeric
k1 ADL question (difficulty washing) categorical
ktaz2008 Number of ADL abilities numeric
lawton2008 Number of IADL abilities numeric
lw1 IADL question (difficulty using telephone) categorical
lw2 IADL question (difficulty shopping) categorical
lw3 IADL question (difficulty cooking) categorical
lw4 IADL question (difficulty doing light housework) categorical
lw5 IADL question (difficulty doing heavy housework) categorical
lw6 IADL question (difficulty using public transportation) categorical
mmse2008 Total MMSE score numeric
MS_score Sum of mobility score main features (em1,em2,em3,em4,em5) numeric
num_drug Number of drugs (drug intake) numeric
p40falc Alkaline phosphatase [U/L] numeric
polypharmacy Presence of polypharmacy binary
ps1 Self-reported health status categorical
ps3 Self-reported health status compared to people the same age categorical
ps6 Capacity of dealing with problems categorical
ps7 Capacity of dealing with tasks categorical
ys2 GDS question (dropped activity of interests) binary
ys4 GDS question (boredom) binary
reum1 Presence of joint inflammation (>4 weeks in a row) categorical

Table 5.4: Obtained final selection of features using the Boruta algorithm
and a voting system. When a feature was selected by the Boruta
algorithm in at least 3 different imputed data sets (out of 5), it was
included in the final selection. In total 33 features were selected
for the binary classification problem (non-frail/frail).

health-status were selected (ps1, ps3, ps6, ps7). Further, a feature reflecting a ques-
tion regarding rheumatic disease (reum1) appears in the final selection.

5.4 Modelling and Evaluation

Once data had been prepared, the following step was to build predictive models.
As can be seen in the sections to come, different techniques have been applied.
Later the received results have been compared and validated. In what follows, one
can find the model settings (section 5.4.1), the data set preparation (section 5.4.2),
the modeling and validation schema (section 5.4.3), the model performance (section
5.4.4) and lastly the evaluation of the models (section 5.4.5).
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5.4.1 Classification Model Settings

As learning algorithms for the predictive models the Naïve Bayes (NB) algorithm,
classification and regression trees (CART), bagging CART, C5.0, random forest
(RF), support vector machines (SVM) and linear discriminant analysis (LDA) were
used. The different algorithms were implemented in the R environment using differ-
ent third party packages, which are listed below. Further, changed configurations,
which differ from the default settings are described in this listing.

Naïve Bayes

The Naïve Bayes classifier naiveBayes of the R package e1071 was used in its
standard configuration.

CART

The classification and regression tree algorithm tree of the same titled R package
was used in it’s standard configuration.

Bagging CART

The bagging CART implementation bagging from the R package ipred lead to the
best results, when using 55 bootstrap replications.

C5.0

The best accuracy for the C5.0 algorithm (from the R package C50 ) could be
achieved using 50 iterations for the multiclass classification and 55 iterations for
the binary classification.

Random Forest

The best accuracy in the random forest implementation "randomForest" from the
R package with the same name was achieved, using 1000 trees, no replacements
in the inner sampling of cases and 5 as number of variables randomly sampled as
candidates at each split.
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Support Vector Machines

The best setting for this algorithm was using as type the C-classification, as kernel
the radial basis function and as tolerance of termination criterion the value 10−3.
The degree was set to 3, the ‘C’-constant of the regularization term in the Lagrange
formulation was set to 10 and the gamma of the radial basis function was set to
0.07.

Linear Discriminant Analysis

This method from the R package MASS was used in its standard configuration.

5.4.2 Data Set Preparation

In order to utilize the data in the best way, it has been shown that sometimes it
is beneficial for the performance of the learning algorithms to transform the data
to different ranges and also to change the distribution. This was also considered in
this work and therefore, every algorithm was used on the z-score standardized, the
Min-Max normalized and the raw data set. Where the raw form represents the data
after completion of the preprocessing phases.

Standardized z-scores The standardized form represents the data after building
the standardized z-scores, using the formula 5.5. Here x represents the raw value,
µ the mean of all the values of the feature and σ the standard deviation of all the
values of the feature. This formula is applied to each value xi and as a result the
standardized feature has a mean of 0 and a standard deviation of 1.

z(xi) = xi − µ
σ

(5.5)

Min-Max Normalization Min-Max normalization is a method where the values
of the data are transferred into a range of [0, 1]. Where the lowest appearing value
xmin is set to zero and the maximal value xmax is set to 1. The used formula is
shown in equation 5.6. Here each value xi is Min-Max normalized using its current
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value, xmin and xmax.
mm(xi) = xi − xmin

xmax − xmin

(5.6)

For each learning algorithm the 3 aforementioned differently prepared data set
variants were used and the resulting performances were compared. Then for each
algorithm the variant which leads to the best performance was chosen. The results
can be seen in table 5.5.

Learning algorithm raw form z-score standardization Min-Max normalization
Naïve Bayes X
CART X
Bagging CART X
C5 X
Random forest X
Support vector machines (RBF Kernel) X
Linear discriminant analysis X

Table 5.5: Selected data preparation for each algorithm: Here the data prepa-
ration form, which leads to the best performance, is marked with
X.

5.4.3 Modeling and Validation Schema

After preparing the data for the modeling phase, the next step was building the
models and validating them. In image 5.15 the procedure for modelling and eval-
uating is presented. At the beginning each obtained imputed data set is used to
build the different models (e.g., RF, DT, SVM), which are tested in a cross-fold
validation setup. The resulting performance measure values of each model for each
imputation are then compared and the one with the overall best performance is
chosen as final model. Therefore, 5 different final models are obtained at the end.
Afterwards they can be used as a ensemble classifier, which provides one result for
new unseen instances.

In order to evaluate the out of sample error of the built models, as mentioned
before, 10-fold cross-validation was performed. Due to the fact that the classes are
imbalanced, a stratification technique was implemented. The scheme can be seen
in figure 5.16. At first, the observations were split according to their frailty status
(2 classes). Afterwards, the 10 folds were created separately for each class and then
fused according to the fold-number. The observations were chosen randomly.

By using multiple 10-fold cross-validations, a first estimate of the generalization
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Figure 5.15: This image shows the general procedure. Firstly, models are
built using the 5 different obtained imputed data sets. Secondly,
the models are evaluated in a cross-fold validation setup. The
resulting performance measure values (e.g. accuracy, sensitivity,
specificity) are then combined in one final result, by averaging
the 5 different results.

Figure 5.16: This image shows the stratification procedure. First the data was
split according to the frailty classes frail and non-frail. Then for
each class 10 folds were created. Afterwards the folds were fused
together according to the fold number and as a result, 10 folds
were available and the original class distribution was retained.

error is obtained. Though, according to Bellazzi et al. (2011) this is hardly sufficient,

115



so following their recommendation the prediction performance should also be tested
on a independent data test set. Unfortunately, the provided additional data set by
the Getafe Hospital does not contain the same here selected features.

As for the modelling phase the 5 different imputed data sets were considered, 5
different best performing classifiers were obtained. Thus, the final predictive model
is, as mentioned before, an ensemble classifier, which can be used on new unseen
instances. The final predicted class is the result of the 5 different votes, where each
vote is the corresponding classification result of each model.

5.4.4 Model Performance

The model performances were obtained by averaging each performance measure for
the 10 different 10-fold cross-validation setups. The obtained results can be seen in
table 5.6. For each performance measure, the over the folds averaged value including
the standard deviation is shown. The highest obtained value for each performance
category is marked in bold.

5.4.5 Evaluation

For this research two different evaluations are required. First, the analyses of the
performances of the models (see section 5.4.5) and later, the analysis of how the
models actually fit the business goals (see section 5.4.5).

Analysis of the Model Performances

The overall best performances in nearly all measures have Random Forest and SVMs
with a radial basis function as kernel. Followed by bagging CART, LDA, C5 and
CART. Striking is the high obtained specificity and precision of the Naïve Bayes
classifier, while it performs very poorly in the other measures. In this case specificity
represents the ratio of predicted real non-frail patients to all non-frail patients. Thus,
this classifier shows an extraordinary performance in the task of detecting non-frail
patients. The highest values for accuracy and AUC are always achieved by Random
Forest and SVMs, which do not differ significantly in their results. The highest
scores in table 5.6 in each category for each imputation are marked in bold. The
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Imputation 1
Prediction method Accuracy AUC Sensitivity Specificity Precision F_1-Score
Naive Bayes 73.20 ± 5.97% 0.756 ± 0.052 0.656 ± 0.102 0.856 ± 0.079 0.885 ± 0.054 0.749 ± 0.067
CART 72.77 ± 5.20% 0.710 ± 0.061 0.782 ± 0.108 0.639 ± 0.168 0.789 ± 0.065 0.778 ± 0.049
Bagging CART 75.51 ± 7.16% 0.731 ± 0.070 0.830 ± 0.086 0.633 ± 0.084 0.786 ± 0.048 0.806 ± 0.060
C5 77.83 ± 7.13% 0.752 ± 0.086 0.860 ± 0.056 0.644 ± 0.164 0.804 ± 0.075 0.829 ± 0.051
Random forest 77.64 ± 5.62% 0.755 ± 0.053 0.844 ± 0.089 0.667 ± 0.087 0.806 ± 0.041 0.823 ± 0.050
Support vector machines (RBF Kernel) 77.64 ± 6.55% 0.762 ± 0.065 0.824 ± 0.09 0.700 ± 0.099 0.819 ± 0.053 0.819 ± 0.057
Linear discriminant analysis 75.11 ± 5.34% 0.739 ± 0.042 0.789 ± 0.096 0.689 ± 0.047 0.805 ± 0.023 0.795 ± 0.055

Imputation 2
Prediction method Accuracy AUC Sensitivity Specificity Precision F_1-Score
Naive Bayes 72.78 ± 6.47% 0.750 ± 0.059 0.656 ± 0.109 0.844 ± 0.094 0.878 ± 0.063 0.745 ± 0.072
CART 70.89 ± 5.94% 0.699 ± 0.057 0.741 ± 0.098 0.656 ± 0.104 0.781 ± 0.047 0.757 ± 0.058
Bagging CART 75.11 ± 6.59% 0.729 ± 0.072 0.820 ± 0.089 0.639 ± 0.134 0.792 ± 0.066 0.802 ± 0.054
C5 77.39 ± 7.35% 0.745 ± 0.093 0.867 ± 0.057 0.622 ± 0.192 0.797 ± 0.082 0.828 ± 0.050
Random forest 77.01 ± 6.65% 0.752 ± 0.064 0.827 ± 0.101 0.678 ± 0.101 0.809 ± 0.052 0.815 ± 0.060
Support vector machines (RBF Kernel) 77.63 ± 7.01% 0.761 ± 0.071 0.827 ± 0.085 0.694 ± 0.102 0.816 ± 0.057 0.820 ± 0.060
Linear discriminant analysis 76.14 ± 5.15% 0.752 ± 0.046 0.792 ± 0.081 0.711 ± 0.057 0.817 ± 0.032 0.803 ± 0.050

Imputation 3
Prediction method Accuracy AUC Sensitivity Specificity Precision F_1-Score
Naive Bayes 73.41 ± 5.64% 0.757 ± 0.057 0.664 ± 0.083 0.849 ± 0.102 0.885 ± 0.069 0.755 ± 0.056
CART 73.21 ± 5.75% 0.728 ± 0.07 0.746 ± 0.064 0.709 ± 0.14 0.815 ± 0.067 0.776 ± 0.045
Bagging CART 78.28 ± 3.92% 0.764 ± 0.057 0.841 ± 0.058 0.688 ± 0.148 0.823 ± 0.062 0.828 ± 0.026
C5 74.06 ± 7.12% 0.709 ± 0.089 0.837 ± 0.057 0.581 ± 0.181 0.774 ± 0.073 0.802 ± 0.048
Random forest 77.62 ± 6.65% 0.762 ± 0.076 0.820 ± 0.068 0.704 ± 0.134 0.824 ± 0.068 0.820 ± 0.052
Support vector machines (RBF Kernel) 79.32 ± 5.00% 0.779 ± 0.056 0.838 ± 0.049 0.720 ± 0.09 0.833 ± 0.048 0.834 ± 0.040
Linear discriminant analysis 78.47 ± 4.77% 0.773 ± 0.051 0.821 ± 0.059 0.726 ± 0.085 0.833 ± 0.045 0.825 ± 0.040

Imputation 4
Prediction method Accuracy AUC Sensitivity Specificity Precision F_1-Score
Naive Bayes 72.78 ± 5.89% 0.750 ± 0.061 0.657 ± 0.083 0.843 ± 0.111 0.881 ± 0.075 0.749 ± 0.057
CART 71.26 ± 5.83% 0.697 ± 0.053 0.762 ± 0.095 0.631 ± 0.083 0.774 ± 0.043 0.765 ± 0.058
Bagging CART 76.38 ± 5.77% 0.747 ± 0.069 0.817 ± 0.076 0.676 ± 0.147 0.812 ± 0.065 0.811 ± 0.046
C5 74.25 ± 7.13% 0.712 ± 0.085 0.837 ± 0.057 0.587 ± 0.157 0.774 ± 0.07 0.803 ± 0.052
Random forest 76.99 ± 5.90% 0.755 ± 0.069 0.817 ± 0.069 0.693 ± 0.136 0.819 ± 0.067 0.815 ± 0.046
Support vector machines (RBF Kernel) 78.47 ± 5.14% 0.771 ± 0.057 0.827 ± 0.053 0.714 ± 0.092 0.829 ± 0.049 0.827 ± 0.041
Linear discriminant analysis 78.06 ± 5.39% 0.772 ± 0.057 0.807 ± 0.061 0.737 ± 0.091 0.837 ± 0.049 0.820 ± 0.045

Imputation 5
Prediction method Accuracy AUC Sensitivity Specificity Precision F_1-Score
Naive Bayes 73.41 ± 5.45% 0.756 ± 0.053 0.664 ± 0.088 0.849 ± 0.098 0.885 ± 0.066 0.754 ± 0.057
CART 71.67 ± 7.79% 0.702 ± 0.087 0.762 ± 0.100 0.642 ± 0.166 0.786 ± 0.089 0.769 ± 0.066
Bagging CART 76.79 ± 4.69% 0.749 ± 0.053 0.827 ± 0.071 0.671 ± 0.115 0.809 ± 0.049 0.815 ± 0.039
C5 75.31 ± 4.08% 0.726 ± 0.055 0.837 ± 0.065 0.615 ± 0.138 0.787 ± 0.055 0.808 ± 0.030
Random forest 78.03 ± 5.10% 0.764 ± 0.060 0.830 ± 0.073 0.698 ± 0.129 0.824 ± 0.061 0.824 ± 0.041
Support vector machines (RBF Kernel) 78.47 ± 5.39% 0.771 ± 0.059 0.827 ± 0.055 0.714 ± 0.092 0.828 ± 0.049 0.827 ± 0.043
Linear discriminant analysis 77.62 ± 5.35% 0.769 ± 0.058 0.800 ± 0.063 0.737 ± 0.102 0.836 ± 0.054 0.816 ± 0.045

Table 5.6: 10-fold cross-validation results for the binary classification models
for each imputed data set, working with the two classes non −
frail and frail. The highest obtained value for each performance
category is marked in bold.

variation of the results between the different imputed data sets is also very small,
which indicates that also the variation of the imputed values is small. For example,
the accuracy of SVM averaged over all imputed data sets is 78.31 ± 0.70%. The
standard deviation is not even one percent. The RF algorithm performed slightly
inferior with an averaged accuracy of 77.46 ± 0.45%. Here the standard deviation
is below a half percent.
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Analysis of the Business Goal Compliance

The data mining goals, which were derived from the business goals, described in
section 5.1.1 are now checked for compliance with the results. Regarding the finding
of suitable predictors/"biomarkers" it can be said that such have been found. They
seem to be consistent with known frailty risk factors or preventive factors found
by the medical community. Interesting seems to be the finding that the feature
p40falc, representing blood alkaline phosphatase level in U/L, is highly predictive.
This certainly requires some follow up investigations, as this could possibly be a
new biomarker for frailty detection. The doctors said that this variable is probably
a good predictor, because it gives information about inflammation processes in the
body. They are already investigating it, in the scope of the FRAILOMIC initiative
(Lippi et al., 2015), which is a research project aiming to identify the factors that
turn frailty into disability. The doctors conformed that the found biomarkers are
related to frailty. They commented also on the missingness of the gender feature.
According to them, it’s one of the important markers for determining frailty and
they were surprised that it did not appear in the final predictor set. It is possible
that the feature selection algorithm found this variable to be redundant and that
the contained information is already provided by other features. The variable height
is, for example, highly correlated to the gender variable (correlation coefficient =
0.725).

The built models achieved an accuracy of more than 78% for binary classifica-
tion of the frailty syndrome, without using features, which are directly related to
the target or used to build it (see Fried’s frailty criteria and stages (Fried et al.,
2001)). The results show, that it is feasible to build predictive models for the frailty
syndrome using data from electronic health records.
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6. Discussion and Lessons Learned

In what follows, the methodology, obtained results and insights are discussed.

Overall, CRISP-DM has been successfully applied in a real medical environment.
It has been shown that the integration of doctors in the CRISP-DM loop (data
understanding, data preparation, modeling and validation phase) seems to be highly
beneficial for the obtained models, in terms of validity, robustness and accuracy.

In particular, concerning the business understanding, the problem of frailty as
described by the physicians, has been translated into sophisticated data mining
tasks.

However, prior to being able to apply data mining techniques to the raw data
(that is to say, the data provided by the physicians) it had to be understood, cleaned
and prepared in order to be the input for the different data mining algorithms.
Consequently, in the data understanding phase statistics, clustering methods and
different visualisation techniques have been applied in order to understand the data,
to find null values, to detect outliers and to find underlying correlations and rela-
tionships.

Further, a deeper understanding was acquired through the help of doctors and
by consulting literature. The analysis of all the features helped to determine their
particular importance in the frailty prediction. The application of the ontology-
based PCA approach described by Wartner et al. (2016) was able to deliver some
insights which were further investigated.

Following the data understanding, the data had to be prepared. On the one
hand to clean inconsistencies detected in the previous stage and on the other to
include semantics given by doctors. Further, multiple estimates for missing values
were computed using imputation methods. As the final step of this stage, tables
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were produced which serve as an input for the algorithms.

Moreover, it has been shown that this phase is of highest importance and has
proven to be the most time-consuming part. Performed manipulations in this phase
had a high impact on the results regarding quality and accuracy. Especially the
imputation of null values was a complex and difficult task, given that deriving valid
and probable estimates while trying to establish a valid model became apparent as
very hard to achieve.

Using a random forest wrapper based feature selection method, potential pre-
dictors were identified. Further, previously known predictors for frailty, from the
medical community, could be used to validate the built model and vice versa, the
feature selection process confirmed their predictability. The present work has identi-
fied potential biomarkers for frailty prediction, which were conformed by the doctors.
Most of the found predictors are variables describing the mobility, the mental state
and the capability of performing daily tasks. According to the doctors, the variable
describing the gender of each patient should be a predictor. However, the final pre-
dictor set does not contain the gender variable which could be due to redundancy.
Maybe the contained information is covered by other variables such as height, which
correlates strongly with gender. The feature selection algorithm may have discarded
gender because of this. This manifests that further analysis with a bigger population
is required in order to understand the role of this variable in particular but also for
all the found potential predictors.

A very interesting finding seems to be that the feature representing the alkaline
phosphatase levels was also found to be a suitable predictor. Given that it is a
marker for inflammation this was also considered as plausible by the doctors. This
feature is currently also being investigated by the FRAILOMIC initiative, which has
the goal to find factors that are responsible for turning frailty into disability.

Predictive models, using the predictors obtained in the previous mentioned step,
were built in order to predict frailty in patients. It was decided to derive a binary
classifier which could predict the presence of frailty. The two classes are non-frail
and frail. The classes pre-frail and frail from the original multiclass problem were
fused to the class frail in order to work on a binary classification problem.

The main goal was to demonstrate that data mining and knowledge discovery
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tools can be fruitfully applied in the frailty domain, which has been done in the
scope of this thesis.

As a clear issue, the lack of enough data in order to build even more sophisticated
and precise models remains.
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7. Conclusions

In this thesis the feasibility of applying data mining techniques in order to extract
models for frailty prediction using EHRs from patients some of which are frail, has
been analysed.

From the work developed, it has been shown that in fact it is possible to extract
meaningful patterns. Further, the importance of data preparation and data under-
standing for the successful extraction of predictive patterns has been demonstrated.
Besides, it has been shown, that this is only feasible with the combined effort of the
doctors and the data scientists.

Despite the importance of intelligent algorithms to extract the patterns, in this
thesis we have additionally shown the paramount importance of pre-processing.
Without a modest amount of effort in this phase, a reliable prediction model can
not be built. Therefore, investing a lot of work in this phase proved to be highly
beneficial in terms of accuracy and reliability of the obtained predictions.

Albeit the results seem to be very promising, for them to have more impact, it
would be required to analyze a bigger cohort and to further validate the results with
a different cohort of patients.
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8. Future Work

This thesis has contributed towards the possibility of obtaining predictive models
that can anticipate the onset of a disease. In particular, the problem of frailty has
been analyzed in this work. However, for these models to be a reality, some work
still needs to be done. This thesis opens new lines of research which will be reviewed
in what follows.

8.1 Data View

Several issues make getting medical data still a hard task today. On the one hand,
problems related to legal issues and all the issues concerning privacy and confiden-
tiality and on the other hand, the problem of interoperability of systems make it
difficult to have a complete view of the patient or to integrate data from different
services at the hospital. Besides, one cannot forget the effort of obtaining a complete
cohort of patients from which we can extract results. Consequently, in this thesis we
would only analyze a cohort of 474 patients for which 284 variables were available.
It would be desirable to have a bigger sample, so that results would become more
significant and validations would be possible in different cohorts.

8.2 Technical View

Another future goal could be the automatic imputation of missing values in the
EHRs, as it is a crucial but very time-consuming and complex part. It would also
be interesting to determine and to analyse the best algorithm depending on the size
of the data set. In this thesis the main focus was to show that data analysis is
possible rather than showing which methods are the most efficient. Consequently,
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in future work the feature selection process should be repeated once data of more
patients is available.

All in all, one remaining task is removing step by step the expert from the deep
processes of the data analysis pipeline by further developing the autonomy of the
system. Another remaining task could be building a multi-class classification model
for all 3 Fried stages (non-frail, pre-frail and frail) as in this work only the binary
classification problem (frail/non-frail) was considered.

8.3 Medical View

Among the 284 features which were analyzed in this thesis, some potential predic-
tor variables were not considered. In particular, the available information about
medication intake (types of drugs, combination, etc.), which was not used in this
work, could also be included in further investigations. As there are more parame-
ters from the 2nd and 3rd clinical study waves on the way, future work could also
focus on temporal analysis in order to be able to predict the evolution of patients
regarding the frailty syndrome. All the available variables could be further, even
more exhaustively, analyzed regarding their predictive potential. Moreover, the cur-
rently available data set may be enriched by nutritional and urinary data, as they
potentially contain biomarkers of interest.
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A. Appendix

A.1 Data Understanding

A.1.1 Tables

Attribute name Values
expected Description Type How and when was it

recorded?

ppeso 0,1 Fried criterium: weight loss >10 lbs. in past
yr categorical calculated by hospital 2008

exhaustion 0,1 Fried criterium: exhaustion >=3days in past
week categorical calculated by hospital 2008

pasefrag 0,1 Fried criterium: PASE <=20 percentile categorical calculated by hospital 2008

marchafragil 0,1 Fried criterium: time to walk >=80th per-
centile categorical calculated by hospital 2008

fuerzafragil 0,1 Fried criterium: grip strength <=20th per-
centile categorical calculated by hospital 2008

fragil 0,1,2 Frail status according to Fried scale categorical calculated by hospital 2008

ppeso_2013 0,1 Fried criterium: weight loss >10 lbs. in past
yr categorical calculated by hospital 2013

exhaustion_2013 0,1 Fried criterium: exhaustion >=3days in past
week categorical calculated by hospital 2013

pasefrag_2013 0,1 Fried criterium: PASE <=20 percentile categorical calculated by hospital 2013

marchafragil_2013 0,1 Fried criterium: time to walk >=80th per-
centile categorical calculated by hospital 2013

fuerzafragil_2013 0,1 Fried criterium: grip strength <=20th per-
centile categorical calculated by hospital 2013

fragil2013 0,1,2 Frail status according to Fried scale categorical calculated by hospital 2013

Table A.1: Features from the data set related to the Fried questions for de-
termining the frailty status.
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Attribute
name

Values
expected Description Type How and when was it

recorded?

ys1 yes, no GDS1:Are you basically satisfied with your
life? binary questionnaire answered by

patient 2008

ys2 yes, no GDS2:Have you dropped many of your activ-
ities and interests? binary questionnaire answered by

patient 2008

ys3 yes, no GDS3:Do you feel that your life is empty? binary questionnaire answered by
patient 2008

ys4 yes, no GDS4:Do you often get bored? binary questionnaire answered by
patient 2008

ys5 yes, no GDS5:Are you in good spirits most of the
time? binary questionnaire answered by

patient 2008

ys6 yes, no GDS6:Are you afraid that something bad is
going to happen to you? binary questionnaire answered by

patient 2008

ys7 yes, no GDS7:Do you feel happy most of the time? binary questionnaire answered by
patient 2008

ys8 yes, no GDS8:Do you often feel helpless? binary questionnaire answered by
patient 2008

ys9 yes, no GDS9:Do you prefer to stay at home, rather
than going out and doing new things? binary questionnaire answered by

patient 2008

ys10 yes, no GDS10:Do you feel you have more problems
with memory than most? binary questionnaire answered by

patient 2008

ys11 yes, no GDS11:Do you think it is wonderful to be
alive now? binary questionnaire answered by

patient 2008

ys12 yes, no GDS12:Do you feel pretty worthless the way
you are now? binary questionnaire answered by

patient 2008

ys13 yes, no GDS13:Do you feel full of energy? binary questionnaire answered by
patient 2008

ys14 yes, no GDS14:Do you feel that your situation is
hopeless? binary questionnaire answered by

patient 2008

ys15 yes, no GDS15:Do you think that most people are
better off than you are? binary questionnaire answered by

patient 2008
gdstotal 0-15 GDS: Total Score numeric calculated by hospital 2008
depression yes,no gdstotal>=5 binary calculated by hospital 2008

Table A.2: Features from the data set related to the Geriatric Depression
Scale (GDS) questionnaire.

Attribute name Values
expected Description Type

How and
when was it
recorded?

drug_n_comercial_name Name Drug n commercial name text hospital 2008
drug_n_pa Drug name Drug n Active drug text hospital 2008
drug_n_atc Code Drug n ATC code text hospital 2008

drug_na 1,2,3,NAN How do you take it? 1. continuous; 2. in-
termittent; 3. Sporadic; other NAN categorical hospital 2008

drug_nb 1,2,3,NAN
When did you start to take it? 1. less than
1 month; 2. from 1 month to 1 year; 3.
more than 1 year; other. NAN

categorical hospital 2008

Table A.3: Medication related features from the data set: there are 11 (n =
{1...11}) different drug attribute sets. All have the same format
as in this table.
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Attribute
name

Values
expected Description Type How and when

was it recorded?
Metabolic
system

p1leu 4.5-11 Leucocytes [x109/L] numeric laboratory 2008 immune
p2hema 4-5 Erythrocytes [x1012/L] numeric laboratory 2008 erythrocytes
p3hgb 12-15 Hemoglobyn [g/dL] numeric laboratory 2008 erythrocytes
p4hct 37-47 Hematocrit [%] numeric laboratory 2008 erythrocytes
p5vcm 80-99 Mean Corpuscular Volume (MCV) [fL] numeric laboratory 2008 erythrocytes
p6hcm 27-31 Mean Corpuscular Haemoglobin (MCH) [pg] numeric laboratory 2008 erythrocytes

p7chcm 33-37 Mean Corpuscular Haemoglobin Concentration
(CHCM) [g/dL] numeric laboratory 2008 erythrocytes

p8ade 11.5-14.5 Red Cell Distribution Width (RDW) [%] numeric laboratory 2008 erythrocytes
p9lin 1-5 Lymphocytes [x109/L] numeric laboratory 2008 immune
p10mono 0.4-1.3 Monocytes [x109/L] numeric laboratory 2008 immune
p13eos 0.02-0.6 Eosinophiles [x109/L] numeric laboratory 2008 immune
p14baso 0-0.2 Basophiles [x109/L] numeric laboratory 2008 immune
p15dd <500 D Dimer [µg/L] numeric laboratory 2008 coagulation
p16plaq 120-400 Platelets [x109/L] numeric laboratory 2008 coagulation
p17vpm 7-12 Mean Platelet Volume (MPV) [fl] numeric laboratory 2008 coagulation
p23glu 60-100 Glucose [mg/dL] numeric laboratory 2008 sugars
p24urea 10-71 Urea [mg/dL] numeric laboratory 2008 nephritic
p25acur 2.4-5.7 Uric acid [mg/dL] numeric laboratory 2008 nephritic
p26crea 0.5-0.9 Creatinine [mg/dL] numeric laboratory 2008 nephritic
p27prot 6.4-8.3 Protein [g/dL] numeric laboratory 2008 proteins
p28albu 3.4-4.8 Albumin [g/dL] numeric laboratory 2008 proteins
p30chol 110-230 Cholesterin [mg/dL] numeric laboratory 2008 fats
p31trig 60-200 Triglycerides [mg/dL] numeric laboratory 2008 fats
p32ca 8.4-10.2 Calcium (Ca) [mg/dL] numeric laboratory 2008 minerals
p33p 2.7-4.5 Phosphorus (P) [mg/dL] numeric laboratory 2008 minerals
p34na 132-146 Sodium (Na) [mEq/L] numeric laboratory 2008 minerals
p35k 3.7-5.4 Potassium (K) [mEq/L] numeric laboratory 2008 minerals
p36cl 94-110 Chloride (Cl) [mEq/L] numeric laboratory 2008 minerals

p37got 5-37 Glutamic-Oxaloacetic Transaminase (GOT)
[U/L] numeric laboratory 2008 hepatic

p38gpt 5-40 Glutamic-Pyruvic Transaminase (GPT) [U/L] numeric laboratory 2008 hepatic
p39ggt 5-39 Gamma-Glutamyl Transferase (GGT) [U/L] numeric laboratory 2008 hepatic

p40falc 35-104 Alkaline phosphatase [U/L] numeric laboratory 2008 hepatic /
nephritic

p41ldh 230-530 Lactate dehydrogenase (LDH) [U/L] numeric laboratory 2008 general
p42fe 40-145 Iron (FE) [µg/dL] numeric laboratory 2008 minerals
p43tfrr 200-360 Transferrin [mg/dL] numeric laboratory 2008 general

p44pcrh <9 High-sensitivity C-reactive protein (hs-CRP)
[mg/L] numeric laboratory 2008 cardiac

IGF1 50-300 Insulin like growth factor 1 (IGF1) [ng/mL] numeric laboratory 2008 growth
E2 0-200 17β-estradiol (E2) [pmol/L] numeric laboratory 2008 hormones

Dheas 0-200 Dehydroepiandrosterone sulfate (DHEA-S)
[µg/dL] numeric laboratory 2008 homones

Dhea 0-10 Dehydroepiandrosterone (DHEA) [ng/mL] numeric laboratory 2008 homones
HDL 0-200 High-density lipoprotein (HDL) [mg/dL] numeric laboratory 2008 fats
LDL 0-200 Low-density lipoprotein (LDL) [mg/dL] numeric laboratory 2008 fats
INSULINA 0-2000 Insulin [U/mL] numeric laboratory 2008 sugars

ADMA 50-150 Asymmetric dimethylarginine (ADMA)
[µmol/L] numeric laboratory 2008 proteins

TESTOTOTAL 0-1000 Total testosterone [ng/dL] numeric laboratory 2008 homones
TESTOLIBRE 0-10 Free testosterone [ng/dL] numeric laboratory 2008 homones

Table A.4: Blood related features from the data set.
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Attribute name Values expected Description Type How and when was it
recorded?

k1 111,222,333 WHO activity 6: Any difficulty wash-
ing face and arms? categorical questionnaire answered

by patient 2008

k2 111,222,333 WHO activity 8: Any difficulty dress-
ing and undressing? categorical questionnaire answered

by patient 2008

k3 111,222,333 WHO activity 11: Any difficulty using
the toilet? categorical questionnaire answered

by patient 2008

k4 111,222,333 WHO activity 12: Any difficulty get-
ting in and out of bed? categorical questionnaire answered

by patient 2008

k5 111,222,333
WHO activity 19: Any difficulty con-
trolling urination and bowel move-
ments?

categorical questionnaire answered
by patient 2008

k6 111,222,333
WHO activity 9: Any difficulty eat-
ing (e.g.,holding a fork, cutting food,
drinking from a glass)?

categorical questionnaire answered
by patient 2008

katz2008 0-6 Number of ADL abilities numeric calculated by hospital
2008

k1_2013 1,2,3 WHO activity 6: Any difficulty wash-
ing face and arms? categorical questionnaire answered

by patient 2013

k2_2013 1,2,3 WHO activity 8: Any difficulty dress-
ing and undressing? categorical questionnaire answered

by patient 2013

k3_2013 1,2,3 WHO activity 11: Any difficulty using
the toilet? categorical questionnaire answered

by patient 2013

k4_2013 1,2,3 WHO activity 12: Any difficulty get-
ting in and out of bed? categorical questionnaire answered

by patient 2013

k5_2013 1,2,3
WHO activity 19: Any difficulty con-
trolling urination and bowel move-
ments?

categorical questionnaire answered
by patient 2013

k6_2013 1,2,3
WHO activity 9: Any difficulty eat-
ing (e.g.,holding a fork, cutting food,
drinking from a glass)?

categorical questionnaire answered
by patient 2013

katz2013 0-6 Number of ADL abilities categorical calculated by hospital
2013

Table A.5: Activities of Daily Living questionnaire (ADL) related features
from the data set.
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Attribute name Values expected Description Type How and when was it
recorded?

lw1 111,222,333,444 WHO activity 20: Any difficulty using
the telephone? categorical questionnaire answered

by patient 2008

lw2 111,222,333,444 WHO activity 5: Any difficulty shop-
ping daily for basic necessities? categorical questionnaire answered

by patient 2008

lw3 111,222,333,444 WHO activity 10: Any difficulty cook-
ing a simple meal? categorical questionnaire answered

by patient 2008

lw4 111,222,333,444,555
WHO activity 13: Any difficulty do-
ing light housework (e.g., doing dishes,
light cleaning)?

categorical questionnaire answered
by patient 2008

lw5 111,222,333
WHO activity 14: Any difficulty doing
heavy housework (e.g., washing win-
dows, floor)?

categorical questionnaire answered
by patient 2008

lw6 111,222,333,444,555 WHO activity 22: Any difficulty using
public transportation? categorical questionnaire answered

by patient 2008

lw7 111,222,333 WHO activity 23: Any difficulty taking
medications correctly? categorical questionnaire answered

by patient 2008

lw8 111,222,333 WHO activity 24: Any difficulty man-
aging home finances? categorical questionnaire answered

by patient 2008

lawton2008 0-8 Number of IADL abilities (0-8) numeric calculated by hospital
2008

lw1_2013 1,2,3,4 WHO activity 20: Any difficulty using
the telephone? categorical questionnaire answered

by patient 2013

lw2_2013 1,2,3,4 WHO activity 5: Any difficulty shop-
ping daily for basic necessities? categorical questionnaire answered

by patient 2013

lw3_2013 1,2,3,4 WHO activity 10: Any difficulty cook-
ing a simple meal? categorical questionnaire answered

by patient 2013

lw4_2013 1,2,3,4,5
WHO activity 13: Any difficulty do-
ing light housework (e.g., doing dishes,
light cleaning)?

categorical questionnaire answered
by patient 2013

lw5_2013 1,2,3
WHO activity 14: Any difficulty doing
heavy housework (e.g., washing win-
dows, floor)?

categorical questionnaire answered
by patient 2013

lw6_2013 1,2,3,4,5 WHO activity 22: Any difficulty using
public transportation? categorical questionnaire answered

by patient 2013

lw7_2013 1,2,3 WHO activity 23: Any difficulty taking
medications correctly? categorical questionnaire answered

by patient 2013

lw8_2013 1,2,3 WHO activity 24: Any difficulty man-
aging home finances? categorical questionnaire answered

by patient 2013
lawton2013 0-8 Number of IADL abilities categorical physician 2013

Table A.6: Instrumental Activities of Daily Living (IADL) questionnaire re-
lated features from the data set
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Attribute name Values expected Description Type How and when was it
recorded?

alch1 0-8 How many drinks do you have? categorical questionnaire answered
by patient 2008

alch1a1 N+ how many glasses of wine do you drink
daily? numeric questionnaire answered

by patient 2008

alch1a2 N+ how many glasses of beer do you drink
daily? numeric questionnaire answered

by patient 2008

alch1a3 N+ how many glasses of spirits do you
drink daily? numeric questionnaire answered

by patient 2008

alch1b 0-age For how many years? numeric questionnaire answered
by patient 2008

alch2 yes,no did you drink previously? binary questionnaire answered
by patient 2008

alch2a 1-5 Kind of drinker categorical questionnaire answered
by patient 2008

alch2b 1-8 Starting age categorical questionnaire answered
by patient 2008

alch2c 1-8 Ending age categorical questionnaire answered
by patient 2008

tab1 1-4 Have you smoked at least 100 cigarettes
in your entire life? categorical questionnaire answered

by patient 2008

tab1a 1-3 If yes, Did you smoke cigarettes daily,
occasionally, or not at all? categorical questionnaire answered

by patient 2008

tab1a1 1-3 Do you smoke actually? categorical questionnaire answered
by patient 2008

tab1a1a 1-8 If not, How many time have you
stopped smoking? categorical questionnaire answered

by patient 2008

tab1a3 0-age For how many years did you smoke? numeric questionnaire answered
by patient 2008

@1_year_smoker yes, no smoker for at least one year binary physician 2008
current_smoker yes, no current smoker binary physician 2008

Table A.7: Consumption related features from the data set.

Attribute name Values expected Description Type How and when was it
recorded?

fuerza1a 0-60
Muscle strength (upper) with dy-
namometer: hand grip dominant limb
(kg)

numeric physician 2008

peso1 30-200 Weight (kg) numeric physician 2008
altura1 120-220 Height (cm) numeric physician 2008
ppca 20-200 Anthropometry: hip perimeter (cm) numeric physician 2008

pasetotal 0-400+ Physical activity scale for elderly score numeric questionnaire answered
by patient 2008

codigo01 alive,death Dead at follow up? binary physician 2008

Table A.8: Physique related features from the data set.
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Attribute name Values expected Description Type How and when was it
recorded?

ccv1 yes,no Myocardial infarction / Heart attack
(self reported)+E148 binary questionnaire answered

by patient 2008

ccv2 yes,no Congestive heart failure (self reported) binary questionnaire answered
by patient 2008

ccv4 yes,no Angina pectoris (self reported) binary questionnaire answered
by patient 2008

ccv6 yes,no Hypertension (self-report,drugs,BP
tests) binary questionnaire answered

by patient 2008

ccv8 yes,no Diabetes mellitus (self reported, drugs) binary questionnaire answered
by patient 2008

cv1cv4 yes,no Myocardial infarction / Heart attack
(self reported)/angina pectoris binary questionnaire answered

by patient 2008
charlsonindex 0-37 Charlson co-morbidity index categorical physician 2008

Table A.9: Comorbidity related features from the data set.
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Attribute
name

Values
expected Description Type How and when was it

recorded?

enpot1 0,1,NaN What day of the week is this? (MMSE question) categorical questionnaire answered
by patient 2008

enpot2 0,1,NaN What is today’s date? (MMSE question) categorical questionnaire answered
by patient 2008

enpot3 0,1,NaN What month is this? (MMSE question) categorical questionnaire answered
by patient 2008

enpot4 0,1,NaN What year is this? (MMSE question) categorical questionnaire answered
by patient 2008

enpot6 0,1,NaN Which season is this? (MMSE question) categorical questionnaire answered
by patient 2008

enpol1 0,1,NaN
IN HOME: What is the street address of this house?
// IN FACILITY: What is the name of this building?
(MMSE question)

categorical questionnaire answered
by patient 2008

enpol2 0,1,NaN IN HOME: What room are we in? // IN FACILITY:
What floor are we on? (MMSE question) categorical questionnaire answered

by patient 2008

enpol3 0,1,NaN What city/town are we in? (MMSE question) categorical questionnaire answered
by patient 2008

enpol4 0,1,NaN What province are we in? (MMSE question) categorical questionnaire answered
by patient 2008

enpol5 0,1,NaN What county are we in? (MMSE question) categorical questionnaire answered
by patient 2008

enpmem1a 1,2,3,4,NaN

SAY: I am going to name three objects. When I am
finished, I want you to repeat theM. Remember what
they are because I am going to ask you to name them
again in a few minutes. // Say the following words
slowly at 1-second intervals - peseta (coin in span-
ish), caballo (horse in spanish), manzana (apple in
spanish) (MMSE question)

categorical questionnaire answered
by patient 2008

enpat2 1,2,3,4,5,6,NaN Spell the word MUNDO (world in spanish). Now
spell it backwards. categorical questionnaire answered

by patient 2008

enpat1 1,2,3,4,5,6,NaN Count backwards by 7 starting from 100 categorical questionnaire answered
by patient 2008

enpmem2 1,2,3,4,NaN Now what were the three objects I asked you to re-
member? categorical questionnaire answered

by patient 2008

enpleng1 1,2,3,NaN Show a wristchatch and a pencil. What are these
called? categorical questionnaire answered

by patient 2008

enpleng2 1,2,NaN SAY: I would like you to repeat this phrase after me:
Ni si, ni no, ni pero. (No ifs, ands or buts. In spanish) categorical questionnaire answered

by patient 2008

enpleng4 1,2,NaN

SAY: Read the words on the page and then do what
it says. Then hand the person the sheet with "Cierre
los ojos" (close your eyes in spanish) on it. If the
subject read and does not close their eyes, repeat yp
to three times. Score only if subject closes eyes.

categorical questionnaire answered
by patient 2008

enpprx1 1,2,NaN
Hand the person a pencil and paper. SAY: write any
complete sentence on that piece of paper. (Note: The
sentence must make sense. Ignore spelling errors)

categorical questionnaire answered
by patient 2008

enpprx2 1,2,NaN

Place design, eraser and pencil in front of the person.
SAY: copy this design please. // Allow multiple tries.
Wait until person is finished and hands it back. Score
only for correctly copied diagram with a 4-sided figure
between two 5-sided figures.

categorical questionnaire answered
by patient 2008

enpleng3 1,2,3,4,NaN

Ask the person if he is right or left handed. Take
a piece of paper and hold it up in front of the per-
son. SAY: Take this paper in your right/left hand
(whichever is non-dominant), fold the paper in half
once with both hands and put the paper down on
the floor. Score 1 point for each instruction executed
correctly.

categorical questionnaire answered
by patient 2008

mmse2009 0-30 MMSE raw score numeric calculated by hospital
2008

cognitive
_impairment
_mmse
_educative
_level

yes,no Has the patient a cognitive impairment? binary determined by physician
2008

Table A.10: Mini-Mental-State-Examination (MMSE) related features from
the data set. 134



Attribute name Values expected Description Type How and when was it
recorded?

cq8 yes, no, 88 = NA Leukemia or Polycytemia categorical physician 2008
cq9 yes, no, 88 = NA Lymphoma categorical physician 2008

cq10 yes, no, 88 = NA Cancer (except Leukemia, poly-
cythemia and lymphoma) categorical physician 2008

cq6 1,2.3,4
Did any doctor tell you that you had
Alzheimer’s disease, senile dementia or
another dementia?

categorical questionnaire answered
by patient 2008

cq6a 1-10 What kind of dementia did your say
doctor that you had? categorical questionnaire answered

by patient 2008

reum1 1,2.3,4 Have you ever had any joint inflam-
mated for more than 4 weeks in a row? categorical questionnaire answered

by patient 2008

reum2 1,2.3,4 Have you ever felt pain in any joint for
more than 4 weeks in a row? categorical questionnaire answered

by patient 2008

reum3 1,2.3,4
Do you ever feel that you can’t move or
feel rigid for over half an hour during
the morning?

categorical questionnaire answered
by patient 2008

reum4 1,2.3,4 Have you ever been told you have
arthritis? categorical questionnaire answered

by patient 2008

reum5 1-9

Please select in the mannequin the
joints in which you have had or have
now inflammation for more than 4
weeks in a row (note the location of the
affected joints). SHOW CARD 2.

categorical questionnaire answered
by patient 2008

reum6 1,2.3,4 Do you feel pain or have inflammation
in any joint? categorical questionnaire answered

by patient 2008

reum6a 1-9 If yes,Please, show which joints.
SHOW CARD 2: categorical questionnaire answered

by patient 2008

reum7 1-6 Did any doctor tell you that you had
arthritis or arthrosis in your..? categorical questionnaire answered

by patient 2008

reum7a 1,2.3,4
if yes (1, 2 or 3)The doctor said that
you had it after a hip or knee radiogra-
phy, or both?

categorical questionnaire answered
by patient 2008

epoc1 1,2.3,4
Did any doctor tell you that you had a
chronic obstructive pulmonary disease:
emphysema or chronic bronchitis?

categorical questionnaire answered
by patient 2008

epoc2 1,2.3,4 Did any doctor say tell that you had
asthma? categorical questionnaire answered

by patient 2008

epoc3 1,2.3,4 Did any doctor tell you that you had
any lung disease? categorical questionnaire answered

by patient 2008

epoc4 1,2.3,4
Did any doctor tell you that you
had had a pneumonía or bronchopneu-
monía?

categorical questionnaire answered
by patient 2008

epoc5 1,2.3,4 Did any doctor tell you that you had
had an acute bronchitis? categorical questionnaire answered

by patient 2008

epoc6 1,2.3,4 Have you ever been operated of your
lung? categorical questionnaire answered

by patient 2008

epoc7 1,2.3,4 Do you have any other lung disease? categorical questionnaire answered
by patient 2008

Table A.11: Disease related features from the data set
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Attribute name Values expected Description Type How and when was it
recorded?

em1 yes,no Are you able to walk at home? binary questionnaire answered
by patient 2008

em1a yes,no If answered YES; Do you get tired when
doing it? binary questionnaire answered

by patient 2008

em1b yes,no If answered YES; Do you need help
when doing it? binary questionnaire answered

by patient 2008

em2 yes,no Are you able to go out from home? binary questionnaire answered
by patient 2008

em2a yes,no If answered YES; Do you get tired when
doing it? binary questionnaire answered

by patient 2008

em2b yes,no If answered YES; Do you need help
when doing it? binary questionnaire answered

by patient 2008

em3 yes,no Are you able to climb stairs? binary questionnaire answered
by patient 2008

em3a yes,no If answered YES; Do you get tired when
doing it? binary questionnaire answered

by patient 2008

em3b yes,no If answered YES; Do you need help
when doing it? binary questionnaire answered

by patient 2008

em4 yes,no Are you able to walk outside (nice
weather)? binary questionnaire answered

by patient 2008

em4a yes,no If answered YES; Do you get tired when
doing it? binary questionnaire answered

by patient 2008

em4b yes,no If answered YES; Do you need help
when doing it? binary questionnaire answered

by patient 2008

em5 yes,no Are you able to walk outside (bad
weather)? binary questionnaire answered

by patient 2008

em5a yes,no If answered YES; Do you get tired when
doing it? binary questionnaire answered

by patient 2008

em5b yes,no If answered YES; Do you need help
when doing it? binary questionnaire answered

by patient 2008

Table A.12: Mobility Scale (MS) related features from the data set.

Attribute name Values expected Description Type How and when was it
recorded?

hi1 7-8 digit number ETES ID numeric assigned and recorded by
the hospital

frailomic_code "TO" + hi1 FRAILOMIC ID 2 constant char-
acters + numeric

assigned and recorded by
the hospital

Parma_serum_code Code Parma Serum code text assigned and recorded by
the hospital

Parma_Edta_code Code Parma EDTA Code text assigned and recorded by
the hospital

Jena_Edta_code Code Jena EDTA Code text assigned and recorded by
the hospital

Evercyte_Edta_code Code Evercyte EDTA Code text assigned and recorded by
the hospital

Cardiff_serum_code Code Cardiff Serum Code text assigned and recorded by
the hospital

Cardiff_Edta_code Code Cardiff EDTA Code text assigned and recorded by
the hospital

EV_Edta_code Code EV EDTA Code text assigned and recorded by
the hospital

Table A.13: Codes and IDs of the hospital which appear in the data set.
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Attribute name Values expected Description Type How and when was it
recorded?

hi8 0-130 Age in years numeric physician 2008
hi11 male, female Gender binary physician 2008
individualincome 1-12 Income of the individual categorical physician 2008

householdincome 1-15 Income of the household in which the
individual lives categorical physician 2008

numpersonsfamilyunit 1-10 Number of persons in the family categorical physician 2008

Table A.14: Features related to demographic properties of the patients.

Attribute name Values expected Description Type How and when was it
recorded?

ekg1 40-200 EKG: Heart rate (beats/minute) numeric physician 2008
tadd 40-140 Pressure arterial. Diastolic numeric physician 2008
tads 80-260 Pressure arterial. Systolic numeric physician 2008

Table A.15: Features related to cardiac properties of the patients.

Attribute name Values expected Description Type How and when was it
recorded?

ps1 1-6 How would you evaluate your current
health? How do you feel now? categorical questionnaire answered

by patient 2008

ps2 1-6 How is your health compared to 1 yr
ago? categorical questionnaire answered

by patient 2008

ps3 1-6 How would you judge your health com-
pared to other people of your same age? categorical questionnaire answered

by patient 2008

Table A.16: Features related to self reported health status of the patients.
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A.1.2 Statistical Analysis
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Table A.17: Description of Frailomic_code

Frailomic_code

Meaning
This feature contains the Frailomic Code for each patient and
has no relevance for the data analysis as it was assigned from
the hospital for organizational purposes.

Table A.18: Description of hi1

hi1

Meaning
This feature contains the ETES ID for each patient and has
no relevance for the data analysis as it was assigned from the
hospital for organizational purposes.
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Table A.19: Description of hi8

hi8

Meaning
This feature represents the age in years for each patient. For
the study only participants with age 65+ were used.

Statistics
min max average median σ2 σ # missings % missings

65.00 95.00 75.29 75.00 33.44 5.78 0.00 0.00

Distribution
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Table A.20: Description of hi11

hi11

Meaning
This feature gives binary information about the gender of the
patients.

Statistics
mode levels # missings % missings
2.00 2.00 0.00 0.00

Distribution

Discretization &
Semantic scales

1: male
2: female

Table A.21: Description of ps1

ps1

Meaning

This feature gives categorical information about the current
health status of the patient in his view. Asked question: "How
would you evaluate your current health? How do you feel
now?"

Statistics
mode levels # missings % missings
2.00 7.00 2.00 0.42
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Distribution

Discretization &
Semantic scales

1: Very good
2: Good
3: Fair (so-so)
4: Poor
5: Very poor
6: Undetermined
77: not available (?)

Table A.22: Description of ps2

ps2

Meaning

This feature gives categorical information about the current
health status compared to one year ago in the view of the
patient. Asked question: "How is your health compared to 1
year ago?"

Statistics
mode levels # missings % missings
3.00 7.00 1.00 0.21

Distribution
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Discretization &
Semantic scales

1: Much better
2: Better
3: The same
4: Slightly worse
5: Much worse
6: Undetermined
77: not available (?)

Table A.23: Description of ps3

ps3

Meaning

This feature gives categorical information about the current
health status of the patient compared to other people with the
same age in the view of the patient. Asked question: "How
would you judge your health compared to other people of your
same age?"

Statistics
mode levels # missings % missings
3.00 7.00 1.00 0.21

Distribution

Discretization &
Semantic scales

1: Much worse
2: Sligthly worse
3: The same
4: Better
5: Much better
6: Undetermined
77: not available (?)
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Table A.24: Description of ps4

ps4

Meaning

This feature gives categorical information about the current
state of happiness of the patient compared to other people
with the same age in the view of the patient. Asked question:
"Are you happy in general?"

Statistics
mode levels # missings % missings
2.00 7.00 2.00 0.42

Distribution

Discretization &
Semantic scales

1: Very happy
2: Happy
3: Not happy nor unhappy
4: Unhappy
5: Very unhappy
6: Undetermined/Not applicable
77: not available (?)

Table A.25: Description of ps5

ps5

Meaning
This feature gives categorical information about the current
state of satisfaction of the patient. Asked question: "If you
are thinking about you life till now, how satisfied are you?"

Statistics
mode levels # missings % missings
2.00 7.00 2.00 0.42
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Distribution

Discretization &
Semantic scales

1: Very satisfied
2: Satisfied
3: Not satisfied nor unsatisfied
4: Unsatisfied
5: Very unsatisfied
6: Undetermined/Not applicable
77: not available (?)

Table A.26: Description of ps6

ps6

Meaning
This feature gives categorical information about the capacity
of dealing with problems of the patient. Asked question: "Are
you feeling incapable of tackling problems in your life?".

Statistics
mode levels # missings % missings
2.00 7.00 2.00 0.42

Distribution
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Discretization &
Semantic scales

1: Never
2: Almost never
3: Sometimes
4: Many times (frequently)
5: Often (very frequently)
6: Undetermined/Not applicable
77: not available (?)

Table A.27: Description of ps7

ps7

Meaning
This feature gives categorical information about the capacity
of dealing with tasks of the patient. Asked question: "Are you
feel capable of tackling every task you would like to?".

Statistics
mode levels # missings % missings
5.00 6.00 1.00 0.21

Distribution

Discretization &
Semantic scales

1: Never
2: Almost never
3: Sometimes
4: Many times (frequently)
5: Often (very frequently)
6: Undetermined/Not applicable
77: not available (?)
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Table A.28: Description of ps8

ps8

Meaning
This feature gives categorical information about the felt pain
in the last week of the patient. Asked question: "During the
last week, did you feel physical pain?".

Statistics
mode levels # missings % missings
1.00 5.00 1.00 0.21

Distribution

Discretization &
Semantic scales

1: No pain
2: Slight pain, did not influence daily tasks
3: Pain which interfered with daily tasks
4: Heavy pain, which forced me to stay in bed or seated
5: Undetermined/Not applicable
77: not available (?)

Table A.29: Description of ps9

ps9

Meaning

This feature gives categorical information about the frequency
of visiting the general practitioner. Asked question: "During
the last month, how many times did you visit the general
practitioner because of being sick?".

Statistics
mode levels # missings % missings
1.00 6.00 3.00 0.63
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Distribution

Discretization &
Semantic scales

1: Never
2: One time
3: Two times
4: Three times
5: Four or more times
77: not available (?)

Table A.30: Description of ps10

ps10

Meaning

This feature gives categorical information about the time
which has past since the patient has spoken to a medical pro-
fessional about his/her health. Asked question: "When was
the last time that you visited a medical doctor or another
medical professional in order to speak about your health?".

Statistics
mode levels # missings % missings
1.00 7.00 1.00 0.21

Distribution
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Discretization &
Semantic scales

1: Three month or less
2: More than three months but less than 6 months
3: More than 6 months but less than 12 months
4: More than one year but less then 3 years
5: More than 3 years
6: Never
7: NS
8: NC

Table A.31: Description of ps11

ps11

Meaning

This feature gives categorical information about the time
which the patient needed to process a trauma which has hap-
pened in his life. Asked question: "Think about the most
painful/woebegone event which has happened in the last ten
years. How much time did you need to recover from it?".

Statistics
mode levels # missings % missings
8.00 10.00 2.00 0.42

Distribution
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Discretization &
Semantic scales

1: Less than 6 months
2: Between 6 and 12 months
3: Between 1 and 2 years
4: Between 2 and 4 years
5: Between 4 and 6 years
6: More than 6 years
7: Not recovered yet
8: Doesn’t know
9: Doesn’t respond

Table A.32: Description of ps12

ps12

Meaning

This feature gives categorical information about how often
the patient was hospitalized in the last year. Asked question:
"During the last 12 months, how many times have you been
hospitalized (over night)?".

Statistics
mode levels # missings % missings
1.00 6.00 1.00 0.21

Distribution
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Discretization &
Semantic scales

1: Never
2: Once
3: Twice
4: 3 times
5: 4 or more times
6: Doesn’t know
7: Doesn’t respond

Table A.33: Description of ps13

ps13

Meaning

This feature gives categorical information about how often the
patient visited the hospital in the last year because of a case
of need. Asked question: "During the last 12 months, how
many times did you visit the hospital because of an emergency
(without spending the night)?".

Statistics
mode levels # missings % missings
1.00 8.00 0.00 0.00

Distribution
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Discretization &
Semantic scales

1: Never
2: Once
3: Twice
4: 3 times
5: 4 times
6: 5 times
7: 6 or more times
8: Doesn’t know
9: Doesn’t respond

Table A.34: Description of ps14

ps14

Meaning

This feature gives binary information about if the patient vis-
ited an institution for rehabilitation. Asked question: "During
the last 12 months, where you patient in a rehabilitation cen-
ter (with spending the night)?".

Statistics
mode levels # missings % missings
2.00 3.00 1.00 0.21

Distribution

Discretization &
Semantic scales

1: Yes
2: No
7: Doesn’t know
8: Doesn’t respond
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Table A.35: Description of ps14a

ps14a

Meaning

This feature gives categorical information about for how
much time the patient visited an institution for rehabilita-
tion. Asked question: "During the last 12 months, how much
time did you spend in an institution for physical therapy (with
spending the night)?".

Statistics
mode levels # missings % missings
1.00 5.00 0.00 0.00

Distribution

Discretization &
Semantic scales

1: Never
2: Less than 15 days
3: Between 15 and 30 days
4: Between 30 and 60 days
5: Between 60 and 90 days
6: More than 90 days
7: Doesn’t know
8: Doesn’t respond

Table A.36: Description of ccv1

ccv1

Meaning
This feature gives binary information about if the patient had
a Myocardial infarction or a Heart attack (self reported).
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Statistics
mode levels # missings % missings
2.00 4.00 0.00 0.00

Distribution

Discretization &
Semantic scales

1: Yes
2: No

Table A.37: Description of ccv2

ccv2

Meaning
This feature gives binary information about Congestive heart
failure (self reported)

Statistics
mode levels # missings % missings
2.00 3.00 5.00 0.01

Distribution

Discretization &
Semantic scales

1: Yes
2: No

Table A.38: Description of ccv4
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ccv4

Meaning
This feature gives binary information about the presence of
the disease Angina pectoris (self-reported by the patient).

Statistics
mode levels # missings % missings
2.00 4.00 0.00 0.00

Distribution

Discretization &
Semantic scales

1: Yes
2: No

Table A.39: Description of ccv6

ccv6

Meaning
This feature gives binary information about the presence of
Hypertension (self-reported by the patient).

Statistics
mode levels # missings % missings
1.00 5.00 0.00 0.00

Distribution
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Discretization &
Semantic scales

1: Yes
2: No

Table A.40: Description of ccv8

ccv8

Meaning
This feature gives binary information about the presence of
the disease Diabetes mellitus (self-reported by the patient).

Statistics
mode levels # missings % missings
2.00 5.00 0.00 0.00

Distribution

Discretization &
Semantic scales

1: Yes
2: No

Table A.41: Description of tab1

tab1

Meaning

This feature gives binary information about the tobacco
consumption respectively smoking behaviour of the patient.
Asked question: "Have you smoked at least 100 cigarettes in
your entire life?"

Statistics
mode levels # missings % missings
2.00 5.00 2.00 0.00
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Distribution

Discretization &
Semantic scales

1: Yes
2: No
3: Unknown
4: NA

Table A.42: Description of tab1a

tab1a

Meaning

This feature gives categorical information about the smoking
behaviour of the patient and is the follow up question when
tab1 was answered positively with 1 (Yes). Asked question:
"If yes, Did you smoke cigarettes daily, occasionally, or not at
all?"

Statistics
mode levels # missings % missings
1.00 3.00 322.00 0.68

Distribution

Discretization &
Semantic scales

1: Daily
2: Ocassionally
3: Undecided
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Table A.43: Description of tab1a1

tab1a1

Meaning
This feature gives categorical information about the current
smoking behaviour of the patient. Asked question: "Do you
smoke currently?"

Statistics
mode levels # missings % missings
3.00 4.00 322.00 0.68

Distribution

Discretization &
Semantic scales

1: Yes, daily
2: Yes, occasionally
3: No

Table A.44: Description of tab1a1a

tab1a1a

Meaning
This feature gives categorical information about the number
of times the patient has quit smoking. Asked question: "If
not, when have you stopped smoking?"

Statistics
mode levels # missings % missings
8.00 8.00 356.00 0.75
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Distribution

Discretization &
Semantic scales

1: Yesterday
2: 2-6 days ago
3: 7-30 days ago
4: 1-12 months ago
5: 1-5 years ago
6: 6-10 years ago
7: 11-20 years ago
8: more than 20 years ago

Table A.45: Description of tab1a3

tab1a3

Meaning

This feature gives numeric information about the time in years
the patient has smoked. Asked question: "For how many years
did you smoke?"

Statistics
min max average median σ2 σ # missings % missings
1.00 99.00 37.75 40.00 402.15 20.05 324.00 0.68

Distribution
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Table A.46: Description of alch1

alch1

Meaning
This feature gives categorical information about the alcohol
consumption of the patient. Question asked: "How many
drinks do you have?".

Statistics
mode levels # missings % missings
1.00 7.00 3.00 0.01

Distribution

Discretization &
Semantic scales

0: Never (in the last year)
1: One or less per month
2: from 2 to 4 per month
3: Twice per week
4: 3 Times per week
5: 4 Times per week
6: 5 Times per week
7: 6 Times per week
8: Daily

Table A.47: Description of alch1a1

alch1a1

Meaning
This feature gives numerical information about the wine con-
sumption in glasses per day. Question asked: "How many
glasses of wine do you drink daily?"
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Statistics
mode levels # missings % missings
1.00 6.00 432.00 0.91

Distribution

Table A.48: Description of alch1a2

alch1a2

Meaning
This feature gives numerical information about the beer con-
sumption in glasses per day. Question asked: "How many
glasses of beer do you drink daily?"

Statistics
mode levels # missings % missings
1.00 5.00 468.00 0.99

Distribution

Table A.49: Description of alch1a3

alch1a3

Meaning
This feature gives numerical information about the consump-
tion of spirits in glasses per day. Question asked: "How many
glasses of spirits do you drink daily?"
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Statistics
mode levels # missings % missings
3.00 5.00 469.00 0.99

Distribution

Table A.50: Description of alch1b

alch1b

Meaning

This feature gives numeric information about the years the pa-
tients’ drinking behaviour is like described in Variable alch1
(table A.46). Follow up question asked: "For how many
years?".

Statistics
mode levels # missings % missings
14.00 14.00 393.00 0.83

Distribution
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Discretization &
Semantic scales

1: 6 1 year
2: 2 years
3: 3 years
4: 4 years
5: 5 years
6: 6 years
7: 7 years
8: 8 years
9: 9 years
10: 10 years
11: 10-15 years
11: 15-20 years
11: 20-30 years
11: >30 years

Table A.51: Description of alch2

alch2

Meaning
This feature gives binary information about if the patient con-
sumed alcohol previously in life or not. Question asked: "Did
you drink previously?".

Statistics
mode levels # missings % missings
2.00 4.00 90.00 0.19

Distribution

Discretization &
Semantic scales

1: Yes
2: No

163



Table A.52: Description of alch2a

alch2a

Meaning
This feature gives category information about the kind of
drinker the patient is.

Statistics
mode levels # missings % missings
5.00 5.00 409.00 0.86

Distribution

Discretization &
Semantic scales

1: male, more as 12,female, more as 8
2: M=9-12, W=7-8
3: M=7-8, W=5-6
4: M=3-6, W=3-4
5: M=1-2, W=1-2
(units of alcohol/day)

Table A.53: Description of alch2b

alch2b

Meaning
This feature gives categorical information about the drinking
starting age.

Statistics
mode levels # missings % missings
2.00 7.00 410.00 0.86
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Distribution

Discretization &
Semantic scales

1: <15
2: 15-20
3: 21-30
4: 31-40
5: 41-50
6: 51-60
7: 61-70
8: 71-80
9 >80

Table A.54: Description of alch2c

alch2c

Meaning
This feature gives categorical information about the drinking
ending age.

Statistics
mode levels # missings % missings
7.00 9.00 412.00 0.87

Distribution
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Discretization &
Semantic scales

1: <15
2: 15-20
3: 21-30
4: 31-40
5: 41-50
6: 51-60
7: 61-70
8: 71-80
9 >80

Table A.55: Description of k1

k1

Meaning

This feature gives categorical information about the WHO
activity 6: "Any difficulty washing face and arms?". This fea-
ture is associated with the ADL test, and represents question
1.

Statistics
mode levels # missings % missings
111.00 3.00 0.00 0.00

Distribution

Discretization &
Semantic scales

111: Without help (independent, score=1)
222: With some help from another person (independent,
score=1)
333: Unable to do it (dependent, score=0)
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Table A.56: Description of k2

k2

Meaning

This feature gives categorical information about the WHO
activity 8: "Any difficulty dressing and undressing?". This
feature is associated with the ADL test, and represents ques-
tion 2.

Statistics
mode levels # missings % missings
111.00 3.00 0.00 0.00

Distribution

Discretization &
Semantic scales

111: Without help (independent, score=1)
222: With some help from another person (independent,
score=1)
333: Unable to do it (dependent, score=0)

Table A.57: Description of k3

k3

Meaning
This feature gives categorical information about the WHO
activity 11: "Any difficulty using the toilet?". This feature is
associated with the ADL test, and represents question 3.

Statistics
mode levels # missings % missings
111.00 3.00 1.00 0.21
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Distribution

Discretization &
Semantic scales

111: Without help (independent, score=1)
222: With some help from another person (dependent,
score=0)
333: Unable to do it (dependent, score=0)

Table A.58: Description of k4

k4

Meaning

This feature gives categorical information about the WHO ac-
tivity 12: "Any difficulty getting in and out of bed?". This
feature is associated with the ADL test, and represents ques-
tion 4.

Statistics
mode levels # missings % missings
111.00 3.00 1.00 0.21

Distribution

Discretization &
Semantic scales

111: Without help (independent, score=1)
222: With some help from another person (dependent,
score=0)
333: Unable to do it (dependent, score=0)
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Table A.59: Description of k5

k5

Meaning

This feature gives categorical information about the WHO
activity 19: "Any difficulty controlling urination and bowel
movements?".This feature is associated with the ADL test,
and represents question 5.

Statistics
mode levels # missings % missings
111.00 3.00 1.00 0.21

Distribution

Discretization &
Semantic scales

111: Without help (independent, score=1)
222: With some help from another person (dependent,
score=0)
333: Unable to do it (dependent, score=0)

Table A.60: Description of k6

k6

Meaning

This feature gives categorical information about the WHO
activity 9: "Any difficulty eating (e.g.,holding a fork, cutting
food, drinking from a glass)?". This feature is associated with
the ADL test, and represents question 6.

Statistics
mode levels # missings % missings
111.00 3.00 3.00 0.63
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Distribution

Discretization &
Semantic scales

111: Without help (independent, score=1)
222: With some help from another person (independent,
score=1)
333: Unable to do it (dependent, score=0)

Table A.61: Description of lw1

lw1

Meaning
This feature is associated with the IADL test, and represents
question 1.

Statistics
mode levels # missings % missings
111.00 4.00 0.00 0.00

Distribution
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Discretization &
Semantic scales

111: Operates telephone on own initiative(independent,
score=1); looks up and dials numbers, etc.
222: Dials a few well-known numbers (independent, score=1)
333: Answers telephone but does not dial (independent,
score=1)
444: Does not use telephone at all (dependent, score=0)

Table A.62: Description of lw2

lw2

Meaning
This feature is associated with the IADL test, and represents
question 2.

Statistics
mode levels # missings % missings
111.00 4.00 6.00 1.27

Distribution

Discretization &
Semantic scales

111: Takes care of all shopping needs independently (inde-
pendent, score=1)
222: Shops independently for small purchases (dependent,
score=0)
333: Needs to be accompanied on any shopping trip (depen-
dent, score=0)
444: Completely unable to shop (dependent, score=0)

Table A.63: Description of lw3
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lw3

Meaning
This feature is associated with the IADL test, and represents
question 3.

Statistics
mode levels # missings % missings
111.00 5.00 17.00 3.59

Distribution

Discretization &
Semantic scales

111: Plans, prepares, and serves adequate meals indepen-
dently(independent, score=1)
222: Prepares adequate meals if supplied with ingredients (de-
pendent, score=0)
333: Heats and serves prepared meals, or prepares meals but
does not maintain adequate diet (dependent, score=0)
444: Needs to have meals prepared and served (dependent,
score=0)

Table A.64: Description of lw4

lw4

Meaning
This feature is associated with the IADL test, and represents
question 4.

Statistics
mode levels # missings % missings
111.00 4.00 12.00 2.53
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Distribution

Discretization &
Semantic scales

111: Maintains house alone or with occasional assistance (e.g.,
"heavy work domestic help")(independent, score=1)
222: Performs light daily tasks such as dishwashing, bed mak-
ing(independent, score=1)
333: Performs light daily tasks but cannot maintain accept-
able level of cleanliness (dependent, score=0)
444: Needs help with all home maintenance tasks (dependent,
score=0)
555: Does not participate in any housekeeping tasks (depen-
dent, score=0)

Table A.65: Description of lw5

lw5

Meaning
This feature is associated with the IADL test, and represents
question 5.

Statistics
mode levels # missings % missings
111.00 5.00 20.00 4.22

Distribution
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Discretization &
Semantic scales

111: Does personal laundry completely (independent,
score=1)
222: Launders small items; rinses stockings, etc. (dependent,
score=0))
333: All laundry must be done by others (dependent, score=0)

Table A.66: Description of lw6

lw6

Meaning
This feature is associated with the IADL test, and represents
question 6.

Statistics
mode levels # missings % missings
11.00 5.00 2.00 0.42

Distribution

Discretization &
Semantic scales

111: Travels independently on public transportation or drives
own car(independent, score=1)
222: Arranges own travel via taxi, but does not otherwise use
public transportation (independent, score=1)
333: Travels on public transportation when assisted or ac-
companied by another (dependent, score=0)
444: Travel limited to taxi or automobile with assistance of
another (dependent, score=0)
555: Does not travel at all (dependent, score=0)

Note
The values should be "111,222,333,444,555" instead of
"11,22,33,44,55".
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Table A.67: Description of lw7

lw7

Meaning
This feature is associated with the IADL test, and represents
question 7.

Statistics
mode levels # missings % missings
111.00 4.00 4.00 0.84

Distribution

Discretization &
Semantic scales

111: Is responsible for taking medication in correct dosages
at correct time(independent, score=1)
222: Takes responsibility if medication is prepared in advance
in separate dosages (dependent, score=0)
333: Is not capable of dispensing own medication (dependent,
score=0)

Table A.68: Description of lw8

lw8

Meaning
This feature is associated with the IADL test, and represents
question 9.

Statistics
mode levels # missings % missings
111.00 3.00 0.00 0.00
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Distribution

Discretization &
Semantic scales

111: Manages financial matters independently (budgets,
writes checks, pays rent and bills, goes to bank), collects and
keeps track of income (independent, score=1)
222: Manages day-to-day purchases, but needs help with
banking, major purchases, etc: (independent, score=1)
333: Incapable of handling money (dependent, score=0)

Table A.69: Description of ys1

ys1

Meaning
This feature gives binary information about the the geriatric
depression scale question GDS1: "Are you basically satisfied
with your life?".

Statistics
mode levels # missings % missings
1.00 2.00 3.00 0.63

Distribution

Semantic scales
1: Yes (score 0)
2: No (score 1)
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Table A.70: Description of ys2

ys2

Meaning
This feature gives binary information about the the geriatric
depression scale question GDS2: "Have you dropped many of
your activities and interests?".

Statistics
mode levels # missings % missings
2.00 2.00 9.00 1.90

Distribution

Discretization &
Semantic scales

1: Yes (score 1)
2: No (score 0)

Table A.71: Description of ys3

ys3

Meaning
This feature gives binary information about the the geriatric
depression scale question GDS3: "Do you feel that your life is
empty?".

Statistics
mode levels # missings % missings
2.00 2.00 9.00 1.90
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Distribution

Discretization &
Semantic scales

1: Yes (score 1)
2: No (score 0)

Table A.72: Description of ys4

ys4

Meaning
This feature gives binary information about the the geriatric
depression scale question GDS4: "Do you often get bored?".

Statistics
mode levels # missings % missings
2.00 2.00 6.00 1.27

Distribution

Discretization &
Semantic scales

1: Yes (score 1)
2: No (score 0)

Table A.73: Description of ys5

ys5
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Meaning
This feature gives binary information about the the geriatric
depression scale question GDS5: "Are you in good spirits most
of the time?".

Statistics
mode levels # missings % missings
1.00 2.00 6.00 1.27

Distribution

Discretization &
Semantic scales

1: Yes (score 0)
2: No (score 1)

Table A.74: Description of ys6

ys6

Meaning
This feature gives binary information about the the geriatric
depression scale question GDS6: "Are you afraid that some-
thing bad is going to happen to you?".

Statistics
mode levels # missings % missings
2.00 2.00 8.00 1.69

Distribution
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Discretization &
Semantic scales

1: Yes (score 1)
2: No (score 0)

Table A.75: Description of ys7

ys7

Meaning
This feature gives binary information about the the geriatric
depression scale question GDS7: "Do you feel happy most of
the time?".

Statistics
mode levels # missings % missings
1.00 2.00 9.00 1.90

Distribution

Discretization &
Semantic scales

1: Yes (score 0)
2: No (score 1)

Table A.76: Description of ys8

ys8

Meaning
This feature gives binary information about the the geriatric
depression scale question GDS8: "Do you often feel helpless?".

Statistics
mode levels # missings % missings
2.00 2.00 6.00 1.27
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Distribution

Discretization &
Semantic scales

1: Yes (score 1)
2: No (score 0)

Table A.77: Description of ys9

ys9

Meaning
This feature gives binary information about the the geriatric
depression scale question GDS9: "Do you prefer to stay at
home, rather than going out and doing new things?".

Statistics
mode levels # missings % missings
1.00 2.00 5.00 1.05

Distribution

Discretization &
Semantic scales

1: Yes (score 1)
2: No (score 0)

Table A.78: Description of ys10

ys10
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Meaning
This feature gives binary information about the the geriatric
depression scale question GDS10: "Do you feel you have more
problems with memory than most?".

Statistics
mode levels # missings % missings
2.00 2.00 5.00 1.05

Distribution

Discretization &
Semantic scales

1: Yes (score 1)
2: No (score 0)

Table A.79: Description of ys11

ys11

Meaning
This feature gives binary information about the the geriatric
depression scale question GDS11: "Do you think it is wonder-
ful to be alive now?".

Statistics
mode levels # missings % missings
1.00 2.00 5.00 1.05

Distribution
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Discretization &
Semantic scales

1: Yes (score 0)
2: No (score 1)

Table A.80: Description of ys12

ys12

Meaning
This feature gives binary information about the the geriatric
depression scale question GDS12: "Do you feel pretty worth-
less the way you are now?".

Statistics
mode levels # missings % missings
2.00 2.00 7.00 1.48

Distribution

Discretization &
Semantic scales

1: Yes (score 1)
2: No (score 0)

Table A.81: Description of ys13

ys13

Meaning
This feature gives binary information about the the geriatric
depression scale question GDS13: "Do you feel full of energy?".

Statistics
mode levels # missings % missings
2.00 2.00 4.00 0.84
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Distribution

Discretization &
Semantic scales

1: Yes (score 0)
2: No (score 1)

Table A.82: Description of ys14

ys14

Meaning
This feature gives binary information about the the geriatric
depression scale question GDS14: "Do you feel that your sit-
uation is hopeless?".

Statistics
mode levels # missings % missings
1.00 2.00 7.00 1.48

Distribution

Discretization &
Semantic scales

1: Yes (score 1)
2: No (score 0)

Table A.83: Description of ys15

ys15
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Meaning
This feature gives binary information about the the geriatric
depression scale question GDS15: "Do you think that most
people are better off than you are?".

Statistics
mode levels # missings % missings
2.00 2.00 4.00 0.84

Distribution

Discretization &
Semantic scales

1: Yes (score 1)
2: No (score 0)

Table A.84: Description of altura1

altura1

Meaning
This feature gives numeric information about the height of
the patient in centimeters.

Statistics
min max average median σ2 σ # missings % missings

132.00 180.00 156.67 156.00 82.41 9.08 0.00 0.00

Distribution

Table A.85: Description of peso1
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peso1

Meaning
This feature gives numeric information about the weight of
the patient in kilograms.

Statistics
min max average median σ2 σ # missings % missings

37.00 177.00 71.35 70.50 167.11 12.93 0.00 0.00

Distribution

Table A.86: Description of ppca

ppca

Meaning
This feature gives numeric information about the hip perime-
ter of the patient in centimeters.

Statistics
min max average median σ2 σ # missings % missings
0.00 177.00 106.96 106.00 142.88 11.95 1.00 0.21

Distribution

Table A.87: Description of ppci

ppci
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Meaning
This feature gives numeric information about the waist
perimeter of the patient in centimeters.

Statistics
min max average median σ2 σ # missings % missings
0.00 130.00 99.41 100.00 144.94 12.04 1.00 0.21

Distribution

Table A.88: Description of ekg1

ekg1

Meaning
This feature gives numeric information about the heart rate
in beats per minute.

Statistics
mode levels # missings % missings
2.00 2.00 466.00 98.31

Distribution

Table A.89: Description of silla

silla
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Meaning
This feature gives numeric information about the number of
times the patient is able to stand up from the chair in a time
of 30 seconds.

Statistics
min max average median σ2 σ # missings % missings
0.00 24.00 9.28 10.00 27.27 5.22 15.00 3.16

Distribution

Table A.90: Description of marcha

marcha

Meaning
This feature gives numeric information about the time in sec-
onds it takes for the patient to walk 3 meter.

Statistics
min max average median σ2 σ # missings % missings
2.00 70.00 7.22 6.00 29.67 5.45 0.00 0.00

Distribution

Table A.91: Description of fuerza1a

fuerza1a
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Meaning
This feature gives numeric information about the upper mus-
cle strength measured with a dynamometer (hand grip of the
dominant limb in kilograms).

Statistics
mode levels # missings % missings
20.00 46.00 0.00 0.00

Distribution

Table A.92: Description of p1leu

p1leu

Meaning
This feature gives numeric information about the leukocyte
count.

Statistics
min max average median σ2 σ # missings % missings
3.00 18.00 6.91 7.00 3.16 1.78 2.00 0.42

Distribution

Table A.93: Description of p2hema

p2hema
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Meaning
This feature gives numeric information about the erythrocyte
count.

Statistics
mode levels # missings % missings
5.00 5.00 2.00 0.42

Distribution

Note
Due to the fact that the feature has only 5 levels, it is visu-
alised and measured like a categorical feature.

Table A.94: Description of p3hgb

p3hgb

Meaning
This feature gives numeric information about the hemoglobin
count.

Statistics
min max average median σ2 σ # missings % missings
8.00 18.00 14.11 14.00 2.60 1.61 2.00 0.42

Distribution

Table A.95: Description of p4hct

p4hct
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Meaning This feature gives numeric information about the hematocrit.

Statistics
min max average median σ2 σ # missings % missings

25.00 56.00 42.18 42.00 22.13 4.70 2.00 0.42

Distribution

Table A.96: Description of p5vcm

p5vcm

Meaning
This feature gives numeric information about the Mean Cor-
puscular Volume (MCV) in fL.

Statistics
min max average median σ2 σ # missings % missings

60.00 113.00 90.42 91.00 35.47 5.96 2.00 0.42

Distribution

Table A.97: Description of p6hcm

p6hcm

Meaning
This feature gives numeric information about the Mean Cor-
puscular Haemoglobin (MCH) in pg.
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Statistics
min max average median σ2 σ # missings % missings

19.00 39.00 30.29 31.00 4.63 2.15 2.00 0.42

Distribution

Table A.98: Description of p7chcm

p7chcm

Meaning
This feature gives numeric information about the Mean Cor-
puscular Haemoglobin Concentration (CHCM) in g/dL.

Statistics
min max average median σ2 σ # missings % missings

29.00 37.00 33.44 34.00 1.33 1.15 2.00 0.42

Distribution

Table A.99: Description of p8ade

p8ade

Meaning
This feature gives numeric information about the Red Cell
Distribution Width (RDW) in percent.

Statistics
min max average median σ2 σ # missings % missings

12.00 27.00 14.09 14.00 2.69 1.64 2.00 0.42

192



Distribution

Table A.100: Description of p9lin

p9lin

Meaning
This feature gives numeric information about the lymphocyte
count in x109/L.

Statistics
min max average median σ2 σ # missings % missings

10.00 57.00 31.81 32.00 66.42 8.15 3.00 0.63

Distribution

Table A.101: Description of p10mono

p10mono

Meaning
This feature gives numeric information about the monocyte
count in x109/L.

Statistics
min max average median σ2 σ # missings % missings
4.00 18.00 8.01 8.00 3.76 1.94 3.00 0.63
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Distribution

Table A.102: Description of p13eos

p13eos

Meaning
This feature gives numeric information about the eosinophiles
count in x109/L.

Statistics
min max average median σ2 σ # missings % missings
0.00 18.00 3.21 3.00 4.31 2.08 3.00 0.63

Distribution

Table A.103: Description of p14baso

p14baso

Meaning
This feature gives numeric information about the basophiles
count in x109/L.

Statistics
mode levels # missings % missings
1.00 4.00 3.00 0.01
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Distribution

Note
Due to the fact that the feature has only 4 levels, it is visu-
alised and measured like a categorical feature.

Table A.104: Description of p15dd

p15dd

Meaning
This feature gives information about the D-Dimer concentra-
tion in ğ/L.

Statistics
min max average median σ2 σ # missings % missings
1.00 311.00 153.04 150.50 7783.92 88.23 84.00 17.72

Distribution

Table A.105: Description of p16plaq

p16plaq

Meaning
This feature gives numeric information about the Platelets in
x109/L.

Statistics
min max average median σ2 σ # missings % missings

98.00 468.00 233.38 226.00 3713.82 60.94 2.00 0.42
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Distribution

Table A.106: Description of p17vpm

p17vpm

Meaning
This feature gives numeric information about the Mean
Platelet Volume (MPV) in fL.

Statistics
mode levels # missings % missings
8.00 8.00 2.00 0.42

Distribution

Note
Due to the fact that the feature has only 8 levels, it is visu-
alised and measured like a categorical feature.

Table A.107: Description of p23glu

p23glu

Meaning
This feature gives numeric information about the blood glu-
cose in mg/dL.

Statistics
min max average median σ2 σ # missings % missings

72.00 268.00 106.72 100.00 685.44 26.18 0.00 0.00
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Distribution

Table A.108: Description of p24urea

p24urea

Meaning
This feature gives numeric information about the urea in
mg/dL.

Statistics
min max average median σ2 σ # missings % missings

15.00 207.00 45.74 43.00 262.99 16.22 0.00 0.00

Distribution

Table A.109: Description of p25acur

p25acur

Meaning
This feature gives numeric information about uric acid
[mg/dL].

Statistics
min max average median σ2 σ # missings % missings
1.00 12.00 5.27 5.00 2.24 1.50 1.00 0.21
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Distribution

Table A.110: Description of p26crea

p26crea

Meaning
This feature gives numeric information about creatinine
[mg/dL].

Statistics
mode levels # missings % missings
1.00 5.00 0.00 0.00

Distribution

Note
Due to the fact that the feature has only 5 levels, it is visu-
alised and measured like a categorical feature.

Table A.111: Description of p27prot

p27prot

Meaning
This feature gives numeric information about blood protein
[g/dL].

Statistics
mode levels # missings % missings
7.00 4.00 0.00 0.00
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Distribution

Note
Due to the fact that the feature has only 5 levels, it is visu-
alised and measured like a categorical feature.

Table A.112: Description of p28albu

p28albu

Meaning This feature gives numeric information about albumin [g/dL].

Statistics
mode levels # missings % missings
4.00 2.00 140.00 29.54

Distribution

Note
Due to the fact that the feature has only 2 levels, it is visu-
alised and measured like a categorical feature.

Table A.113: Description of p30chol

p30chol

Meaning
This feature gives numeric information about cholesterin
[mg/dL].
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Statistics
min max average median σ2 σ # missings % missings

89.00 320.00 191.96 192.00 1372.25 37.04 0.00 0.00

Distribution

Table A.114: Description of p31trig

p31trig

Meaning
This feature gives numeric information about triglycerides
[mg/dL].

Statistics
min max average median σ2 σ # missings % missings

41.00 1207.00 116.78 98.50 6194.42 78.70 2.00 0.42

Distribution

Table A.115: Description of p32ca

p32ca

Meaning
This feature gives numeric information about calcium (Ca)
[mg/dL]

Statistics
mode levels # missings % missings
9.00 5.00 0.00 0.00
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Distribution

Note
Due to the fact that the feature has only 5 levels, it is visu-
alised and measured like a categorical feature.

Table A.116: Description of p33p

p33p

Meaning
This feature gives numeric information about phosphorus (P)
[mg/dL].

Statistics
mode levels # missings % missings
3.00 5.00 2.00 0.42

Distribution

Table A.117: Description of p34na

p34na

Meaning
This feature gives numeric information about sodium (Na)
[mEq/L].
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Statistics
min max average median σ2 σ # missings % missings

132.00 152.00 141.94 142.00 7.79 2.79 0.00 0.00

Distribution

Table A.118: Description of p35k

p35k

Meaning
This feature gives numeric information about potassium (K)
[mEq/L].

Statistics
mode levels # missings % missings
4.00 4.00 3.00 0.63

Distribution

Note
Due to the fact that the feature has only 4 levels, it is visu-
alised and measured like a categorical feature.

Table A.119: Description of p36cl

p36cl

Meaning
This feature gives numeric information about chloride (Cl)
[mEq/L].

202



Statistics
min max average median σ2 σ # missings % missings

91.00 112.00 102.58 103.00 10.10 3.18 0.00 0.00

Distribution

Table A.120: Description of p37got

p37got

Meaning
This feature gives numeric information about Glutamic-
Oxaloacetic Transaminase (GOT) [U/L].

Statistics
min max average median σ2 σ # missings % missings
4.00 95.00 20.85 19.00 82.60 9.09 0.00 0.00

Distribution

Table A.121: Description of p38gpt

p38gpt

Meaning
This feature gives numeric information about Glutamic-
Pyruvic Transaminase (GPT) [U/L].

Statistics
min max average median σ2 σ # missings % missings
5.00 153.00 19.94 18.00 140.88 11.87 0.00 0.00
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Distribution

Table A.122: Description of p39ggt

p39ggt

Meaning
This feature gives numeric information about Gamma-
Glutamyl Transferase (GGT) [U/L].

Statistics
min max average median σ2 σ # missings % missings
8.00 571.00 29.50 21.00 1311.48 36.21 0.00 0.00

Distribution

Table A.123: Description of p40falc

p40falc

Meaning
This feature gives numeric information about Alkaline phos-
phatase [U/L].

Statistics
min max average median σ2 σ # missings % missings

28.00 341.00 79.65 74.00 744.70 27.29 1.00 0.21

204



Distribution

Table A.124: Description of p41ldh

p41ldh

Meaning
This feature gives numeric information about Lactate dehy-
drogenase (LDH) [U/L].

Statistics
min max average median σ2 σ # missings % missings

135.00 1058.00 368.58 362.00 5784.88 76.06 2.00 0.42

Distribution

Table A.125: Description of p42fe

p42fe

Meaning
This feature gives numeric information about Iron (FE)
[µg/dL].

Statistics
min max average median σ2 σ # missings % missings

17.00 202.00 88.63 87.00 916.67 30.28 0.00 0.00
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Distribution

Table A.126: Description of p43tfrr

p43tfrr

Meaning
This feature gives numeric information about Transferrin
[mg/dL].

Statistics
mode levels # missings % missings
2.00 4.00 1.00 0.21

Distribution

Note
Due to the fact that the feature has only 4 levels, it is visu-
alised and measured like a categorical feature.

Table A.127: Description of p44pcrh

p44pcrh

Meaning
This feature gives numeric information about High-sensitivity
C-reactive protein (hs-CRP) [mg/L].

Statistics
min max average median σ2 σ # missings % missings
0.00 70.00 5.61 3.00 57.33 7.57 71.00 14.98
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Distribution

Table A.128: Description of pasetotal

pasetotal

Meaning
This feature gives binary information about the Physical ac-
tivity scale for elderly score.

Statistics
min max average median σ2 σ # missings % missings
0.00 291.00 60.27 53.50 2012.90 44.87 0.00 0.00

Distribution

Table A.129: Description of ppeso

ppeso

Meaning
This feature gives binary information about the Fried crite-
rion: "weight loss >10 lbs. in past year".

Statistics
mode levels # missings % missings
0.00 2.00 0.00 0.00
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Distribution

Discretization &
Semantic scales

0: not true
1: true

Table A.130: Description of exhaution

exhaution

Meaning
This feature gives binary information about the Fried crite-
rion: "exhaustion >=3days in past week".

Statistics
mode levels # missings % missings
0.00 2.00 0.00 0.00

Distribution

Discretization &
Semantic scales

0: not true
1: true

Table A.131: Description of FRAGIL

FRAGIL

Meaning
This feature gives categorical information about Frail status
according to Fried scale.
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Statistics
mode levels # missings % missings
1.00 3.00 3.00 0.63

Distribution

Discretization &
Semantic scales

0: non-frail
1: pre-frail
2: frail

Table A.132: Description of ktaz2008

ktaz2008

Meaning
This feature gives numeric information about Number of ADL
abilities.

Statistics
mode levels # missings % missings
6.00 7.00 6.00 1.27

Distribution

Table A.133: Description of lawton2008
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lawton2008

Meaning
This feature gives numeric information about the Number of
IADL abilities.

Statistics
min max average median σ2 σ # missings % missings
0.00 8.00 5.93 6.50 4.60 2.14 30.00 6.33

Distribution

Table A.134: Description of mmse2008

mmse2008

Meaning This feature represents the raw MMSE score.

Statistics
min max average median σ2 σ # missings % missings
0.00 30.00 23.11 23.00 26.42 5.14 75.00 15.82

Distribution

Table A.135: Description of pasefrag

pasefrag

Meaning
This feature gives binary information about the Fried crite-
rion: "pase score 6 20th percentile"
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Statistics
mode levels # missings % missings
0.00 2.00 0.00 0.00

Distribution

Discretization &
Semantic scales

0: not true
1: true

Table A.136: Description of gdstotal

gdstotal

Meaning
This feature gives numeric information about the total Geri-
atric Depression Score (GDS).

Statistics
min max average median σ2 σ # missings % missings
0.00 14.00 2.97 2.00 10.47 3.24 45.00 9.49

Distribution

Table A.137: Description of Depression

Depression
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Meaning
This feature gives binary information about the presence of
depression.

Statistics
mode levels # missings % missings
1.00 2.00 45.00 9.49

Distribution

Discretization &
Semantic scales

0: GDS < 5, therefore no depression present
1: GDS > 5, therefore depression present

Table A.138: Description of fuerzafragil

fuerzafragil

Meaning
This feature gives binary information about the Fried crite-
rion: "grip strength 6 20th percentile".

Statistics
mode levels # missings % missings
0.00 2.00 3.00 0.63

Distribution

Discretization &
Semantic scales

0: not true
1: true

212



Table A.139: Description of marchafragil

marchafragil

Meaning
This feature gives binary information about the Fried crite-
rion: "time to walk > 80th percentile".

Statistics
mode levels # missings % missings
0.00 2.00 0.00 0.00

Distribution

Discretization &
Semantic scales

0: not true
1: true

Table A.140: Description of INSULINA

INSULINA

Meaning
This feature gives numeric information about the blood in-
sulin [U/mL].

Statistics
min max average median σ2 σ # missings % missings
1.00 82.00 9.91 8.00 58.04 7.62 55.00 11.60

Distribution
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Table A.141: Description of HDL

HDL

Meaning
This feature gives numeric information about high-density
lipoprotein (HDL) [mg/dL].

Statistics
min max average median σ2 σ # missings % missings

17.00 110.00 51.67 50.00 176.16 13.27 43.00 9.07

Distribution

Table A.142: Description of LDL

LDL

Meaning
This feature gives binary information about the low-density
lipoprotein (LDL) [mg/dL].

Statistics
min max average median σ2 σ # missings % missings

28.00 236.00 115.99 117.00 1099.30 33.16 43.00 9.07

Distribution

Table A.143: Description of TESTOTOTAL

TESTOTOTAL

214



Meaning
This feature gives numeric information about the total testos-
terone in the blood [ng/dL].

Statistics
min max average median σ2 σ # missings % missings
0.00 11.00 2.10 1.00 5.84 2.42 9.00 1.90

Distribution

Table A.144: Description of TESTOLIBRE

TESTOLIBRE

Meaning
This feature gives numeric information about free testosterone
in the blood [ng/dL].

Statistics
min max average median σ2 σ # missings % missings
0.00 62.00 3.56 1.00 34.10 5.84 9.00 1.90

Distribution

Table A.145: Description of codigo01

codigo01

Meaning
This feature gives binary information about the question "Is
the patient dead at follow up?".
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Statistics
mode levels # missings % missings
0.00 2.00 0.00 0.00

Distribution

Discretization &
Semantic scales

0: alive
1: dead

Table A.146: Description of ADMA

ADMA

Meaning
This feature gives numeric information about asymmetric
dimethylarginine (ADMA) [µmol/L].

Statistics
mode levels # missings % missings
1.00 3.00 9.00 1.90

Distribution

Note
Due to the fact that the feature has only 3 levels, it is visu-
alised and measured like a categorical feature.

Table A.147: Description of lawton2013
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lawton2013

Meaning
This feature gives numeric information about the number of
IADL abilities on the follow up.

Statistics
min max average median σ2 σ # missings % missings
0.00 8.00 5.70 7.00 6.58 2.56 111.00 23.42

Distribution

Table A.148: Description of katz_2013

katz_2013

Meaning
This feature gives numeric information about the number of
ADL abilities on the follow up.

Statistics
mode levels # missings % missings
6.00 7.00 108.00 22.78

Distribution

Table A.149: Description of FRAGIL_2013

FRAGIL_2013
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Meaning
This feature gives categorical information about the frailty
status according to Fried scale on the follow up.

Statistics
mode levels # missings % missings
0.00 3.00 123.00 25.95

Distribution

Discretization &
Semantic scales

0: non-frail
1: pre-frail
2: frail

Table A.150: Description of em1

em1

Meaning
This Mobility Score (MS) related features gives binary infor-
mation about the question "Are you able to walk at home?".

Statistics
mode levels # missings % missings
1.00 2.00 1.00 0.21

Distribution

Discretization &
Semantic scales

1: yes
2: no
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Table A.151: Description of em1a

em1a

Meaning
This Mobility Score (MS) related features gives binary infor-
mation about the question "If answered YES; Do you get tired
when doing it?".

Statistics
mode levels # missings % missings
2.00 2.00 5.00 1.05

Distribution

Discretization &
Semantic scales

1: yes
2: no

Table A.152: Description of em1b

em1b

Meaning
This Mobility Score (MS) related features gives binary infor-
mation about the question "If answered YES; Do you need
help when doing it?".

Statistics
mode levels # missings % missings
2.00 2.00 6.00 1.27
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Distribution

Discretization &
Semantic scales

1: yes
2: no

Table A.153: Description of em2

em2

Meaning
This Mobility Score (MS) related features gives binary in-
formation about the question "Are you able to go out from
home?".

Statistics
mode levels # missings % missings
1.00 2.00 2.00 0.42

Distribution

Discretization &
Semantic scales

1: yes
2: no

Table A.154: Description of em2a

em2a
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Meaning
This Mobility Score (MS) related features gives binary infor-
mation about the question "If answered YES; Do you get tired
when doing it?".

Statistics
mode levels # missings % missings
2.00 3.00 39.00 8.23

Distribution

Discretization &
Semantic scales

1: yes
2: no

Table A.155: Description of em2b

em2b

Meaning
This Mobility Score (MS) related features gives binary infor-
mation about the question "If answered YES; Do you need
help when doing it?".

Statistics
mode levels # missings % missings
2.00 2.00 40.00 8.44

Distribution
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Discretization &
Semantic scales

1: yes
2: no

Table A.156: Description of em3

em3

Meaning
This Mobility Score (MS) related features gives binary infor-
mation about the question "Are you able to climb stairs?".

Statistics
mode levels # missings % missings
1.00 2.00 1.00 0.21

Distribution

Discretization &
Semantic scales

1: yes
2: no

Table A.157: Description of em3a

em3a

Meaning
This Mobility Score (MS) related features gives binary infor-
mation about the question "If answered YES; Do you get tired
when doing it?".

Statistics
mode levels # missings % missings
2.00 3.00 67.00 14.13
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Distribution

Discretization &
Semantic scales

1: yes
2: no

Table A.158: Description of em3b

em3b

Meaning
This Mobility Score (MS) related features gives binary infor-
mation about the question "If answered YES; Do you need
help when doing it?".

Statistics
mode levels # missings % missings
2.00 2.00 66.00 13.92

Distribution

Discretization &
Semantic scales

1: yes
2: no

Table A.159: Description of em4

em4
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Meaning
This Mobility Score (MS) related features gives binary infor-
mation about the question "Are you able to walk outside (nice
weather)?".

Statistics
mode levels # missings % missings
1.00 2.00 0.00 0.00

Distribution

Discretization &
Semantic scales

1: yes
2: no

Table A.160: Description of em4a

em4a

Meaning
This Mobility Score (MS) related features gives binary infor-
mation about the question "If answered YES; Do you get tired
when doing it?".

Statistics
mode levels # missings % missings
2.00 3.00 36.00 7.59

Distribution
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Discretization &
Semantic scales

1: yes
2: no

Table A.161: Description of em4b

em4b

Meaning
This Mobility Score (MS) related features gives binary infor-
mation about the question "If answered YES; Do you need
help when doing it?".

Statistics
mode levels # missings % missings
2.00 2.00 36.00 7.59

Distribution

Discretization &
Semantic scales

1: yes
2: no

Table A.162: Description of em5

em5

Meaning
This Mobility Score (MS) related features gives binary infor-
mation about the question "Are you able to walk outside (bad
weather)?".

Statistics
mode levels # missings % missings
1.00 2.00 1.00 0.21
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Distribution

Discretization &
Semantic scales

1: yes
2: no

Table A.163: Description of em5a

em5a

Meaning
This Mobility Score (MS) related features gives binary infor-
mation about the question "If answered YES; Do you get tired
when doing it?".

Statistics
mode levels # missings % missings
2.00 2.00 123.00 25.95

Distribution

Discretization &
Semantic scales

1: yes
2: no

Table A.164: Description of em5b

em5b
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Meaning
This Mobility Score (MS) related features gives binary infor-
mation about the question "If answered YES; Do you need
help when doing it?".

Statistics
mode levels # missings % missings
2.00 2.00 124.00 26.16

Distribution

Discretization &
Semantic scales

1: yes
2: no

Table A.165: Description of tads

tads

Meaning
This feature gives numeric information about the systolic
blood pressure.

Statistics
min max average median σ2 σ # missings % missings
0.00 240.00 146.65 146.00 816.69 28.58 4.00 0.84

Distribution

Table A.166: Description of tadd
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tadd

Meaning
This feature gives numeric information about the diastolic
blood pressure.

Statistics
min max average median σ2 σ # missings % missings
0.00 165.00 77.14 77.50 219.77 14.82 4.00 0.84

Distribution

Table A.167: Description of hi13

hi13

Meaning
This feature gives categorical information about the education
level.

Statistics
mode levels # missings % missings
1.00 8.00 0.00 0.00

Distribution
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Discretization &
Semantic scales

1: none
2: unfinished school
3: school
4: secondary school
5: professional school
6: university, technical grade (3 years)
7 university, grade (5 years)
8-10 nan or missing

Table A.168: Description of enpot1

enpot1

Meaning
This MMSE related feature gives binary information about
the ability of the patient to answer the MMSE-question "What
day of the week is this?".

Statistics
mode levels # missings % missings
1.00 5.00 65.00 13.71

Distribution

Discretization &
Semantic scales

1: correct answered
2: not correct answered
other: missing

Table A.169: Description of enpot2

enpot2
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Meaning
This MMSE related feature gives binary information about
the ability of the patient to answer the MMSE-question "What
is today’s date?".

Statistics
mode levels nMissings nMissingsPerc
1.00 5.00 65.00 13.71

Distribution

Discretization &
Semantic scales

1: correct answered
2: not correct answered
other: missing

Table A.170: Description of enpot3

enpot3

Meaning
This MMSE related feature gives binary information about
the ability of the patient to answer the MMSE-question "What
month is this?".

Statistics
mode levels # missings % missings
1.00 6.00 62.00 13.08

Distribution
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Discretization &
Semantic scales

1: correct answered
2: not correct answered
other: missing

Table A.171: Description of enpot4

enpot4

Meaning
This MMSE related feature gives binary information about
the ability of the patient to answer the MMSE-question "What
year is this?".

Statistics
mode levels # missings % missings
1.00 8.00 65.00 13.71

Distribution

Discretization &
Semantic scales

1: correct answered
2: not correct answered
other: missing

Table A.172: Description of enpot6

enpot6

Meaning
This MMSE related feature gives binary information about
the ability of the patient to answer the MMSE-question
"Which season is this?".

Statistics
mode levels # missings % missings
1.00 4.00 61.00 12.87
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Distribution

Discretization &
Semantic scales

1: correct answered
2: not correct answered
other: missing

Table A.173: Description of enpol1

enpol1

Meaning

This MMSE related feature gives binary information about
the ability of the patient to answer the MMSE-question "IN
HOME: What is the street address of this house? // IN FA-
CILITY: What is the name of this building?".

Statistics
mode levels # missings % missings
1.00 4.00 62.00 13.08

Distribution

Discretization &
Semantic scales

1: correct answered
2: not correct answered
other: missing
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Table A.174: Description of enpol2

enpol2

Meaning

This MMSE related feature gives binary information about
the ability of the patient to answer the MMSE-question "IN
HOME: What room are we in? // IN FACILITY: What floor
are we on?".

Statistics
mode levels # missings % missings
1.00 4.00 63.00 13.29

Distribution

Discretization &
Semantic scales

1: correct answered
2: not correct answered
other: missing

Table A.175: Description of enpol3

enpol3

Meaning
This MMSE related feature gives binary information about
the ability of the patient to answer the MMSE-question "What
city/town are we in?".

Statistics
mode levels # missings % missings
1.00 4.00 63.00 13.29
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Distribution

Discretization &
Semantic scales

1: correct answered
2: not correct answered
other: missing

Table A.176: Description of enpol4

enpol4

Meaning
This MMSE related feature gives binary information about
the ability of the patient to answer the MMSE-question "What
province are we in?".

Statistics
mode levels # missings % missings
1.00 4.00 63.00 13.29

Distribution

Discretization &
Semantic scales

1: correct answered
2: not correct answered
other: missing

Table A.177: Description of enpol5
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enpol5

Meaning
This MMSE related feature gives binary information about
the ability of the patient to answer the MMSE-question "What
county are we in?".

Statistics
mode levels # missings % missings
1.00 4.00 63.00 13.29

Distribution

Discretization &
Semantic scales

1: correct answered
2: not correct answered
other: missing

Table A.178: Description of enmem1a

enmem1a

Meaning

This MMSE related feature gives binary information about
the ability of the patient to do the following MMSE-task:
"SAY: I am going to name three objects. When I am finished,
I want you to repeat theM. Remember what they are because
I am going to ask you to name them again in a few minutes. //
Say the following words slowly at 1-second intervals - peseta
(coin in spanish), caballo (horse in spanish), manzana (apple
in spanish)".

Statistics
mode levels # missings % missings
4.00 6.00 62.00 13.08
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Distribution

Discretization &
Semantic scales

1: correct answered
2: not correct answered
other: missing

Table A.179: Description of enpmem2

enpmem2

Meaning

This MMSE related feature gives binary information about
the ability of the patient to answer the following MMSE-
question: "Now what were the three objects I asked you to
remember?"

Statistics
mode levels # missings % missings
1.00 6.00 63.00 13.29

Distribution

Discretization &
Semantic scales

1: correct answered
2: not correct answered
other: missing
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Table A.180: Description of enpat1

enpat1

Meaning
This MMSE related feature gives binary information about
the ability of the patient to do the following MMSE-task:
"Count backwards by 7 starting from 100".

Statistics
mode levels # missings % missings
7.00 8.00 62.00 13.08

Distribution

Discretization &
Semantic scales

0: not correct
1: one letter correct
2: two letters correct
3: three letters correct
4: four letters correct
5: five letters correct
8: can’t do it
9: won’t do it

Table A.181: Description of enpat2

enpat2

Meaning

This MMSE related feature gives binary information about
the ability of the patient to do the following MMSE-task:
"Spell the word MUNDO (world in spanish). Now spell it
backwards."

237



Statistics
mode levels # missings % missings
7.00 8.00 128.00 27.00

Distribution

Discretization &
Semantic scales

0: not correct
1: one letter correct
2: two letters correct
3: three letters correct
4: four letters correct
5: five letters correct
8: can’t do it
9: won’t do it

Table A.182: Description of enleng1

enleng1

Meaning
This MMSE related feature gives binary information about
the ability of the patient to answer the MMSE-question "Show
a wristchatch and a pencil. What are these called?".

Statistics
mode levels # missings % missings
3.00 4.00 66.00 13.92
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Distribution

Discretization &
Semantic scales

0: not correct
1: one correct
2: two correct
8: can’t do it
9: won’t do it

Table A.183: Description of enleng2

enleng2

Meaning

This MMSE related feature gives binary information about
the ability of the patient to do following MMSE-task: "SAY:
I would like you to repeat this phrase after me: Ni si, ni no,
ni pero. (No ifs, ands or buts. In spanish) ".

Statistics
mode levels # missings % missings
2.00 4.00 62.00 13.08

Distribution
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Discretization &
Semantic scales

0: not correct
1: correct
8: can’t do it
9: won’t do it

Table A.184: Description of enleng3

enleng3

Meaning

This MMSE related feature gives binary information about
the ability of the patient to do following MMSE-task: "Ask the
person if he is right or left handed. Take a piece of paper and
hold it up in front of the person. SAY: Take this paper in your
right/left hand (whichever is non-dominant), fold the paper
in half once with both hands and put the paper down on the
floor. Score 1 point for each instruction executed correctly.".

Statistics
mode levels # missings % missings
4.00 5.00 64.00 13.50

Distribution

Discretization &
Semantic scales

0: not correct
1: one correct
2: two correct
3: three correct
8: can’t do it
9: won’t do it
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Table A.185: Description of enleng4

enleng4

Meaning

This MMSE related feature gives binary information about
the ability of the patient to do following MMSE-task: "SAY:
Read the words on the page and then do what it says. Then
hand the person the sheet with "Cierre los ojos" (close your
eyes in spanish) on it. If the subject read and does not close
their eyes, repeat yp to three times. Score only if subject
closes eyes.".

Statistics
mode levels # missings % missings
2.00 4.00 63.00 13.29

Distribution

Discretization &
Semantic scales

0: not correct
1: correct
8: can’t do it
9: won’t do it

Table A.186: Description of enpprx1

enpprx1

Meaning

This MMSE related feature gives binary information about
the ability of the patient to do following MMSE-task: "Hand
the person a pencil and paper. SAY: write any complete sen-
tence on that piece of paper. (Note: The sentence must make
sense. Ignore spelling errors)".
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Statistics
mode levels # missings % missings
2.00 4.00 66.00 13.92

Distribution

Discretization &
Semantic scales

0: not correct
1: correct
8: can’t do it
9: won’t do it

Table A.187: Description of enpprx2

enpprx2

Meaning

This MMSE related feature gives binary information about
the ability of the patient to do following MMSE-task: "Place
design, eraser and pencil in front of the person. SAY: copy
this design please. // Allow multiple tries. Wait until person
is finished and hands it back. Score only for correctly copied
diagram with a 4-sided figure between two 5-sided figures. ".

Statistics
mode levels # missings % missings
1.00 4.00 64.00 13.50

Distribution
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Discretization &
Semantic scales

0: not correct
1: correct
8: can’t do it
9: won’t do it

Table A.188: Description of k1_2013

k1_2013

Meaning

This feature gives categorical information about the WHO
activity 6: "Any difficulty washing face and arms?". This fea-
ture is associated with the ADL test, and represents question
1 (follow up, 2008).

Statistics
mode levels # missings % missings
111.00 4.00 107.00 22.57

Distribution

Discretization &
Semantic scales

111: Without help (independent, score=1)
222: With some help from another person (independent,
score=1)
333: Unable to do it (dependent, score=0)

Table A.189: Description of k2_2013

k2_2013
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Meaning

This feature gives categorical information about the WHO
activity 8: "Any difficulty dressing and undressing?". This
feature is associated with the ADL test, and represents ques-
tion 2 (follow up, 2013).

Statistics
mode levels # missings % missings
111.00 4.00 107.00 22.57

Distribution

Discretization &
Semantic scales

111: Without help (independent, score=1)
222: With some help from another person (independent,
score=1)
333: Unable to do it (dependent, score=0)

Table A.190: Description of k3_2013

k3_2013

Meaning
This feature gives categorical information about the WHO
activity 11: "Any difficulty using the toilet?". This feature is
associated with the ADL test, and represents question 3.

Statistics
mode levels # missings % missings
111.00 4.00 107.00 22.57
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Distribution

Discretization &
Semantic scales

111: Without help (independent, score=1)
222: With some help from another person (dependent,
score=0)
333: Unable to do it (dependent, score=0)

Table A.191: Description of k4_2013

k4_2013

Meaning

This feature gives categorical information about the WHO ac-
tivity 12: "Any difficulty getting in and out of bed?". This
feature is associated with the ADL test, and represents ques-
tion 4 (follow up, 2013).

Statistics
mode levels # missings % missings
111.00 4.00 107.00 22.57

Distribution

Discretization &
Semantic scales

111: Without help (independent, score=1)
222: With some help from another person (dependent,
score=0)
333: Unable to do it (dependent, score=0)
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Table A.192: Description of k5_2013

k5_2013

Meaning

This feature gives categorical information about the WHO
activity 19: "Any difficulty controlling urination and bowel
movements?".This feature is associated with the ADL test,
and represents question 5 (follow up, 2013).

Statistics
mode levels # missings % missings
111.00 4.00 108.00 22.78

Distribution

Discretization &
Semantic scales

111: Without help (independent, score=1)
222: With some help from another person (dependent,
score=0)
333: Unable to do it (dependent, score=0)

Table A.193: Description of k6_2013

k6_2013

Meaning

This feature gives categorical information about the WHO
activity 9: "Any difficulty eating (e.g.,holding a fork, cutting
food, drinking from a glass)?". This feature is associated with
the ADL test, and represents question 6 (follow up, 2013).

Statistics
mode levels # missings % missings
111.00 4.00 110.00 23.21
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Distribution

Discretization &
Semantic scales

111: Without help (independent, score=1)
222: With some help from another person (independent,
score=1)
333: Unable to do it (dependent, score=0)

Table A.194: Description of lw1_2013

lw1_2013

Meaning
This feature is associated with the IADL test, and represents
question 1.

Statistics
mode levels # missings % missings
111.00 5.00 107.00 22.57

Distribution

Discretization &
Semantic scales

111: Operates telephone on own initiative(independent,
score=1); looks up and dials numbers, etc.
222: Dials a few well-known numbers (independent, score=1)
333: Answers telephone but does not dial (independent,
score=1)
444: Does not use telephone at all (dependent, score=0)
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Table A.195: Description of lw2_2013

lw2_2013

Meaning
This feature is associated with the IADL test, and represents
question 2.

Statistics
mode levels # missings % missings
111.00 5.00 107.00 22.57

Distribution

Discretization &
Semantic scales

111: Takes care of all shopping needs independently (inde-
pendent, score=1)
222: Shops independently for small purchases (dependent,
score=0)
333: Needs to be accompanied on any shopping trip (depen-
dent, score=0)
444: Completely unable to shop (dependent, score=0)

Table A.196: Description of lw3_2013

lw3_2013

Meaning
This feature is associated with the IADL test, and represents
question 3.

Statistics
mode levels # missings % missings
111.00 5.00 107.00 22.57
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Distribution

Discretization &
Semantic scales

111: Plans, prepares, and serves adequate meals indepen-
dently(independent, score=1)
222: Prepares adequate meals if supplied with ingredients (de-
pendent, score=0)
333: Heats and serves prepared meals, or prepares meals but
does not maintain adequate diet (dependent, score=0)
444: Needs to have meals prepared and served (dependent,
score=0)

Table A.197: Description of lw4_2013

lw4_2013

Meaning
This feature is associated with the IADL test, and represents
question 4.

Statistics
mode levels # missings % missings
111.00 5.00 107.00 22.57

Distribution
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Discretization &
Semantic scales

111: Maintains house alone or with occasional assistance (e.g.,
"heavy work domestic help")(independent, score=1)
222: Performs light daily tasks such as dishwashing, bed mak-
ing(independent, score=1)
333: Performs light daily tasks but cannot maintain accept-
able level of cleanliness (dependent, score=0)
444: Needs help with all home maintenance tasks (dependent,
score=0)
555: Does not participate in any housekeeping tasks (depen-
dent, score=0)

Table A.198: Description of lw5_2013

lw5_2013

Meaning
This feature is associated with the IADL test, and represents
question 5.

Statistics
mode levels # missings % missings
111.00 4.00 107.00 22.57

Distribution

Discretization &
Semantic scales

111: Does personal laundry completely (independent,
score=1)
222: Launders small items; rinses stockings, etc. (dependent,
score=0))
333: All laundry must be done by others (dependent, score=0)
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Table A.199: Description of lw6_2013

lw6_2013

Meaning
This feature is associated with the IADL test, and represents
question 6.

Statistics
mode levels # missings % missings
11.00 6.00 108.00 22.78

Distribution

Discretization &
Semantic scales

111: Travels independently on public transportation or drives
own car(independent, score=1)
222: Arranges own travel via taxi, but does not otherwise use
public transportation (independent, score=1)
333: Travels on public transportation when assisted or ac-
companied by another (dependent, score=0)
444: Travel limited to taxi or automobile with assistance of
another (dependent, score=0)
555: Does not travel at all (dependent, score=0)

Note
The values should be "111,222,333,444,555" instead of
"11,22,33,44,55".

Table A.200: Description of lw7_2013

lw7_2013

Meaning
This feature is associated with the IADL test, and represents
question 7.
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Statistics
mode levels # missings % missings
111.00 4.00 109.00 23.00

Distribution

Discretization &
Semantic scales

111: Is responsible for taking medication in correct dosages
at correct time(independent, score=1)
222: Takes responsibility if medication is prepared in advance
in separate dosages (dependent, score=0)
333: Is not capable of dispensing own medication (dependent,
score=0)

Table A.201: Description of lw8_2013

lw8_2013

Meaning
This feature is associated with the IADL test, and represents
question 8.

Statistics
mode levels # missings % missings
111.00 4.00 107.00 22.57

Distribution
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Discretization &
Semantic scales

111: Manages financial matters independently (budgets,
writes checks, pays rent and bills, goes to bank), collects and
keeps track of income (independent, score=1)
222: Manages day-to-day purchases, but needs help with
banking, major purchases, etc: (independent, score=1)
333: Incapable of handling money (dependent, score=0)

Table A.202: Description of cq8

cq8

Meaning
This feature gives binary information about the presence of
Leukemia or Polycytemia.

Statistics
mode levels # missings % missings
2.00 1.00 0.00 0.00

Distribution

Discretization &
Semantic scales

1: present
2: not present
88: not available

Table A.203: Description of cq9

cq9

Meaning
This feature gives binary information about the presence of
Lymphoma.
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Statistics
mode levels # missings % missings
2.00 3.00 2.00 0.42

Distribution

Discretization &
Semantic scales

1: present
2: not present
88: not available

Table A.204: Description of cq10

cq10

Meaning
This feature gives binary information about the presence of
cancer (except leukemia, polycythemia). and lymphoma)

Statistics
mode levels # missings % missings
2.00 2.00 1.00 0.21

Distribution

Discretization &
Semantic scales

1: present
2: not present
88: not available
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Table A.205: Description of ppeso_2013

ppeso_2013

Meaning
This feature gives binary information about the Fried crite-
rion: "weight loss >10 lbs. in past year".

Statistics
mode levels # missings % missings
0.00 2.00 112.00 23.63

Distribution

Discretization &
Semantic scales

0: not true
1: true

Table A.206: Description of exhaution_2013

exhaution_2013

Meaning
This feature gives binary information about the Fried crite-
rion: "exhaustion >=3days in past week".

Statistics
mode levels # missings % missings
0.00 2.00 118.00 24.89

Distribution
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Discretization &
Semantic scales

0: not true
1: true

Table A.207: Description of pasefrag_2013

pasefrag_2013

Meaning
This feature gives binary information about the Fried crite-
rion: "pase score 6 20th percentile"

Statistics
mode levels # missings % missings
0.00 2.00 105.00 22.15

Distribution

Discretization &
Semantic scales

0: not true
1: true

Table A.208: Description of fuerzafragil_2013

fuerzafragil_2013

Meaning
This feature gives binary information about the Fried crite-
rion: "grip strength 6 20th percentile".

Statistics
mode levels # missings % missings
0.00 2.00 120.00 25.32
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Distribution

Discretization &
Semantic scales

0: not true
1: true

Table A.209: Description of marchafragil_2013

marchafragil_2013

Meaning
This feature gives binary information about the Fried crite-
rion: "time to walk > 80th percentile".

Statistics
mode levels # missings % missings
0.00 2.00 156.00 32.91

Distribution

Discretization &
Semantic scales

0: not true
1: true

Table A.210: Description of numdrug

numdrug

Meaning
This feature gives numeric information about the number of
drugs the patient takes.
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Statistics
min max average median σ2 σ # missings % missings
0.00 11.00 4.66 4.00 8.65 2.94 0.00 0.00

Distribution

Table A.211: Description of polypharmacy

polypharmacy

Meaning
This feature gives binary information about the presence of
polypharmacy (when the number of drugs is equal or higher
5).

Statistics
mode levels # missings % missings
0.00 2.00 0.00 0.00

Distribution

Discretization &
Semantic scales

0: no
1: yes

Table A.212: Description of cognitiveimpairmentM MSEeducativelevel

cognitiveimpairmentMMSEeducativelevel
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Meaning
This feature gives binary information about the question "Has
the patient a cognitive impairment?".

Statistics
mode levels # missings % missings
0.00 2.00 81.00 17.09

Distribution

Discretization &
Semantic scales

0: no
1: yes

Table A.213: Description of X.1_year_smoker

X.1_year_smoker

Meaning
This feature gives binary information about if the patient was
a smoker for at least one year.

Statistics
mode levels # missings % missings
0.00 2.00 0.00 0.00

Distribution

Discretization &
Semantic scales

0: no
1: yes
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Table A.214: Description of currentsmoker

currentsmoker

Meaning
This feature gives binary information about if the patient is
currently a smoker.

Statistics
mode levels # missings % missings
0.00 2.00 0.00 0.00

Distribution

Discretization &
Semantic scales

0: no
1: yes

Table A.215: Description of Individualincome

Individualincome

Meaning
This feature gives categorical information about income of the
individual.

Statistics
mode levels nMissings nMissingsPerc
5.00 13.00 2.00 0.42

Distribution
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Discretization &
Semantic scales

1:None
2:<300 euros
3: 301-500 euros
4:501-700 euros
5:701-900 euros
6:901-1:500 euros
7:1:501- 2:000 euros
8:2001- 3:000 euros
9:3:001-4000 euros
10:más de 4001 euros:
11:NS
12:NC

Table A.216: Description of Householdincome

Householdincome

Meaning
This feature gives categorical information about the income
of the household in which the individual lives.

Statistics
mode levels nMissings nMissingsPerc
4.00 12.00 9.00 1.90

Distribution
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Discretization &
Semantic scales

1:None
2:< 200 euros
3:201-300 euros
4:301-500 euros
5:501-700 euros
6:701-900 euros
7:901-1:100 euros
8:1:101-1:300 euros
9:1301-1:500 euros
10:1501-2000 euros
11:2001-3000 euros
12:3001-4000 euros
13:more than 4001 euros:
14:NS
15:NC

Table A.217: Description of numpersonsfamilyunit

numpersonsfamilyunit

Meaning This feature gives binary information about ...

Statistics
mode levels nMissings nMissingsPerc
1.00 9.00 68.00 14.35

Distribution
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Discretization &
Semantic scales

1: 1 person
2: 2 persons
3: 3 persons
4: 4 persons
5: 5 persons
6: 6persons
7: 7persons
8: 8 or more persons
9: don’t know
10: No answer

Table A.218: Description of Charlsonindex

Charlsonindex

Meaning
This feature gives numeric information about the Charlson
co-morbidity index score.

Statistics
min max average median σ2 σ # missings % missings
0.00 11.00 1.19 1.00 2.79 1.67 3.00 0.63

Distribution

Table A.219: Description of cv1cv4

cv1cv4

Meaning
This feature gives binary information about the presence of
myocardial infarction or Heart attack (self reported) or angina
pectoris.
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Statistics
mode levels # missings % missings
0.00 2.00 0.00 0.00

Distribution

Discretization &
Semantic scales

0: no
1: yes

Table A.220: Description of IGF1

IGF1

Meaning
This feature gives numeric information about the insulin like
growth factor 1 (IGF1) [ng/mL].

Statistics
min max average median σ2 σ # missings % missings
0.00 5530.00 135.53 105.00 88748.49 297.91 127.00 26.79

Distribution

Table A.221: Description of E2

E2

Meaning
This feature gives numeric information about 17β-estradiol
(E2) [pmol/L].
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Statistics
min max average median σ2 σ # missings % missings
1.00 272.00 120.60 110.50 5622.66 74.98 16.00 3.38

Distribution

Table A.222: Description of Dheas

Dheas

Meaning
This feature gives numeric information about dehy-
droepiandrosterone sulfate (DHEA-S) [µg/dL].

Statistics
min max average median σ2 σ # missings % missings
4.00 2936.00 143.85 67.00 66122.32 257.14 16.00 3.38

Distribution

Table A.223: Description of Dhea

Dhea

Meaning
This feature gives numeric information about dehy-
droepiandrosterone (DHEA) [ng/mL]

Statistics
min max average median σ2 σ # missings % missings
1.00 130.00 7.67 5.00 86.84 9.32 16.00 3.38
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Distribution

Table A.224: Description of epoc1

epoc1

Meaning

This feature gives categorical information about the answer
to the question: "Did any doctor tell you that you had a
chronic obstructive pulmonary disease: emphysema or chronic
bronchitis?"

Statistics
mode levels # missings % missings
2.00 2.00 1.00 0.21

Distribution

Discretization &
Semantic scales

1: Yes
2: No
3: Don’t know
4: No answer

Table A.225: Description of epoc2

266



epoc2

Meaning
This feature gives categorical information about the answer to
the question: "Did any doctor say tell that you had asthma?"

Statistics
mode levels # missings % missings
2.00 2.00 2.00 0.42

Distribution

Discretization &
Semantic scales

1: Yes
2: No
3: Don’t know
4: No answer

Table A.226: Description of epoc3

epoc3

Meaning
This feature gives categorical information about the answer
to the question: "Did any doctor tell you that you had any
lung disease?"

Statistics
mode levels # missings % missings
2.00 2.00 2.00 0.42
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Distribution

Discretization &
Semantic scales

1: Yes
2: No
3: Don’t know
4: No answer

Table A.227: Description of epoc4

epoc4

Meaning
This feature gives categorical information about the answer
to the question: "Did any doctor tell you that you had had a
pneumonía or bronchopneumonía?"

Statistics
mode levels # missings % missings
2.00 2.00 5.00 1.05

Distribution

Discretization &
Semantic scales

1: Yes
2: No
3: Don’t know
4: No answer
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Table A.228: Description of epoc5

epoc5

Meaning
This feature gives categorical information about the answer
to the question: "Did any doctor tell you that you had had
an acute bronchitis?"

Statistics
mode levels # missings % missings
2.00 2.00 3.00 0.63

Distribution

Discretization &
Semantic scales

1: Yes
2: No
3: Don’t know
4: No answer

Table A.229: Description of epoc6

epoc6

Meaning
This feature gives categorical information about the answer
to the question: "Have you ever been operated of your lung?"

Statistics
mode levels # missings % missings
2.00 2.00 1.00 0.21
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Distribution

Discretization &
Semantic scales

1: Yes
2: No
3: Don’t know
4: No answer

Table A.230: Description of epoc7

epoc7

Meaning
This feature gives categorical information about the answer
to the question: "Do you have any other lung disease?"

Statistics
mode levels # missings % missings
2.00 2.00 1.00 0.21

Distribution

Discretization &
Semantic scales

1: Yes
2: No
3: Don’t know
4: No answer
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Table A.231: Description of cq6

cq6

Meaning
This feature gives categorical information about the answer
to the question: "Did any doctor tell you that you had
Alzheimer’s disease, senile dementia or another dementia?"

Statistics
mode levels # missings % missings
2.00 2.00 3.00 0.63

Distribution

Discretization &
Semantic scales

1: Yes
2: No
3: Don’t know
4: No answer

Table A.232: Description of cq6a

cq6a

Meaning
This feature gives categorical information about the answer
to the question: "What kind of dementia did your say doctor
that you had?"

Statistics
mode levels # missings % missings
1.00 1.00 470.00 99.16
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Distribution

Discretization &
Semantic scales

1: Alzheimer’s disease
2: Vascular dementia
3: Mixed dementia
4: Dementia with Lewy bodies
5: Frontotemporal dementia
6: Dementia associated to Parkinson’s disease
7: Senile dementia
8: Other dementia
9: Don’t Know
10: No answer

Table A.233: Description of reum1

reum1

Meaning
This feature gives categorical information about the answer
to the question: "Have you ever had any joint inflammated
for more than 4 weeks in a row?"

Statistics
mode levels # missings % missings
2.00 3.00 1.00 0.21
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Distribution

Discretization &
Semantic scales

1: Yes
2: No
3: Don’t know
4: No answer

Table A.234: Description of reum2

reum2

Meaning
This feature gives categorical information about the answer
to the question: "Have you ever felt pain in any joint for more
than 4 weeks in a row?"

Statistics
mode levels # missings % missings
2.00 4.00 3.00 0.63

Distribution

Discretization &
Semantic scales

1: Yes
2: No
3: Don’t know
4: No answer
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Table A.235: Description of reum3

reum3

Meaning
This feature gives categorical information about the answer
to the question: "Do you ever feel that you can’t move or feel
rigid for over half an hour during the morning?"

Statistics
mode levels # missings % missings
2.00 4.00 1.00 0.21

Distribution

Discretization &
Semantic scales

1: Yes
2: No
3: Don’t know
4: No answer

Table A.236: Description of reum4

reum4

Meaning
This feature gives categorical information about the answer
to the question: "Have you ever been told you have arthritis?"

Statistics
mode levels # missings % missings
2.00 3.00 1.00 0.21
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Distribution

Discretization &
Semantic scales

1: Yes
2: No
3: Don’t know
4: No answer

Table A.237: Description of reum5

reum5

Meaning

This feature gives categorical information about the answer
to the question: "Please select in the mannequin the joints in
which you have had or have now inflammation for more than
4 weeks in a row (note the location of the affected joints).
SHOW CARD 2."

Statistics
min max average median σ2 σ # missings % missings
0.00 511.00 43.62 0.00 10711.39 103.50 0.00 0.00

Distribution
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Discretization &
Semantic scales

1: Shoulders
2: Elbows
3: Wrists
4: Metacarpophalangeal
5: Proximal interphalangeal
6: Hips
7: Knees
8: Ankles
9: Others

Table A.238: Description of reum6

reum6

Meaning
This feature gives categorical information about the answer
to the question: "Do you feel pain or have inflammation in
any joint?"

Statistics
mode levels # missings % missings
2.00 2.00 5.00 1.05

Distribution

Discretization &
Semantic scales

1: Yes
2: No
3: Don’t know
4: No answer

Table A.239: Description of reum7
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reum7

Meaning
This feature gives categorical information about the answer to
the question: "Did any doctor tell you that you had arthritis
or arthrosis in your..?"

Statistics
mode levels # missings % missings
4.00 5.00 3.00 0.63

Distribution

Discretization &
Semantic scales

1: Knees
2: Hips
3: Knees and hips
4: Others
5: Don’t Know
6: Don’t answer

Table A.240: Description of drug_1a

drug_1a

Meaning
This feature gives categorical information about the drug re-
lated question : "How do you take it?"

Statistics
mode levels # missings % missings
1.00 3.00 31.00 6.54
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Distribution

Discretization &
Semantic scales

1: continuous
2: intermittent
3: Sporadic
other: not available

Table A.241: Description of drug_1b

drug_1b

Meaning
This feature gives categorical information about the drug re-
lated question : "When did you start to take it?"

Statistics
mode levels # missings % missings
3.00 4.00 30.00 6.33

Distribution

Discretization &
Semantic scales

1: less than 1 month
2: from 1 month to 1 year
3: more than 1 year
other: NAN
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A.2 Codebook
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VARIABLE LABEL TYPE DESCRIPTION LEVELS OR NOTES
1 ETES_CODE hi1 Numeric ETES ID
2 FRAILOMIC_CODE FRAILOMIC_CODE Numeric FRAILOMIC ID
3 AGE hi8 Numeric Age (in years)
4 GENDER hi11 Cathegorical 1.Male; 2.Female
5 FRAIL_1 ppeso Cathegorical Frailty: weight loss >10 lbs. in past yr 0.No; 1.Yes; missing.Undetermined
6 FRAIL_2 exhaustion Cathegorical Frailty: exhaustion >=3days in past week 0.No; 1.Yes;missing.Undetermined
7 FRAIL_3 pasefrag Cathegorical Frailty: PASE <=20 percentile 0.No; 1.Yes; missing.Undetermined
8 FRAIL_4 marchafragil Cathegorical Frailty: time to walk >=80th percentile 0.No; 1.Yes;;missing.Undetermined
9 FRAIL_5 fuerzafragil Cathegorical Frailty: grip strength <=20th percentile 0.No; 1.Yes;missing.Undetermined

10 FRAILTY STATUS Fragil Cathegorical Frail status according to Fried scale 0.Health; 1.Prefrail; 2. Frail; missing.Undetermined
11 MMSE MMSE2009 Numeric MMSE raw score (0-30) Score 0-30
12 GDS_1 YS1 Cathegorical GDS1:Are you basically satisfied with your life? 1.YES (score 0); 2.NO (score 1)
13 GDS_2 YS2 Cathegorical GDS2:Have you dropped many of your activities and interests? 1.YES (score 1); 2.NO (score 0)
14 GDS_3 YS3 Cathegorical GDS3:Do you feel that your life is empty? 1.YES (score 1); 2.NO (score 0)
15 GDS_4 YS4 Cathegorical GDS4:Do you often get bored? 1.YES (score 1); 2.NO (score 0)
16 GDS_5 YS5 Cathegorical GDS5:Are you in good spirits most of the time? 1.YES (score 0); 2.NO (score 1)
17 GDS_6 YS6 Cathegorical GDS6:Are you afraid that something bad is going to happen to you? 1.YES (score 1); 2.NO (score 0)
18 GDS_7 YS7 Cathegorical GDS7:Do you feel happy most of the time? 1.YES (score 0); 2.NO (score 1)
19 GDS_8 YS8 Cathegorical GDS8:Do you often feel helpless? 1.YES (score 1); 2.NO (score 0)
20 GDS_9 YS9 Cathegorical GDS9:Do you prefer to stay at home, rather than going out and doing new things? 1.YES (score 1); 2.NO (score 0)
21 GDS_10 YS10 Cathegorical GDS10:Do you feel you have more problems with memory than most? 1.YES (score 1); 2.NO (score 0)
22 GDS_11 YS11 Cathegorical GDS11:Do you think it is wonderful to be alive now? 1.YES (score 0); 2.NO (score 1)
23 GDS_12 YS12 Cathegorical GDS12:Do you feel pretty worthless the way you are now? 1.YES (score 1); 2.NO (score 0)
24 GDS_13 YS13 Cathegorical GDS13:Do you feel full of energy? 1.YES (score 0); 2.NO (score 1)
25 GDS_14 YS14 Cathegorical GDS14:Do you feel that your situation is hopeless? 1.YES (score 1); 2.NO (score 0)
26 GDS_15 YS15 Cathegorical GDS15:Do you think that most people are better off than you are? 1.YES (score 1); 2.NO (score 0)
27 GDS gdstotal Numeric GDS: Total Score Score 0-15
28 ADL_1 K1 Cathegorical WHO activity 6: Any difficulty washing face and arms? 111.Without help (independent, score=1); 222.With some help from another person (independent, score=1); 333.Unable to do it (dependent, score=0)
29 ADL_2 K2 Cathegorical WHO activity 8: Any difficulty dressing and undressing? 111.Without help (independent, score=1); 222.With some help from another person (independent, score=1); 333.Unable to do it (dependent, score=0)
30 ADL_3 K3 Cathegorical WHO activity 11: Any difficulty using the toilet? 111.Without help (independent, score=1); 222.With some help from another person (dependent, score=0); 333.Unable to do it (dependent, score=0)
31 ADL_4 K4 Cathegorical WHO activity 12: Any difficulty getting in and out of bed? 111.Without help (independent, score=1); 222.With some help from another person (dependent, score=0); 333.Unable to do it (dependent, score=0)
32 ADL_5 K5 Cathegorical WHO activity 19: Any difficulty controlling urination and bowel movements? 111.Without help (independent, score=1); 222.With some help from another person (dependent, score=0); 333.Unable to do it (dependent, score=0)
33 ADL_6 K6 Cathegorical WHO activity 9: Any difficulty eating (e.g.,holding a fork, cutting food, drinking from a glass)? 111.Without help (independent, score=1); 222.With some help from another person (independent, score=1); 333.Unable to do it (dependent, score=0)
34 ADL KATZ2008 Numeric Number of ADL abilities (0-6) Score (0-6)

35 IADL_1 LW1 Cathegorical WHO activity 20: Any difficulty using the telephone?

111. Operates telephone on own initiative(independent, score=1); looks up and dials numbers, etc. 222. Dials a few well-known numbers 
(independent, score=1)
 333. Answers telephone but does not dial (independent, score=1) 444. Does not use telephone at all (dependent, score=0) 

36 IADL_2 LW2 Cathegorical WHO activity 5: Any difficulty shopping daily for basic necessities?
111. Takes care of all shopping needs independently (independent, score=1); 222. Shops independently for small purchases (dependent, score=0) 
333. Needs to be accompanied on any shopping trip (dependent, score=0) 444. Completely unable to shop (dependent, score=0) 

37 IADL_3 LW3 Cathegorical WHO activity 10: Any difficulty cooking a simple meal?

111. Plans, prepares, and serves adequate meals independently(independent, score=1); 222. Prepares adequate meals if supplied with 
ingredients (dependent, score=0) 
333. Heats and serves prepared meals, or prepares meals but does not maintain adequate diet (dependent, score=0) 444. 
Needs to have meals prepared and served (dependent, score=0)

38 IADL_4 LW4 Cathegorical WHO activity 13: Any difficulty doing light housework (e.g., doing dishes, light cleaning)?

111. Maintains house alone or with occasional assistance (e.g., "heavy work domestic help")(independent, score=1); 
222. Performs light daily tasks such as dishwashing, bed making(independent, score=1); 
333. Performs light daily tasks but cannot maintain acceptable level of cleanliness (dependent, score=0) 444. Needs help with all home 
maintenance tasks (dependent, score=0) 
555. Does not participate in any housekeeping tasks (dependent, score=0)

39 IADL_5 LW5 Cathegorical WHO activity 14: Any difficulty doing heavy housework (e.g., washing windows, floor)?
111. Does personal laundry completely (independent, score=1); 222. Launders small items; rinses stockings, etc. (dependent, score=0) 
333. All laundry must be done by others (dependent, score=0)

40 IADL_6 LW6 Cathegorical WHO activity 22: Any difficulty using public transportation?

111. Travels independently on public transportation or drives own car(independent, score=1); 
222. Arranges own travel via taxi, but does not otherwise use public transportation (independent, score=1); 
333. Travels on public transportation when assisted or accompanied by another (dependent, score=0) 
444. Travel limited to taxi or automobile with assistance of another (dependent, score=0) 555. Does not travel at all (dependent, score=0)

41 IADL_7 LW7 Cathegorical WHO activity 23: Any difficulty taking medications correctly?

111. Is responsible for taking medication in correct dosages at correct time(independent, score=1); 
222. Takes responsibility if medication is prepared in advance in separate dosages (dependent, score=0) 
333. Is not capable of dispensing own medication (dependent, score=0)

42 IADL_8 LW8 Cathegorical WHO activity 24: Any difficulty managing home finances?
111. Manages financial matters independently (budgets, writes checks, pays rent and bills, goes to bank), collects and keeps track of income (independent, score=1);
 222. Manages day-to-day purchases, but needs help with banking, major purchases, etc. (independent, score=1); 333. Incapable of handling money (dependent, score=0);

43 IADL lawton2008 Numeric Number of IADL abilities (0-8) Score (0-8)

44 ALC_CONSUM Alch1 Cathegorical
How many drinks do you have? 0. Never (in the last year); 1. One or less per month; 2. from 2 to 4 per month; 3. Twice per week; 

4. 3 Times per week; 5. 4 Times per week; 6. 5 Times per week; 7. 6 Times per week; 8 Daily
45 WINE Alch1a1 Numeric how many glasses of wine do you drink daily? units of alcohol/day
46 BEER Alch1a2 Numeric how many glasses of beer do you drink daily? units of alcohol/day
47 SPIRITS Alch1a3 Numeric how many glasses of spirits do you drink daily? units of alcohol/day
48 Alcohol consumption. Current period Alch1b Cathegorical For how many years? given the answer to the question Alch1
49 Previous_alcohol_consumption_1 Alch2 Cathegorical did you drink previously? 1. YES; 2. NO
50 Previous_alcohol_consumption_2 Alch2a Cathegorical Kind of drinker 1. M>12,W>8; 2. M=9-12, W=7-8; 3. M=7-8, W=5-6; 4. M=3-6, W=3-4; 5. M=1-2, W=1-2 (units of alcohol/day)
51 Previous_alcohol_consumption_3 Alch2b Cathegorical Starting age 1. <15; 2. 15-20; 3. 21-30; 4. 31-40; 5. 41-50; 6. 51-60; 7. 61-70; 8. 71-80; 8 >80
52 Previous_alcohol_consumption_4 Alch2c Cathegorical Ending age 1. <15; 2. 15-20; 3. 21-30; 4. 31-40; 5. 41-50; 6. 51-60; 7. 61-70; 8. 71-80; 8 >80
53 tabacco_consumption_1 tab1 Cathegorical Have you smoked at least 100 cigarettes in your entire life? 1. YES; 2. NO;3. Unknown; 4 NA
54 tabacco_consumption_2 tab1a Cathegorical If yes, Did you smoke cigarettes daily, ocassionally, or not at all? 1. Daily; 2. Ocassionally. 3. Undecided
55 tabacco_consumption_3 tab1a1 Cathegorical Do you smoke actually? 1. Yes, daily; 2. Yes, ocassionally; 3. No
56 tabacco_consumption_4 tab1a1a Cathegorical If not, How many time have you stopped smoking? 1. Yesterday; 2. 2-6 days ago; 3. 7-30 days ago; 4. 1-12 months ago; 5. 1-5 years ago; 6. 6-10 years ago; 7. 11-20 years ago; 8. more than 20 years ago
57 tabacco_consumption_5 tab1a3 Numeric For how many years did you smoke?
58 GRIP STRENGHT fuerza1a Numeric Muscle strength (upper) with dynamometer: hand grip dominant limb (kg)
59 WEIGHT peso1 Numeric Weight (kg)
60 HEIGHT altura1 Numeric Height (cm)
61 SELF_REP_CLINICAL_CONDITION_1 PS1 Cathegorical How would you evaluate your current health? How do you feel now? 1.Very good; 2.Good;3. Fair (so-so);4.Poor;5.Very poor;6. Undetermined



62 SELF_REP_CLINICAL_CONDITION_2 PS2 Cathegorical How is your health compared to 1 yr ago? 1.Much better;2.Better;3.The same;4.Slightly worse;5.Much worse;6.Undetermined
63 SELF_REP_CLINICAL_CONDITION_3 PS3 Cathegorical How would you judge your health compared to other people of your same age? 1.Much worse; 2.Sligthly worse;3.The same; 4.Better; 5. Much better; 6.Undetermined
64 COMORBIDITY_1 ccv1 Cathegorical Myocardial infarction / Heart attack (self reported)+E148 1.YES; 2. NO
65 COMORBIDITY_2 ccv2 Cathegorical Congestive heart failure (self reported) 1.YES; 2. NO
66 COMORBIDITY_3 ccv4 Cathegorical Angina pectoris (self reported) 1.YES; 2. NO
67 COMORBIDITY_4 ccv6 Cathegorical Hypertension (self-report,drugs,BP tests) 1.YES; 2. NO
68 COMORBIDITY_5 ccv8 Cathegorical Diabetes mellitus (self reported, drugs) 1.YES; 2. NO
69 EKG EKG1 Numeric EKG: Heart rate (beats/minute)
70 WAIST_PERIMETER ppci Numeric Anthropometry: waist perimeter (cm)
71 HIP_PERIMETER ppca Numeric Anthropometry: hip perimeter (cm)
72 PASE_SCORE pasetot Numeric Physical activity scale for elderly score
73 DEATH codigo01 Cathegorical Status at Follow Up 1 0.Alive;1.Dead
74 FRAILTY STATUS 2013 Fragil2013 Cathegorical Frail status according to Fried scale 0.Health; 1.Prefrail; 2. Frail; missing.Undetermined
75 ADL Katz2013 Numeric Number of ADL abilities (0-6) Score (0-6)
76 IADL Lawton2013 Numeric Number of IADL abilities (0-8) Score (0-8)
77 Tadd tadd Numeric Pressure arterial. Diastolic
78 Tads tads Numeric Pressure arterial. Systolic
79 Movility scale 1 em1 Cathegorical Are you able to walk at home? 1.YES; 2. NO
80 Movility scale 2 em1a Cathegorical  If answered YES; Do you get tired when doing it? 1.YES; 2. NO
81 Movility scale 3 em1b Cathegorical  If answered YES; Do you need help when doing it? 1.YES; 2. NO
82 Movility scale 4 em2 Cathegorical Are you able to go out from home? 1.YES; 2. NO
83 Movility scale 5 em2a Cathegorical  If answered YES; Do you get tired when doing it? 1.YES; 2. NO
84 Movility scale 6 em2b Cathegorical  If answered YES; Do you need help when doing it? 1.YES; 2. NO
85 Movility scale 7 em3 Cathegorical Are you able to climb stairs? 1.YES; 2. NO
86 Movility scale 8 em3a Cathegorical  If answered YES; Do you get tired when doing it? 1.YES; 2. NO
87 Movility scale 9 em3b Cathegorical  If answered YES; Do you need help when doing it? 1.YES; 2. NO
88 Movility scale 10 em4 Cathegorical Are you able to walk outside (nice weather)? 1.YES; 2. NO
89 Movility scale 11 em4a Cathegorical  If answered YES; Do you get tired when doing it? 1.YES; 2. NO
90 Movility scale 12 em4b Cathegorical  If answered YES; Do you need help when doing it? 1.YES; 2. NO
91 Movility scale 13 em5 Cathegorical Are you able to walk outside (bad weather)? 1.YES; 2. NO
92 Movility scale 14 em5a Cathegorical  If answered YES; Do you get tired when doing it? 1.YES; 2. NO
93 Movility scale 15 em5b Cathegorical  If answered YES; Do you need help when doing it? 1.YES; 2. NO

94 Educative level Hi13 Cathegorical Educative level
1. NONE; 2. UNFINISHED SCHOOL; 3 SCHOOL; 4 SECONDARY SCHOOL; 5 PROFESSIONAL SCHOOL; 6. UNIVERSITY. TECHNICAL GRADE (3 YEARS); 
7 UNIVERSITY. GRADE (5 YEARS); 8-10 NAN OR MISSING

95 MMSE temporal domain 1 Enpot1 Cathegorical What day of the week is this? 0. 0 POINTS; 1. 1 POINT; OTHER. NAN
96 MMSE temporal domain 2 Enpot2 Cathegorical What is today's date? 0. 0 POINTS; 1. 1 POINT; OTHER. NAN
97 MMSE temporal domain 3 Enpot3 Cathegorical What month is this? 0. 0 POINTS; 1. 1 POINT; OTHER. NAN
98 MMSE temporal domain 4 Enpot4 Cathegorical What year is this? 0. 0 POINTS; 1. 1 POINT; OTHER. NAN
99 MMSE temporal domain 5 Enpot6 Cathegorical Which season is this? 0. 0 POINTS; 1. 1 POINT; OTHER. NAN

100 MMSE spatial domain 1 Enpol1 Cathegorical IN HOME: What is the street address of this house? // IN FACILITY: What is the name of this building? 0. 0 POINTS; 1. 1 POINT; OTHER. NAN
101 MMSE spatial domain 2 Enpol2 Cathegorical IN HOME: What room are we in? // IN FACILITY: What floor are we on? 0. 0 POINTS; 1. 1 POINT; OTHER. NAN
102 MMSE spatial domain 3 Enpol3 Cathegorical What city/town are we in? 0. 0 POINTS; 1. 1 POINT; OTHER. NAN
103 MMSE spatial domain 4 Enpol4 Cathegorical What province are we in? 0. 0 POINTS; 1. 1 POINT; OTHER. NAN
104 MMSE spatial domain 5 Enpol5 Cathegorical What county are we in? 0. 0 POINTS; 1. 1 POINT; OTHER. NAN

105 MMSE Three objects. Repetition enpmem1a Cathegorical

SAY: I am going to name three objects. When I am finished, I want you to repeat theM. 
Remember what they are because I am going to ask you to name them again in a few minutes.
 // Say the following words slowly at 1-second intervals - peseta (coin in spanish), 
caballo (horse in spanish), manzana (apple in spanish) 1. 0 POINTS; 2. 1 POINT; 3. 2 POINTS; 4. 3 POINTS; OTHER. NAN

106 MMSE spell the word enpat2 Cathegorical Spell the word MUNDO (world in spanish). Now spell it backwards. 1. 0 POINTS; 2. 1 POINT; 3. 2 POINTS; 4. 3 POINTS; 5. 4 POINTS; 6. 5 POINTS; OTHER. NAN
107 MMSE backward counting enpat1 Cathegorical Count backwards by 7 starting from 100 1. 0 POINTS; 2. 1 POINT; 3. 2 POINTS; 4. 3 POINTS; 5. 4 POINTS; 6. 5 POINTS; OTHER. NAN

In the total score we used the best result of spelling and backward counting
108 MMSE Three objects. Short term memory enpmem2 Cathegorical Now what were the three objects I asked you to remember? 1. 0 POINTS; 2. 1 POINT; 3. 2 POINTS; 4. 3 POINTS; OTHER. NAN
109 MMSE Wristcatch and pencil enpleng1 Cathegorical Show a wristchatch and a pencil. What are these called? 1. 0 POINTS; 2. 1 POINT; 3. 2 POINTS; OTHER. NAN

110 MMSE Phrase. Repetition enpleng2 Cathegorical
SAY: I would like you to repeat this phrase after me: Ni si, ni no, ni pero. 
(No ifs, ands or buts. In spanish) 1. 0 POINTS; 2. 1 POINT; OTHER. NAN

111 MMSE Read and comprehension enpleng4 Cathegorical

SAY: Read the words on the page and then do what it says. Then hand the person the sheet with "Cierre los ojos" 
(close your eyes in spanish) on it. If the subject read and does not close their eyes, 
repeat yp to three times. Score only if subject closes eyes. 1. 0 POINTS; 2. 1 POINT; OTHER. NAN

112 MMSE Writing enpprx1 Cathegorical
Hand the person a pencil and paper. SAY: write any complete sentence on that piece of paper. 
(Note: The sentence must make sense. Ignore spelling errors) 1. 0 POINTS; 2. 1 POINT; OTHER. NAN

113 MMSE Drawing enpprx2 Cathegorical

Place design, eraser and pencil in front of the person. SAY: copy this design please. // 
Allow multiple tries. Wait until person is finished and
 hands it back. Score only for correctly copied diagram with a 4-sided figure between two 5-sided figures. 1. 0 POINTS; 2. 1 POINT; OTHER. NAN

114 MMSE Listening comprehension enpleng3 Cathegorical

Ask the person if he is right or left handed. Take a piece of paper and hold it up in front of the person. 
SAY: Take this paper in your right/left hand (whichever is non-dominant), fold the paper in half once 
with both hands and put the paper down on the floor. 
Score 1 point for each instruction executed correctly. 1. 0 POINTS; 2. 1 POINT; 3. 2 POINTS; 4. 3 POINTS; OTHER. NAN

115 ADL_1_2013 K1_2013 Cathegorical WHO activity 6: Any difficulty washing face and arms? 111.Without help (independent, score=1); 222.With some help from another person (independent, score=1); 333.Unable to do it (dependent, score=0)
116 ADL_2_2013 K2_2013 Cathegorical WHO activity 8: Any difficulty dressing and undressing? 111.Without help (independent, score=1); 222.With some help from another person (independent, score=1); 333.Unable to do it (dependent, score=0)
117 ADL_3_2013 K3_2013 Cathegorical WHO activity 11: Any difficulty using the toilet? 111.Without help (independent, score=1); 222.With some help from another person (dependent, score=0); 333.Unable to do it (dependent, score=0)
118 ADL_4_2013 K4_2013 Cathegorical WHO activity 12: Any difficulty getting in and out of bed? 111.Without help (independent, score=1); 222.With some help from another person (dependent, score=0); 333.Unable to do it (dependent, score=0)
119 ADL_5_2013 K5_2013 Cathegorical WHO activity 19: Any difficulty controlling urination and bowel movements? 111.Without help (independent, score=1); 222.With some help from another person (dependent, score=0); 333.Unable to do it (dependent, score=0)
120 ADL_6_2013 K6_2013 Cathegorical WHO activity 9: Any difficulty eating (e.g.,holding a fork, cutting food, drinking from a glass)? 111.Without help (independent, score=1); 222.With some help from another person (independent, score=1); 333.Unable to do it (dependent, score=0)

121 IADL_1_2013 LW1_2013 Cathegorical WHO activity 20: Any difficulty using the telephone?
111. Operates telephone on own initiative(independent, score=1); looks up and dials numbers, etc. 222. Dials a few well-known numbers (independent, score=1) 
333. Answers telephone but does not dial (independent, score=1) 444. Does not use telephone at all (dependent, score=0) 

122 IADL_2_2013 LW2_2013 Cathegorical WHO activity 5: Any difficulty shopping daily for basic necessities?
111. Takes care of all shopping needs independently (independent, score=1); 222. Shops independently for small purchases (dependent, score=0) 
333. Needs to be accompanied on any shopping trip (dependent, score=0) 444. Completely unable to shop (dependent, score=0) 

123 IADL_3_2013 LW3_2013 Cathegorical WHO activity 10: Any difficulty cooking a simple meal?

111. Plans, prepares, and serves adequate meals independently(independent, score=1); 
222. Prepares adequate meals if supplied with ingredients (dependent, score=0) 
333. Heats and serves prepared meals, or prepares meals but does not maintain adequate diet (dependent, score=0) 
444. Needs to have meals prepared and served (dependent, score=0)



124 IADL_4_2013 LW4_2013 Cathegorical WHO activity 13: Any difficulty doing light housework (e.g., doing dishes, light cleaning)?

111. Maintains house alone or with occasional assistance (e.g., "heavy work domestic help")(independent, score=1); 
222. Performs light daily tasks such as dishwashing, bed making(independent, score=1); 
333. Performs light daily tasks but cannot maintain acceptable level of cleanliness (dependent, score=0) 
444. Needs help with all home maintenance tasks (dependent, score=0) 
555. Does not participate in any housekeeping tasks (dependent, score=0)

125 IADL_5_2013 LW5_2013 Cathegorical WHO activity 14: Any difficulty doing heavy housework (e.g., washing windows, floor)?
111. Does personal laundry completely (independent, score=1); 222. Launders small items; rinses stockings, etc. (dependent, score=0) 
333. All laundry must be done by others (dependent, score=0)

126 IADL_6_2013 LW6_2013 Cathegorical WHO activity 22: Any difficulty using public transportation?

111. Travels independently on public transportation or drives own car(independent, score=1); 
222. Arranges own travel via taxi, but does not otherwise use public transportation (independent, score=1); 
333. Travels on public transportation when assisted or accompanied by another (dependent, score=0) 
444. Travel limited to taxi or automobile with assistance of another (dependent, score=0) 
555. Does not travel at all (dependent, score=0)

127 IADL_7_2013 LW7_2013 Cathegorical WHO activity 23: Any difficulty taking medications correctly?

111. Is responsible for taking medication in correct dosages at correct time(independent, score=1); 
222. Takes responsibility if medication is prepared in advance in separate dosages (dependent, score=0) 
333. Is not capable of dispensing own medication (dependent, score=0)

128 IADL_8_2013 LW8_2013 Cathegorical WHO activity 24: Any difficulty managing home finances?

111. Manages financial matters independently (budgets, writes checks, pays rent and bills, goes to bank), 
collects and keeps track of income (independent, score=1); 
222. Manages day-to-day purchases, but needs help with banking, major purchases, etc. (independent, score=1); 
333. Incapable of handling money (dependent, score=0);

129 FRAIL_1_2013 ppeso_2013 Cathegorical Frailty: weight loss >10 lbs. in past yr
130 FRAIL_2_2013 exhaustion_2013 Cathegorical Frailty: exhaustion >=3days in past week
131 FRAIL_3_2013 pasefrag_2013 Cathegorical Frailty: PASE <=20 percentile
132 FRAIL_4_2013 marchafragil_2013 Cathegorical Frailty: time to walk >=80th percentile
133 FRAIL_5_2013 fuerzafragil_2013 Cathegorical Frailty: grip strength <=20th percentile
134 Leukemia or Polycytemia CQ8 Cathegorical 1=YES, 2=NO, 88=MISSING
135 Lymphoma CQ9 Cathegorical 1=YES, 2=NO, 88=MISSING
136 Cancer (except Leukemia, polycythemia and lymphoma)CQ10 Cathegorical 1=YES, 2=NO, 88=MISSING
137 DEPRESSION Depression Cathegorical gdstotal>=5 1=YES, 2=NO
138 Dementia CQ6 Cathegorical Did any doctor tell you that you had Alzheimer’s disease, senile dementia or another dementia? 1. Yes; 2. No; 3. Don’t know; 4. No answer

139 Dementia (kind) CQ6a Cathegorical What kind of dementia did your say doctor that you had?

1. Alzheimer’s disease.; 2. Vascular dementia.; 3. Mixed dementia.; 4. Dementia with Lewy bodies.;
 5. Frontotemporal dementia.; 6. Dementia associated to Parkinson’s disease.; 
7. Senile dementia.; 8. Other dementia.; 9. Don’t Know.; 10. No answer.

140 Arthosis/arthritis reum1 Cathegorical Have you ever had any joint inflammated for more than 4 weeks in a row? 1. Yes; 2. No; 3. Don’t know; 4. No answer
141 Arthosis/arthritis reum2 Cathegorical Have you ever felt pain in any joint for more than 4 weeks in a row? 1. Yes; 2. No; 3. Don’t know; 4. No answer
142 Arthosis/arthritis reum3 Cathegorical Do you ever feel that you can’t move or feel rigid for over half an hour during the morning? 1. Yes; 2. No; 3. Don’t know; 4. No answer
143 Arthosis/arthritis reum4 Cathegorical Have you ever been told you have arthritis? 1. Yes; 2. No; 3. Don’t know; 4. No answer

144 Arthosis/arthritis reum5 Cathegorical
Please select in the mannequin the joints in which you have had or have now inflammation for
 more than 4 weeks in a row (note the location of the affected joints). SHOW CARD 2. 1. Shoulders ;2 Elbows ; 3 Wrists ; 4 Metacarpophalangeal; 5 Proximal interphalangeal; 6 Hips; 7 Knees; 8 Ankles; 9 Others

145 Arthosis/arthritis reum6 Cathegorical Do you feel pain or have inflammation in any joint? 1. Yes; 2. No; 3. Don’t know; 4. No answer
146 Arthosis/arthritis reum6a Cathegorical If yes,Please, show which joints. SHOW CARD 2: 1. Shoulders ;2 Elbows ; 3 Wrists ; 4 Metacarpophalangeal; 5 Proximal interphalangeal; 6 Hips; 7 Knees; 8 Ankles; 9 Others
147 Arthosis/arthritis reum7 Cathegorical Did any doctor tell you that you had arthritis or arthrosis in your..? 1.    Knees; 2 Hips; 3 Knees and hips; 4 Others; 5 Don’t Know; 6 Don’t answer.
148 Arthosis/arthritis reum7a Cathegorical if yes (1, 2 or 3)The doctor said that you had it after a hip or knee radiography, or both? 1. Yes; 2. No; 3. Don’t know; 4. No answer
149 EPOC EPOC1 Cathegorical Did any doctor tell you that you had a chronic obstructive pulmonary disease: emphysema or chronic bronchitis? 1. Yes; 2. No; 3. Don’t know; 4. No answer
150 EPOC EPOC2 Cathegorical Did any doctor say tell that you had asthma? 1. Yes; 2. No; 3. Don’t know; 4. No answer
151 EPOC EPOC3 Cathegorical Did any doctor tell you that you had any lung disease? 1. Yes; 2. No; 3. Don’t know; 4. No answer
152 EPOC EPOC4 Cathegorical Did any doctor tell you that you had had a pneumonía or bronchopneumonía? 1. Yes; 2. No; 3. Don’t know; 4. No answer
153 EPOC EPOC5 Cathegorical Did any doctor tell you that you had had an acute bronchitis? 1. Yes; 2. No; 3. Don’t know; 4. No answer
154 EPOC EPOC6 Cathegorical Have you ever been operated of your lung? 1. Yes; 2. No; 3. Don’t know; 4. No answer
155 EPOC EPOC7 Cathegorical Do you have any other lung disease? 1. Yes; 2. No; 3. Don’t know; 4. No answer

156 Income Individualincome Cathegorical

1.None; 2.<300 euros; 3. 301-500 euros; 4.501-700 euros; 5.701-900 euros; 6.901-1.500 euros; 
7.1.501- 2.000 euros; 8.2001- 3.000 euros; 9.3.001-4000 euros; 
10.más de 4001 euros.; 11.NS; 12.NC

157 Income Householdincome Cathegorical

1.None; 2.< 200 euros; 3.201-300 euros; 4.301-500 euros; 5.501-700 euros; 6.701-900 euros; 
7.901-1.100 euros; 8.1.101-1.300 euros; 9.1301-1.500 euros; 
10.1501-2000 euros; 11.2001-3000 euros; 12.3001-4000 euros; 13.more than 4001 euros.; 
14.NS; 15.NC

158 Income numpersonsfamilyunit Cathegorical
1. 1 person; 2. 2 persons; 3. 3 persons; 4. 4 persons; 5. 5 persons; 6. 6persons;
7. 7persons; 8. 8 or more persons; 9. don't know; 10. No answer

159 comorbidities Charlsonindex Cathegorical
REF.:Charlson ME, Pompei P, Ales KL, MacKenzie CR. A new method of classifying prognostic 
comorbidity in longitudinal studies: development and validation. J Chronic Dis 1987; 40: 373-83

160 MYO_HA_AP cv1cv4 Cathegorical Myocardial infarction / Heart attack (self reported)/angina pectoris
161 number of drugs num_drug Cathegorical number of drugs
162 polypharmacy polypharmacy Cathegorical number of drugs >=5
163 cognitive impairment cognitive_impairment_MMSE_educative_level Cathegorical
164 Drug 1 Comercial name drug_1_comercial_name Cathegorical Drug 1 comercial name
165 Drug 1 Active drug drug_1_PA Cathegorical Drug 1 Active drug
166 Drug 1 ATC code drug_1_ATC Cathegorical Drug 1 ATC code
167 Drug 1 therapy type drug_1a Cathegorical How do you take it? 1. continuous; 2. intermittent; 3. Sporadic; other NAN
168 Drug 1 start date drug_1b Cathegorical When did you start to take it? 1. less than 1 month; 2. from 1 month to 1 year; 3. more than 1 year; other. NAN
169 Drug 2 Comercial name drug_2_comercial_name Cathegorical Drug 2 comercial name
170 Drug 2 Active drug drug_2_PA Cathegorical Drug 2 Active drug
171 Drug 2 ATC code drug_2_ATC Cathegorical Drug 2 ATC code
172 Drug 2 therapy type drug_2a Cathegorical How do you take it? 1. continuous; 2. intermittent; 3. Sporadic; other NAN
173 Drug 2 start date drug_2b Cathegorical When did you start to take it? 1. less than 1 month; 2. from 1 month to 1 year; 3. more than 1 year; other. NAN
174 Drug 3 Comercial name drug_3_comercial_name Cathegorical Drug 3 comercial name
175 Drug 3 Active drug drug_3_PA Cathegorical Drug 3 Active drug
176 Drug 3 ATC code drug_3_ATC Cathegorical Drug 3 ATC code
177 Drug 3 therapy type drug_3a Cathegorical How do you take it? 1. continuous; 2. intermittent; 3. Sporadic; other NAN
178 Drug 3 start date drug_3b Cathegorical When did you start to take it? 1. less than 1 month; 2. from 1 month to 1 year; 3. more than 1 year; other. NAN
179 Drug 4 Comercial name drug_4_comercial_name Cathegorical Drug 4 comercial name
180 Drug 4 Active drug drug_4_PA Cathegorical Drug 4 Active drug
181 Drug 4 ATC code drug_4_ATC Cathegorical Drug 4 ATC code



182 Drug 4 therapy type drug_4a Cathegorical How do you take it? 1. continuous; 2. intermittent; 3. Sporadic; other NAN
183 Drug 4 start date drug_4b Cathegorical When did you start to take it? 1. less than 1 month; 2. from 1 month to 1 year; 3. more than 1 year; other. NAN
184 Drug 5 Comercial name drug_5_comercial_name Cathegorical Drug 5 comercial name
185 Drug 5 Active drug drug_5_PA Cathegorical Drug 5 Active drug
186 Drug 5 ATC code drug_5_ATC Cathegorical Drug 5 ATC code
187 Drug 5 therapy type drug_5a Cathegorical How do you take it? 1. continuous; 2. intermittent; 3. Sporadic; other NAN
188 Drug 5 start date drug_5b Cathegorical When did you start to take it? 1. less than 1 month; 2. from 1 month to 1 year; 3. more than 1 year; other. NAN
189 Drug 6 Comercial name drug_6_comercial_name Cathegorical Drug 6 comercial name
190 Drug 6 Active drug drug_6_PA Cathegorical Drug 6 Active drug
191 Drug 6 ATC code drug_6_ATC Cathegorical Drug 6 ATC code
192 Drug 6 therapy type drug_6a Cathegorical How do you take it? 1. continuous; 2. intermittent; 3. Sporadic; other NAN
193 Drug 6 start date drug_6b Cathegorical When did you start to take it? 1. less than 1 month; 2. from 1 month to 1 year; 3. more than 1 year; other. NAN
194 Drug 7 Comercial name drug_7_comercial_name Cathegorical Drug 7 comercial name
195 Drug 7 Active drug drug_7_PA Cathegorical Drug 7 Active drug
196 Drug 7 ATC code drug_7_ATC Cathegorical Drug 7 ATC code
197 Drug 7 therapy type drug_7a Cathegorical How do you take it? 1. continuous; 2. intermittent; 3. Sporadic; other NAN
198 Drug 7 start date drug_7b Cathegorical When did you start to take it? 1. less than 1 month; 2. from 1 month to 1 year; 3. more than 1 year; other. NAN
199 Drug 8 Comercial name drug_8_comercial_name Cathegorical Drug 8 comercial name
200 Drug 8 Active drug drug_8_PA Cathegorical Drug 8 Active drug
201 Drug 8 ATC code drug_8_ATC Cathegorical Drug 8 ATC code
202 Drug 8 therapy type drug_8a Cathegorical How do you take it? 1. continuous; 2. intermittent; 3. Sporadic; other NAN
203 Drug 8 start date drug_8b Cathegorical When did you start to take it? 1. less than 1 month; 2. from 1 month to 1 year; 3. more than 1 year; other. NAN
204 Drug 9 Comercial name drug_9_comercial_name Cathegorical Drug 9 comercial name
205 Drug 9 Active drug drug_9_PA Cathegorical Drug 9 Active drug
206 Drug 9 ATC code drug_9_ATC Cathegorical Drug 9 ATC code
207 Drug 9 therapy type drug_9a Cathegorical How do you take it? 1. continuous; 2. intermittent; 3. Sporadic; other NAN
208 Drug 9 start date drug_9b Cathegorical When did you start to take it? 1. less than 1 month; 2. from 1 month to 1 year; 3. more than 1 year; other. NAN
209 Drug 10 Comercial name drug_10_comercial_name Cathegorical Drug 10 comercial name
210 Drug 10 Active drug drug_10_PA Cathegorical Drug 10 Active drug
211 Drug 10 ATC code drug_10_ATC Cathegorical Drug 10 ATC code
212 Drug 10 therapy type drug_10a Cathegorical How do you take it? 1. continuous; 2. intermittent; 3. Sporadic; other NAN
213 Drug 10 start date drug_10b Cathegorical When did you start to take it? 1. less than 1 month; 2. from 1 month to 1 year; 3. more than 1 year; other. NAN
214 Drug 11 Comercial name drug_11_comercial_name Cathegorical Drug 11 comercial name
215 Drug 11 Active drug drug_11_PA Cathegorical Drug 11 Active drug
216 Drug 11 ATC code drug_11_ATC Cathegorical Drug 11 ATC code
217 Drug 11 therapy type drug_11a Cathegorical How do you take it? 1. continuous; 2. intermittent; 3. Sporadic; other NAN
218 Drug 11 start date drug_11b Cathegorical When did you start to take it? 1. less than 1 month; 2. from 1 month to 1 year; 3. more than 1 year; other. NAN
219 @1_year_smoker @1_year_smoker Cathegorical smoker for at least one year 1=yes; 0=no
220 current_smoker current_smoker Cathegorical current smoker 1=yes; 0=no
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